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Preface

The 26th edition of the European Symposium on Research in Computer Security
(ESORICS 2021) was held as an online event in Darmstadt, Germany, during October
4–8, 2021. In addition to the main conference, 11 workshops were organized and held
in the same time period.

This volume includes the accepted contributions, in total 31 full papers and one short
paper, to six of these workshops, as follows:

• 7th Workshop on the Security of Industrial Control Systems and of Cyber-Physical
Systems (CyberICPS 2021);

• 5th International Workshop on Security and Privacy Requirements Engineering
(SECPRE 2021);

• 4th International Workshop on Attacks and Defenses for Internet-of-Things (ADIoT
2021);

• 3rdWorkshop on Security, Privacy, Organizations, and Systems Engineering (SPOSE
2021);

• 2nd International Workshop on Cyber-Physical Security for Critical Infrastructures
Protection (CPS4CIP 2021); and

• 1st International Workshop on Cyber Defence Technologies and Secure
Communications at the Network Edge (CDT&SECOMANE 2021).

While each of the workshops had a high-quality program of its own, the organizers
opted to publish the proceedings jointly; these are included in this volume. The authors
improved and extended these papers based on the reviewers’ feedback as well as the
discussions at the workshops.

We would like to thank each and every person who was involved in the organization
of the ESORICS 2021 workshops. Special thanks go to the ESORICS 2021 Workshops
Chairs and to all the workshop organizers and their respective Program Committees
who contributed to making the ESORICS 2021 workshops a real success. We would
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also like to thank the Organizing Committee for supporting the day-to-day operation
and execution of the workshops.
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CyberICPS 2021 Preface

This part contains revised versions of the papers presented at the 7th Workshop on
Security of Industrial Control Systems and Cyber-Physical Systems (CyberICPS 2021).
The workshop was co-located with the 26th European Symposium on Research in
Computer Security (ESORICS 2021) and was held online as a virtual event on October
8, 2021.

Cyber-physical systems (CPSs) are physical and engineered systems that interact
with the physical environment, whose operations are monitored, coordinated, con-
trolled, and integrated by information and communication technologies. These systems
exist everywhere around us, and range in size, complexity, and criticality, from
embedded systems used in smart vehicles to SCADA systems in smart grids, control
systems in water distribution systems, smart transportation systems, plant control
systems, engineering workstations, substation equipment, programmable logic con-
trollers (PLCs), and other industrial control systems (ICSs). These systems also include
the emerging trend of the Industrial Internet of Things (IIoT) that will be the central
part of the fourth industrial revolution. As ICSs and CPSs proliferate, and increasingly
interact with us and affect our lives, their security becomes of paramount importance.

CyberICPS 2021 brought together researchers, engineers, and governmental actors
with an interest in the security of ICSs and CPSs in the context of their increasing
exposure to cyberspace by offering a forum for discussion on all issues related to their
cyber security. CyberICPS 2021 attracted 18 high-quality submissions, each of which
was assigned to three referees for review; the review process resulted in seven papers
being accepted to be presented and included in the proceedings. These cover topics
related to threats, vulnerabilities, and risks that cyber-physical systems and industrial
control systems face; cyber attacks that may be launched against such systems; and
ways of detecting and responding to such attacks.

We would like to express our thanks to all those who assisted us in organizing the
event and putting together the program. We are very grateful to the members of the
Program Committee for their timely and rigorous reviews. Thanks are also due to the
event’s Organizing Committee and to the ESORICS Organizing Committee. Last but
by no means least, we would like to thank all the authors who submitted their work to
the workshop and contributed to an interesting set of proceedings.

November 2021 Costas Lambrinoudakis
Nora Cuppens

Sokratis Katsikas
Frédéric Cuppens
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Communication and Cybersecurity
Testbed for Autonomous Passenger Ship

Ahmed Amro(B) and Vasileios Gkioulos

Norwegian University of Science and Technology, Gjøvik, Norway
{ahmed.amro,vasileios.gkioulos}@ntnu.no

Abstract. Many industrial sectors are undergoing a digital transforma-
tion, including maritime. New technological advancements and modes
of operations are being introduced to maritime infrastructure, which
includes ships, ports, and other facilities. Digital transformation in mar-
itime has among its goals reducing human involvement and improving
remote connectivity. The achievement of these goals hinges on several
components, including communication technologies and cybersecurity.
Consequently, maritime-related communication and cybersecurity solu-
tions are in high demand. This paper targets the development of a
maritime-themed testbed utilized to evaluate and analyze several mar-
itime use cases, including autonomous passenger ships (APS) with a
prime focus on the communication and cybersecurity aspects. We have
proposed abstraction of processes guiding the utilization of the testbed
capabilities. Also, we proposed an approach for replicating the target sys-
tem of analysis which facilitates the analysis and evaluation activities.
The proposed testbed and its processes have been evaluated by discussing
some of the projects that utilized it, including evaluating communica-
tion and cybersecurity architectures for an APS use case. Additionally,
after comparison with the state-of-the-art in cybersecurity testbeds, the
testbed was found to be supporting the majority of the concepts and
properties observed in the literature while the missing elements were
highlighted and designated as suggestions for future work. Moreover, we
provide a discussion of the challenges in cybersecurity evaluation in mar-
itime in general and autonomous ships in particular.

Keywords: Cybersecurity · Communication · Testbed · Autonomous
passenger ship · ICS

1 Introduction

In the modern era, technological advancements are enriching several aspects
of our lives. Innovations in the maritime domain have found their application
in passenger transportation in inland waterways. Several projects are undergo-
ing aiming to develop autonomous passenger ships or ferries in three regions
in Norway [6] including a project named Autoferry which aims to develop an
Autonomous all-electric Passenger Ship (APS) for inland water transport in the
c© Springer Nature Switzerland AG 2022
S. Katsikas et al. (Eds.): ESORICS 2021 Workshops, LNCS 13106, pp. 5–22, 2022.
https://doi.org/10.1007/978-3-030-95484-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95484-0_1&domain=pdf
https://doi.org/10.1007/978-3-030-95484-0_1


6 A. Amro and V. Gkioulos

city of Trondheim [2]. The new APS operates within a new operational mode
called autoremote, this entails that the APS will be mainly autonomous, with
human supervision from a remote control center (RCC) [9]. Although this uncon-
ventional mode of operation is expected to improve the provisioning of naviga-
tional services, it introduces a wide range of cyber threats with possible safety
impacts as it relies on a group of interconnected Industrial Control Systems
(ICS) as well as several communication technologies.

Communication and cybersecurity are considered among the biggest chal-
lenges for the advancement of the autonomous shipping concept [9]. This is
based on the fact that improper communication is the main factor for mar-
itime casualties [1] and cybersecurity has been considered among the most sig-
nificant challenges in the usage of unmanned ships according to seafarers [23].
Therefore, there is a growing interest in the development of communication and
cybersecurity-related solutions for autonomous ships. Cyber ranges and testbeds
are commonly utilized for the evaluation of the developed solution as well as for
training and awareness [26,27]. However, during this study, we have observed
a lack in the literature regarding the utility of cyber ranges or testbeds for the
evaluation of cybersecurity solutions in the maritime domain in general and in
autonomous shipping in particular. In the remainder of this paper, we use the
terms cyber range and testbed interchangeably.

This paper proposes a testbed suitable for the analysis and evaluation of sev-
eral maritime use cases focusing on cybersecurity and communication aspects. Ini-
tially, a literature review is conducted to identify relevant artifacts and approaches
utilized in similar testbeds. Then the testbed is developed following the ISO 15288
standard [17]. Finally, the identified state-of-the-art is utilized to evaluate the
testbed focusing on the comprehensiveness and utility of the included capabili-
ties. Our contributions in this work can be summarised as follow:

– We propose a communication and cybersecurity testbed for several maritime
use cases. The testbed capabilities are comprehensive compared to the state-
of-the-art and provide a novel introduction for such testbed in the maritime
domain.

– We propose an abstraction of three processes that can be followed during
the utilization of cybersecurity testbeds namely, system replication, system
analysis, and technical management.

– We propose an approach for the system replication process based on stan-
dardized system elements. The system elements can be utilized as guidelines
for replicating the target system for analysis.

2 Background and Related Work

In this section, we provide a brief background regarding the motivation for this
study as well as several relevant works regarding cybersecurity testbeds in general
and in maritime in particular. Regarding the motivation, the testbed proposed
in this paper is mainly developed to evaluate artifacts that were designed based
on a group of established communication and cybersecurity requirements for
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an autonomous passenger ship or ferry (APS). The requirements were collected
from several APS stakeholders, analyzed, and adopted in our earlier work [9]. The
communication requirements were utilized to define and design a communica-
tion architecture for the APS that allows it to communicate with its operational
context and support several navigational services such as autonomous naviga-
tion and autonomous engine monitoring and control [10]. On the other hand,
the cybersecurity requirements in addition to a group of risk analysis processes
for the APS as a cyber physical system [8,11] were utilized to define and design
a cybersecurity architecture for the APS [7]. Additionally, the testbed capabil-
ities enable the exploration of additional use cases allowing the advancement
of cybersecurity research in maritime. Moreover, the testbed is evaluated using
qualitative functional evaluation and through comparison with the state-of-the-
art. The captured state-of-the-art of cybersecurity testbeds relies on the works
summarized in the remainder of this section since a comprehensive literature
survey is outside the scope of this paper.

Yamin et al. [27] conducted a systematic literature survey (SLR) and
presented the state-of-the-art in cyber ranges and cybersecurity testbeds by
highlighting several aspects such as environment building, scenarios, monitor-
ing, learning, teaming, and management. Moreover, the authors discussed the
observed approaches for testbed evaluation. We mapped our testbed capabilities,
processes, and evaluation based on the artifacts highlighted in this work.

Kavak et al. [19] surveyed several works and presented the state-of-the-art
related to the utility of simulation in the cybersecurity domain. The authors have
highlighted the efforts observed in the literature during the construction of the
testing environment which is referred to as “Representative environment build-
ing” and the utility of both physical equipment as well as virtual equipment in
both simulating or emulating cyber exercises in security evaluation and testing.

Tam et al. [26] have discussed the concept of cyber ranges in the maritime
context. The authors aimed to enhance the state-of-the-art by discussing cyber
ranges in a maritime context, scalability, and the coordination of cyber ranges
(i.e. federation). Regarding inserting the maritime context into cyber ranges,
the authors have presented a layer representation of ships and ports compo-
nents in maritime to aid the development of cyber ranges. This demonstrates
the utility of the concept of facilities in cyber ranges in maritime, which refers
to the separation of the different arrangement of components based on their
geographical location or functionality. Regarding scalability, the authors have
discussed the utilization of both simulation/emulation components in addition
to real equipment in an attempt to maintain a balance between cost, scalability,
repeatability, and realism. Finally, the authors have highlighted the utility of
cyber ranges for generating data that can be used to enhance other processes
such as risk assessment and machine learning algorithms.

3 Testbed Architecture

The testbed is aimed to include a group of capabilities that allow the analysis and
evaluation of design and implementation artifacts for several maritime use cases
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focusing on communication and cybersecurity aspects. These use cases currently
include an autonomous passenger ship and traditional integrated bridge systems.
Considering the undergoing digitalization in maritime, the testbed is aimed to
have a flexible design in order to accommodate several traditional and futuristic
ship models and operational modes. The testbed model is a hybrid; consisting
of both physical and virtual components. Moreover, the testbed provides both
remote and on-site testing capabilities in addition to having a mobility feature.

3.1 Concepts and Processes

Figure 1 reflects a view of the testbed processes. It includes three main processes
inspired from the ISO 15288 standard [17], namely, system replication, system
analysis, and technical management.

Fig. 1. Process view of the testbed

System Replication: Also referred to as “Representative environment build-
ing” [19] during this process, the Narrowest System of Interest (NSoI) is con-
structed utilizing physical and/or virtual components emulating and or simulat-
ing the real system under investigation. The system description is intended to be
comprehensive to facilitate the system analysis process. The ISO 15288 standard
[17] details the different system elements that can describe the manner in which
a system is configured. As a guideline for capturing each NSoI, we propose using
this system element abstraction. The outcome of this process is a constructed
replica of the NSoI as well as an architecture description of it. The different
system elements and their replication mechanisms are depicted in Table 1.

The use of simulation and emulation in cybersecurity testbeds and exercises
is widely common as indicated in the literature [19,26,27]. Such tools can be
utilized to replicate several system elements such as hardware or data streams.
Yamin et al. [27] highlighted the utilization of traffic generation and behavior
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Table 1. Replication mechanisms for the different system elements

System element Replication mechanism Example

Hardware - Simulation/Emulation tool
- Physical equipment

Automatic Identification System (AIS)
replicated using physical equipment or
a AIS simulator software

Software - Tool OpenCPN chart plotter software

Data - Simulation/Emulation tool
- Physical equipment
- Traffic generation tools (e.g.
stubs, fuzzing, replay)

Captured sensor data (e.g. lidar)
transmitted through a traffic
generation tool (e.g. Tcpreplay)

Humans - Human
- User behavior generation tool

A Remote operator role emulated
using a human or a user behavior
generation tool

Processes, and
procedures

- Scenarios
- Tools
- Physical equipment
- Human
- User behavior generation tool
- Facilities

Ship-to-Ship communication emulated
using a group of physical equipment
with relevant technology (e.g. VHF),
people at another ship (i.e. facility),
following a certain scenario for
collision avoidance

Facilities - Physical location
- Arrangement of physical
equipment and tools

Sites 1 and 2 shown in Fig. 2

generation tools. The traffic generation tools are utilized for generating realis-
tic data streams for creating different attack and normal operational scenarios
while the user behavior generation tools are utilized to emulate human behavior.
Additionally, Tam et al. [26] have highlighted the different types of data gener-
ated in cyber ranges, particularly, data needed to meet minimum requirements
and allow services to function (i.e. stubs), data simulating all types of input
to systems without applying logic (i.e. fuzzing), more realistic data based on
simulation, and date that is replayed after being captured. Our testbed aims to
provide data replication capabilities based on the data generation mechanisms
discussed in [26,27] and focus on data streams that are relevant to the maritime
domain.

Additionally, several maritime processes and procedures are addressed includ-
ing the different communication functions specified in the APS communication
architecture [10], namely, Ship-to-Shore, Ship-to-Ship, and Internal Communi-
cation. Ship-to-Shore communication targets the communication links between
the ship and the shore for remote monitoring, control, and maintenance. Ship-
to-Ship communication focuses on the communication channels between the ship
and other ships for safe navigation. Internal communication focuses on the com-
munication between internal ship systems. The ship systems include Information
Technology (IT) as well as Operational Technology (OT). Examples of such sys-
tems are control servers (e.g. Dynamic Positioning System), and Programmable
Logic Controllers (PLC) for controlling several safety systems. More details can
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be found in our earlier work [10]. Moreover, the representation of system’s facil-
ities in maritime has been observed to provide improved system analysis capa-
bilities.

Materials and naturally occurring entities are other physical system elements
discussed in the ISO 15288 standard [17]. Nevertheless, they have been found
to be irrelevant to the current objectives of our testbed as the later focuses on
cybersecurity and communication aspects of maritime use cases.

System Analysis. This process consists of a group of activities to analyze the
constructed replica of the NSoI. In our testbed, the system analysis can follow
two main directions, particularly, communication or cybersecurity analysis. Dif-
ferent aspects are relevant for each direction. Brief discussion for each aspect is
provided below:

– Methods: Several methods for communication analysis are observed in the
literature such as wireless coverage analysis [18] and performance analysis [22].
On the other hand, cybersecurity analysis methods include; among others,
risk assessment, adversary emulation, and evaluation of security solutions [7].
Additionally, the cybersecurity analysis approaches; depending on the use
case under analysis, can be conducted using black box, grey box, or white
box analysis techniques [20].

– Scenarios: a scenario describes the storyline which specifies the steps for
conducting a test or training exercise [27]. Scenario definitions should include
a purpose, environment, storyline, type, domain, and tools. For the cyberse-
curity analysis, scenario types should include both normal operation scenarios
(e.g. navigational scenario) as well as attack scenarios.

– Monitoring: this includes the methods, tools, and focus of the real-time
monitoring of the exercise. In our testbed, this is mostly related to docu-
mentation and data collection. Network traffic capture, screen capture, and
manual documentation are among the supported monitoring methods.

– Teaming: Cybersecurity analysis can be conducted through the utilizing of
the concept of teaming. Several teaming formations have been observed in
the literature including red teams conducting offensive security testing, blue
teams conducting defensive security, white teams responsible for scenario cre-
ation, green teams involved in monitoring the scenarios, and autonomous
teams utilized for automating the roles of other teams [27]. Additionally, a
recent teaming concept, namely purple teaming [24], integrates the activities
of red and blue teams extending the exercises toward further evaluation and
improvement of the security posture of the target system. In our testbed, we
aim to include several formations of such teams within different cybersecu-
rity operations, namely, offensive security, defensive security, and offensive
defense. Moreover, these cybersecurity operations are supported by white
teams and autonomous teams for creating and automating the analysis pro-
cess.
• Offensive Security: This includes the identification and implementation

of attack scenarios within the testbed components by conducting various
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penetration testing activities (i.e. red team activities). The ATT&CK
framework [25] is utilized to structure and formalize the description of
these activities. ATT&CK was chosen based on our earlier works [7,8] due
to its comprehensive threat model and updated common knowledge. Addi-
tionally, the utility of the ICS matrix in ATT&CK has been demonstrated
in our earlier work [8] and resulted in several ICS specific attack scenarios
which are target for analysis in our testbed. For instance, the manipula-
tion of view [5] and denial of view [3] are two identified attack techniques
with considerable risk against the APS system. Their risk is being eval-
uated in one of the project utilizing the testbed (refer to Sect. 4.2). The
testbed provides capabilities to conduct attack techniques across the dif-
ferent cyber kill chain phases, including; among others, reconnaissance,
initial access, discovery, impair process control, and inhibit response func-
tion. Performing these activities within the maritime context is expected
to identify and evaluate novel and relevant attack techniques.

• Defensive Security: This includes the identification and implementa-
tion of defensive capabilities within the testbed (i.e. blue team activ-
ities). The NIST framework as well as the defense-in-depth strategies
are both considered for mapping and updating the defensive capabili-
ties to facilitate defensive operations. For instance, the testbed includes
defensive capabilities allowing for threat identification, protection, and
detection as well as capabilities for incident response and recovery from
cyber-attacks. The choice for NIST and defense-in-depth is based on our
previous work [7] which identified both among the most referenced risk
management strategies. Performing these activities within the maritime
context is expected to identify and evaluate novel and relevant defensive
capabilities.

• Offensive Defense: This includes the implementation and analysis of
the purple teaming concept in which red team and blue team activities
are intertwined toward improving the security posture of a target system
[24]. To the best of our knowledge, the introduction of this concept in the
maritime domain is novel.

The outcome of this process is data and information for understanding the
technical aspects of the NSoI. This allows for informed decision-making regarding
the system development throughout its life cycle as well as support research
activities in maritime communication and cybersecurity.

Technical Management. This process includes several management activities
related to both the system replication and the system analysis processes for each
project (i.e. test), such as; among others, resource management, maintenance,
role management, and data storage. Brief discussion for each activity is provided
below:

– Resource Management: this entails the identification and allocation of
computational resources (e.g. memory), disk storage, and required compo-
nents for conducting tests [27].
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– Role Management: this entails the specification and distribution of roles
during the different tests. For instance, during an attack scenario targeting
a certain navigational operation, an attacker role is expected as well as a
navigational role (e.g. Officer on Watch OOW).

– Maintenance: management of the testbed equipment such as inventory,
licensing, and support.

– Data Storage: the management of any data related to the testbed. This
includes the generated data during the analysis process, the different software
binaries as well as backups of the different devices.

3.2 Tools and Equipment

Fig. 2. Layout view of the testbed

Figure 2 depicts a layout view of the testbed reflecting the different physical and
logical components that are utilized during the different processes discussed in
Sect. 3.1. The components can be organized in different configurations in order
to emulate several use cases. Overall, the testbed is organized into three main
sections, a physical testbed, a virtual testbed, and an integration of both. The
virtual testbed consists of a group of workstations with several tools providing
different capabilities. A summary of the included tools is depicted in Table 2
highlighting their categories and the process during which they are mainly uti-
lized. On the other hand, the physical testbed consists of a group of hardware
equipment providing different capabilities. A summary of the included equip-
ment is depicted in Table 3. Finally, both the physical and virtual testbeds have
advantages and disadvantages which are depicted in Table 4. Therefore, an inte-
gration between the two sections is proposed to enrich the system replication
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and analysis processes. The virtual and physical testbeds are integrated through
a group of interfaces utilizing different technologies such as USB, Wi-Fi, Blue-
tooth, and Ethernet.

Table 2. Tools utilized in the virtual testbed

Process Category Tools Description

System

replication

Emulation/

Simulation

Bridgecommand Customizing and building cooperative navigational

scenarios

NMEASimulator Customization of navigational scenarios

GNS3 Generation of complex networks and functional

component through virtualization technology. It can

be used to emulate the network and configuration of

the NSoI

V MWare Utilized alone or along with the GNS3 simulator to

create virtual machines

V irtualbox

Navigation OpenCPN A chart plotter software

Traffic

generation

Tcpreplay Replay recorded packet capture containing sensor

data or other types of traffic

Python Scripts

IMU + GPS Generate and transmit Inertia measurements and

GPS information from a mobile app

PacketSender Transmit data or recorded packet capture over the

network

Cybersecurity

controls

Snort Open-source Intrusion Detection System (IDS)

Wazuh Open-source Security Information and Event

Management (SIEM)

Duo Two Factor Authentication (2FA) software from

Cisco

OpenLDAP Role-Based Access Control (RBAC) software for

access management

ClamAV Antivirus software

BorgBackup Backup software supporting encryption and

compression as well as remote storage

System

analysis

Monitoring Wireshark Packet capture and analysis

Screen Recorder Record video and snapshots during experiments

Cybersecurity

testing

Ettercap Man-in-the-middle tool

Kali Linux Utilized as an attacker node

Nmap Network scanner tools

Caldera Breach and attack simulation platform for

automating and emulating adversarial behavior (i.e.

autonomous team)

Scikit-learn Machine learning library for python programming.

Utilized for model building, training, and evaluation

toward anomaly detection solutions

Communication

testing

Iperf Network performance measurements

NetAnalyzer App for analyzing Wi-Fi signals and LAN networks

WiFiAnalyzer App for analyzing Wi-Fi signals
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Table 3. Equipment utilized in the physical testbed

Process Category Equipment (Quantity) Description

System

replication

Maritime

equipment

AIS A200 (1) Class A Automatic Identification

System with external GNSS and

VHF antenna

AIS B921 (1) Class B Automatic Identification

System with internal GNSS and

VHF antenna

Furunu GP 170 (1) Marine GPS with external GPS

antenna

Garmin NMEA 2000 network

starter kit (1)

NMEA 2000 network

Garmin NMEA 2000 Network

Updater (1)

Maretron IPG100 (2) NMEA Internet Protocol Gateway

Network

equipment

Cisco Aironet 1532E (3) Wi-Fi outdoor lightweight access

points with external directional and

Omni antennas

Cisco Wireless Controller 3504 (1) For the management of the Wi-Fi

network

Netgear Nighthawk Mobile

Hotspot Router (3)

LTE/4G router

Cisco RV042G (2) Load balancer, VPN router, and

firewall

Portable

power sources

Omnicharge Ultimate (7) Portable power source with 38400

mAh. Providing DC, AC, and USB

output.

9V power bank (3) Additional power sources

System

analysis

Software

Defined

Radio (SDR)

SDRplay RSPdx (1) Wideband SDR

ADALM-PLUTO (4) Active SDR learning module

Technical

management

Data backup LaCie 2TB (1) 2TB External Hard drive

4 Evaluation

In this section, we present a qualitative functional evaluation for our testbed
through the discussion of some of the past and ongoing use cases utilizing it,
namely, the analysis of communication and a cybersecurity architecture for an
APS as well as an analysis of the security of sensor data in NMEA message
format. Additionally, we provide a comparison of our testbed with the several
aspects observed in the state of the art in cybersecurity testbeds. We demon-
strate the utility of the testbed capabilities utilized during the system replication,
system analysis, and technical management processes (refer to Sect. 3.1)
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Table 4. Advantages and disadvantages of our physical and virtual testbeds

Advantages Disadvantages

Physical Wireless communication testing is
possible using several technologies

Security attacks emulation is restricted
due to limited possible configurations

Built as mobile units to capture real
measurements in different environments
(e.g. marine traffic)

Wired communication testing is limited
due to the lack of ethernet switches

cost of testing autonomous navigation
and control components is high due to
expensive physical components (e.g.
radar, lidar, cameras, etc.)

Virtual Security attack emulation is flexible due
to virtualization

No capabilities for wireless
communication testing

Wired communication testing is possible
with advanced capabilities

Real measurements (e.g.marine traffic)
cannot be effectively captured during
experiments

Autonomous navigation and control
components can be simulated

4.1 APS Communication and Cybersecurity Architecture

As discussed in Sect. 2, the main motivation for this testbed is the evaluation of a
communication architecture [10] and a cybersecurity architecture [7] proposed in
our earlier works based on a group of predefined communication and cybersecurity
requirements in [9] for an autonomous passenger ship (APS). The testbed in both
works was utilized for the evaluation of the proposed architectures to demonstrate
their fulfillment of the stakeholders’ requirements and concerns. Table 5 summa-
rizes the processes and the different aspects regarding the evaluation of both pro-
posed architectures. A prototype of the communication architecture was imple-
mented using the GNS3 simulator consisting of several emulated network devices
with network protocols to support ship-to-ship and internal communication func-
tions. The implementation included two networks representing both a remote con-
trol center and an APS. The role of the human operator was emulated to evaluate
the provisioning of the required capabilities. Then, the implementation was sub-
ject to a test scenario to evaluate the implementation performance considering
aspects such as redundancy, fault tolerance, and remote access. More details can
be found in [10]. On the other hand, a prototype of cybersecurity architecture was
implemented extending the implemented communication architecture. Additional
equipment included two workstations emulating the two facilities for improved
resource management in addition to two physical gateways (RV042G). More-
over, a group of required cybersecurity controls was implemented (see Table 2)
to evaluate their integration feasibility. Also, some sensor data was emulated
using traffic generation tools. Then, the implemented architecture was evaluated
using adversary emulation following 3 attack scenarios including red and blue
team activities. The attack included several techniques including network sniffing,
service scanning, ARP cache poisoning, gather victim information, and internet



16 A. Amro and V. Gkioulos

accessible devices using valid accounts. Although the attacks are not unique to
the APS network, they were intended to evaluate the concept of layered defences
within the context of the autoremote operational mode.

The testbed was found to be sufficient in evaluating the feasibility of inte-
grating several architectural components and adequate in providing offensive
security and defensive security analysis capabilities. However, the GNS3 simu-
lator was found to be unsuitable for comprehensive performance analysis due to
high latency related to virtualization.

Table 5. Use case 1: architecture evaluation

Process Aspect Communication architecture Cybersecurity architecture

System

replication

Hardware Workstation, GNS3,

VMWare

Workstation, GNS3, VMWare, Virtualbox,

Cisco RV042G

Software Cyber security Controls

Data Python scripts, IMU+GPS, Packet Sender

Humans Human (e.g. operator) Human

Processes, and

Procedures

Ship-to-Shore, internal

communication

Ship-to-Shore, internal communication,

cybersecurity functions and protocols, sensor

data collection.

Facilities Remote Control Center,

APS

Remote Control Center, APS

System

analysis

Tools Kali Linux, Nmap, Iperf

Methods Performance analysis Feasibility of security solutions, Adversary

Emulation, Performance Analysis

Scenarios 1 Scenario 3 Scenarios

Teaming Red team, Blue team

Technical

management

Resource

management

Each facility at a dedicated workstation

Role

management

Human Human, attacker

Maintenance ✓ ✓

Data Storage Local, Cloud Local, Cloud and External HDD

4.2 NMEA Security

Several maritime-related protocols operate within the testbed components such
as the National Marine Electronics Association (NMEA) protocol which is a
standard for the communication among marine equipment including sensor data.
A study is being conducted to analyze the security of NMEA messages in two
use cases, the APS as well as Integrated Navigation Systems (INS) in tradi-
tional vessels [12]. Initially, a system emulating the INS and its equivalent in
the APS is constructed using several tools that emit NMEA messages includ-
ing the bridgecommand1 simulator, NMEA simulator2, and a physical GPS or
Automatic Identification System (AIS) device. Additionally, the OpenCPN chart
plotter software3 is used and configured to receive the transmitted NMEA mes-
sages. Additional scripts are utilized to transmit NMEA messages in certain
1 https://www.bridgecommand.co.uk (accessed July 2021).
2 https://cutt.ly/NMEASimulator (accessed July 2021).
3 https://opencpn.org (accessed July 2021).

https://www.bridgecommand.co.uk
https://cutt.ly/NMEASimulator
https://opencpn.org
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scenarios. Several navigational procedures are emulated such as collision avoid-
ance. Then the developed system is used to study the NMEA messages, their
structure, behavior, and security. Several attack scenarios are carried as well as
normal operational scenarios. This allowed for the generation of both normal and
attack traffic for the application of machine learning techniques utilizing several
modules in the Scikit-learn including some pre-processing modules and classi-
fiers (e.g. decision trees) [21]. The analysis included offensive security, defensive
security as well as a offensive defense by interchanging the red team and blue
team activities toward an improved anomaly detection solution. The offensive
security activities included several attacks among them are attacks against mar-
itime sensor data including variations of Manipulation of View [5] and Denial of
View [3] attack techniques. Table 6 depicts a summary of the processes and the
different aspects related the activities in this project.

Table 6. Use case 2: NMEA security

Process Aspect APS, INS

System

replication

Hardware Workstation, Virtualbox, Bridgecommand Simulator, NMEA

Simulator, Furunu GP 170

Software OpenCPN chart plotter

Data Simulated GPS, Python scripts

Humans Officer on Watch (OOW)

Processes, and

procedures

Navigation status, route planning, collision avoidance, internal

communication

Facilities Vessel

System

analysis

Tools Kali Linux, ettercap, Scikit-learn

Methods Adversary emulation, anomaly detection, risk analysis

Scenarios Many navigational scenarios, many attack scenarios

Monitoring Wireshark, Screen recorder

Teaming Red, blue, and purple teaming

Technical

management

Resource

management

Role

management

Attacker, OOW

Maintenance ✓

Data Storage Local, cloud, external HDD

4.3 Relevance to the State-of-the-Art

Table 7 depicts a summary of the comparison between our testbed and the con-
cepts and properties observed in the state-of-the-art of cybersecurity testbeds
captured by the literature discussed in Sect. 2. The comparison highlights the
comprehensive nature of our testbeds capabilities as it supports most of the
common concepts and properties. However, this comparison points to the areas
of limitations. First of all, our testbed does not include components dedicated to
cybersecurity learning; which is adopted by 25% of the surveyed works by Yamin
et al. [27], this is because no requirements for such component have been com-
municated by the stakeholders. This also justifies the lack of education-related
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scenarios, scoring tools, and a green team. Additionally, no user behavior gener-
ation tools or dedicated or special management tools are utilized in our testbed.
The management process is supported by several general-purpose tools such as
Microsoft office word, excel, as well as commercial data backup software.

Table 7. Comparison between our proposed testbed and the concepts and properties
observed in the state-of-the-art

Concepts and properties Our

testbed

Concepts and properties Our

testbed

Scenario Purpose Testing ✓ Environment Emulation ✓

Education ✗ Simulation ✓

Experiment ✓ Real Equipment ✓

Type Dynamic ✓ Hybrid ✓

Static ✗ Tools Emulation tools ✓

Domain Hybrid network

applications

✓ Simulation tools ✓

Networking ✓ Management tools ✗

SCADA systems ✗ Monitoring tools ✓

Social engineering ✗ Traffic generation ✓

IoT systems ✗ User behavior generation ✗

Critical infrastructure ✗ Scoring tools ✗

Cloud based systems ✗ Security testing tools ✓

Autonomous systems ✓ Teaming Red team ✓

Management ✓ Blue team ✓

Learning ✗ White team ✓

Monitoring ✓ Green team ✗

Remote access ✓ Autonomous team ✓

Mobility ✓ Purple teaming ✓

Scalability Restricted

The state-of-the-art captured by Yamin et al. [27] does not capture the con-
cept of testbed mobility. Additionally, purple teaming and remote access are
discussed as concepts but the number of works that implement them were not
tracked. Moreover, scalability is discussed only as a direction for future work.
However, Tam et al. [26] discussed testbed mobility and its utility in maritime
testbeds. Also, the authors addressed scalability as a main direction for devel-
oping maritime-specific cyber ranges. Our testbed includes solutions for remote
access, mobility, scalability, as well as activities implementing purple teaming.
The remote access component is carried using the TeamV iewer software con-
figured with the roles defined during the role management process (Sect. 3.1).
The utility of TeamV iewer for remote laboratories and collaborative learning
has been discussed in the literature (e.g. [15,16]) and is found adequate in our
testbed especially during the pandemic. Our testbed includes a mobility feature
allowing it to be relocated to other indoor and outdoor locations. The mobility
is supported through portable power sources allowing for extended experimen-
tation periods, compact workstations in addition to specialized suite cases and
mountable equipment, as well as certain waterproof equipment. Regarding scal-
ability, our virtual testbed includes elements supporting scalabilities such as
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the GNS3 simulator, virtualization technology, and other simulation tools. This
allows for the expansion, replication, and exportation of test scenarios. However,
the scalability is restricted by the resources allowed by the testbed and identified
during the resource management process (Sect. 3.1). The integration of a cloud-
based component for the generation and execution of test scenarios is a future
research direction. Lastly, the purple teaming concept has been applied in our
testbed in a project targeting NMEA security (Sect. 4.2). This is supported by
the integration of capabilities supporting red teams activities (e.g. Kali, Caldera,
etc.) as well as blue team activities through the different security controls.

5 Challenges and Future Work

The testbed proposed in this paper aims to support research regarding commu-
nication and cybersecurity of an autonomous passenger ship (APS) and other
related maritime use cases. The novelty of the autonomous shipping domain
introduces both temporal and contextual complexity that impacts our research.
The contextual complexity is related to the lack of legal framework governing
the technology while the temporal complexity is related to the lack of a unified
industrial vision regarding the technology. The International Maritime Orga-
nization (IMO) has just recently completed a regulatory scoping exercise for
the Maritime Autonomous Surface Ship (MASS); the ship class under which
the APS falls. Plans for the next steps are yet undecided [4]. Moreover, several
projects are undergoing regarding the development of autonomous passenger
ships or ferries [6] including the Autoferry project [2] which is the prime focus
of this testbed. This means that the current envisaged technology posture is
subject to change because most of the components governing and supporting
autonomous operations are yet under development. This leads to the possibility
that certain communication and cybersecurity testing capabilities supported by
the testbed might not be of relevance in the future. The contextual complexity
can be addressed in the same manner when addressing the temporal complex-
ity, particularly by using a divide and conquer approach [14]. This entails the
formulation of a specific operational context (i.e. use case) containing several
design alternatives to be analyzed. Then, the data generated by the analysis
can lead to the generation of new possible use cases or technology adaptation of
the analyzed technology. For this sake, our testbed included several components
from several providers, using several technologies, and providing several capa-
bilities. This flexible design aims to circumvent the challenges inflected by the
aforementioned complexity aspects.

Additional challenges are related to the usage of licensed communication fre-
quencies for ship-to-ship, and ship-to-shore communication. Our testbed includes
two AIS devices for supporting ship-to-ship communication. AIS operates over
Very High Frequency (VHF) which requires a license to operate in Norway. Thus,
restricted testing capabilities. We have deferred to other means for getting AIS
and NMEA data through utilizing simulators and previously captured data.
On the other hand, the LTE routers supporting ship-to-shore communication
requires monthly data subscription which adds additional management cost.
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In maritime, safety and cybersecurity are inter-related aspects, recently, IMO
has issued resolution MSC.428(98) dictating that ship owners and operators
must address cybersecurity in their safety management system [13]. Integrating
capabilities for safety management within the testbed is a future direction. This
is intended to support the efforts of integrating cybersecurity capabilities in such
management systems toward the development of an Integrated Ship Safety and
Security Management System (IS3MS). In addition to this, several use cases
are expected to be utilized in the testbed including AIS security and Breach and
Attack Simulation (BAS) platforms in the maritime context. Finally, the testbed
is still under development and not available for public access at this moment.
However, we can provide demonstrations of certain scenarios and capabilities.

6 Conclusion

The maritime domain is undergoing major digitization through the integration
of technology and new operational aspects. Communication and cybersecurity
are considered crucial aspects that could impact this major change in the indus-
try. Therefore, in this paper, we proposed a testbed that can be utilized for
the evaluation of several maritime use cases including the autonomous passen-
ger ships (APS), and focusing on the communication and cybersecurity aspects.
The testbed development is based on the observed state-of-the-art in cyberse-
curity testbeds and is inspired by several processes from the ISO 15288 system
development standard. Our proposition includes an abstraction of three pro-
cesses that can be followed for the utilization of the testbed namely, system
replication, system analysis, and technical management. Moreover, we propose
a system engineering approach for the system replication process that relies on
standardized system elements. The three processes were followed during two
projects (Sects. 4.1 and 4.2) and found to help guide the progress throughout
the projects. Additionally, the utilization of standardized system elements as
guidelines during the system replication process led to the development of a
realistic replica of the systems targeted for analysis.

Also, after comparing our testbed to the state-of-the-art it was found to
be comprehensive in the inclusion of a set of capabilities covering most of the
observed concepts and properties. In addition to that, the testbed includes addi-
tional less observed features such as remote access, mobility, and purple teaming.
Nevertheless, the testbed was found to be lacking some of the observed aspects
such as having a learning component, user behavior generation tools, automated
environment building tools, and dedicated management system tools in addition
to restricted scalability. However, such limitations can induce future research
directions.
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Abstract. The goal of this paper is to define an extended cybersecurity
ontology, which may be used to assist in targeted information gathering
and risk assessment procedures applied on complex cyber-physical sys-
tems. The proposed ontology unifies information from an extensive col-
lection of known cybersecurity datasets, semi-structured or unstructured
(text) data from public security reports, environmental security informa-
tion gathered from network security tools that may be applied in net-
works and systems under assessment, as well as information about threat
actors and valid users of existing infrastructures. In order to demonstrate
the efficiency and the applicability of the proposed cybersecurity ontol-
ogy, we have implemented part of the ontology as a knowledge graph
using Python and Neo4J. To validate the efficacy of such a security ontol-
ogy in practical security assessments of complex cyber-physical systems,
two practical application and validation scenarios are presented. In the
first case we apply our ontology to fill in some gaps into the National Vul-
nerability Database, by utilizing a logistic classifier trained by a subset
of the NVD, with the purpose of predicting missing values for recorded
vulnerabilities. In the second validation scenario, we demonstrate how to
extract additional connections and relationships between known security
catalogues and databases such as NVD, CWE, CAPEC and Intel-TAL.

Keywords: Security ontology · Cyber threat intelligence · Risk
knowledge graph

1 Introduction

In our era, IT infrastructures and cyber-physical systems are continuously
expanded and integrated by adding new layers of equipment and software in an
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effort to increase automation, productivity and efficiency. This integration how-
ever raises numerous security issues, since unique combinations of software and
hardware occur daily, which can produce previously unobserved attack paths in
the underlying infrastructures. To explore existing risks in such complex cyber-
physical systems, security specialists must gather security related information
from various sources and feed them in targeted risk assessment tools, in an effort
to proactively mitigate potential risks against their organizations. Procuring and
combining all relevant threat and vulnerability information is a strenuous task
that stretches along numerous knowledge fields like security controls, security
policies, threat agent libraries and taxonomies, vulnerability databases, network
monitoring data and open source cyber threat intelligence reports (OSCTI) [21].

Each knowledge field presents different challenges since the available informa-
tion can be either vast or limited depending on the case. For a comprehensive
view, a top to bottom architecture is required, ranging from a high level view of
human actors, IT infrastructures, devices and networks, to a low level technical
view, where all entities are decomposed to smaller entities and all possible connec-
tions residing in the available information map are calculated. This procedure will
allow us to view existing connections between interacting entities from a cyber-
security perspective, and possibly unveil new types of interactions between those
entities, with the end goal of automating the calculation of security risks, threats
and vulnerability scores in specific environments at a specific time.

Motivation. In our previous work [20], a risk assessment methodology is devel-
oped to identify and assess attack paths against critical components of complex
cyber-physical systems. The algorithm uses CVSSv3.11 scores as input for the vul-
nerability assessment and threat agent libraries for the threat assessment. How-
ever, although various catalogues and databases do exist, such as CPE [2] , CVE
[7], CWE [4] and CAPEC [1] along with their interconnections [13], which may be
utilized to support the assessment of the risk produced by a vulnerability found
in an asset, multiple false positives might be produced, if such input is not prop-
erly modified in the context of a specific system under examination. As stated in
the CVSS documentation [3], the CVSS base score only sets a paradigm for a vul-
nerability, but does not fully characterize it. Therefore it is the researcher’s job
to specify environmental and temporal metrics depending on the specific applica-
tion environment the vulnerability resides in, and the time of vulnerability iden-
tification respectively. Indeed, as proposed by the CVSS framework, the security
experts should define the environmental and temporal modifications for the sys-
tems under examination and apply them to the base score already provided by
the NIST National Vulnerability Database (NVD). Such work is usually a man-
ual, expert-driven and timely process. And although some efforts exist in the lit-
erature to automate this process [10,13,15] none of the existing works propose a
holistic security ontology along with a knowledge extraction process, that may be
used to automate this process with high accuracy.

1 https://nvd.nist.gov/vuln-metrics/cvss/v3-calculator.

https://nvd.nist.gov/vuln-metrics/cvss/v3-calculator
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Contribution. Towards this direction, our main goal in this paper is to design a
cybersecurity ontology that will integrate and correlate information that may be
utilized in assessing the security risk of systems. The ontology will model infor-
mation related with all the phases of a risk assessment such as: (i) vulnerability
information (including base, environmental and temporal metrics as defined in
CVSS); (ii) threat information such as threats categories (e.g. CAPEC, CWE),
threat agents (such as INTEL-TAL [9]); (iii) information related with tempo-
ral characteristics and security impact for various environments, sectors and
application domains based on Open Source Cyber Threat Intelligence (OSCTI)
reports. To cover the security characteristics of complex cyber-physical systems,
we utilize low-level entities such as devices and networks, and attempt to connect
them to relevant data sources, such as:

– DS1: Vulnerability Databases & Related Catalogues.
– DS2: Security Policies & Controls.
– DS3: Threat Agent Libraries-Geolocation & Crime types.
– DS4: Network Security Configurations & Monitoring Data.
– DS5: Temporal Data-Open Source Cyber Threat Intelligence Reports.

This approach supports the mapping of additional characteristics for cyber
and physical entities that reside in infrastructures undergoing assessment proce-
dures. Such an ontology would be an important step towards automating existing
risk assessment methodologies, thus enabling their continuous implementation.

To validate the applicability of the proposed ontology in solving real problems,
we design and apply two application scenarios. In the first case we utilize the ontol-
ogy by implementing a machine learning classification pipeline that helps us pre-
dict missing values for older CVE’s. Utilizing this pipeline we produced a custom
NVD dataset that we filled with CVSS v3.1 values for CVEs that were previously
catalogued only with CVSS v2 values. In the second test case, we implement and
validate a knowledge graph containing the NVD, the CPE, CWE and CAPEC
catalogues along with the Threat Agent Library (TAL) from Intel.

Paper Structure. The rest of this paper is structured as follows: In Sect. 2 we
ponder upon existing state-of-the-art security ontologies, and we consider the
main challenges identified in the literature. In Sect. 3 we present the architec-
ture and background of our security ontology, while in Sect. 4 we present our
knowledge graph and machine learning implementations. In Sect. 5 we present
two application scenarios that were utilized to validate the knowledge graph.
Finally, Sect. 6 concludes this paper.

2 Related Work

In the literature, several research efforts related with the definition of security
ontologies are found, although they may differ in their goal and scope. Depending
on the investigated problem, each ontology might focus on subjects as specific as
security entities like threats [1,4], vulnerabilities [7], threat agents [9], intrusion
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detection systems, attacks [6] and countermeasures [5], or as broad as security
policies, network security and network management, information security man-
agement systems etc.

One of the most recent security ontologies presented in [10] emphasizes on
information derived from existing OSCTI gathering and management platforms,
which they focus on low level indicators of compromise (IOC). To bridge the
existing gap of higher level IOCs, a knowledge graph called SecurityKG is pre-
sented in [10], which is essentially a system for automated OSCTI gathering
and management. SecurityKG is capable of extracting information from semi-
structured text reports through the use of AI and NLP.

In [13] a security ontology that connects known security databases such as
NVD, CVE, CWE and ATT&CK [6] is presented. An aggregate data graph
called BRON is presented, which enables the bi-directional, relational path trac-
ing within entities. BRON is then used to identify attack patterns, tactics, and
techniques that exploit CVEs. Furthermore, BRON is able to support a hypothe-
sis expressed in plaintext that refers to information that can be indexed through
the data graph.

Another recent approach presented in [17] provides a framework that enables
access control policy updating within the Cloud infrastructure using Cyber
Threat Intelligence. Furthermore, it considers updating access control policies
using collaborative knowledge in the latest cyber activities of an infrastructure.
To describe the correlation between security policies and security reports a com-
bination of the DOLCE-spray ontology [16] and STIX2 is utilized.

In [11] the steady growth in IoT as a rising threat to security is assessed,
since security in IoT is not a mature field yet. They present DS4IoT, a data secu-
rity ontology that covers the representation of data-security concepts. Another
research effort presented in [15] underlines the importance of constructing knowl-
edge graphs as a cybersecurity knowledge base. Their approach entails a knowl-
edge base along with a set of deduction rules supporting a quintuple model.
A strong relation towards NVD, MITRE and the known Asset-Vulnerability-
Threat model is observed in this paradigm. In [21] various network security
ontologies are identified and structured under eight distinct categories: Threats,
IDS, Alerts, Attacks, Vulnerabilities, Countermeasures, Security policies and
Network Management.

The Exploit Prediction Scoring System (EPSS) presented in [14] is an open,
data-driven framework for assessing vulnerabilities, in the context of calculating
the probability that a vulnerability will be exploited in the wild within the first
twelve months after public disclosure. This scoring system is designed to be sim-
ple and flexible, while providing accurate estimates of exploitation. Moreover, the
implementation is intended for scalability, so it can be updated while more and
better data becomes available, in this context it already allows users to either
search the probability of exploitation for recorded CVEs, or to create a custom
vulnerability by setting the corresponding attributes manually. A functional ver-
sion of the EPSS calculator3 resides in the kenna research website.
2 https://docs.oasis-open.org/cti/stix/v2.0/stix-v2.0-part2-stix-objects.html.
3 https://www.kennaresearch.com/tools/epss-calculator/.

https://docs.oasis-open.org/cti/stix/v2.0/stix-v2.0-part2-stix-objects.html
https://www.kennaresearch.com/tools/epss-calculator/
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Finally in [19] a security ontology for modeling enterprise level risk assessment
is defined. The ontology contains entities for core risk assesment elements such as
Threats, Vulnerabilities, Security Mechanisms and Assets along with their inter-
connections. However, the model is only conceptual and it is not supported by any
implementation or data sources of either structured or unstructured format. The
security ontology presented in this paper integrates and extends the above related
work by proposing a holistic security ontology that combines information derived
from (see Table 1): (a) known security taxonomies and vulnerability databases, as
in [13]; (b) network security information gathering tools, which are able to collect
environmental information regarding the network and software security state and
connect them to known taxonomies; and (c) semi-structured and unstructured
text derived from OSCTI reports and relevant sources, as in [10].

Table 1. Related work, data sources and applications.

Related work

[17] [13] [10] [14] [15] [21] Our ontology

Data sources

DS1 X X X X X X

DS2 X X X X X

DS3 X X X

DS4 X X

DS5 X X X X X X

Applications

Security ontology X X X X X X

Integration of
vulnerability+threat databases

X X X

Risk assessment X X X

Integration of security policy
elicitation

X X X

Integration of temporal data X X X X

Integration of environmental data X

3 Security Ontology

The first step towards defining and implementing our security ontology is to
specify the knowledge fields that will be involved into its construction. We define
two layers of information: In the fist layer we define all the core elements that
may be used to model complex cyber-physical systems. The core elements of
this layer are: devices, networks and human actors. The data sources for the
entities defined in this layer are unstructured security-related data like reports
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and policies, as well as organization specific cyber physical information, which
can be harvested through monitoring tools, scanners, implants and other sources.

In the second layer we express the information related with vulnerabilities,
threats, exploits and threat agents, derived from public sources of structured
information, as well as in relation to the first layer. In a sense we utilize the struc-
ture of the CVSS model that characterizes vulnerabilities utilizing Base, Envi-
ronmental and Temporal vectors of characteristics, along with known intercon-
nections to shape this layer. In particular, environmental characteristics for vul-
nerabilities residing in a specific environment can be filled in through Device and
Network Information harvested from the corresponding infrastructures. Further-
more, threat agents that might be active throughout the infrastructure under-
going risk assessment, can be connected to information about human entities
recorded in the upper layer, which are acting in the same environment. Further
information related to temporal characteristics of vulnerabilities like the state of
exploit or patch as well as the report confidence can be pulled from open sources.

We attempt to create a detailed sub-graph for each element and create end-
nodes that may ultimately be interconnected in various ways, and finally procure
ways to automatically produce CVSS environmental and temporal metrics. Fol-
lowing this approach we aim to establish a knowledge base that will enhance
the detail-orientation and provide automation to our previous risk assessment
approach.

3.1 Architecture

Each of the core elements mentioned above present different sources of informa-
tion that require targeted handling; through our ontology we present the sources
we identify along with an implementation for a subset of them.

Devices. In our paradigm, devices act as containers for further entities; one
device may contain multiple interconnected assets that fall under the categories
of hardware, or software, while the latter may be defined in sub-categories such
as operating systems or application software. Attributes of devices that should
also be taken into account are their type, which might range from single use
device to composite, along with their physical location and the access controls
tied to it. The device’s attributes can be used as anchors to define physical
interactions among devices, which in turn may be used to define and assess the
risk of cyber-physical attack paths as in [20].

Devices may also contain specific slots for network interfaces that enable
connectivity among devices and networks, while users can utilize functionality
based on their privileges on specific components of a device. We utilize the CPE
catalogue to detect the various components of devices since multiple scanning
tools can identify an asset and connect it to a CPE identifier. Then, the con-
nection between the CPE and the NVD catalogues can be used to enumerate
the vulnerabilities of a particular asset. A final step here is to enumerate the
relationships of assets contained in a single device.
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Networks. Networks act as enablers for device connectivity, by providing com-
munication channels that allow devices to exchange traffic. At the same time
networks act as filtering entities that implement network security controls, that
entail access controls, authentication controls and other rules derived from high
level security policies. The network security controls are implemented through
the use of systems like firewalls, Intrusion Detection Systems, monitoring appli-
cations and other network traffic management systems. Physical attributes of
networks that should be taken into account include their access type in the
essence of being internal or external, the technology or protocol they utilize, the
frequency they broadcast and receive and finally their specific physical location
along with the corresponding access controls.

Human Entities. Human entities are utilized in our ontology to express entities
having access, authentication and execution rights to devices and more specifi-
cally towards components contained in devices. For example, consider a user hav-
ing specific execution rights (user or admin) on an application that is installed on
an operating system running on the hardware of a desktop or laptop computer.
By mapping human actors this way, it is possible to catalogue user roles and
to extend threat modeling in risk assessment approaches. Essentially, user roles
may be used to represent an additional layer of abstraction in the identification
of potential attack paths (e.g. [20]).

3.2 Data Sources and Challenges

In order to feed the security ontology we use various existing data sources. We
identify the following challenges for the relevant data sources:

– DS1: Vulnerability databases and other related catalogues. While NVD con-
tains abundant information for a wide set of security vulnerabilities, a signif-
icant portion of the dataset is not complete. More specifically a significant
subset of the NVD, containing vulnerabilities published before 2016 is incom-
plete, since it procures the CVSS base score in CVSS v2.0 format, which is
considered deprecated, and not the current CVSS v3.1 format.

– DS2: Security Policies and Controls. There is a direct line between secu-
rity policies containing access controls, user roles/user execution rights and
threat agents that can activate certain attack paths by compromising certain
accounts. This connection should be investigated.

– DS3: Threat Agent Libraries, Geolocation and Crime types. Depending on the
location and type of an organization, various threat agent profiles conducting
divergent crime types can be encountered. The question that arises here is
which threat agent profiles have the motive and the resources to target critical
structures and assets inside organizations.

– DS4: Network Security-Network Traffic and Monitoring Data. Another vast
challenge is to produce a way to define the security states of networks and
translate them to the corresponding CVSS environmental vectors. This can
be implemented by analyzing Network Traffic and by parsing active Firewall
and Intrusion Detection System rulesets (Fig. 1).
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Fig. 1. Security ontology for automated risk assessment.



A Cybersecurity Ontology to Support Risk Information Gathering 31

– DS5: Temporal Data-Open Source Cyber Threat Intelligence Reports. Finally
a resource that can be found in abundance for further analysis are OSCTI
reports. We recognize three types of reports that require three different
approaches to achieve information extraction and transformation:
• Structured Reports like the information found in exploit db.
• Semi Structured Reports as produced by Nessus, OWASP ZAP and other

similar tools.
• Unstructured Reports that usually refers to plaintext, like posts found in

blogs etc.
• Exploits Prediction. Exploit prediction can be implemented through the

analysis of reports about vulnerabilities being exploited in the wild, and the
parsing of exploit catalogues for proof of concept code and working exploits.
EPSS [14] is a characteristic example of exploit prediction (Table 2).

Table 2. Data sources connected to ontology elements.

Data sources Devices Networks Human entities

DS1: Vulnerability Databases & Related
Catalogues

X X

DS2: Security Policies and Controls X X X

DS3: Threat Agent Libraries-Geolocation
and Crime types

X

DS4: Network Security-Network Traffic
and Monitoring Data

X X

DS5: Temporal Data-Open Source Cyber
Threat Intelligence Reports

X X X

For the blocks we build, a variety of options is presented for information har-
vesting; structured information from public catalogues like NVD can be directly
inserted into our knowledge base, while semi-structured or unstructured text
based documents like OSCTI reports, relevant blog posts and information har-
vested from social media require further filtering and analysis. Going into envi-
ronmental information we suggest the use of multiple monitoring and scanning
tools that can recover information and represent it based on the attack vectors
of malicious users.

4 Knowledge Graph Implementation

The security ontology presented in Sect. 3 has been partially implemented as
a Knowledge Graph containing specific blocks of the ontology, based on open
sources. A visual demonstration of the implemented knowledge graph can be
found in [12], while an open repository of the alpha version of our tool can be
found in [8].
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4.1 Implementation Architecture

We present an initial knowledge graph, which incorporates a subset of the pre-
sented security ontology. Our implementation is based on known catalogues,
similar to the work presented in [13]. The implemented blocks include: (i) CPE,
(ii) vulnerabilities, (iii) recorded base score and characteristics, (iv) NVD/CVSS
scores, (v) weaknesses, (vi) attack patterns, (vii) CVSS scores through regres-
sion and classification and finally (viii) the threat agent library block. The blocks
‘CVSS scores through regression and classification’ and ‘threat agent library’ are
produced by properly addressing the attributes contained in the assessed open
sources. Our implementation consists of a set of functionalities implemented
through a set of modules (scripts) as shown in Fig. 2.

Fig. 2. Implementation architecture: workflow of the knowledge graph implementation
components

– A middleware script that collects datasets from known API’s. In this case
python’s requests4 and beautiful soup5 libraries are utilized to collect data
from NIST’s API that contains the National Vulnerability Database along
with the CPE catalogue and MITRE’s website that contains the CWE and
CAPEC catalogues.

4 https://docs.python-requests.org/en/latest/.
5 https://www.crummy.com/software/BeautifulSoup/bs4/doc/.

https://docs.python-requests.org/en/latest/
https://www.crummy.com/software/BeautifulSoup/bs4/doc/
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– A parsing script that gathers a set of attributes from each collected dataset.
In this case two python libraries are utilized in order to access and adjust the
attributes, xml2dict6 and json7.

– A cypher script that takes as input the parsed attributes and inserts them
into a neo4j graph database. In this case the APOC library8 is utilized for
the cypher functions it contains, since they enable faster insert times for the
graph database entries.

– Finally the neo4j graphlytic extension9 is utilized in order to apply further
graphics to the already implemented knowledge graph.

The source, the format and the number of entries included in the files down-
loaded by our middleware are presented in Table 3. Our parser component utilizes
multiple components to handle the various formats found in different repositories
successfully.

Table 3. Number of entries per parsed catalogue

Catalogue Number of entries Source format

NVD 169.388 JSON

CPE 719.072 XML

CWE 1.298 CSV/XML

CAPEC 667 CSV/XML

4.2 Building Custom Blocks Based on Machine Learning

Besides the publicly available data sources, custom blocks were also generated for
specific cases. In order to create custom blocks for the implemented knowledge
graph, the datasets mentioned in the previous section are pulled and appropri-
ately modified, to produce the vectors required for machine learning applications.

– A middleware script that collects datasets from known API’s. In this case
python’s requests and beautiful soup libraries are utilized to collect data
from NIST’s API that contains the National Vulnerability Database. Utilizing
python’s json, zipfile10 and bytesIO11 libraries the set of json files provided
for the vulnerabilities disclosed every year by NIST are combined into a single
json file (Fig. 3).

6 https://pypi.org/project/XML2Dict/.
7 https://docs.python.org/3/library/json.html.
8 https://neo4j.com/developer/neo4j-apoc/.
9 https://graphlytic.biz/.

10 https://docs.python.org/3/library/zipfile.html.
11 https://docs.python.org/3/library/io.html.

https://pypi.org/project/XML2Dict/
https://docs.python.org/3/library/json.html
https://neo4j.com/developer/neo4j-apoc/
https://graphlytic.biz/
https://docs.python.org/3/library/zipfile.html
https://docs.python.org/3/library/io.html
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Fig. 3. Implementation architecture: workflow of the machine learning implementation
components

– A conversion script that takes as input the json file produced by the mid-
dleware script and provides a flattened version containing all characteristics
in different columns. This script utilizes python’s pandas library which con-
tains the function json.normalize, that takes as input a json file and outputs
a dataframe that contains a flattened format of the json attributes.

– A filtering script that gathers all the NVD entries from the created dataframe
that have no CVSSv2 and CVSSv3 missing values in order to create a com-
plete training subset from the initial dataset.

– A transformer script/preprocessor to bring the dataset in the required format
called OneHotEncoder12; OHE takes as input an array-like of integers or
strings, denoting the values taken on by categorical features. The features
are encoded using a ‘one-of-K’ or ‘dummy’ encoding scheme. This creates a
binary column for each category, in this case each available option for the
existing CVSS attributes, and returns a sparse matrix or dense array.

– A logistic regression classifier13 provided by python’s scikit-learn library,
which utilizes the one-vs-rest (OvR) scheme in its training algorithm for the
multi-class problem we tackle. It implements regularized logistic regression
for our classes using the ‘lbfgs’ solver.

12 https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.OneHotE
ncoder.html.

13 https://scikit-learn.org/stable/modules/generated/sklearn.linear model.LogisticRe
gression.html.

https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.OneHotEncoder.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.OneHotEncoder.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
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4.3 Deducing Relationships Between Existing Blocks

For most of the ontology blocks, their relationships can be directly pulled from
the catalogued open sources, extracted from the corresponding datasets and
inserted into our knowledge graph. This for example holds for the Vulnerability,
Weakness, and Attack Patterns blocks. For other blocks however, such as the
Threat Agent Profiles, their relationships with the rest of the ontology entities
are not directly extractable. To enable the implementation of those relation-
ships we examine their attributes and attempt to discover common characteris-
tics with other entities that can be successfully compared. Furthermore, we look
into multiple approaches to expressing threat agent profiles, with the purpose of
extending the initial attribute vectors that broadly describe the entries. Follow-
ing this approach the scope of relationship extraction is also broadened, making
it more likely to yield accurate results for specific instances. A practical scenario
of relationship extraction between threat agents, CWEs, CVEs and CPEs by
utilizing CAPEC as a stepping stone, is presented in Sect. 5.2.

5 Application Scenarios – Validation

To validate the functionality of the implemented knowledge graph we test it
with two application scenarios. In our first validation scenario, we will utilize
the catalogued information that resides in the implemented knowledge graph
in order to produce an extended version of NVD, where we supplement older
vulnerabilities with CVSSv3.1 vectors. This approach can be utilized to support
Risk Assessment methodologies that rely only on a specific version of the CVSS
scoring system, such as MITIGATE [18].

In our second scenario, we were able to unveil previously unregistered con-
nections between threat agent profiles and attack patterns, while utilizing open
sources to find real world examples of threat agents executing attacks. We derive
this connection from background work [20], where threat agents were expressed
as CVSS capability vectors and from some common characteristics between
CAPEC and TAL.

5.1 Using the Ontology to Predict CVSS Scores

We used a similar approach to the one used to insert the CVEs pulled from
NIST’s NVD into our knowledge graph, to create a pandas Dataframe. By apply-
ing filtering rules we derive that while almost 170.000 CVEs are catalogued, only
a subset of them is characterized by CVSSv3.1 vectors, while older entries are in
many cases characterized only by CVSSv2. To complete the missing values we
utilized a subset of NVD that contains vectors for both versions of the CVSS as
a training set for a logistic regression classification model.

The first step towards implementing our pipeline is to adjust our dataset
for the logistic regression model; Considering the format of the CVSS vector it
becomes apparent that we are dealing with a multiclass, multilabel classification
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Fig. 4. Security ontology knowledge graph.

problem. To bring the dataset in the required format we utilize the transformer
script mentioned in Sect. 4.2. By default, the encoder derives the categories based
on the unique values in each feature. Having brought the training subset of NVD
in the appropriate format we instantiate our model for all the characteristics
of the CVSSv3 except for the Attack Vector which remains the same across
different versions of the scoring system, while CVSSv3 provides an extra option
for physical vectors. We achieved an accuracy rate of over 90% for all metrics
while testing the classifiers, which we later used to predict the missing values.
The accuracy per characteristic is shown in Table 4. We achieved different results
in each metric due to the changes in the CVSS vectors across versions and due
to the changes in the security analyst perspective throughout the years. More
specifically (Fig. 4):
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– We achieve very high accuracy results on the prediction of the Attack Com-
plexity metric, while the scale itself changed from a three tier [Low, Medium,
High] to a two tier [Low, High] for CVSSv2 and CVSSv3 respectively, we
observe that most values set as High in the three tier system kept their status
while Low and Medium mostly became Low in the predicted dataset.

– Authentication can be considered the equivalent metric from CVSSv2 for
Privileges Required used in CVSSv3. We yield a lower accuracy of 91,7%
for the Privileges Required predicted values. Both the Authentication and
the Privileges Required metrics present three options, [None, Single,
Multiple] and [None, Low, High] respectively. Since the metrics do not
represent identical paradigms in both versions a small decline is expected to
occur.

– User interaction while not catalogued as part of the CVSSv2 vector, it was
listed in CVSSv2 entries in the NVD as an extra attribute. In CVSSv2 the
metric User Interaction Required could be True or False while in the CVSSv3
User Interaction is either Required or Not Required.

– Scope can be considered the ability of a vulnerability in one software com-
ponent to impact resources beyond its means and privileges. While not cat-
alogued as part of the CVSSv2 vector, we identify and utilize three CVSSv2
attributes derived from NVD entries to predict if the scope is changed or
unchanged: (a) obtainAllPrivilege, (b) obtainUserPrivilege, and (c) obtain-
OtherPrivilege. Since the metrics do not represent identical para-digms in
both versions a small decline is expected to occur.

– For the Impact (CIA) metrics, while the usage in the different CVSS versions
is almost identical we observe lower prediction accuracy, especially for the
Confidentiality Impact. This decline occurs due to the nature of the dataset,
which contains vulnerability entries recorded between 1999 to 2021. From this
we derive that the perception of vulnerabilities and their impact that were
initially catalogued in CVSSv2 possibly changed until their CVSSv3 charac-
terization, thus introducing some inconsistent patterns into the datasets.

Table 4. Achieved accuracy of prediction for CVSS metrics.

CVSSv3.1

metrics

Attack

complexity

Privileges

required

User

interaction

Scope Confidentiality

impact

Integrity

impact

Availability

impact

Accuracy of

prediction

98.44% 91,7% 99.19% 93.42% 90.29% 93.01% 95.12%

5.2 Using the Ontology to Correlate Threat Agents with Attacks
and Vulnerabilities

In order to map threat agents in our methodology, our initial approach is to repli-
cate the matrix presented in Intel’s TAL. Furthermore, we extend the attribute
vectors of TAL profiles with CVSS capability vectors as in [20]. The attributes
provided by Intel for threat agents include resources, skills and objectives. Sim-
ilar characteristics are observed in the CAPEC dataset, as illustrated in Table 5
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to express the requirements for the execution of recorded attack patterns. The
required skills to activate an attack pattern can be tied directly to the skills an
attacker may have. The other attributes presented in Table 5 require further pro-
cessing in order to be matched, due to their descriptive nature. This especially
holds for attributes like the ‘resources required’ and the ‘consequences’, which
also include a description along with their scope. Utilizing this common ground,
we extract further relationships between the ‘threat agents’ we have inherited in
our knowledge graph from TAL and individual CAPEC entries.

Table 5. Similar attributes of Intel’s TAL and CAPEC

TAL CAPEC

Skills Resources Objective Skills

required

Resources

required

Typical

severity

Consequences

scope

None Individual Copy None Description Very low Confidentiality

Minimal Club Deny Low – Low Integrity

Operational Contest Destroy Medium – Medium Availability

Adept Team Damage High – High –

– Organization Take – – Very high –

– Government All/None – – – –

In [20] similar characteristics are presented for threat agent profiles specific
to the healthcare environment, with a slight twist. Instead of utilizing a [Low,
High] scale for the capabilities of an attacker, in this case the skills are presented
as a CVSS capability vector that can be directly compared to the CVSS vulner-
ability vectors of recorded vulnerabilities. This approach is utilized to extend
TAL’s threat agent profiles, thus enabling the deduction of relationships between
the catalogued threat agents and vulnerabilities in our knowledge graph.

6 Conclusions

In this paper we present our approach for a holistic cyber security ontology
to support risk assessment processes and relevant methodologies. The proposed
ontology is built and filled in as a knowledge graph consisting of a plethora of
modules. Such a knowledge graph may assist a risk assessor to harvest further
information in a semi-autonomous manner by extracting knowledge and rela-
tions between the entities, and thus enhance current risk assessment procedures.
Through our application scenarios we proved both paradigms by applying knowl-
edge extraction in the already catalogued CVEs from NIST and relationship
extraction by connecting CAPEC and Intel’s TAL through common character-
istics. Such approaches can enhance already existing risk assessment schemes
by presenting extra layers of calculation complexity, by adjusting vulnerability
characteristics based on environmental and temporal factors and by providing
complete datasets for existing tools that utilize one out of the two versions of
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CVSS. In future work we would like to extend our knowledge graph towards envi-
ronmental and temporal characteristics which we plan to harvest and translate
through multiple data sources.
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Abstract. The continuously advancing digitization has provided
answers to the bureaucratic problems faced by eGovernance services.
This innovation led them to an era of automation, broadened the attack
surface and made them a popular target for cyber attacks. eGovernance
services utilize the internet, which is a location addressed system in which
whoever controls its location controls not only the content itself but also
the integrity and the access of that content. We propose GLASS, a decen-
tralized solution that combines the InterPlanetary File System with Dis-
tributed Ledger Technology and Smart Contracts to secure eGovernance
services. We also created a testbed environment where we measure the
system’s performance.
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1 Introduction

The rapid evolution of digital technologies, including mobile communications,
cloud computing infrastructures, and distributed applications, has created an
extended impact on society while also enabling the establishment of novel eGov-
ernance models. The need for an inclusive eGovernance model with integrated
multi-actor governance services is apparent and a key element towards a Euro-
pean Single Market. Digital transformation of public services can remove existing
digital and physical barriers, reduce administrative burdens, enhance govern-
ments’ productivity, minimize the extra cost of traditional means to increase
capacity, and eventually improve the overall quality of interactions with (and
within) public administrations.

eGovernance includes novel and digital by default public services aiming for
administrative efficiency and minimization of bureaucratic processes, enabling
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open government capabilities, behavior and professionalism, improved trust and
confidence in governmental transactions. Towards the modernization of public
services, public administrations need to transform their manual business flows
and upgrade their existing internal processes and services.

However, the digitization of eGovernance services has also expanded the attack
surface, thus making them attractive to malicious third parties. In 2017 the
National Health Service of the United Kingdom suffered from the WannaCry
ransomware, which resulted in missed appointments, deaths, and fiscal costs [1].
Recently, in May 2021 the American oil pipeline system suffered a ransomware
cyberattack that impacted all the computerized equipment managing the pipeline.
The company paid a ransom of 75 Bitcoins, approximately $5 million, to the hack-
ers in exchange for a decryption tool which eventually proved so slow that Colo-
nial’s own backups were used to bring the system back to service [2].

As the need for privacy-preserving and secure solutions in eGovernance ser-
vices is imminent, our decentralized solution, namely GLASS, moves towards
that direction by examining the effectiveness and efficiency of distributed cutting
edge technologies, demonstrating the capacity of a public, distributed infrastruc-
ture, based on the InterPlanetary File System (IPFS). Our contributions can be
summarised as follows:

– We analyze the threat landscape in the context of an eGovernance use case.
– We create a distributed testbed environment based on IPFS and detail our

methodology.
– We analyze and critically evaluate the runtime performance of our

implementation.

The structure of the rest of the paper is organized as follows: Sect. 2 builds
the background on distributed models and presents the related literature, while
Sect. 3 details the GLASS architecture while briefly explaining the threat land-
scape in the context of an eGovernance services use case scenario. Section 4 con-
sists of our methodology and implementation used to conduct the main experi-
mental activity of our work, while Sect. 5 presents and evaluates the performance
results of our experimental activity. Finally, Sect. 6 draws the conclusions, giving
some pointers for future work.

2 Background and Related Literature

2.1 Kademlia

In 2001 Maymounkov and Mazières published Kademlia, a Distributed Hash
Table (DHT) that offered multiple features that were currently not available
simultaneously in any other DHT [3]. The paper introduced a novel XOR metric
to calculate the distance between nodes in the key space and a node Id routing
algorithm that enabled nodes to locate other nodes close to a given target key
efficiently. The presented single routing algorithm was more optimal compared to
other algorithms such as Pastry [4], Tapestry [5] and Plaxton [6] that all required
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secondary routing tables. Kademlia was outlined as easily optimised with a base
other than 2 with no need for secondary routing tables. The k-bucket table was
configured so as to approach the target b (initial implementation was b = 5)
bits per hop. With one bucket being used for nodes within distance range of
[j2160−(i+1)b), (j + 1)2160−(i+1)b] from the initial node for each 0 < j < 2b and
0 ≤ i < 160/b based on a SHA1 160 bit address space. At any point, it is
expected that there would be no more than (2b − 1)log2b buckets with entries.
The k-buckets were described as being resistant to certain DoS attacks [3] due
to the inability to flood the system with new nodes, as Kademlia only inserts
new nodes once old ones leave.

In 2008 Baumgart and Mies introduced S/Kademlia [7] which offered several
further security enhancements designed to improve on the original specification.
They examined various attacks that peer-to-peer (P2P) networks were vulnera-
ble to and offered practical solutions to protect against them. The key attacks
identified by them were: a) Eclipse Attack, b) Sybil Attack, and c) Adversarial
Routing. In 2020 Prünster et al. [8] highlighted the need for further implemen-
tation of S/Kademlia mitigations by demonstrating an effective eclipse attack.
They were able to generate a large number of ephemeral identities and poison
multiple nodes routing tables for very little expense, and CVE-2020-10937 was
assigned to the demonstrated attack.

2.2 IPFS

The IPFS is a distributed system based on a P2P protocol that provides public
data storage services to transform the web into a new decentralized and more
efficient tool. Its primary purpose is to replace the HTTP protocol for document
transactions by solving HTTP’s most limiting problems like availability, cost,
and centralization of data in data centers.

IPFS is based on a Merkle Directed Acyclic Graph (DAG) [9], the data struc-
ture to keep track of the location its data chunks are stored and the correlation
between them. Each data block has a unique content identifier (CID) fabricated
by hashing its content in this peculiar data structure. In case the content of a
node’s child changes, the CID of the parent node changes as well. For someone
to access a file, knowing its unique Content Identifier, constructed by the hash of
the data contained within it, is essential. Each participating node (user) keeps a
list of the CIDs it hosts in a Distributed Hash Table (DHT) implemented using
the Kademlia protocol [10]. Each user “advertises” the CIDs they store in the
DHT, resulting in a distributed “dictionary” used for looking up content. When
a user tries to access a specific file, IPFS crawls the DHTs to locate the file by
matching the unique content identifier. Using content-based addressing instead
of location-based addressing serves in preventing saving duplicate files in the
network and tracking down a file by its content rather than by its address.

IPFS enables its users to store and distribute data globally in a secure,
resilient and efficient way. Each file uploaded on IPFS is fragmented into chunks
of 256 KB and hashed before being scattered in participating nodes around the
globe. Following the aforementioned methodology, data integrity is ensured since
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no one can tamper with a data block without affecting its unique hash. Further-
more, data resilience is ensured by placing the same data block in more than
one participating node.

Mukne et al. [11] are using IPFS and Hyperledger Fabric augmented to per-
form secure documentation of land record management. Andreev and Daskalov
[12] are using IPFS to keep students’ personal information off-chain in a solution
that manages students’ data through blockchain. Singh [13] created an architec-
ture for open government data where proof-of-concept uses Ethereum for decen-
tralized processing and BigchainDB and IPFS for storage of large volumes of
data and files, respectively.

2.3 Distributed Ledger

A Distributed Ledger is a distributed database architecture that enables multiple
members to maintain their own identical copy of information without the need for
validation from a central entity while ensuring data integrity. Transaction data are
scattered among multiple nodes using the P2P protocol principles and are syn-
chronized simultaneously in all nodes. By providing Identification Management
through DLTs, it is ensured that the user has control of their identity records since
the information is stored publicly on the ledger instead of the systems of a cen-
tral authority. Furthermore, since editing information on past transactions on a
blockchain system is not supported, protection against unauthorized alteration of
the identity records is established. Finally, having a single record of identity infor-
mation that the user can utilize on multiple occasions minimizes the data duplica-
tion on multiple databases [14]. The second generation of blockchain technologies
introduced the smart contracts that act as mini-programs used to automate code
deployment when some pre-defined terms are met.

Our solution, GLASS, combines the advantages of IPFS with those offered by
the Distributed Ledgers and Smart Contracts, thus creating a distributed scal-
able and secure eGovernance infrastructure. Moving towards the first steps of our
implementation, we create an IPFS based testbed environment and empirically
evaluate its runtime performance.

3 Architecture

We propose a combination of IPFS with Distributed Ledger and Smart Con-
tracts which are proven to be beneficial for recording massive volumes of trans-
actions. Extracting helpful information efficiently has significant computational
challenges, such as analysing, aggregating, visualising, and storing data collected
in distributed ledgers. More specifically, the volume and velocity of the data make
it difficult for typical algorithms to scale while querying the ledger might come
at high computation costs. State-of-the-art efforts seek to introduce new models
that deal with such large-scale, distributed data queries to reduce data volume
transferred over the network via adaptive sampling that maintains certain accu-
racy guarantees [15]. As the ledgers (and thus the data) keep getting bigger,
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a challenge is to make sense of the collected data for the users and perform
analytics leveraging big data processing engines (i.e., Spark) that can deliver
results quickly and efficiently. In order to adequately protect data resources, it
is paramount to encrypt data in such a way that no one other than intended
parties should be able to get the original data.

A simple use case presenting a European Union’s citizen, Alice, getting a job
abroad from Greece to another member state, Portugal, using GLASS ecosystem,
is presented in Algorithm 1. The current practice compared to our approach can
be seen in Fig. 1. The entities of the figure represent governmental departments
such as the Ministry of Digital Governance (MoDG), Ministry of Justice (MoJ),
University of Patras (UoP), a Bank, and a Company.

Algorithm 1. Alice getting a job to Portugal
1: Starting from Greece, Alice finds a vacant job position in Portugal. She

applies for the job, and thankfully she gets hired.
2: In Portugal, she has to deal with a series of bureaucratic processes (ID card,

social security number, open a bank account).
3: To obtain a Portuguese Residence title, rent an apartment and open a bank

account, Alice needs to present at least a validated ID documentation, birth
certificate, nationality certification validated by a Greek Authority and proof
that she works in Portugal.

4: Adopting the GLASS solution, Alice can request the proof of ID and the
validated data from the Ministry of Digital Governance (MoDG).

5: The MoDG can issue the document, and after Alice’s permission, the docu-
ment can be forwarded to the Ministry of Justice (MoJ).

6: After this transaction is completed, Alice can access and securely share her
Portuguese social security number through her Wallet.

7: Then Alice’s employer in Portugal can directly get the validated social secu-
rity number from the MoJ, after her approval, to register her credentials to
their internal payroll system.

8: Using a decentralized application of the GLASS ecosystem, Alice can use
her validated digital identity to request remotely the required documenta-
tion from the respective Greek Authority (MoDG), the Portuguese authority
(MoJ) and her employer.

9: MoDG can digitally issue and validate the documentation and transmit the
encrypted data into the distributed network while the transaction among
the users is being recorded.

10: All the transactions, including requests, notifications, and permissions, can
be monitored and stored, protecting Alice’s (and each participant’s) privacy.
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3.1 Threat Landscape

Distributed file systems, such as IPFS, need to solve several challenges related
to the security and privacy of the stored data, the infrastructure’s scalability,
the decentralized applications and big data complexities. However, there is a
number of promising solutions that aim to settle some of these hurdles.

Security and Privacy Challenges. The key challenge of distributed file sys-
tems, including IPFS, is that when new peers participate in the system, they
can access any stored file, including sensitive documents. Hence, the security
and privacy of the system remain an open question, especially due to General
Data Protection Regulation (GDPR) [17] in the European Union. A prominent
solution to that is the application of smart contract-based Access Control (AC)
policies [18–21], and further encryption mechanisms [22].

Fig. 1. Current practice compared to our approach [16].

Another security and privacy challenge is related to file erasure. By their
nature, distributed file systems distribute all the stored files and documents
among their participating peers. Hence, when data owners transmit “erasure
commands” to the distributed network, it is not clear if all the peers would
obey this command and delete their version of the “deleted” file or document.
A solution to this data replication issue can be a common technique commonly
present in data centers, such as Reed-Solomon Coding [23,24].

Scalability Challenges. Since GLASS aims to create an eGovernance frame-
work to be followed by all European Union’s member states, the infrastructure’s
scalability poses a real threat. According to [25,26], one of the scalability issues
on IPFS is the bandwidth limit in each IPFS instance due to the P2P nature of
the system. Each participant needs to connect to another IPFS node to read or
download the data objects. [27] proposed a combination of IPFS and blockchain
technology, namely BlockIPFS, to improve the traceability of all the occurred
access events on IPFS. The authors measured the latency of each event, such
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as storing, reading, downloading, by varying the number of IPFS nodes and
presented that even incorporating large numbers of IPFS nodes does not sig-
nificantly improve the latency of all the IPFS actions. However, the authors’
experiments were limited to a maximum of 27 nodes; hence, the latency mea-
surement on a vast scale remains an open question.

For the storage optimization, two prominent solutions can be applied:

– Storing data off-chain. The concept of utilising smart contracts off-chain
and use IPFS as a storage database is storage efficient since the IPFS nodes
need to exchange only hash values of the data [28–30].

– Utilize erasure codes. In erasure codes, a file is divided into smaller batches
and these batches are encoded [31–33]. Following that, each batch can be
decoded and reconstruct the full file. [34] utilized erasure codes in a scenario
combining blockchain and IPFS.

Decentralized Applications Complexities. Multiple novel decentralized
applications have already been developed on top of IPFS, with luminous exam-
ples, a music streaming platform, and an open-access research publication
repository [35,36]. Distributing seemingly centralized applications offer multi-
ple advantages, such as rewarding the creators of music or research publications
directly without involving any trusted intermediaries and is feasible with the
assistance of blockchain technologies [37].

Within the GLASS ecosystem, it is critical to clearly define where these
decentralized applications would be developed and executed to avoid obstacles
due to the complexities of the underlying technologies. A potential solution is to
carry out the execution of the decentralized applications off-chain [37], similarly
to other popular decentralized applications ecosystems, such as Blockstack [38].

4 Methodology and Implementation

As seen in the previous sections, IPFS comes with its own complexities and
characteristics. Hence, a detailed presentation of each used feature within our
implementation is required for a sufficient understanding of our work.

IPFS uses Libp2p1 library as it’s base. Originally Libp2p was part of the
IPFS project but has since become standalone. This library provides all of
the transport abstractions and the Kad-DHT functionality. The main release
is written in Go, with ports to Rust and JavaScript. To look at the implemen-
tation of the DHT, JavaScript was chosen as it natively would not rely on a
multi-threading approach but instead asynchronous I/O and an event-driven
programming model.

For the local testing of the DHT, a Libp2p node was created 40 times2 to
monitor the host machine3, and the associated ports differentiate each node. The
1 Lib2p: https://github.com/libp2p/js-libp2p.
2 Code can be found at: https://github.com/aaoi990/ipfs-kad-dht-evaluation.
3 The host machine was a VM which ran on Ubuntu 20.04 x64 OS, with 4 CPU cores,

8 GB of RAM, and a 40 GB HDD.

https://github.com/libp2p/js-libp2p
https://github.com/aaoi990/ipfs-kad-dht-evaluation
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DHT configuration4 is the standard recommended Libp2p Kad-DHT configura-
tion with all standard defaults applied. The exception being the DHT random
walk - which is not enabled by default but does allow for random host discovery.
The connection encryption used is Noise protocol5.

When a new node is initialized, it knows no peers. Typically in IPFS, this
issue is solved by bootstrapping the node - providing it with a set of long-serving
core nodes that have fully populated routing tables ready to share. In this case,
to provide some basic routing entries, the initial node is populated by the address
of the next created node, ensuring that each node knows of at least one other but
only the next node. Although enabled, the random walk would be an untenable
solution to peer discovery in such a small set of nodes given that the Libp2p
implementation of the random walk involves dialling a random peerId created
from a sha256 multi hash of 16 random bytes.

The last node initialized is then chosen to host the content. To transform the
content into a CID, it is first hashed with the standard sha256 algorithm, and
then a multi hash is created from this. As we are using CIDv0, the multi hash
is then base 58 encoded (CIDv1 is base 32 encoded)and provided to the js-cids
library to create the CID.

Once the CID is created, the final node starts providing it to the network.
The content routing class of the Kad-DHT will then distribute the pointer to
the nodes closest to the key itself. Each node DHT will then begin searching for
other nodes and populating its routing table entries. The peer discovery process
is best witnessed by examining the debug log for the Kad-DHT by starting the
program with the following: DEBUG="libp2p:dht:*" node index.js.

Each instance of the Kad-DHT is initialized with an instance of the Providers
class that manages all known providers - a peer known to have the content for
a given CID. The providers class is initialized with an instance of the datastore,
which houses the records of providers in the format of a key-value pair, with the
key being created from the array of the CID and PeerID and the value being the
time the record was entered into the store.

When the class is created, it spawns its own cleanup service. The service is
a set interval clean up that runs and keeps the list of providers healthy. It is
important to note at this point that although a list of providers are stored in the
datastore, to ensure access is fast, there is an LRU (least recently used) cache in
front of it which speeds up the process of not only cleaning up expired providers
but accessing active ones as well. The default constant for the LRU size is 256,
and the default cleanup interval is one hour. The cleanup service retrieves all
provider entries from the datastore, checks the time of entry against the current
time, and batch deletes any which have been in the store for longer than the
one-hour window.

The getClosestPeers query is a direct query of the peers taken from the
DHT’s RoutingTable class, which is responsible for managing the kBuckets. The
query looks through all nodes in the kBuckets and returns the closest 20 (as the

4 DHT configuration: https://github.com/libp2p/js-libp2p-kad-dht.
5 Noise Protocol: https://noiseprotocol.org/.

https://github.com/libp2p/js-libp2p-kad-dht
https://noiseprotocol.org/
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default bucket size in IPFS is 20). Libp2p uses the javascript implementation
k-bucket6 to handle the management of the buckets. The function does a raw
calculation of the XOR distances by comparing each PeerId in the bucket as
a unit8aray to the CID as a uint8array and then orders them from nearest to
furthest.

With a populated routing table, it is now possible to query the network to
find any provider of the created CID. In this instance, the very first initialised
node - who only had contact details for the second initialised node - can query
the DHT using the built-in findProviders function. The result of the promise
is an array containing the details of any node providing the requested content.
More details on the system’s configuration can be found in Appendix A.

5 Evaluation

To evaluate the runtime performance of the JavaScript implementation of the
Kad-DHT, we can examine the flame graph of the running processes. Figure 2
shows the performance of the entire program from start to finish. Each rect-
angle represents a stack frame, with the y-axis showing the number of frames
on the stack - the stack depth. The bottom of each icicle shows the function
on-CPU, with everything above it being the function ancestry. The x-axis spans
the entirety of the sample population grouped alphabetically. The total width of
each rectangle is the total time it was on-CPU or part of the ancestry that was
on-CPU; the wider the rectangle, the more CPU consumed per execution. It is
worth noting that time is not represented in flame graphs. The Graphs and the
logs used to generate them can be found in the corresponding git repo7.

Fig. 2. All processes - with Kad-DHT processes shown in green (Color figure online)

6 K-bucket: https://github.com/tristanls/k-bucket.
7 Code can be found at: https://github.com/aaoi990/ipfs-kad-dht-evaluation/tree/

main/perf.

https://github.com/tristanls/k-bucket
https://github.com/aaoi990/ipfs-kad-dht-evaluation/tree/main/perf
https://github.com/aaoi990/ipfs-kad-dht-evaluation/tree/main/perf
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Table 1 and Fig. 2 illustrate that unsurprisingly the vast majority of CPU
usage was spent in the crypto functions, either performing handshakes between
nodes or in the functions that support the key generation process.

Table 1. CPU time by package based on Fig. 2.

Package Function Percentage

libp2p-noise performXXhandshake 28.9
libp2p-noise exchange 18.87
libp2p-noise finish 10.07
peer-id createFromPubKey 4.86
libp2p encryptOutbound 2.43
libp2p encryptInbound 2.005

The key generation for a basic Libp2p2 node is a base64 encoded string
of a protobuf containing a DER-encoded buffer. A node buffer is then used
to pass the base64 protobuf to the multi hash function for the final PeerId
generation. By default, the public key is 2048 bit RSA. As suggested in the
security improvements in [7], peerId generation should be an expensive process
in order to mitigate the ease of performing Sybil attacks, and although it was
expensive compared to the overall effort of the program, this was primarily
because of the default usage of RSA. If EC had been used as per CVE-2020-
10937 [8], the CPU overhead would have been significantly lower. Table 2 and
Fig. 3 illustrate one of the full stack depths with Kad-DHT ancestry.

Fig. 3. Some of the Kad-DHT specific processes
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Table 2. CPU time by DHT component based on Fig. 3.

Package Function Percentage

Network writeReadMessage 1.08
Worker-queue processNext 0.87
Peer-routing closerPeersSingle 0.4
Rrouting Add 0.1
Index nearestPeersToQuery 0.1

Overall the Kad-DHT functions occupied a very low percentage of the CPU
time, consistently presenting at less than 3.00%, with the highest usage coming
from network functions. The test code being run is a simple start - provide -
find - stop sequence, meaning the bulk of the work is being done to configure,
connect and route the nodes. It is expected that the longer the program runs,
the greater percentage of time the Kad-DHT functions would occupy due to
the routing table maintenance functions. During normal operations, the Kad-
DHT will force a refresh every 10 min by default. During this, each bucket is
gone through - from bucket 0 up until the highest bucket that contains a peer
(currently capped at 15). A random address from the address space that could
fit in the chosen bucket is then selected, and a lookup is done to find the k closest
peers to that random address. This constantly ensures that each bucket is filled
with as many peers that will fit. Figure 4 results from timing the original code
to run for an one-hour window, enabling multiple routing table refreshes. In the
timed run, Kad-DHT functions accounted for 11.58% of CPU usage up from the
initial program run of 2.55%, which is a 354% increase in the amount of time
spent in functions with Kad-DHT ancestry.

Fig. 4. Kad-DHT processes over an one-hour window
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6 Conclusions

eGovernance presents unique challenges in terms of privacy-preserving and pro-
viding secure solutions in eGovernance services. Precisely when the utilized data
is derived from industrial control systems and sensors. In this paper, we present
GLASS, our decentralized solution, that moves towards that direction by exam-
ining the effectiveness and efficiency of distributed cutting-edge technologies and
demonstrates the capacity of a public, distributed infrastructure based on the
IPFS. Potential challenges on the adoption of a system similar to the proposed
one would involve the consensus among the participating entities and the scala-
bility of a decentralized system such as the proposed one.

One practical implementation of the GLASS concept is being done within the
aims of the GLASS project, highlighting how the GLASS concept can potentially
be integrated into a broad field of use cases. Our proposed GLASS-oriented
approach is a decentralized solution that combines the IPFS with Distributed
Ledger Technology and Smart Contracts to secure eGovernance services. We
show in this paper how our approach can be used to fulfil the needs of the GLASS
concept. Finally, and on top of the above, we created a testbed environment to
measure the IPFS performance.

Acknowledgments. The research leading to these results has been partially funded
by the European Union’s Horizon 2020 research and innovation programme, through
funding of the GLASS project (Grant Agreement No. 959879).

A Appendices

A.1 Libp2p Node Initialisation

const node = await Libp2p.create({
addresses: {

listen: [’/ip4/0.0.0.0/tcp/0’]
},
modules: {

transport: [TCP],
streamMuxer: [Mplex],
connEncryption: [NOISE],
dht: KadDHT,

},
config: {

dht: {
kBucketSize: 20,
enabled: true,
randomWalk: {

enabled: true,
interval: 300e3,
timeout: 10e3
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}
}

}
})

Listing 1.1. Libp2p node initialisation.

A.2 Random Walk PeerId Creation

const digest = await multihashing(
crypto.randomBytes(16), ’sha2−256’)

const id = new PeerId(digest)

Listing 1.2. Random walk PeerId creation.

A.3 Transforming Content to a CID

const hash = crypto.createHash(’sha256’)
.update(’hello world!’).digest()

const encoded = multihash.encode(hash, ’sha2−256’)
const cid = new CID(multihash.toB58String(encoded))

Listing 1.3. Transforming content to a CID.

A.4 A Node Providing Content

await node.contentRouting.provide(cid)

Listing 1.4. A node providing content.

A.5 Distributing Content to the Closest Peers

async provide (key) {
dht. log(‘provide: ${key}‘)

/∗∗ @type {Error[]} ∗/
const errors = []

// Add peer as provider
console.log(’starting to provide’)
await dht.providers.addProvider(key, dht.peerId)
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const multiaddrs = dht.libp2p ? dht.libp2p.multiaddrs : []
const msg = new Message(Message.TYPES.ADD PROVIDER, key.bytes, 0)
msg.providerPeers = [{

id: dht.peerId,
multiaddrs

}]

async function mapPeer (peer) {
dht. log(‘putProvider ${key} to ${peer.toB58String()}‘)
try {

await dht.network.sendMessage(peer, msg)
} catch (err) {

errors.push(err)
}

}

// Notify closest peers
await utils.mapParallel(dht.getClosestPeers(key.bytes), mapPeer)

if (errors.length) {
throw errcode(new Error(‘Failed to provide to ${errors.length} of ${dht.←↩

kBucketSize} peers‘), ’ERR SOME PROVIDES FAILED’, { errors })
}

},

Listing 1.5. Distributing content to the closest peers.

A.6 Creation of the Datastore

const dsKey = [
makeProviderKey(cid),’/’,
utils.encodeBase32(peer.id)].join(’’)

const key = new Key(dsKey)
const buffer = Uint8Array.from(

varint.encode(time.getTime()))
store.put(key, buffer)

Listing 1.6. Creation of the datastore.
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A.7 Calculating the Closest Peers Using the XOR Metric

closest (id, n = Infinity) {
ensureInt8(’id’, id)

if ((!Number.isInteger(n) && n !== Infinity) || n <= 0) {
throw new TypeError(’n is not positive number’)

}
let contacts = []

for (let nodes = [this.root],
bitIndex = 0; nodes.length > 0 && contacts.length < n;) {

const node = nodes.pop()
if (node.contacts === null) {

const detNode = this. determineNode(
node, id, bitIndex++)

nodes.push(
node.left === detNode ? node.right : node.left)

nodes.push(detNode)
} else {

contacts = contacts.concat(node.contacts)
}

}

return contacts
.map(a => [this.distance(a.id, id), a])
.sort((a, b) => a[0] − b[0])
.slice(0, n)
.map(a => a[1])

}

Listing 1.7. Calculating the closest Peers using the XOR metric.

A.8 Finding Providers

await all(nodes[0].contentRouting
.findProviders(cid))

Listing 1.8. Finding providers.
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A.9 Result of the “Finding Providers” Query

{
id: PeerId {

id: <Buffer 12 20 83 42 f7 0e 33 90 d1 c4 41 d0 80 d7 16 63 be 43 95 20 3c ←↩
b1 79 5e 23 d7 28 12 3e 4a 0f aa d9 d3>,
idB58String: ’QmXB3LoMkXQh3HzQo1fy−
9UEJZZQw2MmJKWRhG4nfbTR7Qe’,
privKey: undefined,
pubKey: undefined

},
multiaddrs: []

}

Listing 1.9. Result of the findProviders query.
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Abstract. Systems-Theoretic Process Analysis (STPA) helps mitigate
identified safety hazards leading to unfortunate situations. Usually, a
systematic step-by-step approach is followed by safety experts irrespec-
tive of any software based tool-support, but identified hazards should be
associated with security risks and human factors issues. In this paper, a
design framework using Integrating Requirements and Information Secu-
rity (IRIS) and open source Computer Aided Integration of Require-
ments and Information Security (CAIRIS) tool-support is used to facili-
tate the application of STPA. Our design framework lays the foundation
for resolving safety, security and human factors issues for critical infras-
tructures. We have illustrated this approach with a case study based on
real life Cambrian Coast Line Railway incident.

Keywords: STPA · Safety hazards · Security risks · Human factors ·
IRIS · CAIRIS · Rail infrastructure

1 Introduction

Systems-Theoretic Process Analysis (STPA) is used to identify control actions
and causal factors behind accidents to improve system design [21]. The approach
revolves around a series of pre-defined steps followed by experts. Using STPA
analysis, the identified safety hazards can also mitigate security risks. For exam-
ple, poor design decisions may lead operators to make human errors or mistakes
where rules are un-intentionally disobeyed [19]. Consequently, the system safety
and security may be compromised due to human intervention in the form of errors
or violations.

Integrating Requirements and Information Security (IRIS) framework has
been used to identify security risks leading to safety hazards for identifying human
c© Springer Nature Switzerland AG 2022
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factors issues [3]. This is achieved by identifying and modelling assets associations,
roles and personas, vulnerabilities, threats, risks, tasks and goals [13]. Based on
the IRIS framework and complementary Computer Aided Integration of Require-
ments and Information Security (CAIRIS) platform, assumptions about security
concerns and human factors issues are explicated for critical infrastructures. The
framework allows complementary human factors approaches to be used to derive
use case specifications based task analysis modelling to determine human failure
levels leading to errors or mistakes [4]. These failure levels are used to identify asso-
ciated safety and security design solutions by identifying potential hazards.

An extended design framework can be formulated by integrating these human
factors and security methods for facilitating safety analysis using STPA. By con-
ducting STPA using the IRIS framework and CAIRIS platform. This aims to
resolve safety, security and human factors design concerns for critical infras-
tructures. To demonstrate this approach, we have used the real life incident of
Cambrian Railway. This case study serves as a guide for human factors, safety
and security experts to deal with human factors issues, associated safety hazards
and potential security risks.

The rest of the paper is structured as follows. Section 2 describes the related
work and Sect. 3 describes our proposed design framework. Our design framework
is demonstrated by applying it for case study in Sect. 4. This is followed by
discussion and conclusion for future directions of our work in Sect. 5.

2 Related Work

2.1 Security and Safety Engineering

There are commonalities between safety and security engineering, with both
communities now working to bridge their gaps [17]. Safety engineering can be
considered from a security mindset [10], and the International Electro-technical
Commission (IEC) has suggested a framework TC 65/AHG 1 for coordinating
safety and security together [16].

Several existing approaches in safety and security engineering are comple-
mentary due to inter-linked concepts. The Defence-in-Depth (DiD) approach,
which is also applied in security, was derived from a safety design of nuclear
plants [27]. In security, the graphical representation of attacks related to attack-
ers using attack trees was derived from fault trees for safety of systems [30]. A
Hazard and Operability Study (HAZOP) is a structured and systematic app-
roach used to identify and evaluate risk problems in safety. The concept has
been applied to security because of risk dealing with security properties (con-
fidentiality, integrity, availability) was discovered as a linking factor [36]. Simi-
larly, Failure Mode and Effects Analysis (FMEA) approach from safety has been
applied in security as Intrusion Modes and Effects Analysis (IMEA) [7].

Systems-Theoretic Process Analysis. A consistent design approach for
safety and security can be based on identifying safety hazards using Systems-
Theoretic Process Analysis (STPA) [37]. STPA is a safety hazard analysis process
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model for identifying control actions for possible hazards and accidents in causal
scenarios [21]. STPA is derived from Systems-Theoretic Accident Model and Pro-
cesses (STAMP) process model. STAMP revolves around examining components
which operate independently and together by playing their part in a system. The
accident causal models are derived by studying patterns and investigating acci-
dents from a safety engineering perspective. The processes and components when
interacting with each other give rise to safety and security emergent properties.
The control actions and feedback required for controlling these emergent proper-
ties based on algorithms leads to recognition of controllers. These control actions
and controllers (processes) are subsequently mapped. During design, these activ-
ities are considered as high-level functional safety requirements for system. An
incorrect process model may lead to an accident, where four types of unsafe
control actions may occur; these control actions may occur too soon, too late,
incorrect or altogether are missing. This is also known as identification of causal
scenarios for unsafe control actions [20].

Safety experts should consider security along with safety as part of STPA
[26]; the cyber security considerations in STPA are expanded into the STPA-Sec
development method for safety critical systems [25]. Using STPA-Sec, system
and component level requirements are dissected to identify safety constraints.
These safety constraints help identify hazard scenarios leading to violations.
These violations are weaknesses or vulnerabilities in system that allow the loss
(accident) to happen [34]. Usually, hazards may also be based on human and
system interactions, especially human error [22] which is not acknowledged by
STPA-Sec.

The UK’s National Cyber Security Centre has introduced the application of
STAMP/STPA in various case studies for improving risk framework for cyber
security problems. The cyber security risk toolbox have been modified to include
STPA approach for enterprise IT infrastructure including automated/ connected
products, industrial control systems and critical national infrastructure [5].
These case studies are used to inform about safety and security requirements
in a socio-technical environment by considering the human involvement. These
requirements further motivate the consideration of human factors for identifying
human error source as an impacting factor behind cyber security.

STPA can potentially be used to identify human factors issues as a result of
interactions with system, such as human error sources from human behaviour,
and the labelling design flaws along with system hazard analysis. The unsafe
behaviours behind system automation could be used to connect causal scenarios
with hazard analysis. The causal scenarios helps to generate a series of possi-
bilities with cause and effect relationship as a result of human interaction with
system. Furthermore, this argument has been supported by applying this app-
roach for case study of Automated Parking Driving System [15].
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2.2 Safety and Human Factors Engineering

Human safety in critical infrastructures like rail is sometimes compromised due
to the occurrence of human error [8,24], so its identification during the design of
safety critical systems should be a priority. The rail standard EN 50126-1 empha-
sises the consideration of human factors during rail system’s design process along
with Reliability, Availability, Maintainability and Safety (RAMS) [1]. Addition-
ally, the risk assessment for design of safety of systems like transportation indus-
try prescribes the use of a Human Reliability Analysis (HRA)approach [18].

Based on the Swiss Cheese Model of accident causation [29], multiple layers
of defence exist within a system or an organisation to protect against emergent
errors or mistakes that lead to accidents. The model takes the inspiration from
a slice of cheese where the holes represent the human weaknesses and different
slices act as the barriers. Some holes are active failures whereas some are latent
failures; all holes must be aligned at the same time for the accident to occur.
Latent failures originates from active failures and usually have same catastrophic
effects on human life [29]. Due to the complexity of consequences of incidents,
there is no well-defined methodology for determining the sources of these fail-
ures [32]. The human is the most important aspect of this model, whose intent
and capabilities are typically variable. Therefore, not all possible holes can be
generalised before time. Based on Reason’s error taxonomy [29] of cognitive,
behavioural, personal and organisational factors, the Human Factors Analysis
and Classification System (HFACS) framework represents four levels of failures
and error sources [35].

Task Analysis Approach. Tasks are performed by users to achieve goals.
These are assumptions made about the behavioural specifications of users
involved and how they are supposed to interact with the system [12]. Task Anal-
ysis (TA) determines the set of tasks to be performed by users under observation.
The TA is conducted by identifying the task for analysis, determining the associ-
ated sub-tasks and writing a step-by-step narrative for sequence of actions to be
performed [2]. Previous work has shown how User Experience (UX) techniques
can be used to conduct TA, using a combination of Cognitive Task Analysis
(CTA) and Hierarchical Task Analysis (HTA) [4]. CTA identifies different types
and values of cognitive reactions, which influence human performance during
completion of tasks. HTA identifies task dependencies and sequences as a hier-
archy, where high-level use cases are refined into low-level use cases. Using the
use-case specifications format, different levels of human failures are then identi-
fied using tool-support [4].

2.3 Human Factors and Security Engineering

The threat to a system in an environment is usually caused by an attacker: the
human element responsible for compromising the security [31]. This identifies
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humans as the biggest source for human error [29]. Similarly, the security engi-
neers now prioritise the human dimension of system during design phases by
considering the usability attributes during asset identification, threat scenario,
misuse case, task duration, responsibility modelling etc. [14]. Therefore, the con-
cept of effective information security revolves around the idea of Human Com-
puter Interaction - Security (HCI-security) of the system using a user-centered
approach [33].

Integrating Requirements and Information Security. The Integrating
Requirements and Information Security (IRIS) process framework [13] was
devised to understand how design concepts associated with security, usability,
and software engineering could be aligned. It is complemented by the Computer
Aided Integration of Requirements and Information Security (CAIRIS) platform,
which acts as an exemplar for tool-support to manage and analyse design data
collected when applying an IRIS process.

Using IRIS, vulnerabilities and threats contribute to potential risks, and
threats are contingent on attacker’s intent [3]. CAIRIS facilitates the creation
of personas – narratives of archetypal users that embody their goals and expec-
tations [23] – and the online data analysis that contributes to the specifica-
tion of their characteristics as argumentation models [14]. Personas narratives
are specified based on these characteristics, and supported by the narratives,
analysts can identify the tasks and goals using the Knowledge Acquisition in
autOmated Specification (KAOS) goal modelling language [11]). Collectively,
these help determine human factors issues in the form of human errors (active
failures). Personas narrative also contribute towards understanding capability,
intent, action and motivation for stakeholder roles, and goal and task models
help the security engineers better understand the system threat model on the
basis of obstacles that obstruct to system goals. CAIRIS also helps to model
use-cases and information assets as Data Flow Diagrams (DFDs) where differ-
ent trust boundaries display various levels of privilege operating within system.
Consequently, although not explicitly designed with safety in mind, IRIS and
CAIRIS provides a foundation for integrating safety, security and human factors
engineering.

3 Approach

Our design framework comprises of human factors informed safety analysis and
security engineering. The human factors approach draws on the identification
of roles, persona building, and the generation of task models and use-case spec-
ifications to apply a partial-STPA assessment. The process begins by identi-
fying an accident or loss, where an unplanned situation during performance of
tasks by specified roles or use-case actors may lead to catastrophic consequences.
The safety engineers work to minimise these occurrences by incorporating safety
checks and goals in system design whereas a security engineer focuses on vul-
nerability and threat recognition for risk analysis. Using CAIRIS, STPA models
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include a KAOS goal model to show goals and obstacles contributing to the
scenario behind the accident.

Pre-requisite. Before applying STPA, the stakeholder roles are defined within
system. The roles are further used to identify specific personas describing the
archetypical behaviour of system actors. Personas are created by following the
approach described by [6]. Persona narrative play a significant role in determin-
ing the actors intent and capabilities which contribute towards understanding
task. Using personas narrative, the concerned tasks within imagined scenarios
are elicited based on roles. These elicited tasks form the basis of system and user
level goals. Tasks are defined as narrative text, with additional details on their
dependencies, consequences, and benefits. The narrative helps to understand the
objective of task along with its procedural description, but the persona plays a
major role behind the recognition of tasks.

Using CAIRIS, a Task Participation Form relates personas with task using
usability attributes such as duration, frequency, demands and goal conflict. The
usability attributes with different values highlight tasks with different colours
during task models. These task models comprise of tasks against specified roles
and personas which facilitate the specification for use case actors and use cases
for human factors analysis. These models also help relate associated assets,
threats and vulnerabilities, which assist experts during security analysis.

With the help of personas narrative and task models, use case specifications
are defined. Each use case specification comes with an objective, actor, pre-
conditions, steps (task sequence), post-conditions and exceptions. The use-case
actors can also be linked with task models, showing relationship between role,
persona, task and use-case. These elaborate task models help experts to visualise
design of system along with specified environment by conducting TA using use-
case specification format [4].

Step 1: Accident, Hazard and Constraint. The STPA process begins by
defining the accidents (losses) in relation to identified hazards [21]. The system-
level constraints are also defined at this stage. During TA, the tasks with High
level of human failures are analysed for identifying accident (loss) and hazard.
Using CAIRIS, the goal and obstacle modelling in KAOS captures accident,
hazard and constraints. The obstacle with the type “loss” is used to model
accident whereas type “hazard” models associated hazard. The constraints are
modelled as goal. The visual representation of these linked concepts provide more
meaning and understanding for further analysis by domain experts.

Step 2: Model Control Structure. At this stage, a control structure of the
major components and controllers within system, along with the commands used
between them is sketched. The commands between components and controllers
are usually labelled as control or feedback [21]. An effective way for modelling
these control structures within CAIRIS is by using DFD. Using DFDs, the trust
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boundary may variate between controller, controlled process, sensor or actuator.
The processes and data stores are defined using use cases and information assets,
and CAIRIS automatically visualises a control structure model as a DFD.

Step 3: Unsafe Control Action. The worst case scenarios leading to hazards
are recognised by defining unsafe control actions. An unsafe control action is a
control action which is either applied too early or too late. The safety constraints
are determined for minimising these unsafe control actions [21]. In CAIRIS, an
unsafe control action is presented using obstacle and the safety constraint is
modelled by associating these obstacles with DFDs.

Step 4: Causal Factor. The causal factors are identified by analysing the
controllers, processes, feedback and control paths [21]. In CAIRIS, the identified
tasks during human factors analysis, are linked-up with hazards and system-
level constraints using KAOS goal refinement associations. Here, the task model
and personas narrative might also contain the detail for an occurrence of event
known as causal factor. The model generated is known as the controller process
model, which highlights the design-level issues leading to accident scenarios as
a result of hazard. By using these models vulnerability, threat and risk analysis
can help resolve security, safety and human factors design issues.

Step 5: Risk Analysis Model. These identified causal factors are also defined
as system vulnerabilities leading to hazards (accidents). The vulnerabilities are
also system weaknesses, which, if exploited by attackers as threats, contribute
to the realisation of risks. The core IRIS concepts are used for modelling risk
elements in the form of attacker, threat and vulnerability. The assets and their
associations already defined during STPA are used in this risk analysis. Using
risk analysis, the likelihood and severity of an incident is determined based on
the ability of an attacker, and the value of assets that need to be protected.
Threat scenarios (misuse cases) are also defined to evaluate the rating of each
risk. CAIRIS generates visual risk models based on this analysis, which are used
as the basis of further security analysis.

4 Case Study - Cambrian Incident Investigation

The real life incident of Cambrian Railway is used to conduct a case study
based on qualitative evaluation of presented design framework1. The incident
took place in October 2017 on the Cambrian Coast Line in Wales, where a
train oversped due to technical failure [9]. The train was following the route
of Cambrian Coast Line. During service between Barmouth and Llanaber, the

1 The final model created, including references to online sources used, is available at
GitHub repository: https://github.com/s5121191/CyberICPS 21. This relies on the
CAIRIS fork at https://github.com/s5121191/cairis.

https://github.com/s5121191/CyberICPS_21
https://github.com/s5121191/cairis
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train travelled at three times of its normal speed. The over-speeding was timely
observed by its train driver, who immediately reported the fault to concerned
authority. Following this, manual routing was conducted by the train driver
and signaller until the fault was rectified. No accidents occurred and no human
was harmed during this incident. A formal investigation was conducted by Rail
Accident Investigation Branch (RAIB) and five recommendations were suggested
to Network Rail [28].

We chose this incident based on multiple factors like signalling system, ser-
vice type, form of rail transit, and design implementation. The Cambrian Coast
Line implemented the European Railway Traffic Management System (ERTMS).
ERTMS is based on European Train Control System (ETCS) as a rail signalling
system, which ensures reliability, optimised capability and automation. Achieve-
ment of these qualities in ERTMS depends on safe, secure and usable design
goals. The service type is Passenger Train, which is safety critical, and the goal
is to ensure safety and security of human life. The Light Rail is preferred as the
form of rail transit because of rapid speed, inter-city passenger travel (familiarity
of routes) and usable design features.

The Cambrian Incident2 case study application of the integrated design
framework begun with data collection. All open source (online) documentation
and literature was collected and surveyed. Moreover, the relevant stakeholders
were determined. This included safety expert for STPA process support, security
expert for understanding causal factors (including risk analysis) and human fac-
tors expert for advise during goal-obstacle modelling, task and personas scenar-
ios. For this project, two environments were identified namely, peak and off-peak
hours. The Peak Hours were defined from Monday-Friday 0630–0930 and 1600–
1900 hours, whereas the Off-Peak Hours were from Monday-Friday at all other
times (minus Peak Hours) including all day on Weekends and Bank Holidays.

The Cambrian Incident case study was modelled using KAOS to show a gen-
eral scenario behind the accident [28]. For this purpose, 6 goals and 4 obstacles
were identified and their associations were defined as shown in Fig. 1, where
different shades of obstacles were due to varying probability of occurrence; the
darker the shade, the higher the probability. The model stated the major goal
of Auto Signalling Computer Restart being obstructed by obstacle of No Indi-
cation of an Abnormal IT Condition. This goal was associated with sub-goal
of Temporary Speed Restriction (TSR) Data Uploaded, where the obstruction
was caused due to Missing Independent Check. The TSR data was displayed
on Driver Machine Interface (DMI) available to train drivers. Therefore, come
the sub-goal of DMI Used for Operational Control Display, this goal had two
sub-goals defined along with an obstacle where Speed Restriction Not Uploaded
caused a problem during its goal fulfilment. The sub-goal when Fourth Passenger
Train Service Operated lead to obstacle where normal service delivery was com-
promised because of 2J03 Passed TSR from 30 km per hour to 80 km per hour.

2 This case study is applied for demonstration purpose only and in no way undermines
any previous findings or studies.
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This fault was timely reported by train driver to the IT technicians. Therefore,
the goal of Reported Fault on Train 2J03 Service was fulfilled.

Fig. 1. Goal-obstacle model for Cambrian Incident case study

Pre-requisite. The train driver and signaller roles were important in this inci-
dent. The train driver identified and reported the fault, then reverted to manual
routing in order to ensure safety of passengers and normal service delivery. Along-
side, the signaller was responsible for doing an independent check of upload of
correct TSR. Upon recognition of fault, signaller reported it to technician and
co-ordinated routes with train driver for no disruption of service.

Using CAIRIS, a total of 5 roles were identified including on-board staff, on-
board passenger, signaller, train driver and train maintainer. Two personas, Ray
and Neil, were created for the role of train driver and signaller respectively. Ray
was based on 22 argumentation models.

Neil’s persona was based on 18 argumentation models. These argumentation
models were used to understand persona characteristics, which formed the nar-
rative for personas. This narrative and underpinning data analysis contributed
to the identification of task models for further analysis.

A total of 19 tasks were created in CAIRIS; 11 were derived from Ray, and
8 from Neil. For example, the task of Perform ETCS Self-Test Function was
found from persona characteristic of activities for Ray as shown by the bold text
in the scenario below.
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Ray as train driver begins his job, by booking on and getting updated infor-
mation on his laptop. This is based on documentation received about book-
ing depot and preparing train for service. Also, before operating train
Ray is going to perform an on-board European Train Control
System (ETCS) self-test function for finding faults and failures.
He is going to produce a failure report and proceed only if the
status of train for service is Safe and Fit.

With the help of personas narrative and task models, 17 use-case specifica-
tions were defined.

Step 1: Accident, Hazard and Constraint. During TA, 3 use cases Com-
bining Workstations, Granting Off-Peak Blockage and Conflict Prediction and
Resolution corresponded with High levels of human failure. Using these tasks,
the accidents were defined using obstacle with type loss. In the given scenario
2 accidents were defined as Collision Between Two or More Trains and Train
Derailment. The former was due to loss of operational control data for controlling
trains and a cause of concern for road traffic, on-board passengers, staff, train
driver and other trains. The latter occurred due to over-speeding where along
with on-board passengers, staff, and train driver other concerns included were
like movement authority signals, DMI, TSR and driver advisory information.

This was followed by recognition of 4 hazards with respect to these identi-
fied accidents, where each hazard was responsible for specified concerns in the
form of assets. For example, the hazard of Train Enters Uncontrolled State was
dependent on occurrence of accident of Train Derailment.

Fig. 2. KAOS association between accident, hazard and constraint

At this point the constraints were modelled as goals. There were 8 constraints
for preventing these hazards. For example, the hazard of Loss of Safety Critical
Signalling Data had 3 constraints identified as Installation of Modified Equip-
ment, Use of Error Messages for Alerting Potential Failures and Safety Integrity
Level (SIL) to Ensure Radio Block Center (RBC) Contains Correct TSR after
Rollover as shown in Fig. 2.
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Fig. 3. DFD of control structure model using CAIRIS

Fig. 4. High-level control structure model

Step 2: Model Control Structure. Using 17 use-cases and 29 information
assets, the control structure was modelled. In CAIRIS the DFD for this case
study consisted of three main elements: ERTMS, Train Driver and Train, where
the flow of information between each element was taking place in order to display
flow of control between processes as shown in Fig. 4. For example, behind the
DFD element of Train Driver there are control actions and feedback of informa-
tion flowing between control algorithms of Driver Machine Interface and Status
of RBC Data. The DFD in CAIRIS, shown in Fig. 3, was also used to construct
high-level control structure model as shown in Fig. 4.

Step 3: Unsafe Control Action. Using UCA keyword, the unsafe control
actions were defined in CAIRIS as obstacles. UCA1 - ETCS Failure and UCA2
- Reliance on Procedures to Ensure TSR Application were defined as 2 UCAs for
this incident. UCA1 was related to ERTMS signalling control system and due to
safety issues. UCA2 was related to RBC and occurred during RBC rollover. Using
KAOS, these UCAs were linked to hazards. Therefore, the hazard of Train Enters
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Uncontrolled State was related to UCA1 and Minimum Separation Standard
Violation was related to UCA2 (Table 1).

Table 1. Unsafe control action corresponding to accident, hazard and constraint

Accident (Loss) Hazard Constraint Unsafe control action

A1 - Collision Between
Two or More Trains

H1 - Loss of Safety Critical
Signalling Data

Installation of Modified
Equipment

Reliance on Procedures to
Ensure TSR Application

Use of Error Messages for
Alerting
Potential Failures

SIL to Ensure RBC Contains
Correct
TSR after Rollover

H2 - Minimum Separation
Standard Violation

Implement a Mandatory
Safety
Assurance Procedure

ETCS Failure

A2 - Train Derailment H3 - Trains Enter Uncontrolled
State

Inclusion of defensive Pro-
gramming
(SQL) to Protect Against
Unsafe State

ETCS Failure

Good Safety Management
Engineering

H4 - Operational Planning
Violation

Capture and Retention of
Data for
Investigating Failures

Reliance on Procedures to
Ensure TSR Application

Robust Configuration
Management

Step 4: Causal Factor. At this stage, the identified tasks within human fac-
tors analysis were associated with constraints (goals). The model generated was
known as the controller process model, where the tasks carry an explanation
for unsafe control actions. For example, the constraint defined as Implement
a Mandatory Safety Assurance Procedure was complemented by a task known
as Send Movement Authority. The delay or incorrect Movement Authority had
catastrophic consequences.

Step 5: Risk Analysis Model. Using causal factors, risk modelling elements
in the form of attacker, threat and vulnerability were also found. An hypotheti-
cal attacker was someone defined with capabilities such as knowledge, education
and training of software and technology, with a motivation to breach system.
2 vulnerabilities with configuration type and critical severity were identified as
Lack of Safety Integrity Level and No Error Messages for Alerting Potential Fail-
ures. Using these vulnerabilities, 2 electronic and malware type of threats were
found namely, Threat of ERTMS Safety Related Failure and Threat of Loss of
Data Packets. Each threat was assigned assets and valued for security properties
including confidentiality, integrity and availability.

Consequently, these vulnerabilities and threats contributed to 2 risks with
misuse cases as Risk of Loss of Life due to Train Collision or Derailment and
Risk of Failure of Signalling Network over ERTMS as shown in Fig. 5. In the
risk model, the elements were filled with different colours based on values of
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security properties, threat and vulnerability type and risk scoring. Like obsta-
cles, the darker the shade, the more likely, severe, and impactful is the threat,
vulnerability, and risk respectively.

Fig. 5. Risk model based on attacker, threat and vulnerability

5 Discussion and Conclusion

In this paper, STPA process model was derived using the IRIS framework and
CAIRIS platform. As a result, three signification contributions are made. First,
we demonstrate how the STPA process model is aligned with IRIS and CAIRIS,
providing a single platform for all elements and contributing factors related to
hazard analysis. These elements comprise of accident (loss), hazard, system con-
straint, component (control algorithm), process (mental) model, unsafe control
action (obstacle) leading to causal factors. Second, we show how the causal fac-
tors including tasks can identify vulnerabilities, threats and risks present within
system. This can be visualised using a security risk analysis model in CAIRIS.
The risk model enlists tasks related to roles and personas which can be further
analysed for use case specifications based task analysis as a combination of CTA
and HTA leading to human error sources unlike STPA-Sec. Furthermore, the
human error sources has the tendency to contribute towards potential safety
hazards. Finally, the approach focused on bringing security and human factors
methods support to STPA. Initially, the STPA process model is suggested by
keeping in mind the safety where several case study applications suggested the
involvement of human element. This human element is considerable in a socio-
technical environment, where the system weaknesses (vulnerabilities) are high-
lighted by recognising human error sources. These human error sources establish
grounds for understanding potential hazard scenarios and model better risk anal-
ysis. Hence, this research builds the scope of connection and integration between
safety, security and human factors.

Using this integrated design framework, safety goals (safety constraints),
security risks and human factors concerns (levels of human error) are highlighted.
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The STPA process model is derived from human factors approach which con-
tribute towards the identification of potential safety hazards. These safety haz-
ards are then used for identifying control actions and causal factors behind acci-
dents for improving system design. The IRIS framework concepts alignment with
STPA lead to better outcome as human perspective (task model and analysis)
is understood in more detail. The risk model arising from STPA analysis facili-
tates security experts as well. Moreover, by using CAIRIS, the effort required by
safety, security and human factors experts is minimised by providing automated
and efficient design solutions. These efficient design solutions enable experts from
different domains to accomplish different tasks by combined and reduced effort.

For demonstration purposes, STPA method is applied using the case study of
Cambrian Incident. The human factors approach such as identification of roles
and personas, task analysis and use-cases are used to understand processes,
asset associations and goal-obstacle models. In return, KAOS models and DFDs
(processes and datastores) are used to apply STPA, where risk analysis based
on recognition of attackers, threats, vulnerabilities, risks and misuse cases are
done simultaneously. This helps to evaluate an integration of concepts between
safety and security, security and human factors, and human factors and safety.
This lays the foundation for overlapping concepts between three domains.

As future work, the application of safe, secure and usable design framework
will be done on an industrial live project. For this purpose, safety, security and
human factors experts will be consulted for validation of data and process behind
approach.
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Abstract. The increasing integration of information technology with
operational technology leads to the formation of Cyber-Physical Sys-
tems (CPSs) that intertwine physical and cyber components and connect
to each other. This interconnection enables the offering of functionality
beyond the combined offering of each individual component, but at the
same time increases the cyber risk of the overall system, as such risk prop-
agates between and aggregates at component systems. The complexity of
the resulting systems in many cases leads to difficulty in analyzing cyber
risk. Additionally, the selection of cybersecurity controls that will effec-
tively and efficiently treat the cyber risk is commonly performed manu-
ally, or at best with limited automated decision support. In this paper,
we extend our previous work in [1] to analyze attack paths between CPSs
on one hand, and we improve the method proposed therein for selecting
a set of security controls that minimizes both the residual risk and the
cost of implementation. We use the DELTA demand-response manage-
ment platform for the energy market stakeholders such as Aggregators
and Retailers [2] as a use case to illustrate the workings of the pro-
posed approaches. The results are sets of cybersecurity controls applied
to those components of the overall system that have been identified to
lie in those attack paths that have been identified as most critical among
all the identified attack paths.

Keywords: Attack paths · Cyber risk aggregation · Cyber security
controls · Power grid

1 Introduction

The increasing proliferation of cyberphysical systems (CPSs) in critical domains
including industrial control systems, energy, transportation and healthcare
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increases automation and facilitates operations. On the other hand, the increased
interoperability and interconnectivity of CPSs increase the attack surface, allow-
ing potential adversaries to perform sophisticated cyber attacks by following
attack paths that comprise CPSs as stepping-stones [3].

In particular, the realization of the industry 4.0 paradigm in the power indus-
try increases the interconnectivity and complexity of power grids, rendering them
prone to cyber attacks. Indeed, several cyber incidents have been reported in
the power industry in the past decade [4], and existing system vulnerabilities in
power grids have been identified and analyzed [5].

In an infrastructure comprising networked assets, an attack path describes an
ordered sequence of assets that can be used as stepping stones by an adversary
aiming to attack one or more assets on the path [6]. By analyzing attack paths,
the analysis of the risk propagation and the identification of optimal controls are
facilitated. Although the analysis of attack paths is well studied in the literature
[7,8], most of the approaches focus on the vulnerabilities of the targeted ecosys-
tem; hence, crucial elements of the cyber risk such as impact and likelihood are
not considered.

Contemporary CPS-based infrastructures are characterized by complex infor-
mation and control flows between their constituent CPSs. These flows can be
direct, where the components cause immediate change in the node transition, or
indirect, that can directly or indirectly influence the change in the node transi-
tion. These information and control flows provide useful insights to the analysis
of cyber risk aggregation, risk analysis, and risk treatment between CPSs. By
leveraging different security controls cyber risks are retained, minimized, trans-
ferred, or avoided. Although several studies have examined the optimal selection
of security controls, most are based on empirical analysis, whose results highly
depend on the analyst or domain expert and are, therefore, subjective.

In a previous work of ours [1] we proposed an approach for analyzing risk
propagation in complex cyber-physical systems comprising other CPSs as com-
ponents and leveraged the aggregated risk of the overall system to identify the
set of security controls for each component by means of a genetic algorithm app-
roach. In this paper, we extend our previous work in [1] to analyze attack paths
between CPSs on one hand, and we improve the method proposed therein for
selecting a set of security controls that minimizes both the residual risk and the
cost. We have used the DELTA demand-response management platform for the
energy market stakeholders such as Aggregators and Retailers [2] as a use case
to illustrate the workings of the proposed approaches.

The remainder of this paper is structured as follows: In Sect. 2 we review the
related work. In Sect. 3 we briefly review our previous work in [1], so as to both
ensure the self-sustainability of this work and to facilitate the assessment of its
contribution and of its added value over [1]. Section 4 presents our proposal for
analyzing attack paths, and Sect. 5 presents our proposed approach to selecting
the optimal set of security controls. Section 6 illustrates the workings of the
proposed approaches to the DELTA platform [2]. Finally, Sect. 7 summarizes
our conclusions and sets out some future research paths.
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2 Related Work

Several approaches have been proposed in the literature to study attack graphs
and the analysis of attack paths within IT infrastructures [9]. The ADversary
VIew Security Evaluation (ADVISE) meta modeling approach was used in [10]
to facilitate the understating of attack paths within cyber-physical systems. A
set of algorithms were proposed in [11] to facilitate the analysis of attack paths
and to prioritize them taking into account the system’s vulnerabilities. A method
for analyzing attack paths in CPSs that takes into account the cyber-risk of the
involved components was proposed in [6]. Further, an approach for cyber-physical
attack path analysis, based on Common Vulnerabilities and Exposures (CVE),
and the Common Vulnerability Scoring System (CVSS), and leveraging a threat
modeling technique, was proposed in [12]. The propagation of cyber-attacks in
a power grid infrastructure was analyzed in [13], taking on the chronological
perspective and considering the interrelationship between the grid side and the
information side. The analysis focuses on the survivability aspect.

A quantitative risk assessment model that considers the risk propagation
among dependent CPSs was proposed in [14]. The risk propagation and pre-
diction have been studied in [15] using Markov chains. The method utilized
prediction graph theory and percolation theory to analyze the risk propaga-
tion within cyber physical systems in the power domain. The risk propagation
between CPSs is examined in [16] based on logical equations and using attack
trees; the examined relationships are between parent and children nodes. The
risk propagation within a transport network under various types of attacks was
analyzed in [17], using the percolation theory. The risk and threat propagation
in Unmanned Aerial Vehicles and in particular the aggregation process of the
threats from the cyber to the physical domain were discussed in [18].

Cyberattacks cause both safety- and cybersecurity-related damage to CPSs.
Accordingly, failure propagation has been also examined in the literature. Specif-
ically, failure propagation in interdependent supply chain networks was studied
in [19]; the focus of the analysis was to study the robustness of the supply chain
network. Cascading failures within an interdependent network were examined
in [20], using an Erdos-Renyi (ER) model, again to study the robustness of the
network. In the power domain, cascading failures in a power grid and communi-
cation network were analyzed in [21].

3 Background

In [1] we proposed an approach that enables the optimal selection of cybersecu-
rity controls for complex cyberphysical systems, i.e. CPSs that have other CPSs
as components. This approach processes the likelihood and impact values for
each one of the system’s components and, by means of an analysis of how risk
propagates through information and control flows components, it calculates the
overall, global system risk. It then applies a genetic algorithm workflow that
enables the identification of the set of optimal controls for each component.
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The identified set minimizes the global system residual risk, and also minimizes
the cost of implementation of the controls. The analysis in [1] is conducted on
a per-threat basis, for each of the six threats of the STRIDE model. Thus, the
approach produces six different control sets, that need to be applied concurrently.

The method assumes a CPS consisting of N interconnected components, each
denoted by ci, i = 1, ...N . This system can be represented by a directed graph of
N + 1 nodes, the system itself being one of the nodes, denoted as c0. The edges
of the graph represent information and control flows between the nodes. An edge
from node A to node B indicates the existence of either an information flow or a
control flow, from A to B. A consequence of the existence of such an edge is that
a cybersecurity event at node A affects node B, as well. The effect coefficient
measures the effect that components may have on each other. Figure 1 depicts
a simple graph, where a security event in node A influences node B, while a
security event in B influences both nodes A and C. The total effect coefficient
effT

AB is computed as a function of effI
AB and effC

AB to represent the inverse
of the in degree centrality measure, as shown in Eq. 1.

Fig. 1. Effect relationship

effT
AB = f(eff I

AB , eff
C
AB), (1)

where effI
AB = 1

IDCI
B

, effC
AB = 1

IDCC
B

.

3.1 Risk Analysis

The risk value R associated with each STRIDE threat t ∈ {S, T,R, I,D,E} for
system s is calculated by using the following formulas [22–24]:

Impactst =
Damage + Affectedsystems

2
, (2)

Likelihoodst =
Reproducibility + Exploitability + Discoverability

3
, (3)

Riskst =
(Impactst + Likelihoodst )

2
. (4)

Impactst describes the effect of a cyber attack realizing specific threat t upon
a component s, while Likelihoodst describes the probability of the specific threat
t being realizing in s.
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3.2 Risk Propagation

The aggregate risk R
aggcj
t of component cj is calculated by using Eq. 5.

R
aggcj
t = max(R

dircj
t , R

propcj

t ), (5)

where direct risk R
dircj
t is the risk of cj without considering the possible con-

nections with other components and it is estimated using Eqs. (2)–(4), while
the propagated risk R

propcj

t is calculated considering the connections to other
components that cj has. The fraction of the impact that an event has on any ck
on any path pl from ci to cj is represented by effT

pl
and is calculated as

effT
pl

=
j−1∏

i=1

effT
cici+1

. (6)

The risk propagated over path pl, originating at component ci and terminat-
ing at component cj , is calculated by:

R
prop

pl
cj

t =
eff

Tpl
cicj ∗ Impactcit + Lci

t

2
. (7)

The whole system is described by c0 and the global risk of threat t for the
system is calculated by:

Rs
t = R

aggc0
t = max(Rdirc0

t , R
propc0
t ), (8)

where the direct risk for the system is not applicable (Rdirc0
t = 0) and the

propagated risk for the system is calculated as for any other node (Rpropc0
t =

maxpl
R

prop
pl
c0

t ), thus

Rs
t = max

pl

R
prop

pl
c0

t (9)

Further details about the method used and the aforementioned equations are
omitted in the interest of saving space and can be found in [1].

4 Attack Path Analysis

When the risk of each of a complex CPS components and the propagation of
such risk through the interconnection of its components have been analyzed, it is
feasible to identify critical attack paths that can potentially induce high risk to
the system. Identified critical attack paths can be leveraged by system operators
to enhance attack detection measures along the critical paths and to enhance
the security of highly interconnected nodes.

The propagation of risk in the system through its components mainly depends
on two factors: (a) the structure of the system and (b) the risk to each compo-
nent. Conceptually, a system can be at high risk because of its components both
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because it has high risk components and because there exist high correlation
paths along the system structure that may propagate such risk to the overall
system.

The approach presented herein analyzes both factors, in order to detect crit-
ical attack paths. The approach aims at:

– Detecting critical attack paths according to the relationships (correlation)
between components, and

– Prioritizing these paths according to the risk to each component in them.

The first step of the approach can be used to assess the risk propagation
potential in a complex cyberphysical system, while the second can be used to
gain additional insight, giving more information about the components of the
system.

Initially the graph of the system is parsed from the system node backwards,
to detect and collect paths that are characterized by a high product of the
effcicj values of the nodes on the path (designated as effpath) along the path.
Algorithm 1 outputs a set of critical attack paths, i.e. attack paths that accu-
mulate an eff value larger than a threshold efflimit.

Algorithm 1: Identification of critical attack paths
Result: Critical attack paths cps
Function process node(cj, eff , path):

foreach edge from ci to cj do
if ci �∈ path then

path = path ∪ {ci};
effpath = effpath ∗ effcicj ;
if effpath > efflimit then

cps = cps ∪ {path};
process node(ci, effpath, path);

end

end

end

cps = {};
process node(c0, 1, {c0});

The second step of the approach, described in Algorithm 2, prioritizes the
attack paths that were identified in step 1, by considering the risk of each com-
ponent in each path.
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Algorithm 2: Prioritization of critical attack paths
Result: Prioritized critical attack paths pri cps
Function calc risk(path):

R =
Lpath[0]+Ipath[0]

2
;

i = 0;
eff = 1;
while i < pathlength do

i = i + 1;
eff = eff ∗ effpath[i],path[i−1];

R = max(R,
Lpath[i]+Ipath[i]∗eff

2
)

end
return R;

Function select paths(cps):
foreach path in cps do

Rpath = calc risk(path);

if Rpath > Rlimit
path then

pri cps = pri cps ∪ {path};
end

end

pri cps = {};
select paths();

5 Optimal Control Set Selection

5.1 Cybersecurity Controls

The proposed approach requires a pool of controls that are appropriate for the
targeted system. The effectiveness of the controls depends on the effect that each
control has per threat and per component ci. The effect influences the values of
Impactcit and Likelihoodcit and hence the cyber-risk to the components and to
the overall system.

An important feature of each control m is the cost Costm of its implementa-
tion. For a system with N components and a list with M controls with the cost
vector C = [cost1, cost2, ..., costM ], the following binary matrix AC compactly
depicts the applied controls throughout the system:

AC =

⎡

⎢⎢⎣

ac1,1 ac1,2 ... ac1,N
ac2,1 ac2,2 ... ac2,N
... ... ... ...

acM,1 acM,2 ... acM,N

⎤

⎥⎥⎦ , (10)

where

aci,j =

{
0, if control i is not applied to component j
1, if control i is applied to component j

. (11)

The total cost TCAC of the applied controls solution AC is TCAC = AC ∗C.
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5.2 Selection of the Optimal Set

The approach in [1] produced a separate optimal set of controls for each STRIDE
threat, and did not take into account that those controls could be possibly com-
bined, to achieve a more efficient, from a global perspective, solution. For exam-
ple the application of a single control to a specific component could result in
reduction of the overall system risk for more than one threats, but this was not
taken into account.

To remedy this, the present work proposes a cascading application of the
genetic algorithm approach, in which each step (for each different threat) takes
as granted that the controls that have been identified in the previous steps are,
indeed, implemented. This approach enables the elicitation of controls that are
effective for more than one threats. Therefore the selection is more efficient with
respect to the global implementation cost. The proposed scheme supports the
identification of the set of controls that minimizes the risk over all threats and
the implementation cost for the system as a whole.

The concept upon which the approach is based is depicted in Fig. 2. After
applying the genetic algorithm for each threat, the resulting controls are fixed
in the set of available controls that is used as input for the rest of the threats.
After all threats have been analyzed, the resulting controls are being unified as
the optimal set of cyber-security controls for the system as a whole.

Fig. 2. Cascading GA process

The above methodology uses a global AC∗ matrix, which has fixed values for
the combinations of components/controls that have been defined for all threats.
Specifically, the AC∗ matrix is an instance of the AC matrix defined in Eq. 10,
each element aci,j of which is related to the application of control i to component
j and is:

– either a binary variable whose value can be set according to risk reduction
and application cost.
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– or a fixed value variable (equal to 1) if control i has been decided to be applied
to component j for countering a threat analyzed previously.

This approach fixes the application of controls to components between dif-
ferent threats of the STRIDE model. It will only allow controls to be considered
for threat T only if these further reduce the risk for threat ti, given that controls
decided for each threat tj , i > j have already been applied.

The proposed methodology is significantly more efficient in terms of applica-
tion cost, while it retains residual risk on a similar level as the per threat analysis
in [1].

6 DELTA System Use Case

6.1 The DELTA System

DELTA is the short title of the EU-funded H2020 R&D project “Future tamper-
proof Demand rEsponse framework through seLf-configured, self-opTimized
and collAborative virtual distributed energy nodes”1. DELTA has developed
a demand-response management platform that distributes parts of the Aggre-
gator’s intelligence into lower layers of its architecture, in order to establish a
more easily manageable and computationally efficient Demand-Response (DR)
solution. This approach aims to introduce scalability and adaptivity into the
Aggregator’s DR toolkits; the DELTA core engine is able to adopt and integrate
multiple strategies and policies provided from its administrative stakeholders,
making it an authentic modular and future-proof solution.

An overview of the DELTA architecture can be found in [25] and a detailed
description of it in [26]. A graph-based representation of the DELTA architecture
is depicted in Fig. 3. The nodes of the graph represent DELTA building blocks,
as follows:

Node S - System: it represents the whole DELTA system.
Node D - DVN: DVN stands for “DELTA Virtual Network”, a virtual layer

that clusters consumers/prosumers/producers sharing key characteristics,
such as a similar consumption/generation pattern, kind of (smart) contract,
existence (or not) of Energy Storage Systems (ESS); the disposition to par-
ticipate into DR strategies; or their resulting behavior during a DR signal
based on the award system, following the guidelines/strategies provided by
the Aggregator.

Node F - FEID: FEIDs are actual devices which are connected to smart meters
to measure energy-related data. Through an intelligent lightweight toolkit
they compute real-time flexibility to provide as input to the DVN. FEIDs
provide aggregated metering from multiple IoT devices that are connected to
customer assets, and they report issuance and interpretation of OpenADR-
based DR request signals.

1 https://www.delta-h2020.eu/.

https://www.delta-h2020.eu/
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Fig. 3. DELTA components

Node P - P2P Network: it represents the communications backbone of the
entire DELTA framework. The use of the peer-2-peer network guarantees
a certain resilience to attacks/malfunctions, and greater modularity in the
management of the tasks performed by each of the entities that make up
DELTA. DELTA’s P2P network allows the use of OpenADR to interface
with FEIDS in order to manage DR requests and uses the OpenFIRE as a
communication broker, in addition to implementing Access Controls security.

Node A - Aggregators: Aggregators are entities, generally TSOs or DSOs,
which supply energy to users, but also acquire it from users known as pro-
sumers. They balance network loads through DR or other traditional load
shedding methods, and they collect data from smart meters for statistical
purposes, control and pricing.

Node B - Blockchain: it is a block used to ensure the security of the
energy information exchange within the DELTA energy network, enabling
both energy data traceability and secure access for stakeholders. Technolo-
gies employed include certificates, blockchain, smart contracts, and state of
the art security and privacy algorithms.

6.2 Risk Analysis

In order to apply the proposed approach, a risk analysis of the targeted system
is required. To this end, the STRIDE [27] and DREAD [22] methodologies have
been used. The impact and likelihood values for each of the STRIDE threats
have been estimated and are depicted in Table 1. Each line of Table 1 represents
one of the STRIDE threats, indicated by the corresponding initial (Spoofing,
Tampering, Repudiation, Information Disclosure, Denial of Service, Elevation of
privileges). Each column of Table 1 represents an individual DELTA component
as described in Sect. 6.1. The values in the cells are the corresponding impact
and likelihood values per STRIDE threat and per individual component; these
have been calculated by means of Eqs. (2) and (3), respectively. These values



84 G. Spathoulas et al.

are subsequently used as input to Algorithm 2, to calculate the aggregate risk
of each component. Table 2 depicts the values of the effcicj coefficients for all
pairs of components.

Table 1. Initial security analysis

System Impact System Likelihood

FEID DVN Aggregator P2PNetwork Blockchain FEID DVN Aggregator P2PNetwork Blockchain

S 0 1.5 2.5 2.5 2.5 1.5 0 2 1.66 2 1.66 1.66

T 0 1.5 2 2.5 2.5 1 0 2 1.33 1.66 2 1

R 0 1.5 1.5 2.5 2.5 1 0 2 1.33 2 2 1

I 0 1 1.5 1.5 2 1 0 1.66 1 1.66 1.33 1.66

D 0 2 3 1.5 3 2 0 2.33 1.66 2.33 3 1.66

E 0 1.5 2 2.5 2.5 1 0 1.66 1.66 2 1.66 1

Table 2. Effect coefficients

System FEID DVN Aggregator P2PNetwork Blockchain

System 0 0 0 0 0 0

FEID 0.3 0 0.1 0 0.3 0.3

DVN 0 0.2 0 0.2 0.2 0.2

Aggregator 0 0 0.1 0 0.2 0.2

P2PNetwork 0.3 0.3 0.3 0.3 0 0

Blockchain 0 0.3 0.3 0.3 0 0

6.3 Attack Path Analysis

The proposed attack path analysis methodology was subsequently applied to the
DELTA system. The results of the first step of the approach (identification) are
depicted in Table 3. Each line in Table 3 contains the path ID, the attack path,
and the corresponding value of effpath, calculated using the values of the effect
coefficients in Table 2. The paths that can potentially enable the propagation
of high risk to the system (hence they are the most critical) are the ones that
are characterized by the highest effpath values; these are the first five paths of
Table 3.

The results of the second step of the approach (prioritization) are depicted
in Table 4. Each line in Table 4 contains the path ID, the attack path, and the
corresponding value of the cyber-risk of the path, taken to be the highest among
the risks of the nodes in the path, as in [1].

6.4 Selection of the Optimal Security Controls

In order to select the set of optimal controls we applied both the approach in
our previous work [1] and the one proposed herein, to validate the claim that the
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Table 3. List of attack paths

Path ID Affected CPSs effpath

1 FEID → System 0.3

2 P2P Network → System 0.3

3 P2P Network → FEID → System 0.09

4 Blockchain → FEID → System 0.09

5 FEID → P2P Network → System 0.09

6 DVN → FEID → System 0.06

7 DVN → P2P Network → System 0.06

8 Aggregator → P2P Network → System 0.06

9 Blockchain → FEID → P2P Network → System 0.027

10 P2P Network → DVN → FEID → System 0.018

11 Blockchain → DVN → FEID → System 0.018

12 DVN → P2P Network → FEID → System 0.018

13 Aggregator → P2P Network → FEID → System 0.018

14 DVN → Blockchain → FEID → System 0.018

15 Aggregator → Blockchain → FEID → System 0.018

latter is more effective and that it results in a larger ratio of reduction of risk vs
control implementation cost. The controls in the NIST guidelines for Industrial
Control Systems security [28] have been used as the pool of available controls.
As in [1], the effectiveness and the cost of each security control are estimated on
the basis of its applicability, the extent to which it reduces the impact or/and
the likelihood, and the resources needed to implement it. Table 5 presents the
results obtained with the initial method [1], whilst Table 6 presents the results
obtained with the improved method proposed herein.

From these results it is obvious that the improved method proposed herein
can produce the same effect with respect to residual risk for all threats, whilst
it reduces the application cost from 70 to 61. In other words, the improved
method increases the risk reduction per application cost ratio by 12.9%. We
note that the selected controls differ between the two executions, because of the
different approach used, but also because there exist multiple controls that have
the same effect, and it is normal for the proposed (randomized search) approach
to randomly choose among those in each run.
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Table 4. Prioritized attack paths per threat and risk level

Attack path Cyber risk

Path ID Spoofing

2 P2P Network → System 1.45

1 FEID → System 1.225

3 P2P Network → FEID → System 1.135

4 Blockchain → FEID → System 1.135

Path ID Tampering

2 P2P Network → System 1.375

1 FEID → System 1.225

3 P2P Network → FEID → System 1.1125

8 Aggregator → P2P Network → System 1.09

Path ID Repudiation

2 P2P Network → System 1.375

1 FEID → System 1.225

3 P2P Network → FEID → System 1.1125

8 Aggregator → P2P Network → System 1.09

Path ID Information disclosure

1 FEID → System 1.54

2 P2P Network → System 1.45

5 FEID → P2P Network → System 1.2775

6 DVN → FEID → System 1.24

Path ID Denial of service

1 FEID → System 1.45

2 P2P Network → System 1.45

3 P2P Network → FEID → System 1.135

5 FEID → P2P Network → System 1.135

Path ID Elevation of privileges

2 P2P Network → System 1.615

1 FEID → System 1.465

3 P2P Network → FEID → System 1.3

5 FEID → P2P Network → System 1.255
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Table 5. Optimal cybersecurity controls - per threat

Initial global risk Cybersecurity controls Residual global risk Overall cost

Component Spoofing

Aggregator 1.3 Awareness and training 0.864 14

P2P Awareness and training

DVN Security assessment and authorization

BC Security assessment and authorization

FEID Configuration management

Component Tampering

BC 1.3 Access control 0.65 17

P2P Security assessment and authorization

Aggregator Risk assessment

FEID System and services acquisition

DVN System and communications protection

Component Repudiation

DVN 1.3 Security assessment and authorization 0.864 6

Aggregator Security assessment and authorization

P2P Security assessment and authorization

FEID Maintenance

Component Information disclosure

BC 1.514 Privacy controls 0.65 17

FEID Security assessment and authorization

P2P Planning

DVN System and services acquisition

Aggregator System and services acquisition

DVN System and information integrity

Component Denial of service

FEID 1.3 Security assessment and authorization 0.65 7

DVN Security assessment and authorization

Aggregator Security assessment and authorization

P2P Risk assessment

BC System and communication protection l

Component Elevation of privileges

P2P 1.514 Audit and accountability 1.079 9

BC Audit and accountability

DVN Security assessment and Authorization

Aggregator Security assessment and authorization

FEID Risk assessment

Overall cost

70
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Table 6. Optimal cybersecurity controls - global

Initial global risk Cybersecurity controls Residual global risk Cost per threat

Component Spoofing

P2P 1.3 Awareness and training 0.864 16

DVN Configuration management

FEID Identification and authentication

BC Identification and authentication

Aggregator Incident response

Component Tampering

P2P 1.3 Audit and accountability 0.65 20

DVN Security assessment and authorization

FEID Configuration management

Aggregator Identification and authentication

Aggregator Risk assessment

BC System and communications protection

Component Repudiation

Aggregator 1.3 Audit and accountability 0.864 3

P2P Audit and accountability

FEID Configuration management

DVN Configuration management

Component Information disclosure

BC 1.514 Access control 0.65 13

Aggregator Audit and accountability

FEID Configuration management

DVN Configuration management

P2P Maintenance

FEID Risk assessment

DVN System and services acquisition

Component Denial of service

P2P 1.3 Awareness and training 0.65 3

P2P Audit and accountability

FEID Security assessment and authorization

DVN Security assessment and authorization

FEID Configuration management

DVN Configuration management

Aggregator Incident response

BC System and communications protection

Component Elevation of privileges

P2P 1.514 Audit and accountability 1.079 6

BC Audit and accountability

DVN Security assessment and authorization

FEID Configuration management

DVN Configuration management

FEID Contingency planning

Aggregator Incident response

Overall cost

61

7 Conclusions

The increasing dependence of critical infrastructures, such as power grids, on
interconnected CPSs increases the attack surface and makes them prone to
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cyberattacks. The analysis of attack paths facilitates the comprehensive under-
standing of the attack propagation towards the selection of the most appropriate
security controls. By leveraging the proposed methods for attack path analysis
and optimal control selection, all the elements of cyber risk can be studied,
towards defining a security architecture. As future work we intend to develop an
automated tool that supports the proposed methods. Additionally, the utiliza-
tion of the proposed approaches in several instances of the DELTA system will
facilitate the development of secure power grids.
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Abstract. The increasing digitization and networking of machines and plants has
been leading to significant changes in the industrial sector for several years. Par-
ticularly in combination with the Internet and other disruptive technologies such
as cloud computing, many opportunities and new business models are emerging.
This change in industry is subsumed under the term Industry 4.0 and represents
an important basis for the future economic success of many companies, especially
small and medium-sized manufacturing companies. However, there are also many
risks associated with this transformation, particularly with regard to cyber secu-
rity. Against the backdrop of increasing dependence on networked information
technology, the attack surface of companies is increasing. To address the problem,
executives need to know the current state of their companies’ security maturity.
To this end, it is necessary to assess the negative impact on business caused by
cyber security attacks in Industry 4.0. So-called maturity models are useful instru-
ments for this purpose. However, it has not yet been thoroughly investigated which
maturity models from the literature can be used to assess cyber security in the con-
text of Industrie 4.0 technologies. We have therefore developed a methodology to
identify maturity models related to Industrie 4.0 and analyze them with respect to
their applicability in the cyber security context. The aim is to use the analysis to
identify maturity models most relevant to industry for the cross-sectional topic of
cyber security in Industrie 4.0. The results can then be used by companies when
integrating security strategies into their own corporate strategy.

Keywords: Industry 4.0 · Cyber security ·Maturity models

1 Introduction

The term Industry 4.0 originated inGermany in 2011 as part of a state strategy tomake the
country a technology leader and strengthen its global competitiveness. Historically, the
1st Industrial Revolution emerged with the use of water and steam power in production.
In the 2nd Industrial Revolution, mass production applications were developed with the
use of electric power. The 3rd Industrial Revolution was based on the use of electronic
components to automate manufacturing. The 4th Industrial Revolution, called Industry
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4.0, can be characterized by the increasing digitization and interconnection of machines
and production systems in industrial manufacturing [1, 2].

Industry 4.0 based on the digitization and interconnection of all production units
creates opportunities for competitiveness with efficient, collaborative and sustainable
systems in industrialmanufacturing. In addition to the opportunities provided by Industry
4.0, many new challenges arise for companies, especially for small and medium-sized
enterprises (SMEs) [3]. SMEs are key players in the economy, with a strong capacity
to generate jobs and contribute to the gross domestic product [4]. Although Industry
4.0 offers great potential for SMEs, the lack of a methodological framework for these
companies to deal with the new concepts of digitization and interconnection of machines
is a limitation to exploit this potential.

The complexity of networked digital systems bringswith it risks that these companies
lack the structure to manage, especially those related to cyber security issues [5, 6]. The
digitization of operational processes and business models brings with it greater expo-
sure to possible cyber-attacks [7]. The increasing reliance on information technology
interconnected with the use of the Internet is significantly increasing the attack surface
[8–10]. Protection against cyber-attacks requires a strategic vision from topmanagement
to mitigate security risks and optimize the opportunities of Industry 4.0.

Cyber security is high on the agenda of business leaders, creating the need to assess
the maturity of security measures in the company. Proactively addressing cyber security
issues is a key factor in strengthening business competitiveness [11]. Cyber-attacks
on manufacturing systems lead to productivity losses and have a negative impact on
business which can result in loss of competitiveness [12]. Cyber security strategies in a
digitized and interconnected environment must be sound, stable, resilient, mature, and
must be integrated into the business strategy to ensure security across all links in the
manufacturing value chain rather than being limited to individual technologies [13].

For authors Yagiz et al. [14], maturity models related to Industry 4.0 are useful
tools to identify specific measures to maximize the benefits of digital transformation.
Maturitymodels enable companies tomonitor and assess organizational elements such as
weaknesses, strengths and opportunities [15]. In the literature, maturity models for both
Industry 4.0 as well as cyber security can be found. Maturity models for Industry 4.0
mostly focus on technologies, processes, knowledge, and sustainability, with a rather
holistic view. Examples are presented in the works: Development of an Assessment
Model for Industry 4.0 [16], Acatech Study Industrie 4.0 Maturity Index [17], Impuls –
Industrie 4.0 Readiness, Industry 4.0 –Digital Operations Self-Assessment, and Industry
4.0 Maturity Model [14].

Cyber security maturity models aim at implementing and managing security prac-
tices associated with information technology assets, technology operations, and their
operating environment. Some of these models try to incorporate adaptations and modi-
fications for use in industry. Some examples are the Cyber security Capability Maturity
Model, the Systems Security Engineering Capability Maturity Model and the Informa-
tion Security Management Maturity Model [18]. However, it was never assessed to what
extend any of these models can be used for the evaluation of the Cyber Security Matu-
rity in an Industry 4.0 environment. With that, in the literature review, a research gap
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was found, regarding specific maturity models for assessing the current state of cyber
security in companies engaged in Industry 4.0.

Given this gap and the relevance of cyber security for Industry 4.0, this paper aims
to analyze the maturity models of Industry 4.0 to identify their characteristics that can
be used to manage the security of information assets in interconnected manufacturing
environments in SMEs. To this end, it is necessary to evaluate the adverse impacts on
business arising from cyber-attacks in the context of Industry 4.0. These impacts can
reduce competitive advantage, damage the company’s image and reputation, and cause
financial costs for the recovery of systems affected by cyber-attacks. Therefore, the
analysis of cyber security maturity models adapted for industry becomes relevant. The
results of the analysis can support companies in assessing the current state of cyber
security in the Industry 4.0 environment, for the integration of security strategies into
their business strategy.

The article first addresses theoretical background of the concepts to support the
research. Next, it discusses the methodological approach of the study. After that, it
presents the analysis and discussion of the maturity models of Industry 4.0, the cyber
security models, business implications and the related works identified in the literature.
Finally, the conclusion closes the article.

2 Theoretical Background

This section discusses a number of concepts and requirements specific to SMEs, cyber
security, Industry 4.0, and related maturity models.

2.1 Small and Medium-Sized Enterprises (SMEs)

SMEs are considered an important part of economic development and job creation. The
benefits of these companies are not only limited to economic aspects, but also have
positive impacts on society and human well-being [19]. Technological changes enable
new opportunities for these companies [4]. Industry 4.0 technologies offer advantages
for the sector to increase its competitiveness by transforming traditional factories into
smart factories with significant potential.

The shift from the traditional system to Industry 4.0 requires knowledge and action
plans to structure their organizational capacity [3]. SMEs need to adopt standardized
strategies and approaches with industry-specific solutions. The transfer of knowledge
about Industry 4.0 technologies to these companies represents a challenge for the sector,
with implications for the entire economy. Despite the potential of Industry 4.0 for SMEs,
the lack of methodological frameworks is a limiting factor for its implementation. For
SMEs, the question is not whether or not to migrate to Industry 4.0, but how to do it in
a structured way to gain competitive advantage [2].

In 2016, the authors Ganzarain and Errasti were the first to discuss the use ofmaturity
models to support the implementation of Industry 4.0 in SMEs [20]. Specific maturity
and readiness models for SMEs appeared as early as 2018, published by Wiesner et al.
and Jones et al. [21, 22]. Studies related to cyber security for the SMEs present security
weakness as a gap that affects the ability of companies to innovate. This fact reinforces
the need for an assessment of cyber security maturity for SMEs.
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2.2 Cyber Security

Technological advancements have brought companies to a point where equipment is con-
nected through computer networks, both internally and externally. Such networks require
security to cope with cyber-attacks, which are increasingly present in cyberspace [7].
Cyber security is one of the main challenges for companies as the disruptive concepts
of digital transformation applied in Industry 4.0 has become a reality in the industrial
environment [23]. Digital manufacturing makes use of the Industrial Internet of Things
(IIoT), cloud computing,machine learning, and advanced robotics to improve production
competitiveness and optimize financial resources. However, this technological architec-
ture makes the manufacturing sector more vulnerable to cyber-attacks that are aimed
to gain access to the system’s services, resources, or information of the systems in an
attempt to compromise their confidentiality, integrity, or availability [24].

Industrial control systems (ICS), followed by equipment used for IIoT and sensors
actuators are considered critical assets in terms of cyber security in Industry 4.0, accord-
ing to a study conducted by the European Network and Information Security Agency
(ENISA) in 2018 [25]. ICS enable industrial automation by controlling and monitor-
ing business processes. IIoT equipment manages multiple technologies using different
communication protocols and enables the analysis and control of production data in
real time. Sensors provide information of the systems’ parameters and perform specific
actions on them [26]. Among the possible attacks in the context of digital manufactur-
ing are: i) unauthorized access actions; ii) actions to make the information technology
infrastructure unavailable; iii) actions to relay and alter messages between machines and
remote control systems; iv) actions to disseminate malicious software in manufacturing
systems; and v) actions to manipulate data [7].

In the period from 2010 to 2020 entities such as the European Cyber Security Orga-
nization (ECSO) and ENISA have released cyber security standards and guidance doc-
uments for Industry 4.0: i) ISA/IEC 62443 (2016); ii) IACS Cyber security Certification
Framework (2018); iii) ANSSI Cyber security for Industrial Control System (2014); iv)
API Standard 1164 (2016); v) ICS Compendium (2013); vi) Catalog of Control Systems
Security (2011); vii) ISC-CERTAssessments (2016); and viii) NIST-800-82 (2015) [12].

2.3 Industry 4.0

The incorporation of digital technologies, as well as the integration of physical and
digital components, is a defining characteristic of Industry 4.0. This integration allows
greater data capture, transport, storage, and analysis. Interconnected products, machines
and plants become sources of data and information that support decision making [27].
Industry 4.0 encompasses a set of technologies based on digitization and interconnec-
tion that allows to increase production efficiency, productivity, quality, operational flex-
ibility and integration of the production system with customers and the supply chain
[28, 29]. New technologies in industrial manufacturing, such as global networks, cloud
computing, IIoT, and the 5G networks of the future have driven continuous growth in
connectivity, while simultaneously bringing risks to the data and information technol-
ogy infrastructures. These must be effectively managed to create a reliable industrial
environment resilient to cyber-attacks [7].
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Major industrialized nations have focused on the development of Industry 4.0 as a
strategic industrial policy tool to increase their competitiveness. Several countries have
created programs to promote the development and adoption of Industry 4.0 technolo-
gies. In Germany, the High-Tech Strategy 2020 program was created with incentives
for companies to seek leadership in technological innovation as an integral part of the
Industry 4.0 concept. In the United States, the Advanced Manufacturing Partnership
program was implemented, in China the Made in China 2025 program, in France the
La Nouvelle France Industrielle program and in Brazil the Profuturo - Science, Tech-
nology and Innovation Plan (CT&I) for Advanced Manufacturing based on the National
Strategy of Science, Technology and Innovation (MCTI) - 2016 to 2022 [1, 31–34].

These initiatives aim to disseminate the concepts and technologies of Industry 4.0
in companies, both in developed and emerging countries. The adoption of advanced
technologies by companies in emerging countries that have an industrial base of SMEs,
is challenging. The economies of these countries have historically been focused on the
extraction and commercialization of commodities. As a result, companies in emerg-
ing countries lag behind in terms of technology adoption and investment. Additionally,
factors such as the information and communication technology infrastructure, culture,
education levels, as well as economic and political instability also influence the per-
ceived value of technology investments [27, 35]. Current literature addresses various
opportunities and challenges faced by SMEs, emphasizing the importance of information
management for these companies in the manufacturing context [36, 37].

The development of Industry 4.0 opens the way for this new business environment
and requires companies’ strategies to structure the transition to this ecosystem [38, 39].
The new paradigm enables the development of new innovative business models. Produc-
tion based on Industry 4.0 technologies creates the conditions to replace the traditional
production structure by reconfigurable manufacturing systems and flexible logistics,
offering interactive and collaborative decision-making processes [40]. Industry 4.0 seeks
to implement efficient and automated manufacturing processes in an industrial envi-
ronment where customer-specific products are produced in a cost-optimized manner
according to mass customization strategies, with cost optimization [41].

According to the Acatech Study Industrie 4.0 Maturity Index - Update 2020, the
economic potential of Industry 4.0 lies in accelerating decision making in the corporate
context and adapting of processes to increased efficiency in the area of engineering,
manufacturing, service, sales and marketing with a focus on business units or business
model changes. In this context, digital transformation aims to create a company that is
adaptive and agile to continuously adapt to change. Agility is a strategic characteristic
that is becoming important and necessary for successful companies [17].

2.4 Maturity Models

Maturity models are useful to guide an organization in the development of processes
to improve its maturity level in the area the model was developed for [42]. Typically, a
maturity model consists of two components. The first one looks for a way to measure
and describe the evolution of a domain by showing a hierarchical progress. The second
one establishes criteria to measure the processes. These components provide a sequence
of maturity levels for a class of domains [43]. Therefore, a maturity model provides a
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reference for the organization to assess the current level of capability for its domains
and practices, and thus to define improvement objectives and priorities [18].

ForMettler (2011), thematuritymodels focus on assessingpeople, culture, processes,
structures, and technologies. They provide a knowledge base for assessing maturity
progress, with metrics organized into categories that are quantified on a performance
scale [44]. For an organization to advance to a higher level, itmust perform the practices at
that level and its predecessor level [45]. The levels of a maturity model can be sequenced
in ascending order from initial, repeatable, defined, managed and optimized [15, 46].
In short, maturity models act as a tool that can be used to describe the progression of
desired change using ascending levels [47].

Industry 4.0 enables a shift to new business formats with impacts on the value
proposition, making top management sponsorship of investment projects essential. It
requires a holistic perspective on the company’s strategy and operations. In this sense,
a maturity model is suitable for companies planning to understand their maturity level
in the context of Industry 4.0 [14]. Readiness models are more or less synonymous
with maturity models. The difference between the models is explained by the fact that
readiness models state whether or not the organization is ready to start the development
process. Maturity models, on the other hand, show the current maturity level of the
organization for one or more domains. The lack of a structure for companies to assess
their ability to implement the new technologies of Industry 4.0, turns out to be a challenge
that must be overcome in order to succeed and gain competitiveness [23].

3 Methodology

To meet the objective of the article a methodology with four steps was developed to
identify the maturity models of Industry 4.0 and cyber security in the literature. The
steps are described in the following:

Step 1 - Data Collection: The collection sources were the Web of Science and Scopus
databases, as they are consolidated databases. The choice of the databases was based
on the following aspects: i) the databases allow retrieving a greater diversification of
metadata relevant to research; ii) searches can be by topic, title, author, abstract, key-
words, year of publication, country, research area, name of publication and publisher;
and iii) the databases provide contributions in the production of indicators, by indexing
scientific journals. The keywords used in the search were: Industry 4.0, Cyber Security
and Maturity Model in the period from 2015 to 2020. Table 1 presents the results of the
search.

The total number of publications was 297. Only two of those were concerned with
all three topics. These publications are listed in Table 2.

Step 2 - Applying Filters: Initially a filter was applied to exclude repeated publica-
tions. From a total of 297 publications, 94 repeated publications were identified, leaving
a residual of 203 publications. Next, a second filter was applied to identify the pub-
lications that contained at least one of the keywords in the title: Industry 4.0, Cyber
Security and Maturity Model. With this filter the number of publications decreased to
89. To identify publications related to SMEs, a third filter was applied, resulting in 15
publications. Table 3 lists these publications.
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Table 1. Search results

Query Web of Science Scopus

“Industry 4.0” and “Maturity Model” 95 32

“Industry 4.0” and “Cyber Security” 56 13

“Cyber Security” and “Maturity Model” 16 15

“Cyber Security” and “Industry 4.0” 55 13

“Industry 4.0” and “Cyber Security” and “Maturity Model” 1 1

Total 223 74

Table 2. Query results - “Industry 4.0” and “Cyber Security” and “Maturity Model”

Article title Authors/Year

Metamodel of indexes and maturity models
for Industry 4.0 readiness in enterprises

Basl, Josef and Doucek, Petr (2018)

Integration of cyber security frameworks,
models and approaches for building design
principles for the Internet-of-Things in
Industry 4.0

Radanliev, P.; De Roure, D.; Nurse, J. R. C.;
Nicolescu, R.; Huth, M.; Cannady, S. and
Montalvo, R. M. (2018)

Step 3 - Selected Publications: In this step, a critical reading of the material identified
in the second step was conducted, considering the research gap of specific maturity
models to assess the current state of cyber security in companies inserted in Industry
4.0. The reading made it possible to identify Industry 4.0 maturity models that address
cyber security issues in their dimensions.

Step 4 - Analysis and Discussion: In this step, the models selected in the third step
are discussed to analyze the security characteristics for enterprises on their way
toward Industry 4.0. Before analyzing the models, the next section discusses the
representativeness of the identified publications.

4 Validation of the Selected Publications

This section presents the publications related to the research theme and an overview
of the representativeness of the keywords used in the papers. To confirm the relevance
of the selected publications, an analysis of the representativeness of the keywords used
in the publications was performed. Keywords are defined by authors to attract readers,
with general, intermediate or specific terms about the research [48]. The analysis of
keywords provides information about the merit of the research topic [49]. The larger
circle reflects the representativeness of the keywords in a cluster [50]. Figure 1 shows
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Table 3. Query results - “Industry 4.0” and “Cyber Security” and “Maturity Model”

No. Article title Authors Year

1 The smart SME technology readiness
assessment methodology in the context of
industry 4.0

Saad, SM; Bahadori, R;
Jafarnejad, H

2021

2 Defining SMEs’ 4.0 Readiness Indicators Chonsawat, N; Sopadang, A 2020

3 Analysis of readiness factors for Industry
4.0 implementation in SMEs using
COPRAS

Sriram, RM; Vinodh, S 2021

4 Process model for the successful
implementation and demonstration of
SME-based industry 4.0 showcases in
global production networks

Peukert, S; Trebel, S; Balz, S;
Haefner, B; Lanza, G

2020

5 Digital readiness assessment of Italian
SMEs: a case-study research

Pirola, F; Cimini, C; Pinto, R 2020

6 A smart manufacturing adoption framework
for SMEs

Mittal, S; Khan, MA; Purohit, JK;
Menon, K; Romero, D; Wuest, T

2020

7 Evaluation of proceedings for SMEs to
conduct I4.0 projects

Schmitt, P; Schmitt, J; Engelmann,
B

2019

8 Deriving essential components of lean and
industry 4.0 assessment model for
manufacturing SMEs

Kolla, S; Minufekr, M; Plapper, P 2019

9 Planning Guideline and Maturity Model for
Intra-logistics 4.0 in SME

Krowas, K; Riedel, R 2019

10 A critical review of smart manufacturing &
Industry 4.0 maturity models: Implications
for small and medium-sized enterprises
(SMEs)

Mittal, S; Khan, MA; Romero, D;
Wuest, T

2018

11 Change Made in Shop Floor Management
to Transform a Conventional Production
System into an Industry 4.0 Case studies in
SME automotive production manufacturing

Moica, S; Ganzarain, J; Ibarra, D;
Ferencz, P

2018

12 Maturity Models for Digitalization in
Manufacturing - Applicability for SMEs

Wiesner, S; Gaiardelli, P; Gritti, N;
Oberti, G

2018

13 Towards a Smart Manufacturing Maturity
Model for SMEs ((SME)-E-3)

Mittal, S; Romero, D; Wuest, T 2018

14 Barnelkar: A Collaborative
University-Industry Learning Experience
To Boost Diversification Strategy In SMEs

Ganzarain, J; Igartua, JI; Errasti, N 2016

15 Three Stage Maturity Model in SME’s
towards Industry 4.0

Ganzarain, J; Errasti, N 2016
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the representativeness of the keywords used in the 89 publications selected by applying
the second filter in the second step of the methodology.

The keywords “Industry 4.0”, “Cyber Security” and “Maturity Model” compose a
cluster in green color. Clusters are groups that are formed by affinity or proximity. In the
figure below, the connecting lines of the keywords used are thicker, indicating a stronger
relationship between these terms compared to the others.

Fig. 1. Keywords of the publications identified with the second filter

Figure 2 shows a visualization of the correlation of the keywords of the 15 publica-
tions presented in Table 3. The keyword “Maturity Model” is in a separate cluster from
the keyword “Industry 4.0”, indicating little relation between the terms in these publica-
tions. The map analysis did not identify the terms “Cyber Security”, “Cyber-Security”,
or “Cybersecurity” among the 15 publications, which may indicate a gap in the literature
regarding cyber security in SMEs.

Transferring knowledge to these companies is a challenge for the industry. Despite
the importance of security for companies in the Industry 4.0 ecosystem, the lack of
methodological frameworks on cyber security is a limiting factor for SMEs. As already
mentioned, the question is not whether or not to migrate to Industry 4.0, but how to do
it in a structured way to gain a competitive advantage [2].

Next, this section discusses the publications related to the research topic. First the
work of Mittal et al. (2018) was consulted, which critically discusses Industry 4.0 matu-
rity models, analyzes their adaptation to meet the specific requirements of SMEs, and
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identifies research gaps that need to be considered to support the success of these com-
panies in the context of Industry 4.0 [37]. The work of the authors Yagiz et. al. (2017)
emphasizes the importance of top management involvement in defining organizational
and operational strategies. For the authors, a maturity model is indicated to structure
the transformation planning of business and operations to Industry 4.0 [14]. Schu-
macher et al. (2016) propose in their paper “A Maturity Model for Assessing Industry
4.0 Readiness and Maturity of Manufacturing Enterprises” a maturity model with the
following dimensions: products, customers, operations, technology, strategy, leadership,
governance, culture and people [23].

Fig. 2. Keywords from SMEs publications

Articles addressing cyber security maturity models focus on assessing adverse
impacts of cyber-attacks on business in Industry 4.0. Corallo et al. (2020), perform
a cyber security analysis addressing the loss of confidentiality, integrity, and availabil-
ity of data related to interconnected manufacturing machines. Among the results the
work presents a critical asset analysis, business impact analysis, impact matrix defini-
tion and business impact level assessment [12]. Radanliev et al. (2018), addresses in the
article “Integration of cyber security frameworks, models and approaches for building
design principles for the Internet of Things in Industry 4.0” that there is interest from
the industry and academia to standardize models and methodologies to structure cyber
risk approaches. In the paper, the authors seek to present the integration of governance
standards in Industry 4.0 for an assessment of the economic impacts of cyber risks on
business [51].
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5 Analysis

This section presents the analysis of the most relevant maturity models identified, con-
sidering the literature review performed using the methodological approach described
in Sect. 3 (Methodology).

5.1 Industry 4.0 Maturity Model

Schumacher et al. (2016) developed a maturity assessment model with 62 maturity
assessment items grouped into nine organizational dimensions: i) strategy, ii) leadership;
iii) customers; iv) products; v) operations; vi) culture; vii) people; viii) governance; and
ix) technology [23]. This model does not present a specific dimension for cyber security.
However, the elements of security assessment items can be analyzed in the governance
dimension, following the criteria used in the Cybersecurity Capability Maturity Model
(C2M2). This model allows for the combination of cyber security governance standards,
structures, programs, and initiatives.

5.2 Impuls - VDMA

The self-assessment model of companies’ readiness for Industry 4.0 developed by the
Foundation for Mechanical Engineering, Plant Engineering, and Information Technol-
ogy has six dimensions, with 18 areas of interest distributed in the dimensions: i) strategy
and organization; ii) smart factories; iii) smart operations; iv) smart products; and v) ser-
vices derived from collected data; and vi) workforce. The model assesses in the “smart
operations” dimension the ability to implement cyber security [14].

5.3 The Connected Enterprise Maturity Model

This model has five stages and four technology focused dimensions. The dimensions
are: i) information infrastructure, hardware and software; ii) controls and devices; iii)
networks; and iv) security policies. The first stage evaluates operational technologies.
The second analyzes the ability to provide secure and adaptive connectivity. The third
defines how the obtained data will be processed to increase competitiveness. The fourth
identifies what information should be available in real time. And finally, the fifth stage
implements policies for data sharing [52].

5.4 Industry 4.0/Digital Operations Self-assessment

This model is part of the report Industry 4.0: Building the digital enterprise by PWC -
2016, which provides for companies a perspective on Industry 4.0 for companies. The
model has four stages and seven dimensions. The stages are: i) digital novice; ii) vertical
integrator; iii) horizontal collaborator; and iv) digital champion. The seven dimensions
are: i) digital businessmodels and customer access; ii) digitization of product and service
offerings; iii) digitization and integration of vertical and horizontal value chains; iv)
data and Analytics as core capability; v) agile information technology architecture; vi)
compliance, security, legal and tax; and vii) organization, employees and digital culture
[14, 53].
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5.5 Industrie 4.0 Maturity Index

The Industrie 4.0 Maturity Index was developed to provide companies with a guide for
introducing and implementing the digital transformation process. Schuh et al. (2017)
consider digitization as an enabler for Industrie 4.0. The index establishes six stages
of development. The first stage is computerization to strengthen the foundation for
digitization. In the second, isolated information technology resources are replaced by
inter-connected components, with this connectivity also encompassing the core business
processes. The third stage aims to implement holistic data visibility across the enterprise,
deploying collaborationplatforms to support data-drivendecisionmaking.Thenext stage
refers to transparency, making it possible to identify and interpret the data obtained in the
third stage. In the fifth stage, the company is able to simulate different future scenarios to
develop its predictive capability. Finally, the sixth stage relates to the company’s ability to
adapt to dynamic business scenarios, including autonomous responses of machines and
systems considering their predictive capability [17]. The structural areas, their respective
principles and capabilities, are presented in Table 4.

Table 4. Structural areas, principles and capabilities

Structural area Fundamental principles - Transformation capabilities

Resources Digital capability: providing digital skills; acquire data in an
automated way, through sensors and actuators and processing the
data, in a decentralized way

Structured communication: carrying out efficient communication
and designing intuitive interfaces

Information systems Information processing: automated data analysis; delivering
contextualized information; design specific and intuitive interfaces
and build a resilient information technology framework

Information systems integration: integrate information systems
vertically and horizontally; standardize data interfaces; implement
data governance and ensure information technology security

Organizational structure Internal organization with high degree of accountability and
qualification: encourage flexible workgroups and implementing
agile process management for decision making

Dynamic collaboration along the value chain: focus on customer
benefits and cooperate in the value network

Organizational culture Willingness to change: recognize the value of mistakes; be open to
innovation; make use of data-driven learning and decision making;
continuously develop professional competencies and shaping
change

Social collaboration: promoting democratic leadership; making use
of open communication and relying on information processes and
systems
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5.6 Cyber Security Maturity Models

Cyber securitymaturitymodels consider security through different areas and dimensions
with an understanding of interdependence between them. The dimensions provide prac-
tices for cyber capabilities and indicators to assess their maturity. No industry-specific
maturity models for cyber security have been identified in the literature. Therefore,
security models have been adapted to meet the needs of industry. The C2M2 model
has two subdivisions: i) Electricity Subsector Cybersecurity Capability Maturity Model
(ES-C2M2); and ii) Oil and Natural Gas Subsector Cybersecurity Capability Maturity
Model (NGO-C2M2). The ES-C2M2 serves the electric sector and the ONG-C2M2 is
used by gas and fuel utilities [18].

The Systems Security Engineering Capability Maturity Model (SSE-CMM) is a
model used as a basis for adaptations for cyber security. It has been used to assess security
maturity in the critical infrastructure, electricity, water supply, fuel and transportation
sectors [54]. The Community Cyber Security Maturity Model (CSMM) establishes the
need for organizations to have metrics and technologies to develop a cyber security
program for both large enterprises and SMEs [55].

The analysis of the models confirms the gap in the literature of a maturity model that
meets the specific cyber security requirements for SMEs embedded in the Industry 4.0
environment.

6 Conclusion

Cyber security is one of the main challenges for companies in general that want exploit
the potential of Industry 4.0, in particular for SMEs. While these companies can benefit
from the advantages of digitization and interconnectivity that characterize Industry 4.0,
the lack of a methodological framework for SMEs to deal with the issues associated with
these technologies makes the path to this new scenario more challenging. Cyber security
issues are high on the agenda of business leaders, demanding knowledge and assessment
of the company’s security maturity. Cyber security strategies must be integrated with
organizational strategies. This integration requires topmanagement to know their current
state of security maturity in order to define security strategies and investments.

Maturity models allow companies to track and assess their organizational elements
and are used for concrete measures to maximize the benefits of digital transformation.
The Industry 4.0 maturity models, which use structured dimensions to provide a knowl-
edge base for assessing the maturity progress should also be seen in this context. By
applying the methodological procedures described in Sect. 3, it was possible to identify
the most relevant Industry 4.0 and cyber security maturity models that were the subject
of this study.

This paper performed an analysis of these models by identifying their dimensions,
stages, structural area, fundamental principles, and transformation capability. In the
models analyzed, cyber security characteristics were identified in the following mod-
els: Impuls - VDMA, The Connected Enterprise Maturity Model, Industry 4.0/Digital
Operations Self-Assessment and Industrie 4.0 Maturity Index. Although the Industry
4.0 Maturity Model does not have a specific dimension for cyber security, the C2M2 can
be used to complement this model.
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The analysis allowed us to identify a gap in the literature of papers with a specific
focus to assess the cyber security maturity of SMEs deploying Industry 4.0. Technologi-
cal development is reshaping the future of cyber security in the manufacturing sector. In
this sense, the development of a maturity model to meet cyber security requirements in
SMEs is necessary. The results guide the development of a maturity model to meet the
security requirements in SMEs, to help these companies face the challenges inherent in
Industry 4.0. Therefore, as future work, it is necessary to use a specific cyber security
maturitymodel for SMEs to identify their current security status, allowing them to define
future goals in the context of Industry 4.0.
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Abstract. Consumer devices are increasing in sophistication and auton-
omy, but the security of these devices is often under-studied. Some of
these systems provide a Natural Language User Interface (NLUI) in order
to better communicate with users. Most of these users are not trained
in cyber analysis. Cyber attacks on these devices could have safety ram-
ifications that we refer to as cybersafety. In this paper, we analyze the
cybersafety of an off-the shelf robotic vacuum cleaner using an approach
based on the System Theoretic Process Analysis (STPA) technique. The
analysis includes an explicit modeling of the NLUI and of the threats on
it using a control loop. We use a scenario to demonstrate how a sophis-
ticated attack on the NLUI can be emulated, and how an untrained user
is able to detect such an attack.

1 Introduction

Autonomous systems are increasingly being used in domains from self-driving
cars to unmanned aerial vehicles to elder-care systems. However, the security of
such systems is often only considered after a high-profile attack, and such secu-
rity analyses typically focus on larger systems such as industrial Cyber-Physical
Systems (CPSs). CPSs are software systems that interact with the physical envi-
ronment [3] such as power grid management systems and dam controllers. But
there are a number of smaller systems, frequently consumer-oriented systems
that are used in households, which also have security issues worth consider-
ing [12]. Robots are a type of CPS whose interaction with the physical envi-
ronment includes the system’s movement in physical space [5,26]; automated
cars, unmanned airborne vehicles, and robotic vacuum cleaners are examples of
consumer-facing robots. Furthermore, such consumer systems are often Inter-
net of Things (IoT) systems which are highly interconnected with the aim of
creating ubiquitous computing, such as smart fridges and smart speakers [30].
But the users of these consumer systems are usually non-professionals who do
not have the skills, ability, or interest to perform sophisticated cyber security
analyses.

Implementing a natural language user interface (NLUI) to the consumer
product is one possible approach to give such users a way to detect and possi-
bly react to cyber-physical attacks on the consumer system. However, the NLUI
c© Springer Nature Switzerland AG 2022
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itself is also susceptible to attacks. In a consumer product, attacks may cause
cybersafety concerns. Some of the sophisticated cyber effects cause the system
beliefs to be inconsistent with the real state of the system, a phenomenon known
as process model inconsistency (PMI) [10]. PMI is hard to detect because obser-
vation of the system state will not reveal anything unusual. In this paper, we
perform a cybersafety analysis, such as is commonly applied to industrial CPSs
[21,28], on a smaller consumer robot: a currently-marketed consumer robot to
which we add a NLUI.

Our contributions are: (1) a characterization of a consumer robot, includ-
ing its NLUI, using a control-loop-based framework, (2) a cybersafety systems
analysis (such as is commonly applied to industrial CPSs [21,28]) to a consumer
robot, and (3) a demonstration of how NLUIs can be attacked, causing safety
problems, and how a user may detect some of these attacks. Section 2 will next
describe the approach and its rationale, as well as related works. This includes
a description of a System Theoretic Process Analysis (STPA) based cybersafety
analysis approach [21,28], as well as the use of control loops in characterizing
a system. After that, Sect. 3 will describe the system under analysis, which is a
prototype Roomba that is connected to an intelligent NLUI. Then Sect. 4 will
describe the details of the analysis using the approach described previously;
this includes an emulation of an attack on NLUI, and its detection in Sect. 4.4.
Finally, Sect. 5 will discuss limitations and conclusions, including how aspects of
the analysis can be used to help non-specialist end users detect (and thus begin
to resolve) security incidents in consumer products, focusing on the importance
of introspection and interactivity on this process.

2 Cybersafety Analysis

Our cybersafety analysis follows a similar approach by Khan and Madnick [21],
modified to use a customized control loop framework as described in Sect. 2.1.
The approach has the following steps.

First, a basis for analysis is defined. This includes defining the primary mis-
sion of the system under consideration, identifying unacceptable losses, and iden-
tifying the system constraints that prevent system states from leading to losses.

Second, a functional control structure is modeled. This represents how the
system constraints defined in the previous step are implemented in the system
under consideration.

Third, the system’s unsafe control actions are identified. This includes
describing the functions, responsibilities, and control actions for each of the
relevant controllers in the functional control structure defined in the previous
step. Additionally, a process model is defined for each of the relevant controllers.

Fourth, loss scenarios are generated, to identify the situational factors that
might lead to the execution of the unsafe control actions that were previously
identified. We use one such loss scenario to do our demonstration of threat
emulation and detection.
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2.1 Adversarial System Modeling with Control Loops

As described above, CPSs and robots are defined by their interaction with the
physical environment. Besides their interactions with the physical environment,
these systems often have interactions with humans. So we can think of CPSs
and robots as having both a human-in-the-loop and a physical-process-in-the-
loop. Finally, cybersafety analysis is to analyze hazards resulting from accidents,
attacks, human errors, or some combinations of these. The hazards produced by
adversaries can be modeled through adversary loop. All of these loops can be
represented with control loops [15] as in Fig. 1.

Fig. 1. Example control loop diagram of an attack on a human-in-the-loop system

The lower loop involves a Physical Process (such as a machine, or an instal-
lation such as a dam, or the natural environment such as with a thermostat)
whose state is being tracked by a Process Sensor, and which is being updated by
a Process Actuator. A Process Controller determines what commands to send
through the Actuator, and tracks the updates from the Sensor. The upper loop
involves a human Operator Controller who uses Actuators and Sensors to inter-
act with the Process Controller. Together, these two loops abstract the consumer
product for modeling threats.

Since we are also concerned with the actions of attackers, we can think of
security as a conflict between users and attackers over control of the system
[15,33]. So the attack can also be represented with a control loop as shown
in Fig. 1. Figure 1 shows only one possible architecture of the Attacker control
loop: the Actuator (Attacker) targeting the Sensor (Operator), and the Sensor
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(Attacker) targeting the Sensor (Process). There are, of course, several other
possible targets for the Attacker Sensor and Attacker Actuator.

Each of the components in Fig. 1 is given a name, as are the communica-
tion channels between them, and the set points (initial values) of the Process
Controller. This allows us to refer to every part of the system by name, thereby
allowing us to be precise while still maintaining a generality across systems.
Because in this context, any of the components could be broken down into a
subsystem for further analysis. This approach also allows the representation of
insider attacks, besides external attacks. It can also represent complex situations
where cyber attacks and non-adversarial safety failures act together to contribute
to an effect.

2.2 Related Work

Robots are a kind of cyber-physical systems (CPS), and therefore, attacks on
CPS also could apply to robots. There are several attacks reported in literature
surveyed recently by Ding et al. [13]. Leccadito et al. break down CPS exploits in
terms of Network Attacks, Firmware Attacks, Sensor Attacks, and GCS Attacks
[27]. Alguliyev et al. describe several types of attacks, categorizing the different
types of failures [3]. Jahan et al. present a taxonomy of attacks on autonomous
systems [19], such as UAVs, Autonomous Vehicles, and robots. Krishna et al.
provide a taxonomy of attacks broken down by both attack vector and target
focusing on small UAVs, motivated by the use of those UAVs for inspecting
critical infrastructure [25].

Conducting a safety analysis involves various techniques. A dominant tech-
nique is Failure Modes and Effects Analysis (FMEA) which analyzes fault modes
and their effects in a structured way [9]. Another widely used technique is Fault
Tree Analysis (FTA), a top-down method that maps subsystem failures to their
causes using a fault tree. Ruijters and Stoelinga survey the state of the art in
FTA [34]. The potential for safety hazards generated by the lack of cyber security
has been a recent active research area. Schmittner et al. explore cybersecurity-
safety analysis using FMEA [38]. The automobile industry also has been very
interested in cybersafety, and has been developing standards related to cyberse-
curity and attendant safety implications, as summarized by Macher et al. [29] on
ISO/SAE DIS 21434, and described by Kirovskii and Gorelov [24] on ISO PAS
21448.

Cybersecurity and safety co-analysis of CPSs has been an active research
area, as surveyed recently by Kavallieratos et al. who identify nine methodolo-
gies for such co-analysis [20]. One such methodology is based on the System
Theoretic Process Analysis (STPA) technique pioneered by Leveson [28] that
uses control loops for safety analyses of CPSs. This approach was developed
to increase the safety of systems, so its roots are in reaction to accidental or
other non-intentional hazards. The STPA approach has been recently adapted
for adversarial situations by Young [41] and Torkildson et al. [40]. Giraldo et al.
survey the application of control loops for cybersecurity [15]. Khan and Mad-
nick applied STPA to the cybersafety analysis of a chiller plant [21], and in this
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paper we apply their analysis method to a consumer robot. The comparison of
STPA approach with other approaches used for risk analysis has been previously
reported [39]. The goal of this paper is not to do a comparative merits analy-
sis between STPA and other approaches, rather just to show how STPA based
cybersafety analysis can be applied to NLUI.

Natural language user interfaces (also known by many different names such as
natural language interfaces, dialogue interfaces, and voice user interfaces) have
been popularized recently by products such as Alexa, Siri, Cortana, and Google
Assistant [6]. Researchers investigate use cases such as connecting autonomous
vehicles and IoT-connected devices [22] with NLUIs, but with some exceptions,
mostly involving speech-based interfaces [8,42], there is little consideration of the
security impact of adding such interfaces. Our work is also somewhat similar to
recent work in explaining robot failures [11], which is part of a general increased
interest in explainability [16], but in our case we focus on failures that are due
to cyber attacks.

3 Target System

The target of this analysis is a prototype next-generation consumer product: a
robotic vacuum cleaner, custom augmented with a natural language user inter-
face (NLUI). The system has several characteristics of a consumer robot or an
Internet of Things appliance, and thus could be a stand-in for other possible
systems such as automated vehicles or drones.

The platform is shown in Fig. 2. The vacuum cleaner is an iRobot Create-
2, which is the developer version of the consumer Roomba 600 series [18]. For
cybersafety analysis, attack simulation, and to experiment with the NLUI, the
vacuum cleaner is connected to a laptop computer, though in principle the NLUI
could run on an on-board chip of the iRobot. Communication between the robot
and laptop is through a Bluetooth wireless module that we constructed to plug
into the Create-2’s serial interface. This interface was built using a SparkFun
Bluetooth Mate Gold bluetooth module, a 3A 5V DC-DC Converter Step Down
UBEC Module, a 7- or 8-DIN Serial Cable, crimping with 2.54 mm Dupont
Connectors, and a bit of soldering. The Bluetooth module communicated with
the Linux laptop using the BlueZ bluetooth stack1 and we used the Java-based
RoombaJSSC library2 to programmatically connect. The NLUI we use is based
on the DIARC robotic cognitive architecture, which includes a natural language
pipeline: a semantic/syntactic parser, a discourse analyzer, and a goal manage-
ment system that works with a belief module [37]. We use a text-based “chat”
interface, as might be used on a modern cell phone. An important assumption
we also make is that the user is not able to see the robot, and can learn about
the state of the robot only using this NLUI. This assumption is made to allow
the results we describe in this paper to be more widely applicable than just the

1 http://www.bluez.org/.
2 https://github.com/maschel/RoombaJSSC.

http://www.bluez.org/
https://github.com/maschel/RoombaJSSC
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vacuum cleaner. A control-loop representation of the system is shown in Fig. 3.
This representation is further expanded upon in the following sections.

Fig. 2. Target system, with natural language user interface.

Fig. 3. Target system physical control loop.

4 Cybersafety Analysis of Target System

This analysis applies the cybersafety methodology described in Sect. 2 to the
target system described in Sect. 3.
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4.1 Basis for Analysis

To perform an analysis, first the primary mission of the system under consid-
eration is determined. In the case of the vacuum cleaner testbed, we can define
the following mission statement : to keep the floor clean by vacuuming it.

Unacceptable Losses include the vacuum cleaner becoming damaged, causing
damage to objects in the house, or causing damage to a person (by running
into them or tripping them, for example.) We can enumerate these unacceptable
losses as follows:

– L1: Physical damage to vacuum cleaner
– L2: Disabling the vacuum cleaner
– L3: Damage to objects in house
– L4: Injury to people.

Next we will identify system constraints. As suggested by [21] we will begin by
identifying the system-level Hazards, associating each with a Loss, and inverting
each hazard to identify the system-level Constraints as shown in Table 1.

Table 1. System constraints

Hazard Loss Constraint

(H1) vacuum cleaner is damaged by
moving into wall or falling down stairs

L1 Vacuum cleaner must not be moved
into unsafe locations

(H2) vacuum cleaner is “frozen” and
unable to perform its task

L2 Vacuum cleaner must not be blocked
from moving, when there are no
problems

(H3) vacuum cleaner causes damage
to objects in the house

L3 Vacuum cleaner must not be allowed
to crash into fragile objects

(H4) person is injured by being hit by
vacuum cleaner, or tripping over
vacuum cleaner

L4 vacuum cleaner must maneuver
carefully when in the presence of
people

4.2 Control Structure

The next step in the cybersafety analysis is to build a model of how the con-
straints defined in the previous section are enforced in the system. We will use the
control-loop representation as was described in Sect. 2.1 to conduct this analysis.

Figure 4 expands upon the fundamental control loop diagram that was shown
in Fig. 1. First, the figure shows which the parts of the loop are in the NLUI
prototype system, as opposed to in the Vacuum-cleaner robot or in the Human.
Second, the NLUI is broken out, showing the communication channels it uses
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Fig. 4. Control-loop representation of NL-enabled vacuum cleaner system

when the human operator interacts with the robotic vacuum cleaner: the Oper-
ator Actuator and Operator Sensor are the NLUI text input/output; the NLUI
Actuator and the NLUI Sensor are the NLUI’s software channels to the Process
Controller; the Process Actuator and the Process Sensor are the Bluetooth com-
munication channels between the NLUI and the robotic laptop. This control loop
diagram will be further developed below, as we begin to consider what happens
when the communication channels are exploited.

4.3 Unsafe Control Actions

The next step in the analysis is to identify a list of unsafe control actions. We
start by creating a List of Controllers, Functions Performed, Safety Respon-
sibilities, and Control Actions of each of the controllers shown in Fig. 4, and
summarizing them in Table 2.
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Table 2. Controller summaries

Controller Function
performed

Safety & security
responsibilities

Control actions

Controller
(Operator)

Provides high-level
guidance

Monitor for unusual
situation that machine
might not detect

Request non-standard
activity

Controller (NLUI) Translate between
human language
and machine state

Identify when it does
not understand
human or machine
update

Transmit command
from human to
machine

Controller
(Process)

Decides what
low-level actions
the vacuum cleaner
will do

Sense for possible
collisions

Send move-
ment/rotation/stop
messages to
vacuum-cleaner robot

At this point there are a number of additional analyses we could perform.
For example, we could enumerate all of the process model variables and iterate
through those to determine possible problems. Alternately, we could determine
the different signals that pass through the communication channels, and iterate
through those to determine what problems could occur if signals are missing,
or if there are extra signals or if the signals arrive at different times than they
are expected. Following [21], we describe unsafe control examples. Table 3 is an
example of this, which will be used in the next section to describe a loss scenario.

Table 3. Unsafe control actions

Scenario unsafe control action

Action by: Controller

Control action: Move and clean

Not providing causes hazard: Vacuum cleaner does not move (H2)

Providing causes hazard: Vacuum cleaner is damaged (H1)

Providing at wrong time causes hazard: Vacuum cleaner damages items in
house (H3), Person is injured by
vacuum cleaner (H4)

However, we are interested in knowing how the system is led to create an
unsafe control action. One approach to this is to create a threat model of known
attacks on robots, and determine which ones could possibly be used against the
system under analysis. Security researchers have shown how many of the typical
attacks against systems can also be directed against robots, including reconais-
sance [14,23], illicit access [1,12], exploitation [2,31,32,35,36], and actions on
objectives [4,7,31]. These can be shown with the control-loop representation
shown in Fig. 4. Table 4 maps several channels and their vulnerabilities to known
types of attacks. For example we can specify in our Vacuum Cleaner Robot Sce-
nario that an attacker created a false-message attack on the channel between the
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Sensor (Process) and the Controller (Process), which is what leads to the unsafe
control action “not providing causes hazard” described above. In this way we
generally identify potential vulnerabilities, the specifics of which can be further
worked out as described in the next Section.

Table 4. Example vulnerabilities of control-loop channels

Channel Vulnerability

Controller (Process) to Actuator (Process) False message

Actuator (Process) to Physical process Channel overload

Physical Process to Sensor (Process) Man-in-the-middle attack

Sensor (Process) to Controller (Process) False message

4.4 Loss Scenario

The final step in the cybersafety analysis is to create one or more loss scenarios to
describe how an unsafe control action might be caused, either by natural hazard
or by malicious activity. In our case, we are particularly interested in malicious
activity. A narrative of a scenario we created is as follows.

A human user, heading home from the store, uses a cell-phone text interface
to turn on their vacuum-cleaner robot at home. They tell the robot, “Clean the
floor.” The vacuum-cleaner robot starts to clean the floor.

Unknown to the user, the system suffers a software-based denial-of-service
attack that falsely tells the robot’s controller that its collision-detecting sub-
system has detected obstacles on all sides. Suddenly the vacuum-cleaner robot
stops, and says: “I cannot clean the floor because to clean the floor I must not
see obstacles, and I see obstacles.”

The human then says: “try rotating in place.” The robot does so successfully,
and says, “I am able to rotate in place.”

The human then says: “try moving one inch forward even if you see an
obstacle.” The robot does so successfully, and says, “I am able to move one inch
forward even though I see an obstacle.”

In our scenario demonstration, we emulate an exploitation of the NLUI pro-
totype system by the attacker. The real attack may have the following attack
sequence. First, the attacker remotely accesses the hardware on which the NLUI
is running. Next, the attacker escalates privileges and installs a malware pro-
gram that will launch whenever the NLUI is run. The malware program waits
for an execution signal from an external source. When the malware program
receives that signal, the malware program sends a “false message” to the NLUI
Controller indicating that the system has detected an obstacle. The NLUI Con-
troller updates its beliefs to reflect the fact that it believes it sees an obstacle,
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and this precludes further movement. This attack can be represented using a
control loop as shown in Fig. 5. The control loop does not show a full loop for
the attacker, because the attacker’s Sensor is irrelevant for the purposes of the
scenario (and may indeed be unknown and undetected by the analyst.)

Fig. 5. Control loop representation of attack in vacuum cleaner scenario

As indicated in the scenario description, the attack works by falsely updating
the state of the NLUI Controller, such that the controller believes that an obsta-
cle has been detected. We emulate this attack by programmatically changing a
belief state in the NLUI controller as it executes. This belief is then passed on
to the human operator. On the vacuum cleaner itself, the sensor state is closest
to the actual reality: it actually detects no obstacles, and this model is passed
on to the Process Controller before the Attacker intervenes. Table 5 reflects the
process model (intuitive meaning: the beliefs) of the various components.
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Table 5. Example process model inconsistency after channel attack

Component Process model

Controller (Operator) Obstacle detected

Controller (NLUI) Obstacle detected

Controller (Attacker) No obstacle detected

Controller (Process) No obstacle detected

Physical process No obstacle detected

The NLUI Controller and Human Operator believe that there is an obstacle,
even though the Process Controller does not; in other words, their models of the
process are inconsistent. The human concludes that the robot may be suffering
from a malfunction, possibly from an attack when the robot responds it is able
to move forward even though it is able to see an obstacle. This is an example
of Process Model Inconsistency (PMI) [10], in which the human and the system
are in agreement about the system state that they have observed, but they are
in disagreement with the physical process which reflects the ground truth.

This PMI case is in contrast to non-PMI cases in which the human and the
system are each in agreement about the system state. For example, the inter-
face to the vacuum-cleaner robot cannot manage excessively-fast data requests
without becoming corrupted, but this would be detected with header bytes and
checksums, so the problematic state would be known to both human and system.

The first half of the scenario we have developed and demonstrated shows how
PMI can be emulated, and the second half of the scenario shows how PMI can
be detected with the help of the NLUI. Therefore, this NLUI is able to help the
user through its explanations to detect something is wrong with the robot, even
thought the user is not able to identify the cause.

5 Discussion

We performed a cybersafety analysis of a prototypical consumer product robot
extended with NLUI. We modeled this system, its NLUI, its human user, and its
human or non-human attackers, in a precise enough way to refer to different types
of vulnerabilities, while still maintaining some amount of generality. Adding an
NLUI resulted in a new control loop, and new types of vulnerabilities. This type
of analysis is broadly applicable because every time a new capability is added to a
system, the attack surface is increased, and the use of control loop shows precisely
how, and how unexpected types of vulnerabilities arise. For example, imagine
another situation in which an Internet connectivity is added to an appliance to
make it an IoT device. The device’s system is attacked to require it to falsely
replace its battery, and the appliance is shut down until it arrives; creating a
PMI situation.
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However, we do like to point out some limitations of the current work, and
where additional study is warranted. The ability of the user to detect a potential
attack in a consumer robot does not mean that this same approach would work in
safety-critical systems [17] that implement a Safety Instrumented System (SIS),
an independent control system, that may disallow commands from the user or
operator of that system. Therefore, more research is needed to model SIS, and to
understand how a user may detect a potential attack in a safety-critical system
where an SIS may interfere with such detection.

The technique for detection by the operator of the consumer robot described
in this paper required a dialog that took minutes. If the detection time is much
lower, say in the milliseconds, then a human may not be able to participate in
the detection of inconsistency, and other techniques are needed.

Ultimately, we are interested in enabling the user or operator who is not a
cyber analyst to not just detect, but even to respond to an attack. This paper
paves the way for future research investigating whether or not the attack could
be detected using a combination of introspection and/or interaction, such as
through explainable dialogues, and the extent to which this depends on the
attack involving PMI.

Acknowledgment. The authors are grateful to the reviewers for their helpful com-
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Abstract. Among the numerous challenges that organisations face, information
security is undoubtedly an important concern, and as of lately, compliance with
personal data regulation (e.g., the General Data Protection Regulation – GDPR in
the EU) is a necessity, while requirements for privacy-by-design need also to be
met. This paper proposes a comprehensive method to support the identification,
modelling, (re)design, implementation, and realisation of privacy aware/compliant
business processes, in order to incorporate personal data protection principles into
all work practices and business processes in an organisation. More specifically,
this method integrates the main steps of a Data Protection Impact Assessment into
business process management, to ensure the identification of personal data flow
throughout the organisation and support the assessment of privacy-related risks
and enhance personal data protection.

Keywords: Business process redesign · Data protection impact assessment ·
Privacy-by-design · Privacy patterns

1 Introduction

Information and Communication Technologies (ICT) play a significant role in every-day
life, providing userswith personalised services that require or collect their personal infor-
mation. Personal data has become a main asset for modern enterprises and is exchanged
on a broad scale (Spiekermann et al. 2015) as it is considered the basis for developing,
interacting, and decision making. The necessity of protecting individuals’ personal data
is of utmost importance, especially when taking under consideration the value that per-
sonal data has for the digital economies and the interest that its collection attracts, either
for public or private organisations. This necessity has been also imposed by legal and
contractual obligations, and since May 2018, is also imposed by the European Union’s
General Data Protection Regulation (GDPR) (European Parliament 2016). The protec-
tion of personal data has seen a major upheaval during the last decades, attracting the
attention of politicians, developers, public and private organisations, legislators, authori-
ties, as well as the general public. However, privacy preservation is not a straightforward
process, as privacy is a multifaceted concept with various parameters that need to be
taken into account, at technical and social level and are often determined by the inner
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and outer context of organisations. Since GDPR came into force, several reports have
identified that organisations are still not fully aware of the GDPR’s potential impact,
e.g., (Reuters 2019) and that they are not fully ready to accommodate GDPR compli-
ance issues. In a recent survey (IAAP-FTI 2020) which was published in 2020 by the
International Association of Privacy Professionals, less than half of respondents (47%)
answered that they are fully compliant with the GDPR. Reported challenges for GDPR
compliance (McKinsey and Company 2019) include the exercising of the rights from
the data subjects (GDPR, Articles 12–22), the automation of the records of process-
ing activities (GDPR, Article 30) and the efficiency of the designed business processes
during the preparations for the GDPR.

Complying with GDPR is a demanding process for all organisations, requiring var-
ious competences from different areas of expertise, including legal and technical, such
as the information and communication systems security and privacy requirements engi-
neering domain, as well as in depth knowledge of how different business units’ function
and, more importantly, the flow of personal information through the organisation. It is
therefore important that organisations are supported throughout all tasks involved in ful-
filling the GDPR requirements, considering the context, functions and the characteristics
of each organisation. The provision of products and systems following privacy-by-design
principles (European Data Protection Board 2019), as well as the adoption of business
processes that respect data protection principles, can result to several intangible benefits
for an organisation, including good reputation, improving trust in customer and business
partners relationships (e.g., data processors, third parties, suppliers), by rendering organ-
isations trustworthy and accountable, while these benefits, in a long term can also return
tangible benefits, such as increase of profits. Both in the literature (i.e. Langheinrich
2001; Cavoukian 2009) and in accordance with the Article 25 of the GPDR, it is found
that privacy-by-design principles should be applied at the time of the determination of
the means for processing and at the time of the processing itself , to responsibly manage
and to effectively protect the personal data processed by an organisation.

In existing approaches (Pullonen et al. 2017; Ahmadian et al. 2018; Tom 2018),
it is not easy to follow the flow of information throughout the organisation’s business
processes, especially when examining it from a privacy perspective, taking personal
data within these flows under consideration. Current approaches have mainly relied
on the empirical capabilities of the analyst to pinpoint personal data and all related
interconnections within business flows. This paper aims to contribute to addressing
this challenge by proposing a method that supports personal data protection throughout
the entire life cycle of the information within an organisation, focusing on business
processes to identify and assess information flows in terms of their privacy impact, so
as to ensure the basic requirements of privacy-by-design. The proposed method bridges
the gap between business and privacy analysts so as to leverage privacy aware work
practices throughout the organisation, improving data protection and raising a privacy
aware culture in its members.

The rest of this paper is structured as follows: Sect. 2 presents the background analysis
with respect to the components of the proposed method, while Sect. 3 describes the
proposed method for integrating business process redesign and Data Protection Impact
Assessment (DPIA) in the context of an organisation. In Sect. 4 we further discuss the
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main pillars of the proposed method as well as the positive impact that its applicability
will bring. Finally, in Sect. 5 we conclude the paper by raising issues for further practical
research.

2 Background Analysis

Conduction of DPIA is a useful tool for the protection of personal data, and also com-
prises a requirement of the GDPR (GDPR/Article 35). DPIA supports (among others)
organisations to gain the public’s trust and confidence that privacy has been built into the
design of a process, information system or programme. Conducting a DPIA, according
to the GDPR, is mandatory when high-risk for the data subjects’ rights is introduced by
the processing of their data (e.g., when special categories of personal data are processed
or when processing involves systematic evaluation of personal aspects or scoring). How-
ever, conducting a DPIA also comprises a good practice for data protection, and as the
Article 29 Data Protection Working Party (2017) proposes, the organisations that pro-
cess personal data should conduct DPIA in order to identify and reduce the privacy
risks of the activities that process personal data and they are responsible for. Taking into
account the high amount of personal data processed by several everyday applications,
such as location-based services and fitness/well-being applications, conducting a DPIA
emerges as a necessity in most cases of digital services provided to individuals. At the
same time, the need for conducting a DPIA is also eminent in cases where extensive
personal data collection is imposed by special circumstances, as for instance when the
Covid19 lockdown rendered teleworking, telecommunication, and tele-education appli-
cations essential for society to continue operating, thus making necessary the extensive
use of applications gathering data on the history of user interactions and metadata about
their devices. In the same context, several applications have emerged for tracing people’s
contacts via their location data, found on their cell phone1, to prevent the spread of the
virus.

Taking into consideration the general philosophy of the GDPR, all organisations
processing personal data should protect personal data throughout their entire lifecycle,
in a holistic and context-aware manner (Henriksen-Bulmer et al. 2020), from their gen-
eration/insertion into the organisation till their disposal. This necessity applies not only
to data that is preserved and processed via digital infrastructure, but also to personal
data kept in hardcopy form. Data protection principles should be followed as a universal
requirement for the whole organisation’s scope. Privacy-by-design is an approach that
requires the integration of key protection parameters by the organisation who is respon-
sible for the processing of individuals’ personal data into existing wider project manage-
ment approaches. GDPR provisions facilitate to this direction by requiring companies,
organisations, etc. to ensure that the protection of users’ privacy is a basic parameter in
the early stages of each project and then throughout its life cycle (Langheinrich 2001;
Cavoukian 2009).

However, security and privacy requirements elicitation and the assessment of pri-
vacy risk that is imposed by a specific process or information system is not an easy task

1 https://www.europarl.europa.eu/news/en/press-room/20200512IPR78915/covid-19-tracing-
apps-meps-stress-the-need-to-preserve-citizens-privacy.
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and security and privacy analysts are not always able to follow the flow of information
throughout an organisation’s business processes. It is necessary to consider all related
business functions, as well as the inner and outer context of an organisation in order
to assess the impact of the realisation of a privacy threat at any given point within any
business process flow. Conducting a DPIA process, up to now, has mainly relied on the
insight of analysts, in order to identify the information flows’ interconnections, or it
has relied on the repetition of this process for each critical flow. As security and pri-
vacy analysis is necessary for organisations that processes personal data, security/privacy
requirements methodologies are implemented (indicatively, Kalloniatis et al. 2009;Mel-
lado et al. 2010; Beckers 2012) aiming at evaluating the critical assets of an organisation.
These methodologies support security/privacy experts to identify the requirements for
the protection of an asset and to analyse the identified threats and vulnerabilities of an
organisation.

Available methodologies/tools so far do not support the capturing of the flows of
information in conjunction with the corresponding assets and the responsible entity for
each process, and there is no connection and association of a system’s security and
privacy analysis with an organisation’s hierarchical roles. The method described in the
next section aims at addressing this gap, by integrating the main steps of a DPIA with
the business process management, so as to facilitate the identification of personal data
flow throughout the organisation, support the assessment of privacy related risks and
enhance personal data protection.

The proposed method aims at supporting business processes management and/or
(re)design of an organisation to support personal data protection. To achieve this, we
draw on the frameworks and tools supporting the (re)design of business processes, i.e.
Business ProcessManagement (BPM) (Hammer 2015) disciplines, focusing on themod-
elling, analysis, and improvement of business processes in terms of efficiency and effec-
tiveness. BPM tools allow analysts to capture the existing business processes within an
organisation, including the infrastructure, i.e. the corresponding Information Systems
(IS) being used, the involved roles for each process, the documents that each IS uses,
produces, stores, etc., the retention period of each document, the origin (source) of each
document as well as its final destination. Business process modelling tools can also
support the identification of data flows within an organisation. Though the usefulness of
BPM tools and methods has been acknowledged by the information security research
community in providing comprehensive security for information assets (Kokolakis et al.
2000; Backes et al. 2003; Argyropoulos et al. 2017), such efforts can support the protec-
tion of personal information only partially and at a limited level (Diamantopoulou et al.
2017a). Limitations of current approaches also include that the notation of the personal
data (and the special categories of personal data, i.e. sensitive data) is not supported,
and that the criticality of the IS cannot be prioritised either. For example, in order to
prevent data losses in a potential data breach, an organisation must have fortified the IS
that stores the personal data rather than e.g., an IS responsible for the daily transaction
of an e-commerce web service – that does not process personal data.
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3 A Method for Integrating DPIA and Business Process
Management

Our proposed method supports the identification, modelling, redesign, implementation,
and realisation of security and privacy aware/compliant business processes, by identify-
ing security and privacy risks to personal information flows for all business processes,
and by employing privacy strategies for realising privacy preserving workflows. Figure 1
presents the steps of the proposed method.

The method follows the logic of a typical BPM approach that allows to capture, anal-
yse, andmodel, in a systematicway, the organisation’s business processes andworkflows.
Identification and analysis of business processes and information flows provides the basis
for conducting a security and privacy requirements analysis, allowing the adoption of a
business process perspective, which takes into account all involved roles, internal and
external. This process provides an identification of information flows to be evaluated
in terms of the basic data protection principles (i.e. data minimisation, accuracy, stor-
age limitation, integrity and confidentiality, lawfulness, fairness and transparency, and
purpose limitation) and to assess existing threats and vulnerabilities and identify secu-
rity and privacy requirements. The proposed method also includes a DPIA process as
an optional step. Organisations however are encouraged to conduct DPIA in the activi-
ties they perform that process personal data as they can also achieve benefits from the
increased trust gained by their clients and collaborators which results from increased
data protection.

The output of the analysis provides insights formanaging (an, if needed, redesigning)
business processes in a more efficient, secure and privacy-aware manner. To (re)design
privacy-aware business processes different tools can be used, such as for example privacy
process patterns (Diamantopoulou et al. 2017a, b) that will facilitate the analyst to asso-
ciate privacy requirements with appropriate Privacy Enhancing Technologies (PETs).
Privacy patterns can be applied to satisfy the identified privacy requirements, as they
allow the capturing and sharing design knowledge (Alexander 1997; Borchers 2000) and
encapsulate expert knowledge of PETs implementation at the operational level. Different
types of privacy patterns are available (Kalloniatis et al. 2008) including i) administra-
tive tools, ii) information tools, iii) anonymizer products, iv) services and architectures,
v) pseudonymizer tools, vi) track and evident erasers, and vii) encryption tools. Each
category contains specific technical implementation techniques which can be used as a
basis for the designer along with the stakeholders and/or the organisation’s developer
team to decide and propose the most appropriate ones that will satisfy the identified
privacy requirements.

The proposedmethod includes a repetitive process in accordancewith the continuous
improvement concept suggested by ISO/IEC27001:2013 standard (2013) and theGDPR.
This repetitive phase is also mandated by the fact that business processes may change
within an organisation, and/or new Information Systems may be deployed.

The steps/phases of the proposed method are four. As wementioned above, conduct-
ing a DPIA is not obligatory, however, organisations are encouraged to conduct it for
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Fig. 1. Method for integrating privacy-by-design into business processes/workflows

new projects, products, or services. Below, we explain the main phases of the method,
focusing on the main activities:

Analysis of Business Process and Identification of Personal Data:Main activities in
this step include the capturing, identification,modelling and analysis of the organisation’s
business processes and workflows, along with the relevant information flows and it will
also support the identification of related entities and stakeholders such as the responsible
entity for the execution of such processes (internal entities of the organisation or external
parties), the IS involved in each processing, the documents requested for each process,
the flow of each document, and the responsible hierarchical roles for the execution of
business processes. As existing BPM solutions lack characterisation and distinction of
“personal data” or “sensitive data” we propose the inclusion of both of these object
types in the design process using relevant annotations/metadata. To use the relevant
annotations/metadata, analysts will draw on the descriptions and provisions in Article
30 of the GDPR about “records of processing activities”.

Security and Privacy Analysis: Designing and implementing systems and/or services
with respect to security and privacy requires the integration of security and privacy
requirements into the typical engineering activities. In this step all critical assets are
assessed, as well as the processes and flows of the previous steps, from a security and
privacy perspective. More specifically, this step contains the identification of the critical
assets of the organisation’s business processes that affect the processing of personal
data, potential threats that might have an impact on these assets and any vulnerabilities
that these assets may have. Additionally, in this step, the interconnections between the
corresponding lanes of the under-examination business processes reveal any associations
between assets, as well as the impact of threats to all critical assets. By following this
method, we are able to capture the impact of threats on any specific asset by examining
it throughout its whole lifecycle and flow in the various business information processes.
Finally, this step includes the documentation of existing security and privacymechanisms
and the analysis of a security and privacy assessment of all workflows and corresponding
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assets entailing personal information, considering all security and privacy requirements
affecting actors, assets, information, roles, and hierarchies.

DPIA Process (Optional): The objective of this step is the assessment of the privacy
risk that can be materialised by the data processing activities carried out by the organ-
isation and could have an impact on the privacy of the persons whose personal data is
processed. Here, the analyst identifies the processing activities that may be either imple-
mented directly by the organisation who is responsible for the data processing or by
the organisation who is directly conducting the processing. The risk of each processing
activity is analysed to the severity and the likelihood for a threat to have an impact on the
data subject, while mitigation measures are identified in terms of applicable privacy pat-
terns. This step takes as input the outcomes of the first two steps ((i) Analysis of business
process and Identification of personal data and (ii) Security and Privacy analysis) and the
appropriate (per case) privacy process patterns to guide selection and implementation of
mitigation measures.

Redesign/Enhance Business Processes: Drawing on BPM concepts, the fourth step
aims at the redesign of the business processes of the organisation, taking into account
the results of the previous three components and employing privacy preserving patterns.
The analyst uses the identified (from the second step) security and privacy requirements
in order to construct robust and privacy preserving business processes, thus implement-
ing privacy-by-design principles, impacting all the organisational processes. Analysts
implement selected appropriate PETs for satisfying the requested security and privacy
requirements. Through the redesign of the business processes and information flows the
organisation will be enhancing their activities, leveraging the data protection principles
in any node of this system, either systemic or human one.

Concluding, this method supports the aggregation of all the information and mod-
elling analysis of business processes with data protection, supporting the privacy-by-
design principles with the identified (security and) privacy requirements and by associ-
ating the privacy process patterns with the corresponding privacy requirements (as they
have been identified in the second step).

4 Discussion

Up to now, and to the best of our knowledge, there is no comprehensive approach sup-
porting organisations to manage the flow of personal information through their business
processes that supports the need of organisation to comply with data protection leg-
islation and follow the privacy-by-design principles. The proposed method draws on
the concepts of business process management data protection to provide a method to
enable organisations model and redesign their business processes in a privacy-aware
context, establishing, thus, secure and privacy-aware business processes and delivering
secure products/services, following privacy-by-design principles. Our approach allows
organisations develop privacy preserving business practices and workflows, resulting in
products and services that comply with data protection rules and requirements. In doing
so, personal data protection practices and principles are leveraged into all organisational
functions. Furthermore, the proposed method guides organisations to perform important
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tasks with regard to GDPR compliance and provide concrete and detailed work practices
and solutions, in the form of privacy patterns. More specifically, the proposed method
aims has the following characteristics:

• Provides comprehensive steps for privacy analysis: This method supports the mod-
elling, redesign, implementation and realisation of privacy aware/compliant business
processes, by a) considering personal and sensitive data in the activity of business
process capturing and modelling, b) identifying the responsible roles and associating
themwith the corresponding business processes, c) analysing business processes from
a security and privacy perspective, d) assessing privacy risks to personal information
flows of all business processes, and e) employing privacy preserving strategies for real-
ising the respective workflows, utilising existing technologies, frameworks, methods
and tools.

• Supports GDPR compliant services and products: The proposed method can help
redesign an organisation’s processes or products/systems they deliver to ensure they
are GDPR compliant. This approach supports, from a business process handling per-
spective, a basic goal of the GDPR, Privacy-by-Design, meaning protecting personal
data – from their data entry/acquisition/generation to their disposal. The proposed
method also guides the business/privacy analyst in application of the privacy-by-
design principles froma technical perspective (by identifying security/privacy require-
ments and mapping them to privacy patterns) and a business perspective (managing
stakeholders involved in each step of the business process). Also, by following our
structured approach and documenting each step of the (re)design process, organ-
isations are assisted in demonstrating how they implemented GDPR requirements
(accountability requirement of the data controller).

• Provides Liability: With the identification of the roles in the recorded business
processes, the proposed method facilitates the identification of the key stakehold-
ers involved in the business process steps and the roles involved in the DPIA. As a
result, this method provides the analyst with insights to understand which person/role
is responsible (or should be consulted) in the context of the analysis and who should
be assigned the responsibility for implementation of the proposed changes in the
business process (including the implementation of privacy/security measures). This
type of guidance enhances the organisations’ approach towards compliance, by iden-
tifying responsible and accountable entities for the implementation of BPR outcome.
It is useful in cases of complex system processes running through different units of
the organisation, where stakeholders are unwilling to take ownership for a process,
and in cases of complex environments between partners, especially in cases of joint
controllership or controller-processor relationships.

• Utilises privacy patterns: Privacy patterns assist developers to understand, in a better
and more specific way, how to implement the various privacy properties and are
considered as a more robust way for bridging the gap between the design and the
implementation phase of a system or module of it. Their incorporation within the
proposed method facilitates the analyst to associate the privacy requirements with the
appropriate PETs.
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• Utilises and extends existing approaches:The proposedmethod draws upon existing
well-established concepts and approaches, extending them to develop a comprehen-
sive approach that leverages data protection in all business processes and incorporates
privacy preserving principles in services, products and projects developed. The famil-
iarisation of the business analysts/security/privacy experts with the basic structure of
each component will benefit the design process.

• Leverages privacy-by-design principles and practices:With the use of the various
different approaches, we are able to redesign the system-based processes as well as
the human-based processes. To this end, the organisation is able to demonstrate both
the technical and the organisational measures they had apply to protect the personal
data they process, satisfying, thus, the GDPR requirement for the accountability as
well as for the protection of such data.

5 Conclusions

In this paper we have identified the difficulties that organisations face in their attempt to
design their business processes so that they are efficient and effective while at the same
time, protecting personal data that is being processed, respecting the core requirements
imposed by relevant regulations, such as the GDPR, and follow, the privacy-by-design
principles. To satisfy these challenges, in this work we propose a method that sup-
ports the identification, modelling, redesign, implementation, and realisation of privacy
aware/compliant business processes, by identifying privacy risks to personal informa-
tion flows for all business processes, and by employing privacy strategies for realising
privacy preserving workflows. The core idea of the proposed method is that it draws
upon existing well-established concepts and approaches, extending them to develop a
comprehensive approach that leverages data protection in all business processes and
incorporates privacy preserving principles in services, products and projects developed,
filling in an important gap in data protection in organisations and assisting them with
GDPR compliance.

The proposed method, up to now, has not been validated in a real-life case scenario,
but we intend to do so, as part of our future research goals, which also include the
following: we aim to extend existing privacy patterns and develop a tool that includes an
inventory of privacy patterns that can assist analysts in selecting, developing, managing
and implementing them.

Future directions of this work also include the development of a tool that supports the
implementation of the proposed method. This tool will provide a combination of BPM
modelling functionalities, integrate the privacy patterns inventory, support security and
privacy analysis conducting, and DPIA conducting, so that organisations can model and
redesign their business processes following a data protection perspective, incorporating
privacy-by-design principles, and achieving an end-to-end data protection processwithin
their information flows and their workflows.

Additionally, we intend to provide a validation process to support the proposed
method. The validation process will be based on the analysis of a case study approach
that will allow us to better examine the steps of each phase of this method.



136 V. Diamantopoulou and M. Karyda

References

Ahmadian, A.S., Strüber, D., Riediger, V., Jürjens, J.: Supporting privacy impact assessment by
model-based privacy analysis. In: Proceedings of the 33rdAnnualACMSymposiumonApplied
Computing, pp. 1467–1474 (2018)

Alexander, C.: A Pattern Language: Towns, Buildings, Construction. Oxford University Press,
Oxford (1977)

Argyropoulos, N.,Mouratidis, H., Fish, A.: Supporting secure business process design via security
process patterns. In: Enterprise Business-Process and Information Systems Modeling, pp. 19–
33. Springer, Cham (2017)

Article 29 Data Protection Working Party: Guidelines on Data Protection Impact Assessment
(DPIA) and determining whether processing is “likely to result in a high risk” for the purposes
of Regulation 2016/679 (2017). https://ec.europa.eu/newsroom/document.cfm?doc_id=47711.
Accessed 19 Apr 2021

Backes,M., Pfitzmann,B.,Waidner,M.: Security in business process engineering. In: vanderAalst,
W.M.P., Weske, M. (eds.) BPM 2003. LNCS, vol. 2678, pp. 168–183. Springer, Heidelberg
(2003). https://doi.org/10.1007/3-540-44895-0_12

Beckers, K.: Comparing privacy requirements engineering approaches. In: 2012 Seventh Interna-
tional Conference on Availability, Reliability and Security, pp. 574–581. IEEE (2012)

Borchers, J.O.: A pattern approach to interaction design. In: Proceedings of the 3rd Conference on
Designing Interactive Systems: Processes, Practices, Methods and Techniques, pp. 369–378.
ACM (2000)

Cavoukian, A.: Privacy by Design: The 7 Foundational Principles. Information and Privacy
Commissioner of Ontario, Canada 5 (2009)

Diamantopoulou, V., Argyropoulos, N., Kalloniatis, C., Gritzalis, S.: Supporting the design of
privacy-aware business processes via privacy process patterns. In: 2017 11th International
Conference onResearchChallenges in InformationScience (RCIS), pp. 187–198. IEEE (2017a)

Diamantopoulou, V., Kalloniatis, C., Gritzalis, S., Mouratidis, H.: Supporting privacy by design
using privacy process patterns. In: De Capitani di Vimercati, S., Martinelli, F. (eds.) SEC
2017. IAICT, vol. 502, pp. 491–505. Springer, Cham (2017). https://doi.org/10.1007/978-3-
319-58469-0_33

European Data Protection Board: Guidelines 4/2019 on Article 25 Data Protection by Design and
by Default (2019). https://edpb.europa.eu/our-work-tools/public-consultations-art-704/2019/
guidelines-42019-article-25-data-protection-design_en. Accessed 19 Apr 2021

European Parliament: Regulation (EU) 2016/679 of the European Parliament and of the Council
of 27 April 2016 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive 95/46/EC (General Data
Protection Regulation)

Hammer, M.: What is business process management? In: Handbook on Business Process
Management, vol. 1, pp. 3–16. Springer, Berlin (2015)

Henriksen-Bulmer, J., Faily, S., Jeary, S.: DPIA in context: applying dpia to assess privacy risks
of cyber physical systems. Fut. Internet 12(5), 93 (2020)

-FTI 2020: Annual governance report. Technical report (2021) https://iapp.org/media/pdf/
resource_center/IAPP_FTIConsulting_2020PrivacyGovernanceReport.pdf. Accessed 19 Apr
2021

ISO 27001:2013 Information Technology – Security Techniques – Information Security Manage-
ment Systems – Requirements (2013)

Kalloniatis, C., Kavakli, E., Gritzalis, S.: Addressing privacy requirements in system design: the
PriS method. Requirem. Eng. 13(3), 241–255 (2008)

https://ec.europa.eu/newsroom/document.cfm?doc_id=47711
https://doi.org/10.1007/3-540-44895-0_12
https://doi.org/10.1007/978-3-319-58469-0_33
https://edpb.europa.eu/our-work-tools/public-consultations-art-704/2019/guidelines-42019-article-25-data-protection-design_en.
https://iapp.org/media/pdf/resource_center/IAPP_FTIConsulting_2020PrivacyGovernanceReport.pdf.


Integrating Privacy-By-Design with Business Process Redesign 137

Kalloniatis, C., Kavakli, E., Gritzalis, S.: Methods for designing privacy aware information sys-
tems: a review. In: 2009 13th Panhellenic Conference on Informatics, pp. 185–194. IEEE
(2009)

Kokolakis, S.A., Demopoulos, A.J., Kiountouzis, E.A.: The use of business process modelling in
information systems security analysis and design. Inf. Manag. Comput. Secur. 8(3), 107–116
(2000)

Langheinrich, M.: Privacy by design — principles of privacy-aware ubiquitous systems. In:
Abowd, G.D., Brumitt, B., Shafer, S. (eds.) Ubicomp 2001: Ubiquitous Computing. UbiComp
2001. LNCS, vol. 2201, pp. 273-291. Springer, Berlin (2001). https://doi.org/10.1007/3-540-
45427-6_23

McKinsey &Company: GDPR compliance since May 2018: A continuing challenge (2019).
https://www.mckinsey.com/business-functions/risk/our-insights/gdpr-compliance-after-may-
2018-a-continuing-challenge. Accessed 19 Apr 2021

Mellado, D., Blanco, C., Sánchez, L.E., Fernández-Medina, E.: A systematic review of security
requirements engineering. Comput. Stand. Interf. 32(4), 153–165 (2010)
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Abstract. Previous literature summarizes that within social media (SM) more
information about users’ identity may be disclosed in comparison to their initial
intention, imposing various privacy implications. Privacy implications may arise
due to the combination of social and location attributes disclosure. The revelation
of a substantial amount of users’ information can lead to users’ identification due
to new affiliations created. The main concern of the paper in hand is to discuss the
social and location attributes which can play an essential role when implemented
in designing privacy-aware information systems in the subject area of SM appli-
cations. Privacy requirements are being analyzed as organizational goals during
the designing phase, thus, our analysis focuses on the interrelation among privacy
requirements and social and location attributes. Interrelations that derive from
social and location implications will be further analyzed in a case study, in which
a user is presented throughout a potential online routine. The main contribution
of this paper is to represent potential privacy implications that derive from both
social and location attribute disclosure within SM, when the respective technical
privacy requirements are not satisfied.

Keywords: Social attributes · Location attributes · Privacy requirements · Social
software engineering · Social media

1 Introduction

Privacy implications in Social Media (SM) applications may arise due to different rea-
sons [1, 2]. In our analysis, privacy implications will be examined in cases that derive
from users’ social or location attributes disclosure [3–13]. The combination of those
characteristics is powerful enough to provide information about the user’s identification
[1, 6, 8]. Protecting users’ privacywhile investigating and implementing privacy require-
ments from an early stage of designing a system [6, 14, 15] is of primary concern, as it is
compatible with previous literature focusing on the designing of traditional systems, the
designing of cloud computing systems and the theory of the Social Software Engineer-
ing (SSE) [5, 6, 10, 12, 14–17]. Especially, according to the theory of SSE, considering
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social attributes when designing Privacy-aware Information Systems is critical, because
designers may tackle privacy issues under a different approach when applying privacy
requirements due to the interference of social characteristics.

Oneof themain challenges that software designers face lays in the protection of users’
privacy. As it is underlined by Kalloniatis, meeting users’ expected way of handling
personal information can be described as their right “to determinewhen, how and towhat
extent information about them is communicated to others (p. 3) [17]. Another important
issue, raised from previous research, is the need to address privacy issues in the early
phases of systems design rather than during the implementation phase of the system [14].
Privacy is perceived as a multidimensional concept, as Kalloniatis underlines, “privacy
itself is a multifaceted concept”, which should include social aspects in its analysis (p. 1)
[14].

This paper focuses on privacy implications imposed by the disclosure of users’ social
and location attributes, which according to our previous work, provoke privacy issues
[18, 19]. The contribution of this paper is that it creates new affiliations among social and
location attributes and the respective privacy requirements, which should be combined
in better addressing privacy implications originating from social and location attribute
disclosure in SM applications.

More specifically, after the introduction, we conduct a short analysis of related work
on the most important social aspects in the second section of our paper. After that, we
proceed in presenting the privacy requirements which are vital to adequately protect
user’s privacy in the third section of the paper. Then, we discuss privacy requirements
under social aspects in the fourth section of our paper. The fifth section examines the
interrelation between privacy requirements and social and location attributes, in which
we illustrate how those attributes arise additional implications which should be put
under meticulous analysis when designing privacy-aware information systems. In that
section of our paper, we also present a case study of a user’s online daily routine which
combines social and location attributes in a way that creates new affiliations among the
aforementioned users’ characteristics and privacy requirements.

2 The Social Aspects of Privacy

Social aspects should be incorporated when designing privacy-aware information sys-
tems [8, 12, 21, 22, 24]. SSE is a relatively new field of study of software engineering,
which deals with the investigation and implementation of social aspects and parameters
that are concerned from an early stage of designing Privacy-aware Information Sys-
tems [6, 15]. SSE applies to a variety of social software applications, as it represents a
social activity that focuses on the online community rather than the individual user. It
deals with users’ capacity of collaborating and forming relationships while engaging in
addressing social problems and enabling social inclusion [6, 15]. SSE approach aims to
identify how social aspects interact and affect the design of software during the software
development cycle, providing an interdisciplinary approach for designing privacy-aware
systems. Identity construction and privacy have gradually acquired a digital layer, as
Rodota underlines in his work, since users’ current identity is also constructed by what
Google says about them [20]. Besides that, according to the EU Regulation, GDPR,
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there are two privacy principles, namely, privacy by design and privacy by default, that
also point towards the same direction.

In this respect, we focus on potential privacy implications that arise from social and
location attribute disclosure through users’ willing choice of representing themselves on
SM. The disclosure of a combination of social and location attributes seems to impose
additional privacy issues according to our previous work [18, 19]. Face, Frame, Stage,
Time and Activity or Performance are the attributes of Social Identity identified as the
most compatible to geolocation attributes and privacy implications [1, 2, 5–7], while the
Attributes of Location Information, which were examined for conducting the analogy
are, namely: Who, What, When andWhere [7, 12, 13]. Table 1 presents the interrelation
among the Social Labels and Social Domains and Attributes of Location Information on
SM. Social labels and location attributes are related to social domains, since the labels
reflect parts of users’ social domains [6] and therefore when some of these social labels
are disclosed, we may have privacy implications. For instance, a user’s Face (who the
user is) can be determined from a user’s name or his or her gender and consequently, the
unveiling social labels on Social Media enable users’ identification, and they have been
marked with an X.

Table 1 is a focal point in our analysis, as it presents the bilateral relationships among
Social Labels and Location Information Attributes in a way that is complementary to
each other. The Social Labels, included in Table 1, derive from our previous analysis
regarding users’ self-determination and self-disclosure within social media [33, 34].
The aforementioned interrelations, especially the ones concerning Stage (combination of
FrameandTime)mayprovide supplementary informationonusers’ personal information
through online activity traces. More specifically:

Face: It is a notion drawn from Social Identity Theory. Faces are described as social
constructs that are perceived as “a kind of social user’s manual” (p. 18) [6]. Faces enable
users to interact properly under the respective context of communication, i.e., change
their expected behavior [1]. Faces are distinct in each context according to non-visibility
which retains users’ information from one face into another face [1]. Face corresponds
to the attribute who of the Location Information Theory [7].

Frame (Space of Action): It is the second notion drawn from Social Identity Theory.
Frames refer to the place of action, activity or public performance. In other words, they
represent the environment where the social actor (who) performs or “wears” a specific
Face [5, 6]. The Frame corresponds to the attribute where of the Location Information
Theory [7].

Stage: It is another notion drawn from Social Identity Theory which combines the
attributes of where (frame) and when (time) [6, 7]. Stages may function as social settings
that incorporate location and time in a way that discloses more information than the
disclosure of location or time distinctively. Being present at a certain place at a specific
time of the day may arise additional privacy implications. Stage corresponds to the
attribute where and when of the Location Information Theory [7].

Activity or Performance: It is the last notion drawn from Social Identity Theory.
Activity or Performance represents the occupation of the social actor, and it corresponds
to the attribute what of the Location Information Theory [7].
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Table 1. Labels of social identity on social media, social domains and attributes of location
information

Social labels Social domains and attributes of location information

Who face Where frame Where and when
stage

When time What activity

1. Real name of an
individual, name
and surname

X

2. Nicknames,
pseudonym,
username for SM

X X

3. Photograph of
the user

X X X X X

4. Gender X

5. Civil, marital
status

X

6. Age group or
their exact
birthdate

X

7. Permanent,
physical address,
residence or
demographics

X X X

8. Users’ contact
information
(email)

X X X X X

9. Users’ contact
information (phone
number)

X X X

10. Educational
degree, Field or
Academic
classification, their
major or their
Academic Status

X X X X

11. Users’ Job or
occupation

X X X X

12. User’s personal
website

X X X X X

13. Friend network
or audience

X X X X

(continued)
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Table 1. (continued)

Social labels Social domains and attributes of location information

Who face Where frame Where and when
stage

When time What activity

14. National
identity, race,
minority

X X X

15. Religious
beliefs

X

16. Class and
Income

X

17. Users’ political
orientation or party

X

18. Groups of
interests and
hobbies

X X X X X

Disclosing attributes that carry both social and location information introduces addi-
tional privacy implications that should be met via interdisciplinary approaches while
examining reciprocal interrelations between location and identity attributes. The com-
bination of location privacy and identity traits may reveal information unintentionally,
without the user opting or realizing it [1, 6]. SM users unveil their true names while inter-
acting in online social encounters. Disclosing one’s name by itself may impose privacy
implications, which tend to be multiplied when this information is revealed along with
geotagging descriptions. Combining both attributes may intensify the need for protect-
ing user’s information during the designing phase by incorporating additional privacy
requirements, especially due to users’ absence of intention in doing so. Privacy impli-
cations can be imposed due to the nature of SM applications that engages users in shar-
ing a combination of information in their online profiles. Thus, researchers should aim to
provide additional privacy requirements for handling users’ information [1, 2, 6, 7].

Users tend to elicit information from their experiences when proceeding in upcom-
ing choices [6]. Users’ records of experiences may function as a normativity tracker
which can represent their biography. Repetitive patterns might reveal parts of their social
identities through their online trajectories. Users’ trajectories may provide a potential
normativity track that can carry users’ past choices while having them defined as bio-
graphical subjects [5, 6]. Users’ online behavior is tracked as their repetitive online
habits leave online traces that enable their past choices to provide inferences and enable
third parties to jump to conclusions about their potential future choices. Thus, making
predictions about users’ activity through having access to their online past records on
social status, geographic places, and users’ ambitions are facilitated [5, 6]. Online traces
may provide clues on users’ online behavior, their normativity track through repetitive
trajectories, and their identification. Repetitive past trajectories are powerful enough to
infer upcoming choices related to their previous normativity tracks. Researchers should
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further investigate the proper privacy requirements which can be implemented to protect
users’ privacy.

Examining the social aspects of privacy, we draw on self-determination and self-
disclosure. These notions should provide the necessary theoretical background to pro-
tect users’ privacy from the negative consequences of willing self-revelations on SM
applications (type and granularity of information provided). Privacy, self-determination
and self-disclosure go hand in hand as SM users represent themselves in all levels of
granularity while posting personal information online. Privacy’s changing and challeng-
ing nature requires constant adaptations to accomplish the optimal level of disclosure in
each Stage (Individual Privacy) [21, 22]. Before moving onwards, we will define those
concepts in relation to privacy.

2.1 Privacy and Self-determination

Online self-revelations were discussed inWestin’s “let it all hang out” philosophy (p. 20)
[35], since then, the Western World [23] may follow his paradigm. Self-determination
is defined as a “moral principle and right” and “a basic positive moral and legal prin-
ciple of privacy protection” [21] (p. 51). Users tend to correlate self-determination and
authenticity, as a simultaneous expression of the so-called “true-self” or “core-self”
[21]. Users today tend to disclose their real name [24] along with a repetitive posting
attitude of exchanging information between pairs of people, groups, or among individ-
uals and organizations [25]. Self-determination or self-representation refer to how the
uploaded information is going to be handled and consumed by other users (impression
management).

Westin’s definition [23, 26] describes four states of privacy (solitude, intimacy,
anonymity, and reserve) which need to be balancedwith users’ need for social interaction
and inclusion [26, 27]. Therefore, privacy is a dynamic, adaptive notion, as well as non-
monotonic, including various levels of granularity [23]. Self-determination and privacy
warranty the protection of users’ Faces from context collapse [21], thus supporting our
hypothesis that changing Stages require different Faces.

2.2 Privacy and Self-disclosure

Self-disclosure is users’ practice of unveiling personal information willingly [21]. Users
make themselves known through online messages [27], waffling between privacy impli-
cations and SM representation [21, 25, 27, 28]. Self-disclosure is related to the quantity
and the quality of the information provided as well as who is going to have access to this
information [21, 25]. The notion is vital when referring to the rather vague category of
SM “Friends”. Users’ inability to determine their friendship level more accurately [21,
28] creates a non-realistic estimation of the number of people to whom they disclose
personal information. Thus, imposing privacy issues due to incompatibilities between
social Stages and users Faces [18, 19, 28].
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3 Privacy Implications on SM Due to Self-determination
and Self-disclosure

Privacy implications may derive fromwilling disclosures of social attributes on behalf of
the user while representing his or her persona online. To choose the requirements which
should be put under meticulous analysis, we filter the ones that may not be satisfied
through a willing user’s disclosure on SM. Users’ options point towards the notions of
self-determination and self-disclosure, as necessary ones when representing themselves
on SM. Users’ need of belonging to the online community imposes sharing personal
content online in order for them to be engaged in the community while creating and
maintaining social relationships.

Towards this, the five core privacy requirements, deriving from PRIS methodology
[14] and listed below, are going to be implemented and analyzed as important elements
of our interdisciplinary approach, due to their potential non-satisfaction imposed by
processes of self-determination and self-disclosure.

Table 2. Privacy requirements, self-determination and self-disclosure

Self-determination Self-disclosure

Privacy requirements

Anonymity X X

Pseudonymity X X

Unlinkability X X

Undetectability X X

Unobservability X X

Anonymity, pseudonymity, unlinkability, undetectability and unobservability are
related to users’ willing uploading of personal information are summarized below as
they were defined by [8, 29]. Anonymity protects the user’s identity from being accessi-
ble and identifiable to unauthorized users or third parties [8, 29]. Pseudonymity protects
the identity of a user from a different perspective, i.e., by using pseudonyms.Users utilize
alternative fake names to hide their true identities [8, 29]. Unlinkability protects users’
relationships and interactions from being disclosed to unauthorized users or third parties
[8, 29, 30]. Undetectability and unobservability protect users in a supplementary to each
other way, protecting users from being detected by other unauthorized users or third
parties. Unobservability can be seen as a combination of anonymity and undetectabil-
ity [8, 17, 29]. Unobservability is also defined by Kalloniatis as “the undetectability
that uninvolved subjects have communication together with anonymity even if items of
interest can necessarily be detected by the involved subjects (p. 12) [17].

Table 2 shows that users may encounter privacy implications due to the non-
satisfaction of the five core privacy requirements which are strongly associated with self-
determination and self-disclosure, as those notions dominate users’ choices to establish
strong conversational profiles. Userswaffle between not revealing and revealing personal
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information online, however they disclose different types of social information, which
can be classified into the five main social domains, namely Face, Frame, Stage, Time,
Activity [5, 15, 18, 19]. Users’ personal information can be protected by filtering the
negative consequences of self-determination and self-disclosure through the five privacy
requirements.

Analyzing privacy requirements from a social spectrum within SM, we combine
and bridge social notions to technical ones, by using privacy as a common ground
among them. Anonymity refers to the unidentifiability of a social actor while online
from other social actors. Users can hide their identities while using a service. Despite
the opposite practice which is followed on SM applications, anonymity is considered
to be an important aspect as it seems to be preferable in certain instances [8, 29]. SM
users disclose their actual name in some of the most common SM applications, such as
Twitter or Facebook, however, they seem to hide their identity when it comes to writing
online reviews on Booking, Google Maps or Airbnb platforms, possibly for plausible
deniability purposes. Users are concerned about their identifiability by other users, so
they adopt privacy strategies for handling privacy issues. Anonymity can be non-satisfied
in cases such as context and time collapse however, pseudonymity could be the answer.

Pseudonymity refers to the use of pseudonyms to preserve unidentifiability in cases
that anonymity cannot be effective. It hides and protects a user’s identity by reporting
unreal or fake names [8, 29]. Pseudonymity is another concept that is important for our
analysis as it can also tackle the unidentifiability of a user. Anonymity and pseudonymity
are vital aspects in our analysis as, despite users’ common practice of sharing their true
identity while present in SM, they tend to experience feelings of distress. Those feelings
can be identified and analyzed byMarwick’s research [31–33]. In her analysis roles, such
as employee, academic, daughter, boss and parent are perceived as distinct and separate
from one another. Hence, online content disclosure from one specific social role into
another distinct role can cause tension or awkwardness due to the disclosure of the user’s
social attributes in unexpected settings. In this way, Anonymity and Pseudonymity can
be read through the social notions of context and time collapse.

According to Marwick’s and Beam et al.’s studies context collapse occurs [31, 34]
in case “different facets of a person’s life, such as friends, family members, and co-
workers, are lumped together under the rubric of “friends.” (p. 8) [31]. Under those
circumstances, information from one role is going to be unveiled in other roles because
of certain social media practices of grouping together different social relationships, an
example of such a SM application could be Facebook. Different social relationships,
such as “Family”, “Co-workers” or “Acquaintances” are grouped together under the
umbrella social relationship of “Friends” [4, 9, 13, 31]. Context collapse intervenes with
the privacy requirements of Anonymity and Pseudonymity.

Time collapse is a term analyzed in Brandtzaeg and Luders’ work which incorpo-
rates the element of time [35]. Their research describes the blend and easy access to a
user’s past and present experiences via his/her Facebook timeline as “time collapse”.
The constantly achieved repository of histories and events of a user’s life may cause
discomfort when a past aspect of him/herself is unveiled into his/her present moment
through instances of absence of proper protection from Anonymity or Pseudonymity.
Time collapse seems to trigger potential threats, especially to millennials as they appear
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to be the first generation whose online self-generated archived content is available from
youth to adulthood. Thus, probably creating risks as far as their “right to be forgot-
ten” is concerned because they may experience potential threats from previously posted
information through time collapses.

Unlinkability refers to the absence of making connections between the relation-
ships of social actors, their messages, or actions from other social actors (third parties).
Any interactions between a sender and a recipient are protected from making further
assumptions for a potential relationship between them [8, 29] or the frequency they
meet with other users [30]. Social actors and social relationships could experience vari-
ous unwanted repercussions due to potential leaks of information. The unveiling of social
relations between two social actors can lead to awkwardness or even tension among one’s
social sphere in case it is not protected properly.

Unlinkability is also crucial for our research as SM application usage and the fre-
quency of users’ logs and check-ins in different places with different users through their
posts provide a considerable amount of information that can potentially point towards
assumptions of users’ normativity through their trajectories. User’s past records of their
online activity include information about their location (where) as well as temporal
information (when) which can probably lead not only in their re-identification (raising
Anonymity and Pseudonymity implications) but also enabling conclusions about users’
past, current or future habits [30] through their identification as biographical subjects
[6, 15]. Repetitive identification of users’ habits and trajectories enables inferences
about their online normativity and, thus facilitates predictions about their future choices
[6, 11, 15]. Combining users’ identities with their place of presence or absence can also
raise issues that can be related to the notion of absence privacy and, thus, render users
vulnerable to theft issues [30]. An example of a location-based and preference-aware rec-
ommendation system is analyzed by Bao et al. [3]. According to their study, the location
recommender system receives users’ location information, which is available through
their location logs history to match them to other users based on their common social
opinions. Their example is based on the idea that users who have already been identified
as, “sommeliers”, for example, will probably enjoy information about potential places
of interest relevant to their preference, “wine bars”, “distilleries”, “wine museums”.

Undetectability refers to the ability of a component to remain undetected by other
social actors. Third parties are not provided with information, such as the use of a service
or any other action that a user may have utilized. Unobservability refers to the unde-
tectability between users in cases where anonymity cannot be effective and thus, the
user’s identity is accessible to other social actors [8, 29]. Undetectability and unobserv-
ability function as supplementary notions to one another [17]. Unobservability, which
preceded undetectability as a notion, needed further support for privacy implications
that could not be covered by unobservability itself. Thus, undetectability provided the
necessary solid background for protecting users’ privacy in cases that unobservability
could not be effective.

Unobservability is a privacy requirement that can play an essential role in the analysis
of users’ digital identities. SM representation tends to be completed in two steps while
organizing one’s social media profile, it includes both a name and surname description
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and an accompanying image of the user’s facial and/or body characteristics. Table 3
draws the analogy.

Table 3. Social labels and potential non-satisfaction of privacy requirements on SM

Privacy requirements Social labels

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Anonymity X X X X X

Pseudonymity X X X X X X X

Unlinkability X X X X X X X X X X X X X X

Undetectability X X X X X X X X X X X X X X X X X X

Unobservability X X X X X X X X X X X X X X X X X X

Before moving to our case study, it is crucial to underline that the majority of privacy
requirements may not be satisfied due to social and location attribute disclosure. The
main point in our analysis is that privacy requirements cannot be satisfied either due to
the direct disclosure of users’ information when choosing to unveil part of their identity
or due to potential indirect disclosure of information as well. In the first case, the user
will be aware of the information uploaded on his account, while on the other hand, the
information provided may exceed the intention of the user because of the combination
of social and location information which can lead to the potential identification of the
user. That is the reason why our case study aims to identify the combination of social and
location attributes that contribute to information disclosure on behalf of a user through
a case study scenario.

4 Case Study

4.1 Preparing the Case Study

After focusing on the privacy requirements and the possible implications, we turned
towards designing case study scenarios. We draw on simultaneous disclosures of social
and location attributes to investigate privacy implications or privacy leaks, as the Euro-
peanwhite book suggests [36]. This book categorizes both SMnetworks and geolocation
information as cases in which potential leaks are falling under the category that requests
“either a tacit or informed consent of the user” (p. 114) [36].

Tacit consent on behalf of the users can potentially lead to an unveiling of infor-
mation that they did not intend to disclose in the first place. Those privacy leaks can
happen through social and location privacy implications that remain present despite the
implementation of the existing privacy requirements. To address this need, our analysis
focuses on social and location attributes as long as the interrelated affiliations between
them, based on our previous work [18, 19]. This interrelation can also be illustrated in
Fig. 1.
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Fig. 1. Interrelations between social and location attributes

Users combine social and location attributes to represent themselves online, depend-
ing on the level of granularity users may choose when unveiling attributes for their repre-
sentation, they can be targeted to a different level of precision. Themore precise the level
of granularity and the amount of information provided, the easier it becomes to target a
user’s actual identity through matching faces. Thus, tracing their habits and trajectories
for a present or future reference.Usersmay encounter awide variety of potentialmalware
implications due to the revelation of either social or location attributes or the revelation
of their combination, as was examined in our previous work [18]. These new affiliations
were powerful enough to exacerbate the unveiling of users’ personal information when
combined.

Consequently, it seems that there are additional privacy implications that should
be incorporated in our analysis towards designing privacy-aware information systems.
Except for the attributes of location privacy, which are namely, who, what, when, and
where, we can proceed in an analogy with the Social Identity Theory, namely face,
frame, stage, time, and activity or performance. Therefore, the perseverance of threats
and concerns can raisemultiple questions about the presence of additional characteristics
or attributes which should be taken into consideration when designing privacy-aware
information systems.

4.2 Setting the Case Study

To address this need, we design an example that could serve as a way to illustrate how a
typical user changes his or her face in multiple contexts around the clock. The devices
that the user would probably use are also thought to play an important role in his or her
routine, so they are chosen for users’ main uses, more specifically, “Mobile phone for
entertainment purposes” and “PC for working purposes”.



Disclosing Social and Location Attributes on Social Media 149

Fig. 2. An example of personal space and time

To proceed with the analysis of the case study, we set three different personal spaces,
such as “Home”, “Work” and “Football”, which serve as settings. Those settings are
activated when the user enters the respective place around the clock. The time of the
activation of the action is described as “Morning”, “Afternoon” and “Night”.

Figure 2 represents an example of the combination of a user’s personal space and
time. In the table below, we tried to incorporate the interplay of the characteristic of
complexity according to the social identity theory which plays an important role in the
representation of user’s identity. Complexity, multiplicity, and permeability are the core
characteristics of social identity [5].

Those three characteristics play an important role as they trigger the interplay of
social faces in different contexts and around the clock. Complexity, according to the
characteristics of Social Identity Theory, occurs when different social faces are inter-
twined, in cases when different social norms are expected on behalf of the user. Some
instances that complexity may be present on a SM application is when a user updates his
or her SM account while being late for work in the morning or posting about personal
interests or football during his presence at work.

Every time that a user unveils an otherwise hidden part of his or her social identity
that corresponds to a different social face from the one that he or she is supposed to use
while conducting regular or usual activities during a specific period of time at a specific
place, awkwardness may arise. Therefore, we tried to be as descriptive as possible to
include both expected and unexpected users’ activities during the respective time of the
day. The instances in which users may change their predictable ways of behavior and
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probably create awkward effects are represented by a hazard symbol in the respective
cells.

4.3 The Normativity Line

To address the multi-dimensional privacy issues due to social and location attribute
disclosure, we expand our understanding of how system designers should satisfy the
privacy requirements in interdisciplinary ways which will include the reconsideration
of social and location attributes as carriers of users’ social identity in the digital sphere.
Figure 3 illustrates another case study in which a user is present in different social
backgrounds or places, such as Home, Work and Football Court, while at the same time
he changes social roles or social Faces, according to the Social Identity Theory, such as
Father or Husband, Employee or Football Player.

We focus on a male user executing everyday tasks in his daily routine. We follow
the user in the most anticipated social places or backgrounds in the vertical axis, such
as his house, his occupation and his free time activity or sport, while at the same time
paying special attention to the way that social Faces are utilized or dropped accordingly.
The horizontal axis illustrates the different Faces of the user, such as being a Father or
a Husband, an Employee or a Football Player at the respective social backgrounds or
places.

One of the most important findings is the revelation of the normativity line. The
geolocation example helps in formulating the dashed line which joints all the expected
instances of the combination of social backgrounds along with proper social Faces.
Therefore, the presence of a normativity line can include all the anticipated activities
while being present at a specific place wearing a specific social Face. In the current study
case, we identified three such instances. The first one includes activities such as eating,
home keeping, using social media, relaxing, training for work or football or sleeping at
Home while wearing the Face of the Father or Husband. The second category includes
the anticipated activities when the user is being present at Work while wearing the
Face of the Employee. Then, he was supposed to carry out activities, such as working,
training for work, or having some spare time to eat, socialize or use social media for
entertainment purposes during his break. The last group of anticipated activities was
while he is being present at the Football Court while wearing the Football Player Face.
In this case, the user could train, have fun, socialize, or travel as an example of expected
activities according to his enabled Face and Place of presence.

Any activity performed above or under the normativity line can trigger awkwardness
either due to wearing an unexpected social Face or being present at an unexpected place.
Thus, additional privacy implications except for the already existing ones in all instances
along the normativity line can be identified.

4.4 Outside the Normativity Line

While analyzing the aforementioned case of indicative usage of SM applications in time
and space, we should also include the example of traveling. The instance of traveling
raised questions as far as location is concerned. The initial reference to a place caught
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Fig. 3. A User changing among different social backgrounds and social faces

our attention. For example, a city, such as “Thessaloniki”, did not necessarily presuppose
wearing a specific social Hat or Face on behalf of the user.

Figure 4 represents a user being at the location of a city, while at the same time
utilizing different Faces or Places of presence in the same city. The same user may
be wearing the face of the Father for entertainment purposes, thus visiting a museum,
a restaurant or relaxing at a hotel, the Face of an Employee at a Convention Center,
or a hotel, while visiting the city for working purposes or even wearing the Face of the
Football player, visiting the city for a soccer match in a football field or relaxing at a hotel
before or after the football match. We also observed that the only common environment
whichwas shared in all Faces of our example is theHotel. The reason for that overlapping
is that the Hotel is used to signify a temporary hosting environment provided that the
user is presupposed to travel in a different place from his or her permanent residence.

Traveling is one of the most important cases in which social and location attribute
disclosure may exacerbate privacy implications because traveling is placed outside of
the normativity line of the user. The user changes Faces (who), Time descriptions (when)
and Performances (what) while at the same time remains at a very specific, common
place (where). The direct or indirect disclosure of user’s online information can lead to
privacy requirements non-satisfaction and subsequent privacy implications.

The privacy implications may derive as Place is always revealed through various
ways of communicating information on SM, such as posting photographs, hashtagging
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Fig. 4. The example of traveling

places, referring to specific landmarks or disclosing exact spatial information (x, y).
If Place is revealed, Time can be easily accessed through the time description of SM
posts or check-ins, making the other two remaining social and location attributes of who
and what more easily identifiable through a potential combination of social and location
attributes. Ifwhere andwhen are available,who andwhat can be easily presumed, leading
to unveiling all four social and location attributes (who, where, when, what), targeting
the true identity of the user. User’s identity (who) along with the place of his presence
(where) and the Time description (when) unveiled from a potential SM post (photograph
or hashtag) will make the assumption of his Activity (what) easier to be made due to the
combination of his social and location attributes.

In that case, Anonymity and Pseudonymity will not be satisfied, as the user’s identity
can be accessed due to the “context collapse” of his information to an improper audi-
ence or due to the “time collapse” of information during an improper period of time.
Unlinkability can also be non-satisfied as the user’s check-ins can disclose information
on both his Place of presence and the simultaneous presence of other users who may
also be there. In that way, unobservability and undetectability will be not satisfied as the
user’s photographs can reveal both his and his friends’ true identity while making their
real names available. Real names and photographs of oneself are frequently displayed
on SM accounts for identification purposes.

4.5 Privacy Requirements, Social and Location Attributes

Having discussed the social aspects and the respective privacy requirements for address-
ing SM privacy implications, we turned towards examining the aforementioned case
study. An indicative example could provide an initial practical analysis of the privacy
requirements which can be either satisfied or not.

To proceed in checking if the aforementioned privacy requirements could be applied
in our case study scenario, we examined all privacy issues which may appear either
along the normativity line or outside of it. On the one hand, the implications that lie
along the normativity line refer to the privacy issues which may be encountered when
executing activities inside the expected social norms, i.e., wearing a proper social face for
conducting the respective social activity in a presupposed context and time. For instance,
a user may face privacy implications even while he is performing the activity of Relaxing
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at Home, wearing the face of Father of Husband, while he is Working, wearing the face
of an Employee at this Work or while he is Training, wearing the face of a Football
Player at the Football Court.

On the other hand, we expect that the privacy issues imposed outside the normativity
line will be more in numbers and complexity in comparison to the privacy issues along
the normativity line for the respective Social Faces of the user. In both cases, privacy
implications may appear due to the violation of anonymity and pseudonymity, in cases
when the identity of the user cannot be protected from a leak. SM applications frequently
interfere with users’ need for sharing information in practice, encouraging the unveiling
of one’s identity. Additional information leaking from photographs or hashtags may lead
to detectability and observability non-satisfaction.

Context and time collapse can also pose privacy implications as the requirements of
Anonymity and Pseudonymity are not satisfied. Users’ identity can be violated through
a potential leak of information either to the wrong audience or during an improper,
upcoming moment when it may cause discomfort to the user.

Unlinkability cannot be reassured along the normativity line, as SMapplication usage
and the frequency that users tend to log in to an SM application and/or check-in at a
specific place may arise privacy implications in relation to other users’ trajectories. For
example, the presence of the user at a specific place where other users are also present
can imply that he has friendly encounters with them or the least that he is familiar with
those people. Tagging can also be a considerable way of conveying information and
potentially threaten the user. The user may be tagged by his friends even without his
consent in a way that will expose his presence at a place at night (bar or restaurant) to
his working or athletic community, raising additional privacy implications.

Unobservability and undetectabilitymay also be not satisfiedwhen the user’s identity
is accessible to other social actors, especially due to users’ common practice of sharing
both their name and an actual photograph of their facial and/or body characteristics to
their accounts.

Table 4 represents the potential non-satisfaction of privacy requirements due to social
and location attribute disclosure. In the horizontal axis, we list social and location
attributes with all potential labels taken from our case study. The vertical axis repre-
sents all privacy requirements that have already been chosen, based on the analysis
of privacy requirements that are compatible with SM applications. We have marked
with a cross checkmark (X) all the instances of potential privacy implications in which
privacy requirements may fail to protect the user because of intentional or uninten-
tional information disclosure on behalf of the user through social and location attribute
disclosure.

According to our case study, the user is expected to behave in certain ways because of
the social face and the location or time connotations imposed by his social sphere. In this
scenario, if the user discloses information about himself while online, he will conform to
the socially expected way of behavior, wearing the proper Face for conducting a specific
Activity during the expected Time in an anticipated Place. For example, the user will
perform as a Football Player, playing a sport during the Afternoon at the Football Court.
In this example, the user performs alongside his normativity line.
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Table 4. Privacy requirements non-satisfaction based on social and location attribute disclosure
within SM applications
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On the contrary, the user discloses the same information about his free time activity
of playing football at a different Stage (combination of when and where). That exam-
ple would impose very important privacy implications which are not present along his
normativity line. Users’ normativity lines provide information on both users’ habits and
the expected way of their behavior in accordance with the social norms which are pre-
supposed for each user. If the user posted the same information during his Office Hours
at Work, this action would carry different connotations and perhaps consequences for
the user (his boss could complain about his carelessness). Here, the user performs an
Activity outside of his normativity line.

Privacy requirements are vital because the user’s content should be revised in a
concrete and immediate way to restore the awkwardness that he experiences due to
the revelation of a Football post during his Working hours or during his presence at
Home while taking care of his new-born child. Access to that information should be
restricted as they represent actions performed outside of his normativity line, imposing
serious privacy implications. In particular, if the user of our case study posted something
about his free time activity of playing football during his working hours (when) at Work
(where), it would be considered inappropriate.

Social and Location attributes seem not to presuppose the non-satisfaction of certain
privacy requirements when they are disclosed separately. The situation changes when
attributes are combined, then, they can carry various privacy implications. Implications
arise due to SM nature which triggers the combination of attributes by boosting users’
confidence in doing so. Users’ Face is one of the most frequently disclosed on SM,
therefore, conclusions may easily be made either by malicious attackers or other SM
users.

Interestingly, Stage, the combination of Time and Place, provides a powerful attribute
that can enable additional implications because of the conclusions drawn. In particular,
making predictions about the user is facilitated when Time and Place are provided,
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making his Face or Activity easily tracked. To illustrate it, we represented a poten-
tially complete non-satisfaction of all privacy requirements based on Stage disclosure
by marking those privacy implications with bold checkmarks.

That type of disclosure may impose severe privacy implications, especially when
performing outside of the normativity line. That is because, despite the already existing
privacy implications which may occur along the normativity line, we should add the
ones that lie outside of it. In cases of a combination of social and location attributes and
unintentional unveiling of attributes, additional awkward instancesmay cause sentiments
of discomfort based on our case study.

5 Conclusion

The main purpose of this paper is to focus on the social and location attributes that
may provoke the non-satisfaction of certain privacy requirements and to start a new
dialogue when designing privacy-aware information systems. Our analysis incorporated
privacy implications that are imposed due to potential social and location attributes
disclosure through SM applications. The aforementioned privacy requirements were
examined through a different way of analysis extending our understanding to investigate
how they can be satisfied or non-satisfied within SM environments, as parts of the cloud
computing environments. In addition, we investigated the privacy requirements which
were compatiblewith our analysis on social and location aspects, providing the necessary
affiliations between them.

Bridging technical privacy requirements, social and location theories, is the main
contribution of the paper, as well as the case study scenarios. There, users were presented
to utilize SM accounts in plausible everyday situations. Performing potential online
posting routines, we identified two possible activity functions, either along or outside
users’ normativity line. The importance of protecting the respective privacy requirements
during the designing phase of a system is underlined by the principles of SSE and
supported by our case studies. Privacy requirements non-satisfaction can impose more
serious privacy implicationswhen users performoutside of their normativity line because
of privacy’s multidimensionality, which requires both a technical and a social analysis
[14]. SSE can provide the necessary background in our case study scenarios on SM as
it focuses on the online community and the social relationships among users.

Besides that, we should also include the limitations of the paper. Sociological notions
such as the one of Face can prove to be multidimensional as well as complex to identify,
especially because of the different naming devices used by different authors to be ana-
lyzed. In addition, examining users’ faces both around the clock and in different settings
is a multifaceted task that needs further exemplification through additional case studies.
The interdisciplinary approach of our research should further expand our understanding
of both technical and social aspects through the careful implementation of additional
case studies or experiments with volunteers. Another important aspect that we aim to
incorporate in our future research is a qualitative tool for conducting a validating and
testing process.

Future research on this topic will focus on interdisciplinary approaches combining
social and location attributes with technical aspects of privacy requirements, proposing
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a solid background towards addressing users’ concerns and designing privacy-aware
information systems [1, 2, 6, 7, 18, 19]. Supplementary case study scenarios can extend
our research in various types of services. Developing new techniques and processes will
contribute to formulating measurement scales for further understanding users’ privacy
within SM, so as to improve the existing privacy requirements based on a more social
and spatially aware designing procedure. In that way, social media app developers could
build apps that empower users to make informed decisions related to their normativity
line.
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Abstract. Session authentication schemes establish the identity of the user only
at the beginning of the session, so they are vulnerable to attacks that tamper with
communications after the establishment of the authenticated session. Moreover,
smartphones themselves are used as authenticationmeans, especially in two-factor
authentication schemes, which are often required by several services. Whether the
smartphone is in the hands of the legitimate user constitutes a great concern, and
correspondingly whether the legitimate user is the one who uses the services. In
response to these concerns, Behavioral Biometrics (BB) Continuous Authentica-
tion (CA) technologies have been proposed on a large corpus of literature. This
paper presents a research on the development and validation of a BBCA sys-
tem (named BioPrivacy), that is based on the user’s keystroke dynamics, using a
Multi-Layer Perceptron (MLP). Also, we introduce a new behavioral biometrics
collection tool, and we propose a methodology for the selection of an appropri-
ate set of behavioral biometrics. Our system achieved 97.18% Accuracy, 0.02%
Equal Error Rate (EER), 97.2% True Acceptance Rate (TAR) and 0.02% False
Acceptance Rate (FAR).

Keywords: Machine learning · Behavioral biometrics · Continuous
authentication ·Mobile devices ·Multi-layer perceptron (MLP)

1 Introduction

User authentication technology plays a critical role in securing access to online services.
Authentication systems identify users only when the session is initiated (entry point
authentication model), thus leaving them exposed to attacks that take place after the
initial authentication process [1, 7–10, 39, 41]. These systems defend themselves against
such attacks by performing an additional authentication step at critical points in the
session but are not popular with users due to the inconvenience caused by repetitive
authentications. Also, smartphones are used as authentication means, especially in two-
factor authentication schemes, which are often required by several electronic services.
Whether the smartphone is in the hands of the legitimate user constitutes a great concern,
and correspondingly whether the legitimate user is the one who uses the services. In
addition, mobile devices are vulnerable to smudge attacks [40], i.e., the mark of the
fingerprints left by our finger on the screen, as it is easy to reveal the touch pattern or
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the PIN of the device. Thus, stealing a device carries the risk of granting full access
to personal data and crucial applications. Moreover, smartphone users are unaware of
privacy and security threats and keep large amounts of private information including
PINs, credit card numbers, etc., stored in their mobile devices [1].

For the above reasons, Behavioral Biometrics (BBs) and Continuous Authentication
(CA) are employed by a new method of user authentication which is also based on
the “something that the user is” paradigm [2–7, 9]. The technological advancement of
mobile devices has led to the efficient capture of user behavior via their incorporated
sensors, thus enabling the authentication of users based on their behavioral biometrics
[11–15]. The incorporated sensors of mobile devices are used to enroll BB templates
[7, 14, 16]. The BBs that may be employed are walking gait, touch gestures, keystroke
dynamics, hand waving, user profile, and power consumption. The advantage of BBs is
that they use some characteristic feature of a single individual and provide continuous
authentication [7]. Alongside the initial login process CA technology represents an extra
security mechanism since it monitors user behavior and re-authenticates continuously
the user’s identity throughout a session [5, 17–20]. Finally, the work of [10, 22, 23]
showed the eagerness of users to adopt biometric authentication methods in order to
protect their privacy.

This paper presents a research on the development and validation of a keystroke
dynamics Continuous Authentication System, named BioPrivacy. We aim at building
a system that will continuously authenticate the user of a smartphone. We start with
an experimental biometric data collection process via mobile smartphones. The main
objective is to propose a methodology and a data collection tool (BioPrivacy Collection
Tool) for the selection of an appropriate set of behavioral biometrics. In this experiment,
we recorded users’ keystroke dynamics. Also, the present research aims to designing
and evaluating new approaches to Continuous Authentication (CA) by developing and
using a Multi-Layer Perceptron (MLP).

2 Background

In this section, we present an overview of the keystroke dynamics, the Multi-Layer
perceptron (MLP) and the evaluation metrics.

2.1 Keystroke Dynamics

The procedure of recording the typing keyboard inputs of an individual on a mobile
device and the effort to identify him via an analysis based on his tapping habits is called
keystroke dynamics [7]. Some researchers on keystroke dynamics collect data from
predefined texts, for example during the typing of a text message, or during the log-in
session when entering passwords. Others conduct their research by collecting data not
restricted on predefined sentences or passwords. In both cases the results are of high
accuracy [7].
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2.2 Multi-layer Perceptron (MLP)

Artificial Neural Networks (ANNs) are structures inspired by human brains’ function.
These networks can estimate model functions and handle linear/nonlinear functions
by learning from data associations and generalizing to previously unknown scenarios.
Multi-Layered perceptron (MLP) is a widely used Artificial Neural Network approach
(ANNs) [46]. Specifically, a feedforward artificial neural network called a Multi-Layer
Perceptron (MLP) is a type of Feedforward Artificial Neural Network (FANN). Each
unit in an MLP neural network performs a biased weighted sum of its inputs and then
passes this activation level through a transfer function to generate output.

MLP networks typically include three layers: input, hidden, and output. The number
of neurons in the input layer is equal to the number of parameters affecting the problem.
Almost all problems can be solved with just one hidden layer. The number of neurons
in the hidden layer or layers should be arbitrarily chosen [47]. This is a powerful mod-
eling tool that employs a supervised training procedure with data examples with known
outputs. Training for the MLP approach is accomplished in two steps. In the first step,
the training data set is fed by a randomly picked input vector. The activated neurons
output is subsequently propagated from hidden layer(s) to the output layer. The back
propagation step, begins by calculating the gradient descent error and then propagates it
backwards to each neuron in the output layer, followed by the hidden layer. The neural
network’s weights and biases are recomputed at the end of the second step. These two
steps are repeated until the network’s total error is less than a predetermined rate or the
maximum number of epochs is reached [47]. Although, MLP network is a widely-used
ANN approach, the MLP network still has certain limitations, such as time-consuming
issues in reaching a solution [48].

2.3 Evaluation Metrics

The basic metrics applied to evaluate an authentication system depend on the error rates.
Following, we discuss some basic metrics used to calculate authentication errors [7,
31–33]:

• True Acceptance Rate (TAR) is the conditional probability of a pattern to be classified
in the class “Genuine” given that it belongs to it. TAR is given by the formula:

TAR = TA/(TA+ FR) (1)

• False Acceptance Rate (FAR) is the conditional probability a pattern to be classified
in the class “Genuine” given that it does not belong to it. FAR is given by the formula:

FAR = FA/(FA+ TR). (2)

• False Reject Rate (FRR) is the conditional probability a pattern not to be classified in
the class “Genuine” given that it belongs to it. FRR is given by the formula:

FRR = FR/(FR+ TA) (3)
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• Accuracy is defined as the probability of correct classification of a pattern. Accuracy
is given by the formula:

Accuracy = (TA+ TR)/(TA+ TR+ FA+ FR). (4)

• Equal Error Rate (EER) is the error rate that is achieved by tuning the detection
threshold of the system such that FAR and FRR are equal [28].

3 Related Work

In this section we present a recent state-of-the-art literature review focusing on keystroke
dynamics. The majority of keystroke dynamics methods are restricted to using a spe-
cific context with a prearranged text. In the work of Clark and Furnell [24], the authors
employed the typing patterns of users when entering telephone numbers and text mes-
sages, to authenticate them. They used Multi-Layer Perceptron (MLP), Radial Basis
Functions (RBF), and General Regression Neural Network (GRNN) classifiers. The
best results achieved were 12.8% average EER with the Multi-Layer Perceptron (MLP)
classifier.

In thework ofDraffin et al. [4], the authors conducted a real-world study and collected
86000 keystrokes from 13 participants in three weeks. Keystrokes were not restricted to
the use of prearranged text or passwords. They used Feed Forward Neural Network for
classification and achieved 86% accuracy after 15 keypresses with 2.2% FRR, and 14%
FAR.

In the work of Darren and Inguanez [25], they collected typing data while users
were entering 15 prearranged text sentences during four different scenarios, namely,
One-Handed stationery, Two-handed stationery, One-Handed moving, and Two-handed
moving. The participants were free to choose one of the four scenarios, while the smart-
phone owner had to complete all 4 activities. The authors used a Least Squares SVM
classifier with RBF kernel and the one-handed scenario achieved the best results, namely,
0.44% EER, 100% accuracy, 0% FAR, and 1% FRR, while all their results achieved
around 1% EER.

In the work of Krishnamoorthy [26], the classification of users was based on
keystroke dynamics, by applying concepts of machine learning. The participants of
this study were asked to type a specific password and their typing characteristics were
recorded. Krishnamoorthy effectively identified each one of the 94 users and achieved
98.44% identification accuracy with the Random Forest classifier.

In Table 1, we present the performance of machine learning models on keystroke
dynamics. For each system, there is at least one of the five basic metrics, namely FAR,
TAR, FRR, EER, and Accuracy.

As we can see in Table 1, RF and SVM classifiers have achieved very good results
while the performance of the MLP and the FFNN is relatively low. We believe that
further research is necessary to see if FFNN and MLP can have better performance. By
applying a new design approach to MLP, using the BioPrivacy collection tool dataset,
we will see if we have an improvement in the performance. In case a high performance
is achieved, we will apply MLP in our system.
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Table 1. A literature review

Method Works Platform Classification Performance

FAR TAR Accuracy FRR EER

Keystroke
dynamics

[24] in
2006

Smartphone MLP 12.8

[4] in
2013

Smartphone FFNN 14 86.0 22

[4] in
2013

Smartphone SVM 0 100 1 0.44

[25] in
2018

Smartphone Random
forest

98.44 2.2

4 Experimental Setup

In this part we present the BioPrivacy System Architecture. Specifically, we present
the biometrics collection architecture by which we can collect the biometric data of the
users, and the data preparation for introduction to machine learning algorithms.

4.1 Bioprivacy’s Collection Tool

Bioprivacy’s collection tool is anAndroid application for collecting cell phone keystroke
dynamics values [7, 34]. The BioPrivacy Application sends the data to an API endpoint
that stores the data in an online MySQL database. This API is an online application
running continuously. It is built to retrieve data from the application and store it in the
online database. Each operation is performed on different files so that if one file has an
error it will not affect the other. Each of the files receives different input parameters. The
online database is designed to allow multiple users to store their sensor data at any time.
Thus, there is no concern about data separation and synchronization. The application
also handles any probable communication malfunctions. A software system must be
sustainable and scalable. For this reason, the structure of the application follows an
architecture that accommodates possible software modifications and expansions. The
application was developed in Android Studio.

When a user types on theBioPrivacy’s keyboard, the inputs are recorded and analyzed
in order to identify him based on his tapping habits [7, 34]. The BioPrivacy application
extracts the duration and latency of the pressure on keys and the location points of fingers
as described [7, 29, 35–37]:

• Duration: is the time period between pressing and releasing a key.
• Latency: is the time period between releasing a pressed key until pressing the next
key.

• Pressure: is the pressure on a key.
• Location: are the location points (xi, yi) of the finger on the screen.

In Fig. 1 we see the keystroke recording interface.
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Fig. 1. Bioprivacy’s keystroke interface

4.2 BioPrivacy System Architecture

The registration process,which is the first step of theBioPrivacy system, involves collect-
ing the biometric sample, processing the biometric data to extract the reference sample,
and storing it for further use (see Fig. 2). The efficiency and accuracy of a biometric
system are directly dependent on the registration process. During the life cycle of a bio-
metric, it is sometimes necessary to re-record, taking into account the normal as well as
the unexpected change or evolution of biometric characteristics. There is a set of basic
modules included in the BioPrivacy system which are as follows [7, 38]:

1. Data acquisition: Sample acquisition: To acquire biometric data we must use the
appropriate sensor.

2. Feature extraction: The raw data must be preprocessed before extracting the distinc-
tive features. More specifically, we must identify and extract outliers and improve
the quality of data, especially in cases where data are collected in uncontrolled envi-
ronments from uncooperative users. The set of discriminative features are extracted
once the data is cleaned and processed.

3. Feature templates: This is a repository database containing a concatenation of the
extracted feature vectors for a particular user (i.e., the device owner). It is created
during the enrollment phase and used during the recognition phase to be compared
with the captured feature sample and verify the claimed identity.

4. Decision-making: This is used only during the recognition process. This step com-
pares the template that is currently being extractedwith the saved template to generate
a matching score and make a decision. The decision validates the claimed identity
to see if it is done by the legitimate user (genuine) or an impostor.
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Fig. 2. BioPrivacy system architecture.

5 Methodology

In this section, we present the data collection process, via mobile smartphones and the
BioPrivacy collection tool, by which we recorded users keystrokes. We have a sample
of 39 individuals. All the participants are smartphone owners and familiar with the
experimental part of the process. The data collection process consists of 16 sessions
in total and each session lasts 2 min approximately. During the sessions, a predefined
sentence or a sequence of numbers were displayed on the screen and participants had to
either memorize and input them or input them immediately after they were displayed. In
this way, we have two kinds of inputs, one that the participants must read, memorize, and
then write and another that the participants must read and then immediately write. We
select one individual from the 39 participants of our sample as Genuine user and the rest
38 as impostors. Finally, we will evaluate our system which is based on a Multi-Layer
Perceptron (MLP).

6 Results

In this section we present the results of our research. Firstly, we present the results from
the bioprivacy’s collection tool. In Table 2 we see records in the database regarding
keystroke dynamics. The features are duration, latency, the pressure on keys, and the
location points (x, y) of thefinger. Thedata received from thedatabasewere in accordance
and consistent with the theoretical framework presented in Sect. 4.1.

Table 2. Keystroke dynamics data

Sensor Key Duration Latency Pressure X_value Y_value

TouchScreen (Keyboard) p 134 189 1.0 943.0 404.0

u 96 176 1.0 637.0 417.0

f 57 358 0.50 339.0 243.0

From the data collected with the bioprivacy collection tool, we created a dataset
that consists of 39 individuals and 1488 Instances. We separated the users into 2 classes
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(Genuine–impostor), one individual as a Genuine user and the rest 38 individuals as
impostors. We also inserted a data preprocessing step by applying Normalize with scale
1.0.

We applied the MLP classifier with the following configurations: L 0.3 -M 0.2 -N
500 -H 3. The learning rate (L) is set to 0.3, the Momentum to 0.2, the training time (N)
to 500, and we used 3 hidden layers (H). Our system achieved 97.18% Accuracy and
0.02% Equal Error Rate. In Table 3, we summarize the accuracy and EER.

Table 3. Accuracy and EER

Accuracy Equal error rate

97.18% 0.02%

In Table 4, we present the detailed results by class. In the class Impostor, we achieved
94.5% True Acceptance Rate (TAR) while we have 0% False Acceptance Rate (FAR).
In the class Genuine, we achieved 100% True Acceptance Rate (TAR) while the False
Acceptance Rate (FAR) is 0.05%. Finally, in the Weighted Average, we have 97.2%
TAR and 0.02% FAR.

Table 4. Detailed results by class

Classifier TA rate FA rate Class

MLP 94.5% 0% Impostor

100% 0.05% Genuine

Weighted Avg. 97.2% 0.02%

7 Discussion

This paper presents our research on the development and validation of a BBCA system
(BioPrivacy) that is based on the user’s keystroke dynamics using Multi-Layer Per-
ceptron (MLP). Also, we introduce a new biometrics collection tool of the BioPrivacy
system. We applied an experimental procedure of biometrics data collection where 39
individuals participated and completed the process.We received positive feedback on the
application and users stated that they enjoyed the procedure. The data received from the
database were in accordance and consistent with the analysis presented in the Sect. 4.1
of the present paper.

Regarding the challenges of the keystroke dynamics collection methodology, they
are based on something that the user must recall from his/her memory, like a password,
and something that the user sees and types, like a captcha. In this way, we have two kinds
of inputs, one that the participants must read, memorize, and then write and another that
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the participants must read and then immediately write. We created a dataset that consists
of 39 individuals and 1488 Instances and 2 classes (Genuine–impostor). One individual
as a Genuine user and the rest 38 individuals as impostors.

By applying a new design approach of the MLP and the BioPrivacy dataset we
achieved an improved performance in relation to the literature. In [4] the performance of
the FFNN is relatively low achieving FAR 14%, Accuracy 86% and EER 22%. In [24]
the MLP achieved 12.8% EER. Our approach achieved Accuracy 97.18%, EER 0.02%,
TAR 97.2% and FAR 0.02%.

7.1 Contribution

The principal contributions of this paper are as follows:

• A new behavioral biometrics collection tool.We develop a new BB collection tool,
named BioPrivacy Collection Tool, by which we can collect behavioral biometrics of
users on mobile devices.

• We propose a methodology for the selection of an appropriate set of behavioral
biometrics. We present a methodology for the collection of behavioral biometrics.

• We developed a BBCA System. We present the development of a BBCA system
based on MLP.

7.2 Limitations

As suggested by Stylios et al. [7], CA systems need to be evaluated under the high
effort approaches to see the actual performance of machine learning and deep learning
models under the spectrum of today’s possible threats. Therefore, our system should be
evaluated against the Frog-Boiling attack [27], the Algorithmic attack [42], the Mimic
attacks [43, 44], and the Snoop-forge-replay attack [45]. Finally, our system was tested
in a sample of 39 individuals and we plan to evaluate it in a larger sample of users.

8 Conclusions and Further Research

Smartphones are used as a mean to authenticate individuals, particularly in two-factor
authentication schemes, which are often obligatory by several electronic services.
Whether the legitimate user possesses the smartphone constitutes a great concern, and
correspondingly whether the services are used by the legitimate user. In this paper,
we presented our research on the development and validation of a keystroke dynamics
Continuous Authentication System, named BioPrivacy. In our paper, we present a new
behavioral biometrics collection tool, named BioPrivacy Collection Tool and we pro-
pose a methodology for the selection of an appropriate set of behavioral biometrics. We
applied an experimental test to examine the consistency of the collected data with the
theoretical framework presented in Sect. 4.1. Our results showed that the collected data
are consistent and in accordance with the theoretical framework. In the present research
we developed a BBCA system based on MLP. Our system achieved Accuracy 97.18%,
EER 0.02%, TAR 97.2% and FAR 0.02%.
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Our future research focuses on the extension of the BioPrivacy Collection Tool to
include more behavioral modalities. Also, we will collect data from a larger population
to create a dataset that will be publicly available. Finally, we will evaluate our model
against possible attacks vectors and highlight relevant countermeasures.
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Abstract. “I have read and agree to the Privacy Policy”. This can be
described as one of the biggest lies in the current times, and that is all
what a service provider needs to acquire what can be called “informed
consent”, which allows it to do as it pleases with your Personal Infor-
mation (PI). Although many developed countries have enacted privacy
laws and regulations to govern the collection and use of PI as a response
to the increased misuse of PI, these laws and regulations rely heavily on
the concept of informational self-determination through the “notice” and
“consent/choice” model, which as we will see is deeply flawed. Accord-
ingly, the full potential of these privacy laws and regulations cannot
be achieved without tackling these flaws and empowering individuals to
take an active role in the protection of their PI. In this paper, we argue
that to advance informational self-determination, a new direction should
be considered. In particular, we propose a model for informed consent
and we introduce a proposed architecture that aims at tackling existing
limitations in current approaches.

Keywords: Privacy · GDPR · Personal information · Informed
consent · Notice and choice · Privacy policy

1 Introduction

Nowadays, most service providers (including online retailers) try to collect infor-
mation concerning the behavior of their potential users/customers (called Behav-
ioral data [41]), and use such information to increase their sales by delivering
personalized service offerings, or even influencing the behavioral marketing of
such individuals [48]. That is why information can be described as the new gold
in the 21st century since it is fueling the success of many enterprises [29]. This
trend has led to what can be called “Privacy Merchants” that shadow Inter-
net users to create very detailed profiles concerning their online behavior and
activities (e.g., what they view, read, purchase, etc.). Then, sell these profiles
to whoever pays the demanded price [19]. In principle, this can benefit both
sides since individuals can enjoy access to a variety of online services, news
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sites, email, social networking, videos, music, etc. without explicitly paying with
money [8,27]. However, many individuals may not even know that they are pay-
ing with their PI as their behavior is being tracked and their PI is being collected
and used [8,15], just because they blindly accepted the privacy policies or terms
of services offered by these websites. This leads us to the biggest lie on the
internet I have read and agree to the terms and conditions [35].

In response to the excessive collection, use, and potential misuse of PI, many
governments around the world have enacted laws and regulations for privacy
protection [24]. However, these laws and regulations rely heavily on the concept
of informational self-determination that is, usually, implemented through the
notice and consent/choice model [53], where a notice (e.g., privacy policy, terms
of use agreement) is supposed to inform a data subject about how her PI will
be processed and shared, and consent/choice is supposed to acquire a signifying
acceptance at the data subject’s side concerning the notice [15,49].

Although notifying data subjects about organization’s data practices is sup-
posed to enable them to make informed privacy decisions, current mecha-
nisms for presenting the notice and obtaining the consent are deeply flawed
as indicated by many researchers because they are neither useful nor usable
[8,15,32,35,45,48,50,56]. More specifically, most notices are long and complex
[3]; hard to be understood by ordinary people [8,35], do not enable a data subject
to make an informed decision [3], do not help much in predicting potential future
use of PI nor assessing the consequences and risks related to such potential use
[15], and do not, usually, offer data subjects with a choice that reflects their
preferences [48]. Moreover, it is neither feasible nor practical to read notices as
one study [32] estimated that reading privacy policies carries costs in time of
approximately 201 h a year, which is worth about $3,534 annually per American
Internet user.

Additionally, the notice and consent model is, usually, neutral concerning
whether certain forms of collecting, using, or disclosing PI are good or bad [50].
Instead, it focuses on whether data subjects consent to privacy practices, which
means “As long as a company provides notice of its privacy practices, and people
have some kind of choice about whether to provide the data or not, privacy is
sufficiently protected” [48]. This shifted the main purpose of the notice and
consent model from protecting the best interest of data subjects to indemnify
companies that collect or use their PI. Several newly developed regulations (e.g.,
the General Data Protection Regulation (GDPR) [38] that replaced the EU Data
Protection Directive 95/46/EC [20]) forbid the collection of certain sensitive
data (e.g., race or ethnic origin, political opinions, etc.) and define legal bases
for the collection and processing of PI (e.g., comply with the vital interest of
the individual, the public interest, the legal obligations, etc.). However, most of
the problems associated with the notice and consent model still hold, which has
been highlighted by several recent studies [6,16–18,35].

By now, we can understand why most data subjects blindly accept the privacy
policies or terms of services, not because they do not value their privacy, but
because of the flawed mechanism of the notice and consent model. To this end,
we strongly believe that if data subjects are offered a useful and usable means
to appropriately manage their privacy preferences, most likely, they will.
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The rest of the paper is structured as follows, we start by discussing informa-
tional self-determination through the notice and consent model in Sect. 2, and
the problem statement and research questions are presented in Sect. 3. In Sect. 4,
we develop a model for informed consent, followed by a proposed architecture
that aims at tackling existing limitations in current approaches and empower-
ing data subjects to take an active role in the protection of their PI in Sect. 5.
Section 6 concludes the paper and discusses future work.

2 Informational Self-determination Through Notice and
Consent: Origins and Criticism

Although various definitions of privacy exist, the ones that define privacy as a
type of “control” over when and by whom our PI can be collected and used
by others gained significant attention [40]. The notion of privacy as control has
been reflected in the 1973 U.S. Department of Health, Education, and Wel-
fare (HEW) Fair Information Practices (“FIPs”) [13], which is also commonly
referred to as the Fair Information Practice Principles (FIPPs) [21]. FIPPs have
been developed to address concerns about the increasing digitization of data by
demanding notice of data collection and use as well as providing data subjects
with the right to control the use of their data for purposes beyond which it was
collected. In particular, FIPPs offer several principles to achieve that, including
1-transparency of systems managing PI, 2-the right to notice about what infor-
mation was being collected about individuals, (3) the right to prevent PI from
being used for purposes without consent, or other purposes that are not specified
in the consent, (4) the right to correct/amend PI, and (5) lay responsibilities on
the holders of PI to prevent its misuse [13,21,50].

These principles have influenced privacy laws and practices in several coun-
tries around the world (e.g., U.S., the European Union (EU), Canada, etc.) [35],
and also helped to shape the OECD Privacy Guidelines1 as well as the Asia
Pacific Economic Cooperation (APEC) Privacy Framework2 [50]. In Europe,
privacy laws are based closely on the OECD Guidelines. While in the U.S.,
the OECD principles were selectively adopted, i.e., a more market-driven app-
roach to privacy protection that is mainly based on self-regulatory was followed.
More specifically, these principles were considerably simplified and reduced into
the concept of “notice and choice” [13]. In other words, only the third princi-
ple listed above survives in the “notice and choice” approach, and the fourth
- often referred to as the purpose-specification principle - is recast as “choice”
[48]. Despite the fact that the U.S. Federal Trade Commission (FTC), in its
report to Congress in 2000, endorsed the industry’s simplified view of privacy
that eliminates the collection and use limitation principles, FTC criticized the
shortcomings of the privacy notice and consent model by 2010, and it even starts
questioning the efficiency of the market-driven notice and consent model to pro-
tect privacy [13].
1 https://www.oecd.org/.
2 https://www.apec.org/publications/2005/12/apec-privacy-framework.

https://www.oecd.org/
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According to Solove [50], almost all instantiations of the FIPPs fail to specify
what data may be collected or how it may be used. Instead, most forms of data
collection, usage, and disclosure are permissible under the FIPPs, if individuals
were notified and provide consent. This has led, in recent years, to worldwide
efforts to create or update privacy laws and regulations (e.g., the EU GDPR
[38], and the California Consumer Privacy Act (CCPA) [10], which went into
effect on May 25, 2018, and January 1, 2020, respectively) to address these
challenges by increasing transparency requirements for companies’ data collec-
tion practices and strengthening individuals’ rights regarding their PI. However,
most of these laws and regulations uphold the concept of informational self-
determination through the notice and consent model [53].

The underlying notion of the notice and consent model is that data subjects
make conscious, rational and autonomous choices about the processing of their
PI. But whether data subjects are always capable of making these choices and
willing to do so in practice is questionable [47]. That is why most privacy laws
and regulations (especially the GDPR) have brought to light the concept of
“informed consent” [31], stating that consent cannot be valid if it is not informed
[15], i.e., the data subject who is asked for consent should be properly informed
of what exactly she is consenting to and (made) aware to some extent of the
consequences such consent may have [14].

Despite this, models for informed consent fail to offer adequate protection for
data subjects and have received considerable criticism. For example, Solove [50]
discussed the main reasons why such models fail to offer adequate protection for
people, as they have too many hurdles:

1-People do not read privacy policies [15,32], as most of them find reading long
and complex privacy policies does not worth their time [3];

2-If people do read privacy policies, they do not understand them [8,35]. Several
studies (e.g., [4,13,32]) showed that privacy policies require a college reading
level and an ability to decode legalistic phrases to understand;

3-If people read and understand them, they often lack enough background
knowledge (cognitive competence) to make an informed decision [3]. It can
be extremely difficult for a data subject to predict potential future use of her
PI [15], and assess the consequences and risks of such use [15]. Accordingly,
data subjects may unwittingly consent to types of data processing that they
do not want [47]; and

4-If people read them, understand them and can make an informed decision,
they are not always offered the choice that reflects their preferences. More
specifically, data subjects are, usually, left with a take-it-or-leave-it choice,
i.e., give your PI or go elsewhere [48].

Although the idea of informational self-determination through notice and
consent model is deeply flawed to defend privacy [8,15,32,35,45,48,50,56], poli-
cymakers still heavily depend on it [8,35]. Most likely, because they see no need
to seek an alternative [49]. In this paper, we argue that in order to advance
informational self-determination, a new direction should be considered.



Privacy and Informational Self-determination Through Informed Consent 175

3 Problem Statement and Research Questions

According to the GDPR (Article 4(11)) [38], a valid consent should be: 1-freely
given (Rec. 43, Art. 7(4)), it provides data subjects with real choice to consent
or not with the absence of coercion by others, i.e., refusing to consent is a viable
option [47]; 2-specific (Rec. 42), the consent should be requested about specific
data; 3-informed (Rec. 42, Art. 7(3), and Art. 13 that describe what kind of
information should be provided to a data subject), the consent should include
elements that are crucial for making the data subject understand what she is
consenting for and make a choice; and 4-unambiguous (Rec. 32), which indicate
the data subject’s wishes by which they, by a statement or by clear affirmative
action, signify agreement to the processing of their PI, i.e., there must be no
uncertainty about the intent of the data subject [15].

There is almost a general agreement on what freely given, specific and unam-
biguous consent is, yet it is arguable what is considered informed consent. As
discussed earlier, if a data subject did not read the privacy policies, or she
read them but did not understand, or she read and understand them, but lack
the cognitive competence to make an informed decision, such consent cannot
be informed [37], accordingly, it is not valid [14,15]. This leads us to the first
Research Question RQ1: What constitutes informed consent?

As previously discussed, most agree that ignoring privacy policies and terms
of service is both a reality and a problem [35]. Why people do not engage in
informational self-determination? Several reasons lead to this behavior as consent
requests (e.g., privacy policies, terms and conditions) are still ready-made static
descriptions [32], long [3,13,32,36], vague and ambiguous [37], full of legal jargon
[13,32], complex/complicated [3,13,32], hard to be understood/comprehend by
ordinary people [4,33,35,36], change frequently [13], do not, usually, precisely
specify potential future use of PI nor assessing the consequences and risks related
to such use [15,50], and do not offer data subjects with a much choice [48].

Moreover, the volume of privacy notices, especially for internet users, is over-
whelming that cause fatigue to data subjects [53]. Therefore, data subjects, usu-
ally, blindly accept such notices [47]. According to Degeling et al. [16], privacy
notices have increased by more than 50% in 6,579 popular websites in Europe
after the adoption of the GDPR in May 2018. All of this means that privacy
notices are not designed with the needs of data subjects in mind [43], which was
confirmed by the work of Waldman [54], who reported that the review of 191
privacy policies proven that they were not designed with readability, compre-
hension, and end-users in mind.

The challenges of providing usable privacy notice have been recognized by
regulators and researchers [45], and suggestions to improve the informed consent
process are scattered over the literature. For example, one of the most suggested
improvements is simplifying the consent process by reducing information over-
load in the notice [6,15,25,44], i.e., instead of presenting a long text to the data
subject, a summary of information or useful headings can be used, or some text
can be replaced by privacy icons, colors, etc. [25,32]. However, several studies
(e.g., [33,42]) showed that translating an entire privacy policy into a grid that
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conveyed information by icons and colors did not improve comprehension much.
Moreover, it is not always easy to determine whether the notice can be consid-
ered informed after the simplification as some essential information might be lost
in the process [15]. Additionally, Solove [50] stated that privacy is quite compli-
cated, and simplifying privacy notices neglect a fundamental dilemma: making a
notice simple and easy to understand conflicts with fully informing data subjects
about the consequences of consenting.

A different approach for reducing acts on the data subject side is by allowing
them to manage their privacy globally [15,50]. In such approach, a data subject
specifies her acceptable or unacceptable forms of PI usage/collection, where such
pattern can be used when being asked for consent for different services. A similar
approach is using informational norms that restrict the collection and use of PI
concerning already defined privacy preferences [49]. However, such approaches
have been criticized as it is difficult to find a uniform set of privacy options that
fit all potential types of usage [50].

Due to the cognitive and structural problems with informational self-
determination, ideas for mixing consent with some sort of paternalism was sug-
gested [50], where a legal body can restrict the usage and collection of PI as
some data subjects may consent to the collection and use of their PI even when
it is not in their self-interest. Yet, such approaches neglect the main principle of
informational self-determination. Finally, ideas for representing a data subject’s
privacy preferences as a privacy profile that can be matched against privacy
policies have been suggested by Broenink et al. [9], yet their implementation of
this idea suffered from several limitations.

In summary, most existing approaches present interesting ideas and useful
techniques that focus on tackling some specific problems of informational self-
determination but fail short in proposing a solution that tackles the essence
of the overall problem. This leads us to the second Research Question RQ2:
How can we make informational self-determination usable?, i.e., how can we
empower data subjects to take an active role in the protection of their PI under
informational self-determination? In the following sections, we will propose a
model for informed consent, followed by a proposed architecture that aims at
simplifying the informed consent transaction without reducing its effectiveness.

4 A Model for Informed Consent

According to Drozd and Kirrane [17], the attributes of informed consent should
include: (i) the type of PI collected from/about the data subject; (ii) the pro-
cessing performed on such PI; (iii) the purpose(s) such PI are processed for; (iv)
where PI is stored and for what duration; and (v) if the PI is shared, who are
the recipients. Barocas and Nissenbaum [5], on the other hand, argued that to
make informed consent, data subjects must understand: (i) which actors have
access to her PI; (ii) what PI they have access to; (iii) what they do or may
do with such PI; (iv) whether the PI is directly or indirectly shared with third
parties; and (v) what privacy policies apply to the publisher as compared to
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the all the third parties (if any). The previously mentioned attributes can be
found in almost every definition of informed consent, yet most researchers and
practitioners argue that these attributes are only a subset of what a data subject
might need to know to be meaningfully informed.

In this paper, we advocate that a data subject can make an informed consent
if she is well-informed (personal informedness) concerning what she is consenting
to, which means having sufficient knowledge about any given choice and the
desire motivating it3. More specifically, being well-informedness concerning a
privacy consent requires having:

1-Procedural awareness refers to the knowing-how to perform a specific task,
i.e., it is the knowledge exercised in the performance of some task [11,12].
Procedural awareness aims at enabling a data subject to have procedural
know-how competency concerning the technical means involved in the con-
sent transaction. In particular, a consent can be active or passive4, it might
be requested through various techniques (e.g., paper-based, online, pop-up
message, etc.), it might have a different types (e.g., (i) no consent, (ii) spe-
cific consent, (iii) broad consent, and (iv) blanket consent) [52], and it might
involve several confirmation actions, etc. Therefore, the data subject should
be made familiar with the technical means for granting, modifying, or with-
drawing her consent, and she should be made aware of the possible results
of her actions during the consent transaction. This guarantees that the data
subject has the knowing-how competence required for making an informed
consent.

2-Situational context awareness, privacy is contextual in nature, thus, PI
that may be sensitive in one context, might not be sensitive in another [56].
More specifically, the sensitivity of PI can be determined by when and where
such information has been collected/generated, by whom and for what pur-
poses, i.e., the context related to such PI [22]. To this end, situational context
awareness aims at enabling a data subject to evaluate the situational context
of the collection/usage of her PI, i.e., what PI is collected/used, by whom,
how, and for what purpose(s) [15,46]. That is why it is a prerequisite for
making informed privacy decisions.

3-Cognitive competence, the cognitive limitation of data subjects in terms
of understanding what exactly they consented to and its consequences is an
open research challenge [8,15,18]. Cognitive competence centers around the
rational capacities of the individual [30], and it refers to the acquisition of new
knowledge, critical thinking, problem-solving skills, and their application for
analyzing and reflecting on an individual’s own actions [28]. More specifically,
cognitive competence enables a data subject to make informed, rational and

3 In [55], well-informedness is defined as “having a complete knowledge concerning
any given choice”, which we believe is not possible when dealing with a complex
concept such as privacy.

4 In passive consent (called also opt-out), a consent is being the default that can be
explicitly withdrawn [34] as in the CCPA [10]. While in active consent (called also
opt-in), a non-consent being the default [26,34] as in the GDPR [38].
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Fig. 1. A simplified model of the preconditions for informed consent

moral choices concerning the benefits and costs of their consent [15,47,50],
where Benefits are the value that data subjects receive from consenting and
Costs is a combination of data subject’s privacy concern, as well as poten-
tial risks that may result as consequences of consenting [39]5. The cognitive
competence is influenced by the situational context awareness as what PI is
collected/used, by whom, how, and for what purpose(s) is essential for con-
structing the cognitive competence and, in turn, assessing related benefits and
costs.

To conclude, in order to get informed consent, adequate notice should deliver
sufficient information concerning 1-the consent procedural means; 2-the consent
situational context; and 3-the benefits and risks of consenting. Figure 1 shows a
model of the preconditions for informed consent and their interrelations.

5 Karwatzki et al. [27] identified seven types of risks (e.g., costs, negative consequences)
that a data subject might be subject to, namely physical, social, resource-related,
psychological, prosecution-related, career-related, and freedom-related risks.
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5 A Proposed Architecture for Usable Informational
Self-determination

The main aim of the proposed architecture is to simplify the informed consent
transaction without reducing its effectiveness by decreasing the overwhelming
volume of privacy notices, minimizing the time cost and the number of actions
at the data subject side while providing them with the required information
for making informed decisions concerning the protection of their PI. This will
empower data subjects to take an active role in the protection of their PI. A
simplified representation of the proposed architecture is shown in Fig. 2.

As people interact with an increasing number of technologies during their
daily lives such as websites, cellphone apps, wearable devices, or any other gad-
gets that collect or use PI, the volume of privacy notices became overwhelming.
However, it is unlikely that our privacy preferences change that frequently to
answer each of these notices separately. A way forward to deal with this prob-
lem is allowing data subjects to define their own privacy policies [9,15,37], which
we refer to by Personal Privacy Profile (PPP). The PPP will contain policies
defined by the data subject, which clearly specify the category of PI of concern,
the purpose(s) for which PI is collected/used, allowed types of usage, retention
period, and whether such PI can be shared with others, as follows:

1-Category of PI: PI can be specialized into (i) Personally Identifiable Informa-
tion (PII), any information that can be used, on its own, to distinguish, trace
and/or identify an individual’s identity; and (ii) Non-PII, any personal infor-
mation that cannot be used, on its own, to distinguish, trace and/or identify
an individual’s identity. Moreover, PI can be Sensitive Personal Information
(SPI) and Non-SPI, depending on information type (e.g., private, intimate)
as well as when, where, and for which purposes such information has been
collected [23]. For each type of these categories, a data subject might have dif-
ferent requirements. Accordingly, different policies might be defined for each
of them.

2-Type of use: describes the type of operations (e.g., read, collect, aggregate)
that can be performed on the PI.

3-Purpose of use: describes the purpose(s) for which PI can be used for.
Based on [7], the purpose of use can be categories under 1-Service purposes
concerning the provision of services to individuals. 2-Legal purposes related
to complying with court orders, or any other legal reasons. 3-Communication
purposes related to contacting individuals about products, services, or other
related purposes. 4-Protection purposes related to information protection,
fraud detection, potential misuse, etc. 5-Merger purposes related to mergers,
transfer of company/entity that is managing the PI. 6-Other, purposes that
are not covered by the previous purposes.

4-Retention period, a consent should have a temporal aspect, after which
it became invalid. As for some providers consenting once implies consent
“forever” [14].

5-Sharing option, specifies whether PI can be shared with third parties.
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Fig. 2. An architecture for usable informational self-determination

Although the public privacy awareness has increased, especially since the
introduction of the new privacy regulations (e.g., GDPR) [6,51], some data sub-
jects may still need help from experts or peers to set up their PPP.

On the other hand, each service provider needs to provide/publish a formal-
ized privacy policy that specifies their privacy practices. Such policies should
reduce the knowledge gap between data subjects and service providers [2], as
the latter know with a high degree of specificity what PI they want to collect
and how it will be used, whereas data subjects tend to have very little to no
idea about what PI they share with the service providers or other third par-
ties [1]. Privacy policies should include clear details concerning the type and
purpose of PI usage, sharing with third parties options as well as the retention
period, which facilitates the automated matching between such policies and poli-
cies defined in the PPP by the Matching component. In particular, when a data
subject wants/needs a service that collects or uses PI, the Matching component
checks whether the privacy policy of the service provider matches a policy in
the PPP. If there is a match, consent is provided automatically without the
intervention of the data subject.

If the policies do not match, the Matching component provides the data sub-
ject with a dynamic contextual notice, which is a type of notices constructed
based on the idea of layered and contextualized notices [46], and it provides
a short description indicating where the policies differ. Such notice is further
enriched by risks/consequences of consenting provided by the risk assessment
component that should be administrated by a neutral third party (not the ser-
vice provider) to increase the trust in the provided information concerning the
potential risk of consenting6. After the data subject is presented with dynamic
contextual notice, she should be able to analyze and adequately assess the con-
sequences of consenting. Accordingly, she can make a conscious, rational and
informed decision concerning the consent request.

6 Note that the dynamic contextual notice should include sufficient consent procedural
information to assure informed consent as discussed in Sect. 4.
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6 Conclusions and Future Work

In this paper, we worked toward solving some of the prominent problems of
informational self-determination since existing approaches are deeply flawed. In
particular, we proposed a model for informed consent as well as introducing
a proposed architecture that aims at tackling existing limitations in current
approaches. The main objective of this architecture is to simplify the informed
consent process without reducing its effectiveness, which will empower data sub-
jects to take an active role in the protection of their PI.

This is still a research-in-progress, which provides opportunities for future
research. We aim at implementing the proposed architecture relying on seman-
tic web technologies (Resource Description Framework (RDF), Web Ontology
Language (OWL), and Simple Protocol and RDF Query Language (SPARQL)),
which have been proven to be very efficient for modeling, visualizing, verifying
compliance, etc. for privacy/consent related aspects [24,31]7. Moreover, we plan
to develop an ontology for risks (e.g., costs, negative consequences) related to
various PI usage, which most existing frameworks do not offer [37]. Finally, we
are planning to investigate the influence of trust on the consent transaction.
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Abstract. Mobile application (app) developers are often ill-equipped to
understand the privacy implications of their products and services, espe-
cially with the common practice of using third-party libraries to provide
critical functionality. To add to the complexity, most mobile applications
interact with the “cloud”—not only the platform provider’s ecosystem
(such as Apple or Google) but also with third-party servers (as a conse-
quence of library use). This presents a hazy view of the privacy impact
for a particular app. Therefore, we take a significant step to address this
challenge and propose a testbed with the ability to systematically eval-
uate and understand the privacy behavior of client server applications
in a network environment across a large number of hosts. We reflect on
our experiences of successfully deploying two mass market applications
on the initial versions of our proposed testbed. Standardization across
cloud implementations and exposed end points of closed source binaries
are key for transparent evaluation of privacy features.

Keywords: Privacy-enhancing technologies · Testbed · Usable
privacy · Privacy professionals

1 Introduction

For developers privacy is often not the explicit goal [5,22]. The benefits of mak-
ing use of fine-grained personal information are immediate, but the consequences
of this insecure behavior is delayed and difficult to comprehend [3]. Furthermore,
the software collecting and processing personal information encapsulates com-
plex mathematics, tools, and a diverse understanding of privacy. The complexity
is increased when Privacy Enhancing Technologies (PETs) are integrated into
apps as a mitigation against unwanted data leaks.

Solove et al. argue that privacy is far too complex to be left in the hands
of average consumers (including developers); the solution lies in regulating the
infrastructure that collects, stores, and transfers information [21]. However, it
c© Springer Nature Switzerland AG 2022
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is currently not possible to gain insights into these infrastructures due to an
absence of a mechanism to ascertain the flow of information in practice. This
absence impedes developers, regulators, and users to verify the claims made by
applications about their data practices and the PETs they employ.

In this paper, we address this gap by proposing a privacy testbed. We sketch
use-cases, discuss design considerations, and reflect on the initial implementa-
tions of our proposed automated testbed to verify the privacy features/claims
of mass market client server applications that use PETs. This forms the basis of
the testbed proposed by the National Research Centre on Privacy, Harm Reduc-
tion and Adversarial Influence Online (REPHRAIN) announced by UK Research
and Innovation in October 2020. While testbeds have been proposed in other set-
tings, e.g., security of control systems and IoT [11,14,18], to our knowledge, this
paper is the first to propose a privacy testbed.

2 Use Cases

Our proposed testbed can assist software developers, system administrators,
and privacy professionals, to run large scale analysis without the need to deploy
any infrastructure or have access to several (potentially costly) target devices.
They will be able to instantiate multiple virtual devices with various versions
of operating systems to facilitate executing privacy-related analyses. Regulators
can use our testbed as well for certification and verification purposes. We outline
three sample use cases for exposition.

2.1 Contact Tracing Applications

A developer of a contact tracing app uses the Google Apple exposure notification
(GAEN) framework [13]. The application uses exposure notification framework
to detect individuals who might be exposed to other individuals with a virus. The
cryptographic operations are handled by GAEN. The app developers are required
to use the ExposureNotificationClient class to implement functions allowing users
to start/stop tracing, handle exposure related notifications, medical information
and receive broadcasts. There is a ephemeral key which is generated at regular
intervals and upon infection the history of the keys over a fixed period of time
are sent to the authorities for alerting potential contacts within that period.
Applications should not reveal any personal sensitive information either during
the exchange, broadcasts or while data is at rest. Recent research suggests the
security and privacy of contact tracing applications are fraught with imperfec-
tions [24].

Our testbed would allow the users to run multiple tests on both the server
and the client side using multiple virtual instances. For example, at the client
side potential concerns like can a user de-anonymize infected contacts or other
contacts using the app? can be tested using our testbed. The enormity and scale
of server side data can be independently explained to regulators, developers
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and/or end users. Furthermore the data can be interfaced with privacy evalu-
ation frameworks like (Privacy by Design [16] and LINDDUN [9]) to preempt
a repeat of CARE data scandals [19]. The ability to refute through practical
manifestations of the threat will lead to effective and privacy enhancing applica-
tion development. This would be useful in authentication situations (e.g., Ker-
beros deployments) where privacy is not a requirement but the remote entity is
untrustworthy.

2.2 Privacy Preserving Peer to Peer (P2P) File Sharing Systems

Participants in P2P systems also run the infrastructure [25] and rely on the
honesty and competence of other participants. One way to disrupt the system
is to infiltrate the membership of the network through favored pawns and gain
control [4]. Wang et al. describe possible horizontal and vertical attacks to put
enough traffic in the hands of the attacker to identify participants in the net-
work [23]. Some solutions suggest the presence of a strong central authority to
prevent hostile takeover of the network [10], which leads to a single point of fail-
ure. The threat of partitioning by insiders also applies to cryptographic ways of
stamping digital documents [15], decentralized property [8], and programmable
replicated state machines based upon the Byzantine General’s problem [17].

Our testbed can replicate large number of independent instances through vir-
tualization. This gives the ability to deploy a large number varied independent
instances with similar diversity of real world infrastructure. Attacks can then be
simulated by turning a subset of the virtual machines malicious. These simula-
tions would enable systems to observe attacks as they happen and depending on
the specific attack scenario, the testbed can measure the impact on application
performance whilst under attack, measure if a subset of compromised nodes can
deanoymize users, and other security, privacy, and performance metrics.

2.3 Privacy Preserving Browsers Using Privacy Preserving
Networks

The Tor browser, Brave and other Onion browsers use the Tor anonymity net-
work [1] to prevent traceability of communicating parties. They are available
for both the Android and iOS platforms. For iOS devices the browsers use the
WebKit framework, which can override some anonymity features, leaving iOS
users potentially vulnerable. The DuckDuckGo browser promises privacy yet
they also have a search engine, which may lead to privacy leaks.

The testbed we propose in this paper can be used to do a comparative study
of the browsers on anonymous networks. For example the leakages that might or
might not happen due to compulsive use of WebKit framework. The economic
incentives of DuckDuckGo browser against their claims of privacy and how that
translates in the network traffic can be tested using our testbed. Our ability to
deploy multiple hosts and instances can enable tests to be carried out on the
effectiveness of Tor against push notifications.
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3 Design

The testbed stems from the acknowledgment of the power yet the limit of theo-
retical models [12]. The requirements of the testbed are captured in Fig. 1:
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Fig. 1. High-level design of the testbed

Deployment. The testbed needs to support the easy deployment of potentially
thousands of hosts and services (i.e. the back-end) as well as individual hosts
representing users. As well as deploying simple virtual machines, the ability to
deploy more modern types of host, such as emulated smartphone environments, is
also required. The testbed should provide the functionality to configure machines
automatically, including setting machine properties such as hostnames, installing
applications to be tested and configuring individual application deployment spe-
cific variables such as usernames.

Networking. A realistic virtual network should be deployed for virtual hosts.
Complex topologies resembling a real-world deployment can thus be produced.
In a real-world setting there may be hundreds of routers and switches involved
in the routing of traffic. Each of these, if compromised, becomes a potential
point for information leakage to occur and so emulating this environment can
provide richer analysis. For greater flexibility and finer control, software-defined
networking is used which allows for the easy deployment of network applications.
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Orchestration. Users should be able to automate application functions in order
to test at scale without manual intervention. For example, for the contact tracing
use cases, users should be able to simulate the broadcast and receive functions
required by the application, as well as simulate the interaction between the vir-
tual hosts. This will be done for diverse platforms as well as for diverse users.
Our testbed would include automated navigation within smartphone applica-
tions, replaying of network traffic from previous captures or simulated users.

Data Logging. The purpose of the testbed is credible data collection. The diver-
sity of platforms and hosts would mean that the testbed is agnostic and should
be able to support data capture from these devices and platforms. The obvious
data type to capture is network traffic. As an example, when testing a contact
tracing application a tester should be able to send an infection report and the
packets containing that report should be captured, which can then be analyzed
for privacy violations. As well as network traffic, this can also include data such
as live memory captures from virtual hosts and automated screen captures of
administrator and user screens.

Automated Analysis. Whilst some users of the testbed will want to perform man-
ual analysis of data captured, for a developer not familiar with privacy analysis
frameworks, the testbed should be able to automatically apply such frameworks.
For example, by interfacing the data logs with the LINDDUN framework a user
will be able to understand the privacy implications resulting out of the trust
relationship on the remote entity. The framework includes hard and soft pri-
vacy properties like unlinkability, undetectability, plausible deniability and user
content awareness respectively [9].

4 Prototype Implementation

In order to demonstrate the intended operation of the testbed, we have imple-
mented a prototype. The prototype consists primarily of a command line utility
called kvm-compose, written in Rust and modeled after the docker-compose
utility used to manage Docker containers. The kvm-compose utility reads a con-
figuration YAML file which specifies which virtual machines should be launched,
as well as the network topology to be deployed. Once the configuration file is
written, then the testbed can be brought up using a simple kvm-compose up
command, and shut down using kvm-compose down. The utility also allows the
user to bring up or tear down specific virtual machines without affecting the rest
of the testbed environment.
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Listing 1.1. Example machine configuration
− name : example1 # VM Name

memory mb : 4096 # Optional : d e f au l t 512MiB
cpus : 4 # Optional : d e f au l t 1
d i sk : # Two var i an t s : c loud image

cloud image : or e x i s t i n g d i s k
name : ubuntu 18 04
expand gigabytes : 25 # Optional

i n t e r f a c e s : # Connected network i n t e r f a c e s
− br idge : br0 #

run s c r i p t : . / s c r i p t . sh # Optional : path to a s c r i p t
context : . / f i l e . txt # Optional : path to a f i l e or f o l d e r
environment : # Dict ionary o f a rb i t r a r y environment va r i ab l e s

key : value # Use / etc /nocloud/env . sh ∗key∗ to query

If disk image supports cloud-init at first boot the following will happen:

– The machine name (with project prefix) is used as the hostname.
– The SSH public key is injected into the instance.
– File(s) specified in context are copied into the /etc/nocloud/context direc-

tory.
– The run script is executed, with its output log saved into /etc/nocloud/.

Virtualization. Virtualization is provided by Kernel-based Virtual Machine
(KVM), which is a kernel module for the Linux operating system that allows it
to function as a hypervisor. In order to assist in automated machine deployment,
cloud-init [7] is used, which allows virtual machines to receive a list of data
sources (such as URLs or files) with machine deployment information (such as
locale, hostname and SSH keys) to be used for that instance.

Networking. Networking is provided using OpenVSwitch (OVS) virtual switches.
OVS is used due to its support of software-defined networking (SDN), which
allows fine-grained control over the network. The Floodlight SDN controller is
used to provide control.

Network Capture. When a test environment has been built (using the
kvm-compose up command), network traffic can then be collected using the
ovs-tcpdump utility of OVS [2]. This creates a temporary mirror port on the
specified bridge, with traffic from specified ports being mirrored.

5 Reflection and Evaluation with Example Deployments

We used a messaging application Signal and a contact tracing application Decen-
tralized Privacy-Preserving Proximity Tracing (DP3T) [6] to test the design
considerations of our testbed. The DP3T project provides an SDK (Software
Development Kit) for both Android and Apple iOS which is used to commu-
nicate with the backend server. It is this library which is used in the official
implementations such as SwissCovid. Signal is a messaging service built using
its own custom end-to-end encryption protocol (the Signal Protocol), available
for a number of platforms on mobile and desktop, designed with a focus on
privacy [20].
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We have been able to successfully deploy instances of DP3T and Signal where
the virtual machines communicated with external networks to download their
dependencies. The SDN controller can be attached to multiple bridges and used
to deploy more complex networks. Our testbed successfully captured network
traffic from the example projects. A potential improvement could be to integrate
the packet capture commands as part of the kvm-compose utility to produce a
more streamlined experience for the user.

The DP3T example demonstrates the use of multiple hosts namely a desktop
computer and a mobile phone (Anbox and Android Emulator). These implemen-
tations do not support Bluetooth and that can be a limitation for closed binaries
(without exposed end-points) where inputs cannot be simulated. However, in
our DP3T tests, this has not been an impediment as we could simulate inputs.
The UK’s NHS COVID-19 contact tracing app implementation is highly cou-
pled to Amazon Web Services (AWS), and as such it is difficult to run within
the testbed. Cloud-native applications do need standardization for transparent
evaluation.

The kvm-compose used with cloud-init utility makes the testbed easy to
deploy and replicate such as the servers for the DP3T and Signal examples. The
level of automation for mobile apps requires further work. While in the DP3T
example the emulators are installed automatically, it still requires the app to
be launched and driven by a user using a window manager. Furthermore, the
progress and status (success or failure) during the virtual machine run script
phase are not easily accessible, which also impedes extensive automation.

Future Work: We will further develop this testbed to allow for greater orches-
tration of applications and implement the relevant mapping to be able to apply
privacy frameworks for automated analysis.

6 Conclusion

The testbed is relevant for developers of systems used by traditional as well
as modern hosts in the modern digital economy based on capturing, utilizing
and monetizing large-scale information flows. We address at the heart of the
information asymmetry that has been characteristic to this eco-system. An entity
producing the technologies has more information than the user; the user has no
way to verify the claims made by the producer. Our work is a stepping stone
towards empowering developers and users.
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Internet of Things (IoT) technology has been widely adopted by the vast majority
of businesses and is impacting every aspect of the world. However, the nature of the
Internet, communication, embedded OS, and backend recourses make IoT objects
vulnerable to cyber attacks. In addition, most standard security solutions designed for
enterprise systems are not applicable to IoT devices. As a result, we are facing a big IoT
security and protection challenge, and there is an urgent need to analyze IoT-specific
cyber attacks to design novel and efficient security mechanisms. This workshop focuses
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Abstract. The rapid evolution of the Internet-of-Things (IoT) intro-
duces innovative services that span across various application domains.
As a result, smart automation systems primarily designed for non-critical
environments may also be installed in premises of critical sectors, without
proper risk assessment. In this paper we focus on IoT-enabled attacks,
that utilize components of the smart lighting ecosystem in popular instal-
lation domains. In particular, we present a holistic security evaluation
on a popular smart lighting device (The specific model is not referred in
this paper, since we are currently in the process of a responsible disclo-
sure procedure with the vendor.), that is focused on vulnerabilities and
misconfigurations found on hardware, embedded software, cloud services
and mobile applications. In addition, we construct a Common Vulner-
ability Scoring System (CVSS) like vector for each attack scenario, in
order to define the required capabilities and potential impact of these
attack scenarios and examine their potential exploitability and impact.

Keywords: Internet of Things · Smart lights · Vulnerability analysis ·
Reverse engineering · IoT-enabled attacks

1 Introduction

Within the last decade, the combination of innovative technologies such as
Machine-to-Machine communications and Artificial Intelligence, fuse physical
and digital worlds via the introduction of interconnected, cyber-physical devices,
known as ‘smart things’. These IoT technologies enable the development and
operation of autonomous, self-aware systems with remote control and interoper-
ability capabilities. Smart things are usually equipped with wireless interfaces,
sensing and processing capabilities, and can be remotely managed via cloud-
based, Internet-facing services. Due to their low cost and easy deployment, var-
ious IoT devices are incorporated into critical sectors such as healthcare, trans-
portation, supply chain, agriculture, industry, energy production/distribution
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and urban environments. Adversaries, can then utilize the above characteristics
to launch remote, stealthy, cyber-physical attacks in ways that cannot be easily
identified and assessed [36].

Smart lighting systems combine the state-of-the-art lighting technology
including Light Emitting Diode (LED) and/or Organic LED (OLED) with sen-
sors (e.g. ambient light, acoustic, ultrasonic, infrared, location), wireless network
interfaces, (e.g. Ethernet, WiFi, Z-Wave, ZigBee Light Link - ZLL), vendor-
specific application software, as well as cloud services (e.g. If-This-Then-That –
IFTTT) [24], in order to enable remote control, interoperability and autonomous
operation. Via these features they achieve optimization of energy consumption,
visual comfort, safety, remote control and adaptability in various environments.
Their vast adoption has lead to a significant production cost reduction which, in
turn, resulted in making them one of the most wide-spread smart IoT technolo-
gies. Smart lighting systems can be remotely managed via smartphone appli-
cations that utilize local and/or remote connectivity through cloud services.
Popular smart lighting systems utilize Apple’s HomeKit (Siri), Amazon’s Echo
(Alexa) and Google Home, in order to enable remote control via voice com-
mands. Near-future advanced intelligent lighting technologies may include, real-
time luminosity and spectrum self-adjustment capabilities.

Smart Lighting Systems and Critical Infrastructures: Risk Dependencies.
Attacking critical cyber-physical systems by exploiting a vulnerable IoT device
or service, has been an alarmingly increasing trend in recent years [36]. The
interconnectivity, interoperability and proximity of legacy Information and Com-
munication Technology (ICT) systems with IoT devices, acts as an enabler for a
plethora of new types of interactions on both cyber and physical level. Depend-
ing on the installation site, the attacks on smart lighting systems can attract
diverse types of attackers, ranging from security enthusiasts up to highly skilled
and motivated adversaries such as nation-state and organized cybercrime. An
adversary can take advantage of existing vulnerabilities and characteristics of
an IoT-enabled automation system such as smart lights to abuse and/or extend
its functionality (e.g. sensing capabilities, network connectivity, wireless adap-
tor’s operating frequency and available luminosity levels) and launch a variety
of cyber-physical attacks against nearby critical systems or even people [28,29].

The potential impact of IoT-enabled attacks is usually overlooked and can be
tricky to estimate since it depends heavily on the organization under study, the
systems being exploited and the type of the attack. For example, an organization
can sustain heavy damage from a Distributed Denial-of-Service (DDoS) attack
scenario that involves a plethora of seemingly non-critical, internet-connected
compromised home IoT devices and its Internet-facing ICT infrastructure [3].
Similarly, a network infiltration attack enabled by existing vulnerabilities in
smart lighting systems (e.g. CVE-2020-6007), may have a significant impact on
organizations such as banks or pharmaceutical companies. IoT-enabled attack
scenarios that involve vulnerable smart lighting systems in various environments,
may also result in data exfiltration, ransomware campaigns, disruption of orga-
nizations business’ processes, harm individuals by inducing epileptic seizures in
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a hospital’s environment [29] or trigger car accidents by manipulating the public
traffic lighting system [4,28]. In Fig. 1 we present a list of applicable attacks on
smart lighting ecosystem and the potential bussineswise impact for a variety of
installation domains.

Motivation. Although several security vulnerabilities for smart lighting devices
have been identified in the recent literature (e.g. [21,37]), still various systems
and components have not been tested. In addition, the related work is focused on
individual components of each smart lighting device or service rather than follow
a holistic approach and assess vulnerabilities found on hardware, embedded soft-
ware, radio networks, applications and cloud services. Moreover, although risks
that derive from IoT devices against legacy ICT/industrial systems have been
studied in the recent past [2,36,38] there hasn’t been a research that focuses on
the individual characteristics of smart lighting systems.

Businesswise impact 

Smart light’s Components

Attacks

Embedded 
Software/Hardware

Cloud APIs

Networks

Application 
ecosystem

Extract/Downgrade/Modify firmware, Gain system access, physical tampering,
disable/extend/abuse functionality of luminaries/sensors, exploit device APIs

Replay, Session Hijacking,  OWASP top 10, MiTM/DoS, 
Watering hole/Supply chain attacks

Passive sniffing, Replay/De-auth/DoS(jamming) attacks, network 
infiltration

Reverse engineering, Static/Dynamic analysis, Mobile 
access rights abuse, client-side attacks (e.g. MiTM)

Cause accidents/fatalities/financial damage/human discomfort, 
disrupt/delay/obstruct workflow, reduce physical security levelBrick, Disable

Light flicker Data exfiltration, cause accidents/fatalities/fiscal damage/human discomfort, 
harm humans (e.g. introduce Epileptic seizures)

Exploit Network 
proximity

Ransomware, delay/obstruct workflow, DoS attacks, Cause 
accidents/fatalities/financial damage/human discomfort

Distributed attacks Ransomware, DDoS attacks

Exploit embedded 
sensors

Privacy attacks, espionage, data exfiltration, reduce physical security level, 
Cause accidents/fatalities/financial damage/human discomfort

Exploit Network  
connectivity Gain initial foothold, lateral movement, Data infiltration/exfiltration

Exploit 
applications/APIs Privacy attacks, espionage, data exfiltration, Gain initial foothold 

e-Healthcare BuildingIndustryPower grid Transportation HomeCity
Installation 

Domain

Fig. 1. Potential impact of attacks on smart lighting systems for critical domains
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Contribution. In this paper, we conduct a holistic hands-on security analysis on
a popular IoT smart lighting device. In addition, we analyze applicable attack
vectors enabled by vulnerable smart lighting systems and examine their potential
impact in various sectors. In Sect. 3 we present an overview of our vulnerability
assessment methodology, as well as our findings on hardware, embedded soft-
ware, smart lighting cloud servers and mobile application. In addition, we con-
duct security tests on ZLL as well as 802.11.x wireless interfaces and their cor-
responding network services. The assessment takes into consideration previous
work on similar devices. In Sect. 4, we utilize our assessment findings, in order to
construct CVSS-like vectors, namely IntCV SS as defined in [35], which model
the required capabilities (exploitability metrics) and impact characteristics of
each attack scenario. This information may be useful by organizations when
conducting risk assessment in order to identify potential adversaries and risks
originating from IoT-enabled attacks scenarios that involve vulnerable smart
lighting systems. Finally, Sect. 5 concludes this paper.

2 Related Work

2.1 Security Frameworks and Requirements for IoT

Cybersecurity organizations both in Europe and the US begin to recognize the
security challenges involved in the IoT ecosystem, especially when these tech-
nologies are used in critical infrastructures. ENISA has published a tool1 as
well as a Baseline Security Recommendations for IoT report [10] that aims in
presenting a baseline of security measures necessary for the secure operation of
IoT devices that are installed on critical infrastructures. It focuses on autho-
rization/authentication mechanisms, data protection and compliance, cryptog-
raphy, secure interfaces and network services, privacy by design and Third-Party
relationships.

USA, on the other hand has declared the Internet of Things Cybersecurity
Improvement Act of 2017 2, based on which NIST has defined a set of security
guidelines for IoT devices purchased by the federal government [13]. Among oth-
ers, the act defined minimum security requirements regarding vendors: Support
of security patching, rely on industry standard protocols, prohibit hardcoded
passwords or have any known security vulnerabilities. In addition, NISTIR 8259
[11] describes basic recommendations to manufacturers, on how to establish
cybersecurity features including the necessary security services to customers,
for IoT devices that are equipped with at least a transducer (sensor or actua-
tor) and at least one network interface (e.g. Zigbee, WiFi). Furthermore, in [12]
(NISTIR 8259A) authors specify technical baselines in security areas regarding
Device Identification, Device Configuration, Software Update, Data Protection,
Logical Access to Interfaces and Cybersecurity State Awareness.

1 https://www.enisa.europa.eu/topics/iot-and-smart-infrastructures/iot/good-
practices-for-iot-and-smart-infrastructures-tool/.

2 https://www.congress.gov/bill/115th-congress/senate-bill/1691.

https://www.enisa.europa.eu/topics/iot-and-smart-infrastructures/iot/good-practices-for-iot-and-smart-infrastructures-tool/
https://www.enisa.europa.eu/topics/iot-and-smart-infrastructures/iot/good-practices-for-iot-and-smart-infrastructures-tool/
https://www.congress.gov/bill/115th-congress/senate-bill/1691
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2.2 Attacks on Lighting Systems

Several works can be found in the literature that examine practical attacks
against smart lighting systems, as summarized below.

Privacy/Side Channel Attacks on Light Emitting Devices. Xu et al. [40]
demonstrated an attack that exploits the emanations of changes in light so as to
reveal the actual television programs. The researchers were able to identify the
content being watched among a reference library of tens of thousands of videos
within several seconds. In [31,32] the authors demonstrated that it is possible
to determine what the user is currently watching on TV, just by exploiting the
ambient light sensor of a user’s smartphone/smartwatch whereas Ferrigno et al.
[15] were able to retrieve AES keys by capturing the light (photons) emitted from
a micro-controller (picosecond imaging circuit analysis). In [22,23] the feasibility
of privacy attacks was examined on audio-visualizing and video-visualizing sys-
tems as well as the exfiltration of potentially sensitive information by exploiting
infrared light sensors/actuators.

Covert Channels/Remote Control. Covert channels can occur when sources
of electromagnetic, acoustic, thermal and/or optical wavelength are used as
transmitters to create communication channels [42]. Ronen and Shamir [29]
demonstrated how the exfiltration of potentially sensitive data from air-gaped
systems is possible by creating a covert channel via the extension of the func-
tionality features of a smart lighting system. Zhou et al. [42] demonstrated that
is possible to create a covert channel via infrared module of an air-gaped system.
Guri et al. [18] manage to exfiltrate data via invisible to human eye, low contrast
and/or fast flickering images whereas in [17] researchers achieved similar results
by exploiting security cameras with infrared modules. Similarly in [6], abusing
the functionality of normal/Infrared LEDs can lead to hard-to-identify optical
covert channels and/or even disable visual equipment via Denial-of-Service (DoS)
and jamming attacks. In another approach Ronen et al. [28] proved that is pos-
sible to take over a large number of smart lighting systems by remotely infecting
just one smart lamp and a self-propagation infection process whereas researchers
investigated the possibility of triggering events in a smart home environment by
manipulating a smart lighting system presence sensors [34].

Smart Lighting Ecosystem Vulnerabilities. Vulnerability analysis of smart
lighting systems have been studied in [7,25]. Quang Do et al. [8] analyze the
threats for three types of adversaries, forensic passive/active and real-time active
for smart lighting systems. In particular, they analyzed security vulnerabilities
of both LIFX 1000 series as well as Belkin WeMo switch for all three prede-
fined type of attackers. The researchers examined specific capabilities such as
passive/active eavesdropping (intercept/selective forwarding) and replay control
messages (transmit and modify). In [1] the researchers examined popular IoT
devices, including a WeMo switch, for leaking sensitive data to outsiders such as
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Internet Service Providers (ISPs). Via Domain Name Service (DNS) queries and
relative network data streams they managed to identify the actual type and/or
state of an IoT device. Another study for privacy risks in smart household appli-
ances [26] revealed that WeMo motion sensor and switch kit do not implement
encryption and authentication schemes for network communications as well as
easy-to-discover communication ports thus making them prone to Man-in-The-
Middle (MiTM) and replay attacks. Researchers in [21] analyzed vulnerabilities
found in the WeMo smartphone application and communication protocols and
simulated cross-site scripting based phishing attack scenario.They managed to
recover WiFi password as well as exposing personal information by introducing
a ‘fake’ emulated device.

3 Security Analysis on a Smart Lighting System

The examined smart lighting system comprises of a smart light controller and a
light bulb with the former to have the following features and specifications:

– A Software restore push button, a region specific AC plug and a LED to
indicate power and Wi-Fi status.

– An internal IEEE 802.11 b/g/n WiFi radio 2.4 GHz antenna for communi-
cating with the local network and the Internet.

– An internal IEEE 802.14.5x b/g/n ZigBee radio 2.4 GHz antenna Home
Automation 1.2 Certified for communicating with the light bulb.

– One Spatial stream.
– Works with If-This-Then-That web platform that is used to connect to other

web applications.

3.1 Methodology Overview

A holistic approach is followed to identify the vulnerabilities and security miscon-
figurations of the smart lighting system. In particular, hardware characteristics
and embedded software, radio interfaces and network services as well as the cor-
responding mobile application and cloud Application Programming Interfaces
(APIs) are examined.

Hardware Components. Disassembling the smart light controller enabled
us to access its main circuit board. In particular, we managed to locate: the
flash memory chip (winbond 25Q128FVSG 1603 ) with 16 MB serial NOR
flash memory that communicates over a Serial Peripheral Interface (SPI); the
winbond W9825G6KH-61 1513P 643803400ZU chip that contains the Electri-
cally Erasable Programmable Read-Only Memory (EEPROM) of the device;
the Ralink RT5350F TP4KW33609 1601STA1 WiFi controller; the EM357
1536A00MB8 TM ARM (e3) 802.15.4x/ZigBee controller; and finally a Uni-
versal Asynchronous Receiver/Transmitter (UART) debugging interface, which
enables communication with any device equipped with a universal bus interface
such as Bus Pirate, accessible via a three pin layout.
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Flash Memory EEPROM WiFi

ZigBee 802.15.4x

UART
Interface

Fig. 2. Printed circuit of the tested control device and its main components.

Smart Lighting System Mobile Application and Cloud Services. The
mobile application is available for both Android and IOS platforms. It is used
for setting up, remote control and firmware update of the smart light con-
troller and light bulb(s). During our research we conducted both dynamic as
well as static analysis of the application. Via static analysis, hardcoded informa-
tion such as domain names, emails, passwords and encryption/verification keys
were retrieved. Via dynamic analysis, the interaction of the application with the
devices and/or the cloud servers can further be examined.

Radio Communications. By utilizing open source tools and a HackRF radio
antenna, we analyzed the network traffic between the mobile application, the
cloud servers and the control device. In particular, we examined both 802.15.4.x
(ZLL) and 802.11.b/g/n, 2.4 GHz, network interfaces that the control device uti-
lizes to communicate with the smart light bulbs and the mobile application/cloud
services respectively.

Risk Analysis of the Security Findings. Based on the vulnerabilities and
misconfigurations found, we defined all the corresponding exploitability and
impact metrics of each predefined attack. In particular, we adopt the risk assess-
ment methodology of [35] to assess the individual required exploitability and
impact characteristics of each attack scenario.

3.2 Security Analysis of the Smart Lighting Control Device

Firmware Extraction and Analysis. After disassembling the control device
the main board was accessible (see Fig. 2). Each chip of the main board was iden-
tified in order to locate the on-board chip that contains the embedded software
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of the device. Then, using a General-Purpose Input/Output (GPIO) of a Rasp-
berry PI 3 device, a clip that matches the type of the on-board chip (SOIC8),
and flashrom3, a utility for identifying, reading, writing, verifying and erasing
flash chips, enabled us to extract all of the contents of the flash memory chip to a
binary file. During this process, no anti-tampering mechanisms or other security
countermeasure(s) that could prevent firmware extraction were identified (e.g.,
encrypted filesystems, read/write protection mechanisms [9]) (Fig. 3).

Fig. 3. Lab setup for firmware extraction

In order to access the extracted filesystems from the binary file, the binwalk
software tool4 was utilized. After an analysis of the dumped files we identified
that the extracted file systems and the boot-loader are stored on the same mem-
ory chip. This is considered a bad security practise, since the bootloader should
always be stored in a write-protected chip to ensure the integrity and validity
of the operating system during the boot process. As the bootloader is contained
within the same re-writable flash memory chip with the main filesystem, this
makes possible to modify the bootloader in order bypass security mechanisms
(e.g. [37]). An analysis of the extracted filesystems revealed the following:

– The file named wireless in etc./config directory indicates that the initial val-
ues of WiFi with ‘encryption’ option set to ‘none’ and also contains the initial

3 https://flashrom.org/Flashrom.
4 https://github.com/ReFirmLabs/binwalk.

https://flashrom.org/Flashrom
https://github.com/ReFirmLabs/binwalk
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‘passkey’ for a given Service Set Identifier (SSID). This in turn means that
during the device initialization process, an adversary may connect to the
network and intercept sensitive information (e.g. the new WiFi key).

– The file root/.gnupg contains the public key in .asc format (XXXPubKey.asc)
that is used for verification of the downloaded signed firmware file during the
update process.

– The passwd file of etc. folder contains only the root user. This actually means
that all system and network services are being run with root privileges. An
adversary could utilize this information and target any network service avail-
able, since, compromising the network service via an existing remote code
execution vulnerability (e.g. CVE-2019-12780) would result in accessing the
device with administrator rights.

– Many of the recovered script files included several informative comments
regarding the functionality of the code, similar to the ones that can be
found in the source code of development stage of an application. This in
turn, can assist an adversary to further understand and reverse engineer
the functionality of a program in order to bypass any security countermea-
sures. For example, by reading the comments and relative code of the file
sbin/firmware update.sh, we manage to understand that during an Over-
The-Air (OTA) update process the script does not ensure that the downloaded
firmware is a newer version from the already installed version. Although we
did not perform such an attack, this can be used as an indicator that a
firmware downgrade attack is feasible.

Mobile Application and Cloud Servers Security Analysis. Android
mobile applications can be easily decompiled and, depending on the obfusca-
tion level, reverse engineered. Via apktool we manage to decompile the applica-
tion and access the configuration (AndroidManifest.xml) as well as smali files
of the smart lighting system application. Further analysis of the AndroidMani-
fest.xml file revealed that the application supports Android version 6.0 (referred
as Software Development Kit - SDK version 23) which by default allows user
added certificates. This was a clear indication that MiTM attacks are possible
for this version of the application without any modification of the application.
By using open-source tools such as jadx5, we reversed the application code to
its .class files. Applying some minor modifications of the configuration file
res/xml/network security config.xml enable us to make the application to trust
our user added certificate in order to perform MiTM attacks between the mobile
application and the control device/cloud services. In particular:

......
<xml version="1.0" encoding="utf-8"?>
<network-security-config>
<base-config cleartextTrafficPermitted="true">
<trust-anchors>

5 https://github.com/skylot/jadx.

https://github.com/skylot/jadx
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<certificates src="user" />
</trust-anchors>

</base-config>
</network-security-config>
.....

After recompiling the modified application into an apk file and installing it
to a smartphone, we proceeded in launching the MiTM attacks. We utilized the
application’s firmware update functionality to intercept the network communica-
tions. During the authentication process with the cloud servers, the application
crafts two new packets with the location of the firmware file(s) and post them
to the server. Then, each firmware file is forwarded to the device’s location in
order to trigger the firmware update task. Static analysis of the application’s
decompiled code revealed several Https links of cloud APIs. Although we were
able to validate their existence, we considered them out of scope, since, they did
not play any part in our vulnerability assessment scenario.

A closer look to the network packet containing the firmware update link,
revealed a publicly available Internet location containing a plethora (aprox.
1400) of firmware update files of several types: Build Verification Testing (BVT),
Design Validation Test (DVT), Engineering Validation Test (EVT) and Produc-
tion Validation Test (PVT). We also managed to map the firmware update files
to a number of types of smart IoT devices that included smart light bulbs, light
switches, control-link, air purifiers, dimmers, relays and coffee maker machines.
In addition, for each device there were available firmware update versions since
2016. To further evaluate the available firmware files we first extracted the major-
ity of the filesystems from gpg images using the already obtained public key
(XXXPubKey.asc) and the binwalk tool. Then, via custom scripts to automate
the process, we analyzed the extracted filesystems. The operating system dis-
covered, was an obsolete version (10.03), dating back to 2010 (latest release
21.02.0-rc46), of the Open Wireless router (OpenWrt) Linux distribution, that
is mainly used for devices like routers and IoT devices. Furthermore, the anal-
ysis revealed that, in most cases, the root was the only user of the system and
that all the available root passwords were limited to just four, for the major-
ity of the update firmware files. This, in turn, amplifies significantly the impact
for a plethora of Internet-facing IoT devices in case where these passwords are
reversed/cracked (e.g. via brute force/dictionary techniques) since they are in
danger of being fully compromised.

Non-intrusive, enumeration checks of web servers and API services (e.g. via
banner-grabber techniques) revealed that they run on obsolete and/or vulner-
able software including an Apache Tomcat 8.5.38 (latest stable version 8.5.65)
with several vulnerabilities including a potential Remote Code Execution (RCE)
vulnerability (CVE-2019-0232) and an obsolete Apache 2.2.31 (latest version
2.4.46) that runs over Http. Interestingly enough, the latter operates also in
Https mode but only for Secure Sockets Layer (SSL) version 3 and Transport

6 https://downloads.openwrt.org/releases/.

https://downloads.openwrt.org/releases/
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Layer Security (TLS) version 1.0 protocols, both of which are considered as
depreciated. Even though SSL/TLS is not utilized during the update process,
it might be used in other vendor legacy products. The SSL 3.0 and TLS 1.0
are susceptible to several high-severity vulnerabilities such as POODLE (CVE-
2014-3566), SWEET32 (CVE-2016-2183, CVE-2016-6329) and BEAST (CVE-
2011-3389, CVE-2013-2566, CVE-2015-2808). During our tests we have also dis-
covered that the secure client-initiated renegotiation process is susceptible to
DoS attacks7 and that both sites were prone to Cross Site Scripting (XSS) and
data injection attacks. In addition, several other Internet-facing directories with
publicly available, update firmware files of other IoT devices were discovered,
but they were considered as out-of-scope and were not further assessed.

Fig. 4. The intercepted packets during the authentication process of the mobile appli-
cation with the cloud servers

During the authentication process the mobile application sends a POST
request to the cloud server containing the refresh-token, the Client-secret,
the XXX-Client-type-id and the Client-id. Via static analysis we were able
to locate in unencrypted form both the Client-secret and the Client-id
hardcoded in the mobile application. This is a bad security practice as it can
significantly increase the possibility of compromising the authentication process,
since all but one of the variables of the POST request are already known. Fur-
thermore, it can lead to a session hijacking in the case where the authentication
token (access-token) is intercepted (see Fig. 4). During the authentication pro-
cess the authentication cookie was intercepted and confirmed as a JavaScript
Object Notation (JSON) web token8. Even thought the token is signed and the
modification of its contents is not possible, some information can be inferred:
From the header we can deduce that the encryption algorithm in use is the

7 https://owasp.org/www-pdf-archive/OWASP TLS Renegotiation- Vulnerability.
pdf.

8 https://jwt.io/.

https://owasp.org/www-pdf-archive/OWASP__TLS_Renegotiation-_Vulnerability.pdf
https://owasp.org/www-pdf-archive/OWASP__TLS_Renegotiation-_Vulnerability.pdf
https://jwt.io/


210 I. Stellios et al.

Hash-based Message Authentication Code (HMAC) SHA-256 (‘alg’: HS256).
Moreover, from the creation and the expiration time we can infer that the valid-
ity time period of the token is set to 3 days. The latter is considered as a bad
security practise, since it is very hard to revoke an authentication token once it
is delivered to a recipient. This is the main reason why expiration time should
not exceed a short period of minutes/hours. Finally, during the password reset
process, the new password was included in the POST request both in encrypted
as well as plain-text form. Although the communication was via Https, this leave
the password exposed in MiTM attacks if the SSL/TLS encryption is compro-
mised (Fig. 5).

Fig. 5. The intercepted POST request during the password reset process. The password
is sent both in plain-text (temmPassword) and encrypted (newPassword) form

Network Communications Analysis

ZigBee Light Link Network Protocol Vulnerabilities. ZLL network protocol is
utilized by the control device to administer the smart light bulbs. In ZLL a
master network key is used each time a new device is registered in the network.
Unfortunately, the ZLL master key was leaked thus compromising the light bulb
pairing process [5]. An adversary can send a control signal forcing the light bulb
out of the network. Then, the network key can be retrieved by intercepting the
network pairing process. Other types of attacks include signal interference (jam-
ming), unauthorized network commissioning as well as Distributed DoS (DDoS)
and replay attacks.

In order to validate the vulnerabilities of ZLL network protocol, two python
scripts were created utilizing the Open Source Mobile Communications (OSMO-
COM)9 drivers and a HackRF device as a ZigBee jammer/receiver/transmitter.
In addition, the Wireshark network protocol analyzer was paired with gnu-radio
companion with IEEE 802.15.4x libraries such as Foo10 and RFtap11 (Fig. 6).

9 https://osmocom.org/.
10 https://github.com/bastibl/gr-foo.
11 https://rftap.github.io/.

https://osmocom.org/
https://github.com/bastibl/gr-foo
https://rftap.github.io/
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Fig. 6. Flowgraph of ZigBee network protocol (1) and Wireshark connectors with live
capture (2) and pcap autosave

We first simulate a real case scenario of a jamming attack and were able to
significantly expand the time-frame window of the pairing process thus enabling
us to capture the network key. In particular, we observed that an injection of a
5 s signal noise from the HackRF antenna towards the ZigBee network resulted
in a total loss of the communication of the control device with the smart light
bulbs for a period ranging between two up to five minutes. This in turn, allowed
us to capture the network key during the re-pairing process –by utilizing the
leaked global trust center link key– thus decrypting the whole network traffic. In
a similar attack scenario, an adversary would be able to launch both passive and
active network attacks (sniffing/replay attacks) and even infiltrate a corporate
network12. In addition, due to its characteristics, the jamming process could be
utilized in a low-profile, stealthy DoS attack scenarios (e.g. via war flying/driving
techniques) in diverse installation domains.

Wi-Fi Network Protocol Vulnerabilities. As described in previous work [21], the
WiFi passphrase could be reconstructed just by retrieving the Media Access Con-
trol (MAC) address and serial number of a switch device. During the initial setup
of the device we managed to validate the findings of the firmware analysis (open
access WiFi during setup process). We discovered that in order for the device
to communicate with cloud servers, Universal Plug and Play (UPnP) network
service is enabled by default. Via UPnP a request is made to the local router to
forward a port without any authentication requirements and user intervention.

12 https://research.checkpoint.com/2020/dont-be-silly-its-only-a-lightbulb/.

https://research.checkpoint.com/2020/dont-be-silly-its-only-a-lightbulb/
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This network feature has been known to have several vulnerabilities13,14 that
can enable an adversary to remotely control a plethora of smart lighting sys-
tems to launch DDoS attacks and even infiltrate corporate networks [19]. After
a quick search via Shodan engine15 we located several devices of the specific
model/vendor publicly exposed on specific Transmission Control Protocol (TCP)
ports and retrieve, their current running firmware version, Medium Access Con-
trol (MAC) address, name and serial/model number.

4 Analyzing Applicable Attack Vectors on Smart
Lighting Systems

During our security evaluation process, several vulnerabilities and misconfigu-
rations were discovered that if successfully exploited, may lead to a variety of
cyber-physical attack scenarios. In particular:

– Embedded software: Although physical access to the device is required in
most cases, attacks such as firmware extraction where easy to perform due
to the lack of anti-tampering mechanisms. In addition, modification attacks
can be considered plausible since the U-Boot partition resides on the same
memory chip without any write protection mechanisms. Furthermore, gaining
system access is possible via the Joint Test Action Group (JTAG) connectors.
Finally, downgrade attacks could potentially be performed via local network
and/or the Internet, since the communication with the servers is via plain
Http, while the main system update script does not check for the version
number.

– Mobile application: Some obfuscation in the source code prohibited us from
discovering the full functionality of the device’s mobile application but there
were no anti-tampering (integrity protection) mechanisms to prevent from
reversing and modifying the code. Forcing the application to trust our cer-
tificates enabled us to perform MiTM attacks. In addition, the hardcoded
IDs may be used to potentially compromise the authentication process with
the cloud servers. Moreover, misconfigurations such as the extended (3-day)
validity period of the authentication cookie, can be exploited in various attack
vectors.

– Cloud APIs: Cloud servers proved to be poorly protected against leaking of
sensitive information directly to the Internet, such as multiple (aprox. 1400)
unencrypted update firmware files of several types of IoT devices. The major-
ity of the firmware files were using an obsolete version (10.03) of OpenWrt
linux distribution dating back to 2010, were signed with the same key that
was extracted from the control device and utilized just the root user with
common root passwords across different types of IoT devices (4 different

13 https://www.checkpoint.com/defense/advisories/public/2020/cpai-2019-1605.
html/.

14 https://nvd.nist.gov/vuln/detail/CVE-2020-12695.
15 https://www.shodan.io/.

https://www.checkpoint.com/defense/advisories/public/2020/cpai-2019-1605.html/
https://www.checkpoint.com/defense/advisories/public/2020/cpai-2019-1605.html/
https://nvd.nist.gov/vuln/detail/CVE-2020-12695
https://www.shodan.io/
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passphrases for the majority of approximate 1400 firmware files). Further-
more, the installed versions of web application software as well as network
protocols were outdated and/or susceptible to attacks due to high-severity
vulnerabilities with publicly available exploits16. These vulnerabilities can
allow an adversary to launch potentially high-impact attacks with minimum
effort (e.g. supply chain/waterhole atatcks).

– Networks: Most (if not all) of wireless network types suffer from de-auth
attacks which was true for both ZLL and WiFi network interfaces of the
device. In addition, the device’s WiFi initial setup proved to be insecure
during the initiation/pairing process. Via HackRF and open source software
we managed to effectively jam both ZLL as well as WiFi signals which resulted
in an extensive period of unresponsiveness among the control device and smart
light bulbs and/or the connection in the local WiFi. Furthermore, we easily
managed to gain access in both networks and perform passive sniffing and De-
auth attacks. Finally via the Shodan search engine we managed to discover
several IoT devices of this type that utilize UPnP protocol to be accessible
from the Internet, leaking sensitive information such as MAC address and
firmware version.

Following the approach described in [35], we utilize the above information
to construct the relevant IntCV SS vectors, as presented in Table 1. These vec-
tors follow the CVSS structure, but in contrast to CVSS which describes the
characteristics of a vulnerability, IntCV SS is used to represent the minimum
capabilities required by an attacker in order to successfully trigger an attack
against an interacting device. The exploitability characteristics of IntCV SS are
used to determine the type(s) of the applicable threat actor(s) for each organiza-
tion under assessment. For example, if physical access to the device is required
(AV:P), then only adversaries with physical access are capable to trigger an
attack. In the same way, IntCV SS vectors characterized with High attack com-
plexity (AC:H) can only be triggered by highly skilled attackers. In addition,
the impact characteristics of IntCV SS are utilized to ascertain the level of the
sustained damage to the target device. In particular, individual C/I/A met-
rics are used in order to determine whether an attack can result in a full or
partial compromisation of an IoT device, thus allowing an adversary to propa-
gate to the actual target. The status field in Table 1 has the following meaning:
Confirmed indicates that the corresponding vulnerability was actually exploited
whereas plausible implies that there were strong indicators that a vulnerability
is exploitable.

Using Table 1 we can infer that attacks like firmware extraction/modification
require physical access to the device, with the exception of firmware downgrade,
for which there were strong indicators that it is plausible via network. Attacks
against Cloud APIs required only Internet access whereas session hijacking and
API exhaustion attacks were feasible only via local network. For network related
attack vectors we confirmed that both ZLL and WiFi are susceptible to passive
sniffing, replay, DoS and network infiltration attacks. The various attack vectors
16 https://www.exploit-db.com/exploits/47073.
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Table 1. IntCV SS vectors representing the required capabilities and impact metrics
for all applicable attack scenarios

Attack type Status IntCV SS

AV AC PR UI S C I A

IoT control device Firmware extraction Confirmed P L N N C H N N

Firmware downgrade Plausible N L N N C L-H L-H L-H

Firmware modification Plausible P H N N C H H H

Device system access Plausible P L N N C H H H

Cloud API servers Access sensitive information Confirmed N L N N C H N N

Waterhole attack Plausible N H N N C H H N

API manipulation Plausible A ND N N C L L L

session hijacking Confirmed A L N N C L-H L-H L-H

API exchaustion Confirmed N L-H N N C N N L-H

XSS/SQL injection etc. Plausible N L-H N N C L-H L-H L-H

Server-side Man-in-The-Middle attacks Plausible N L-H N N C L-H L-H N

Device’s ZigBee

network

De-Auth attacks Confirmed A L N N C N N H

Passive sniffing Confirmed A L N N C L-H N N

Replay attacks Confirmed A L N N C L-H L-H N-H

DoS attacks Confirmed A L N N C N L L

Gain network access Confirmed A L N N C L N N

Device’s WiFi

network

De-Auth attacks Plausible A L N N C N N H

Passive sniffing Confirmed A L N N C L N N

Replay attacks Plausible A L-H N N C L-H L-H N-H

DoS attacks Confirmed A L N N C N L L

Gain network access Confirmed N L N N C L N N

Device’s mobile

application

Reverse engineering Confirmed N L N N C L-H L-H N

Dynamic analysis Confirmed N L N N C L-H L-H N

Application rights abusal Plausible L L-H L N C L-H L-H N-H

Application modification Confirmed N L N N U L-H L-H N-H

Client-side Man-in-The-Middle attacks Confirmed A L N N U L-H L-H N

AV: P = Physical, L = Logical access, A = Adjacent/Proximity, N = Remote network access

AC/PR/UI/S/CIA: N = None, L = Low, H = High, ND = Not Defined

when combined with Low Attack Complexity metric and the fact that there is no
privilege requirements, favor the diversity of applicable threat agents with varied
motives ranging from e.g. activists who just want to protest and seek to harm the
reputation of a government’s organization17, to nation-state adversaries who may
target against other nations’ critical infrastructures [16,20]. As smart lighting
systems may be installed in a variety of critical sectors, they may act as attack
enablers or attack amplifiers against nearby critical targets [36].

5 Conclusions

Although vulnerabilities of smart lighting systems have been studied in recent
years, risks that derive from these systems have been mostly overlooked. As a
step towards covering this gap, in this paper we presented a thorough security
evaluation of a popular smart lighting IoT device. In particular, we examined
potential attack vectors for hardware, embedded software, mobile application,
17 https://www.bbc.com/news/technology-12110892.
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wireless networks and cloud services. During our research we combined known
vulnerabilities with new ones found in embedded software, mobile application
and cloud APIs. In addition, we analysed potential attack scenarios regarding
smart lighting systems for various installation domains, including critical ones.

Although the direct impact of attacks against smart lighting systems is usu-
ally considered as limited, it may be very high if vulnerable smart lighting sys-
tems are part of IoT-enabled attacks against critical systems. Depending on the
installation environment, the impact may vary significantly including service
disruption, pivoting to other systems, data exfilteration or even affect patients’
health [36]. Therefore, operators and security administrators should realize that
installing off-the-shelf IoT devices in direct/indirect connectivity and/or proxim-
ity with critical cyber-physical systems can increase significantly the risk level
since it can create new, subliminal attack scenarios that can have an adverse
impact on organizations [36]. Adopting security best practices as described in
ENISA and NIST [10–13] can help set a security baseline for vendors when
manufacturing IoT devices. In addition, state-of-the-art solutions which may
improve IoT security in the near future include, including among others, the use
of blockchain, artificial intelligence and machine learning techniques [14,27,39],
improved IoT authentication schemes [33], securing the update process [41] and
IoT related security frameworks [30].
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Abstract. The Internet of Things (IoT) networks promote significant
convenience in every aspect of our life, including smart vehicles, smart
cities, smart homes, etc. With the advancement of IoT technologies, the
IoT platforms bring many new features to the IoT devices so that these
devices can not only passively monitor the environment (e.g. conven-
tional sensors), but also interact with the physical surroundings (e.g.
actuators). In this light, new problems of safety and security arise due
to the new features. For instance, the unexpected and undesirable phys-
ical interactions might occur among devices, which is known as inter-
rule vulnerability. A few work have investigated the inter-rule vulnera-
bility from both cyberspace and physical channels. Unfortunately, only
few research papers take advantage of run-time simulation techniques
to properly model trigger action environments. Moreover, no simulation
platform is capable of modeling primary physical channels and studies
the impacts of physical interactions on IoT safety and security. In this
paper, we introduce TAESim, a simulation testbed to support reusable
simulations in the research of IoT safety and security, especially for the
IoT activities in home automation that could involve possibly unexpected
interactions. TAESim operates over MATLAB/Simulink and constructs
a digital twin for modeling the nature of the trigger-action environment
using simulations. It is an open-access platform and can be used by the
research community, government, and industry who work toward pre-
venting the safety and security consequences in the IoT ecosystem. In
order to evaluate the effectiveness and efficiency of the testbed, we con-
duct some experiments and the results show that the simulations are
completed in a few seconds. We also present two case studies that can
report unexpected consequences.
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1 Introduction

Internet of Things (IoT) greatly revolutionizes home automation due to the
exponential growth of IoT devices. It is expected to have over 50 billion IoT
devices connected to the Internet by the end of 2020 [20]. Although the IoT
technologies can offer a lot of convenience, new concerns have been raised about
the safety and security of the smart home environment [2,7]. For instance, Mirai
malware launched a large-scale Distributed Denial of Service (DDoS) attack
through controlling over 600,000 vulnerable IoT devices [31]. The adversary can
break into the home network by exploiting the flaw in firmware [44]. More specif-
ically, a worm could self-replicate and spread throughout ZigBee among smart
bulbs [42]. Moreover, design flaws have been recently found in the SmartThings
platform and vulnerable third-party applications could compromise the platform
[22]. Some work investigate the possibility of launching attacks by leveraging the
physical capabilities of IoT devices. For example, a smart bulb could eavesdrop
the sensitive traffic and expose it by flashing the light stealthily [41].

The recent research has improved the IoT safety and security by work-
ing at addressing the traditional issues of IoT security including design flaws
[22,24,29,50], malware [22,44], protocol vulnerabilities [27,33,40] and firmware
vulnerabilities [26,44]. Different from these work, we focus on a new type of safety
and security issue caused by the inter-rule vulnerability. Due to the increasing
complexity of smart home configuration, IoT apps are co-employed in an environ-
ment and they can interact with each other via a common device. Besides, some
IoT devices can not only communicate via network but also have the functional-
ities of sensing and affecting the physical environment. These interactions may
lead to undesired and unexpected consequences. The attack can be launched to
leave the user in a risky state. For example, the door is unlocked when there is no
person at home or the heater is turned off to create the ‘unpleasant’ state when
it is winter. In order to alleviate the security problem caused by the interactions
of IoT devices and apps, some research recently shed light on the discovery of
the risky interactions [8,10,14,17,36].

According to [19], there are two types of the interactions given an IoT envi-
ronment with IoT apps and devices co-employed:

– Cyberspace interaction. The network enables the interaction of apps via the
channels in cyberspace such as time, and home mode. For instance, given two
apps, a light is turned on when the sunsets and a door is unlocked when this
light is on [10]. The event light.on is shared in the same device in cyberspace.
The term ‘cyberspace interaction’ represents IoT app interaction when IoT
apps operate on the same device.

– Physical interaction IoT has a unique feature that devices can interact with
each other via physical channels such as temperature, illuminance, and humid-
ity [4,17]. For example, an app turns on a heater and another app opens a
window when the temperature is higher than a threshold. The heater and
the temperature sensor are connected through a temperature channel then a
physical interaction is generated.
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Cyberspace interactions consist of one or multiple IoT apps and they can
leave users in an unexpected state. Some research such as Soteria [8] and IoTSan
[36] utilized a collection of safety policies to assess the safety and security of an
IoT ecosystem. More specifically, they discovered the cyberspace interactions
that violate the designed safety policies through model checking. For example,
conflicts usually happen when several IoT apps control a common IoT device.

Physical interactions can also lead to insecure situations, in which the adver-
saries can exploit the vulnerability. For instance, an app can control the window
when the temperature rises above a threshold and it exposes a potential break-in
vulnerability if a burglar manipulates the temperature. IoTMon [17] leveraged
static analysis techniques to discover all potentially vulnerable physical inter-
actions. Differently, IoTGuard [10] and IoTSafe [19] are dynamic solutions to
enforce the safety policy at run-time. IoTGuard mainly focuses on cyberspace
interactions in an IoT ecosystem and IoTSafe aims to capture real physical
interactions.

Different from cyberspace interaction, physical interaction faces more chal-
lenges for analysis. Firstly, static analysis techniques poorly explore the possible
paths for physical interaction since it highly depends on the real-world environ-
ment. For example, a program executed on a computer has the same behavior
wherever the computer is. However, an IoT app operates variously if the physical
channels differ. Secondly, dynamic analysis techniques rely on the development of
program simulation. For instance, the fuzzing technique runs the program and
mutates the input cases until a crash occurs. However, applying similar tech-
niques for IoT apps cannot resolve this situation because physical interactions
affect the operation of IoT apps in a different environment. IoTSafe successfully
modeled the physical channels depending on the employment of real devices and
sensors. However, the input cases have poor scalability, which means that they
cannot represent diverse scenarios. Moreover, recent work depend on the Smart-
Things simulator, which requires the instrumentation in early-stage and limits
the variety of IoT devices. In order to fill this gap, we propose a testbed to sim-
ulate the vast number of possible cyberspace and physical interactions among
multiple IoT devices and apps.

In this paper, we present a proof of concept of a simulation testbed, TAESim,
for IoT security of trigger-action platform, which is not included in previous
studies. Our method addresses the main challenges of the IoT trigger action
security analysis and makes the IoT environment simulation possible. By taking
advantage of MATLAB/Simulink, we implement a testbed with the capacity for
expansion, and it can properly model the behavior of the channels and devices.
In the proposed testbed, multiple IoT apps can be executed simultaneously, and
joint behavior on channels from multiple devices can be represented as well.
We implement several devices, two cyberspace channels (i.e., time and home
state) and seven physical channels (i.e., temperature, humidity, smoke, motion,
illumination, ultraviolet, and water). It is worth noting that more devices and
channels can be added to the simulation testbed. Moreover, the testbed is allowed
to randomly adopt unexpected factors such as human interaction, sudden shut-
down, etc. Furthermore, the proposed testbed supports several research direc-
tions. For example, simulating the IoT system before installing devices and apps
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at home, or creating the corresponding digital twin to predict future behavior for
the inter-rule vulnerability. We also verify the effectiveness and efficiency of the
testbed. The simulation results demonstrate that our testbed can properly model
the interactions between devices and the joint effects on the physical channels.
Although some other testbeds have been proposed in previous work, there is
widely adopted testbed for researching safety and security of trigger-action envi-
ronment. Han et al. [28] proposed a simulation toolkit, DPWSim, for supporting
the development of IoT application that used Devices Profile for Web Services.
Lee et al. [32] proposed CyPhySim that leveraged the state machine, continuous-
time solver, and discrete-event simulation engine to simulate an cyber-physical
system. FIT loT-LAB, presented by Adjih et al. [1] composed thousands of
wireless nodes to accelerate the IoT development. Comparatively, our proposed
testbed investigates the practical interaction modeling and has substantial scal-
ability and superior performance.

The rest of the paper is organized as follows. Section 2 presents the related
work and motivation of this paper. In order to establish this testbed for IoT
security research, we discuss the main challenges in modeling the IoT trigger-
action environment and assessing its safety and security. Section 4 introduces the
details of the components in the implementation of the TAESim. We evaluate
the efficiency of the testbed and present the representative case studies in Sect. 5.
Finally, Sect. 6 concludes this paper.

2 Related Work and Motivation

This paper aims at modeling the trigger-action environment that can be helpful
at steps in the assessment of security, safety, and privacy of IoT automation
systems. We first reviewed the recent work and present the motivation of our
proposed testbed.

2.1 Related Work

Previous work have proved that static techniques can identify and improve IoT
safety and security. Without executing programs, it provides scalability espe-
cially when the large-scale study is performed. Fernandes et al. [22] analyzed the
SmartApps obtained from the official store in 2016 and identified that over 55%
of them were vulnerable to the over-privileged attacks. Besides, they reported
that no sufficient protection was provided from SmartThings for the sensitive
data, which leaded to exploitable vulnerabilities such as event spoofing and
leakage. SAINT [7] detected the sensitive data flow by tracking the sensitive
sources to the external sinks in the information flows. SOTERIA [8] leveraged
model checking to discover the violations based on the user-defined security and
safety properties. Similarly, IotSan [36] verified the security and safety proper-
ties using model checking especially focusing on the interactions between devices
and apps. However, both SOTERIA and IotSan only consider cyberspace inter-
actions in the proposed approaches. IoTMon [17] first discovered all potential
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physical interaction chains from the IoT apps and reported security and safety
risks. Nevertheless, it cannot find the violations for run-time policy violations in
real-world IoT deployments as well.

On the other hand, the results from the static analysis on IoT apps can pro-
vide rich information to guide run-time enforcement. SmartAuth [48] used the
static analysis model obtained from the descriptions of IoT apps to keep the
run-time behaviors of IoT apps consistent. It alleviated the security threats of
over-privileged IoT apps. FlowFence [23] addressed the data leakage and permis-
sion abuse issues through leveraging the information flow resulting in blocking
undefined ones. HoMonit [51] analyzed the source code of IoT apps and defined
a normal traffic behavior model to detect the risky behaviors at run-time. IoT-
Guard [10] enforced the policies in multi-app environments to detect the viola-
tions by means of chaining rules and analyzing their reachability. IoTSafe [19]
practically inspected physical interactions in a IoT environment and dynamically
assessed the safety and security of it.

2.2 Motivation

An IoT device can not only be triggered by the cyberspace event and the physical
channels but also exert influence on the physical environment (e.g. temperature,
humidity, brightness). The attacker can exploit an IoT environment via an inse-
cure and unsafe interaction leading the users to be in an unexpected state [17].
For example, if a robot vacuum is tampered with, the window could be opened
via the physical motion interaction. Given three apps, a home mode app, a win-
dow app, and a robot app, a potentially unsafe interaction might exist in this
smart home. The first app assigns the home mode ‘Occupied’ when the motion
sensor detects a movement.

The window app controls the window to be opened if the temperature rises
above a threshold and the home mode is ‘Occupied’. The robot app sets a timer
to trigger a vacuum operation. In this example, the temperature near the ther-
mometer sensor could be raised above 85F to trigger a window opening action,
which may leave home in a potentially unsafe situation, such as burglar break-in.

This type of vulnerability is called inter-rule vulnerability and it is very
difficult to be identified by a manual process. Different from the software and
hardware vulnerability, inter-rule vulnerability potentially exists in the interac-
tions between devices. It is an unexpected consequence after the devices interact
with each other. On the other hand, it is similar to the traditional vulnerabil-
ity because it directly leaves the user in an unsafe state or can be exploited by
adversaries. There are a few factors that might lead to inter-rule vulnerability
including malicious apps, broken devices, user’s vulnerable configurations, etc.
Meanwhile, many research work aim at eliminating the real-world risks through
dynamically discovering the vulnerabilities in run-time before the users set up the
devices in an IoT ecosystem. The authors deploy the apps on the SmartThings
simulator to capture the run-time information including the device status and
user’s configurations but there are some limitations. Firstly, although it provides
a collection of the devices for selection, new products are often not available in
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the simulator. Secondly, SmartThings simulator is running on the online server
maintained by Samsung. Previous work leveraged a collection of SmartThings
commands from its documentation for information collection in run-time. So,
it is necessary to instrument the target apps before dynamic analysis starts.
Moreover, if the SmartThing server does not allow the data exchange for secu-
rity consideration, it will be impossible to utilize the SmartThing simulator for
security analysis. So, we are motivated to propose a dynamic analysis simulator
that is capable of modeling IoT environments including channels, devices, and
apps.

3 Challenges in Testbed Simulation

Compared to traditional computing platform, IoT reveals several unique func-
tional characteristics while it poses unusual challenges in terms of code analysis
for security. In order to properly model the IoT environment and propose the
testbed, we focus on the trigger action environment and discuss the challenges
that a simulation testbed faces. In this section, we present five challenges from
different aspects, including physical channels modeling, IoT apps modeling, auto-
mated test-case generation, multiple apps analysis, and interactions between IoT
devices and apps.

Physical Channels Modeling: A vulnerability can potentially lead the pro-
gram to crash, thus the system is at risk. IoT devices that execute the program
in firmware are in the same danger as well. Differently, the physical channels
are interacted into cyberspace connectivity by IoT devices. It can achieve unex-
pected consequences that the IoT apps deviate from the device functionality
caused by the misuse of physical channels. For example, the temperature can
be increased through maliciously turning on a heater by an adversary. Once it
exceeds a threshold, the window will be opened. The heater-temperature-window
interaction leads the room to be insecure and unsafe. Therefore, a burglar can
break into the house by controlling the indoor temperature.

Besides, the physical channels and the joint influence of physical channels are
different from the consequence of a single device when multiple IoT devices and
apps operate together. For instance, the temperature is rising quickly when a
heater and an AC operate together. So the safety and security of apps of trigger
action platforms not only affect the stability of the program but also raise the
concerns on the physical environment.

IoT Apps Modeling: Most of the IoT devices usually constitute a complex
system, and it is hard to conduct a security assessment on them. In other words,
these systems cannot be executed and analyzed directly in a short time, which
requires appropriate simulation to accurately execute and analyze these kinds of
IoT systems. Importantly, the state and computational logic among these devices
should be able to be gathered during the simulation process on the heterogeneous
IoT system [30]. In addition, it is worth noting that simulating the physical
channels is difficult, including temperature, humidity, illuminance, etc. Similar
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to cyber-physical system simulation, it must involve the evolution of IoT system
state over time. So those requirements prompt to develop a simulator that can
execute the IoT apps by means of a discrete-event simulation engine through
continuous-time solvers and state machine-based modeling [32]. Many research
explored the demands of IoT system modeling and simulation [1,16,28,32]. For
example, IoTify provides the virtual device simulation on the cloud for IoT app
development [30]. However, existing simulators mainly focus on the development
of IoT device functionalities and often adopt the SmartThings web-based IoT
simulator. These simulators insufficiently support the diverse IoT devices and
apps, which limits the various functionality simulation for IoT apps.

Automated Test-Case Generation: A requirement of the dynamic analysis
deployment is the input data for program execution. Generally, inputs are the
entry points of a program. For IoT apps, the event triggers of IoT apps can be
considered as the inputs. Since input generation needs to be scalable, systematic,
and automated, it introduces the difficulties of input generation for IoT apps,
which manage multiple devices with different states. For instance, the thermostat
has an integer value attribute that introduces a large space for input generation
and a large number of test cases.

Fuzzing and symbolic execution are usually utilized for input generation and
code coverage increase. Fuzzing feeds the randomly generated inputs to an exe-
cuted app, while symbolic execution explores the paths using symbolic inputs
[5]. For example, IoTFuzzer [11] identified contents of IoT apps through dynamic
analysis and discovered the memory corrupted vulnerabilities based on the muta-
tion. Meanwhile, many work leveraged heuristics that intelligently explored the
code paths via input generation guidance to avoid redundants [6,15,34,39,49].
Yet, to our knowledge, tools that automate test input data and event generation
to execute IoT apps are non-existent. This motivates us to improve test-case
generation techniques as applied to IoT in the future.

Multiple Apps Analysis: Individual app analysis always focuses on the single
app in isolation while multiple apps analysis investigates the joint behavior of
several apps. In an IoT environment, apps can interact via the devices or events
in two ways: (1) when a device attribute is changed by an event handler and
this behavior triggers another event of a device. For instance, when the smoke is
detected, a light is turned, then the window is closed because the light is turned
on; (2) multiple apps operate on the same device. For example, the water valve
is closed when the leak is detected meanwhile it should be opened when the
sprinkler is activated by a smoke detector;

Although all individual apps are verified that each of them is secure and safe,
the interactions still can cause security and safety issues [9,13,18,37]. To avoid
the unexpected consequence through interactions, identifying the interactions
is essential for securing the IoT environment with multiple apps employed. It
motivates us to develop the dynamic approach for checking that the IoT apps
conform to safety properties when interacting with each other.
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Interactions Between IoT Devices and Apps: The services from trigger-
action platforms can be connected and employed simultaneously, including
IFTTT, Zapier, and Apiant. This platform provides a collection of APIs that
allow users to authorize services. For instance, a user with a SmartThings IoT
platform account can authorize the SmartThings service through the OAuth
protocol to communicate with their SmartThings account. REST APIs support
the service communication based on HTTP protocol [25]. So users are capable
to create their personally customized automation through using rules, which
connect the trigger event and the action event. When the event happens as the
trigger in service, the action of the rule is automatically operated in another
service.

The interactions between IoT apps from different trigger action platform
can make the IoT environment insecure and unsafe [3,10,46]. The analysis of
interactions between IoT apps requires Natural Language Processing for the
key information extraction. Specifically, rules called IoT apps, automated the
device behavior via either cyberspace interaction or physical interaction. So, it
is necessary to figure out the types of devices, channels, and events in the rules.
No matter what platforms the IoT system uses, determining the key informa-
tion from the description of rules can be accomplished using advanced natural
language processing techniques.

4 TAPSim: A Simulation Testbed

4.1 Overview

To model the trigger-action environment and address the challenges for the
IoT scenario simulation, we propose TAPSim to simulate the behaviors of the
IoT devices, apps, and interaction channels. We use MATLAB/Simulink as the
simulation engine because it fits the requirements of the proper discrete-event
simulation.

MATLAB is a programming and numeric computing platform for data anal-
ysis, algorithms development, and model creation. It integrates Simulink that
is a block diagram environment for multi-domain simulation and Model-Based
Design, enabling the algorithms incorporation and result analysis. Simulink pro-
vides a graphical editor, customizable block libraries, and solvers for model-
ing/simulating dynamic systems. We find that MATLAB/Simulink is proper for
the simulation of an interactive IoT system. We create the complex digital twin
of smart home through system componentization and reuse components through-
out the model with subsystems and model references. The detailed components
will be discussed in the following sections.

4.2 Devices

In this section, we present the way to model the IoT devices in this testbed.
Simulink provides a block, Data Store Memory, to store a global variable during
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Fig. 1. An IoT device (heater) modeled in Simulink

the simulation. It meets the demands of the modeling status of the device (e.g.
on and off). For example, in Fig. 1, we create a Data Store Memory block for
storing the device state.

Initially, the default value is set up with 0 and can be randomly specified
for test case generation. In the properties page of each Data Memory block, it
allows to visually input a default value from the Signal Attributes tab. Value
0 or 1 for each Data Store Memory block represents on or off for status of the
relevant device. We also create a value output module for saving and sending the
device state with the time series. It consists of three blocks: Data Store Read,
UDP Send, and To Workplace.

Data Store Read block outputs the value of the corresponding device state
at every sampling time. We connect this block to the other two blocks for data
saving and sending. The upper one, the UDP Sender block could send its received
value to a particular IP address based on UDP communication for data storage.
We create this block for further research if users need to communicate with the
analysis engine. Besides, the To Workspace block saves the input signal to a
workspace during simulation. When the simulation is paused or completed, the
data written in the workspace can be retrieved or viewed visually.

Our testbed considers smart plugs as the particular smart devices that plug
connect to. For instance, a plug is viewed as a bulb when a smart plug connect
to a bulb The plug is modeled as an integral part of its connected device because
these kinds of devices have limited functions like turning on and off.

A device can affect one or multiple physical channels. So we need to identify
the physical channels and interactions between them. Many research discovered
the potential physical interactions among IoT devices [9,14,18,37]. They stati-
cally analyzed the IoT apps to construct a Dependency Graph and discover the
possible physical channels and corresponding interactions. The physical interac-
tions between devices are context-sensitive in a real-world IoT system. To capture
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the real physical channels, Ding et al. [19] dynamically identified the real and
context-sensitive physical interactions using the practical devices. The results
are shown in Table 1.

In this study, we model the physical interactions between the heater channel
and the temperature channel. We adopted the heater simulation from Simulink
[43] and the model of the heating influence can be described as follows:

dQ

dt
= (Theater − Troom) ·Mdot · c (1)

where dQ
dt represents heat flow from the heater into the room. c is the heat

capacity of air at constant pressure. Mdot is the air mass flow rate through the
heater (kg/min). Theater is the temperature of hot air from the heater and Troom

is the indoor temperature at the same time. These parameters are pre-defined
before the simulation starts. For different devices, adjusting relevant parameters
deals with the various situations. If the device cannot be easily modeled based on
this equation, it allows the function to directly change the value of the physical
channel by a minute. Once the state of the heater is on, the room gains heat and
temperature changes over time.

Table 1. Summary of interactions of 16 IoT devices. � represents the physical inter-
action is identified which means that the IoT device has the influence on the physical
channel.

Device Temperature Humidity Smoke Motion Illuminance Ultraviolet Water

AC � �
Heater � �
Vent � �
Fan �
Window � � � �
Radiator � �
Humidifier �
Coffee machine �
Robot �
Stove � �
PC �
TV �
Air fryer � �
Light �
Shade � � �
Valve �

4.3 Channels

In an IoT environment, the automation is achieved by producing interactions via
channels. More specifically, the devices can communicate and act under a certain
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condition via network, such as Wi-Fi, Zigbee. Moreover, the physical environ-
ment can enable the device to activate the automation including temperature,
illuminance, etc. Thus, there are two kinds of channels including cyberspace
channels and physical channels. In this section, we introduce how to model the
both types of channels.

Cyberspace Channels: In order to model the interaction in cyberspace, we
create a time channel measured in minutes. The IoT apps are always executed
with one or two minutes’ delay [35]. In the TAESim, we assume that channels
and devices update their states every minute, since the time in simulation is
different from it in the real world. To simulate a dynamic system, we compute
its states at successive time steps over a specified time span. Time steps are
time intervals when the computation happens. The size of this time interval is
called step size. The process of computing the states of a model in this manner is
known as solving the model. Besides, we need a solver that applies a numerical
method to solve the set of ordinary differential equations that represent the
model. Through this computation, it determines the time of the next simulation
step. In the process of solving this initial value problem, the solver also can
satisfy the accuracy requirements. We use the Fixed-step solver and set the time
step as one, which means that the stop time represents the minutes that the
simulation executes.

Time is an important factor to simulate the smart home environment. In
order to fit several IoT apps that require time as the condition, we create a time
channel through a time block in Simulink. Moreover, we use a Function block to
convert minutes to hours and days for data analysis. Similar to modeling devices,
the Data Store Memory block stores the value and can be outputted to trigger
devices. Importantly, none of the devices can change the time channel.

Besides, many IoT apps complete the automation tasks based on a specified
condition. For example, an official SmartThing app usually uses the scheduled-
mode-change.groovy to change mode at a specific time of day. To properly cap-
ture the cyberspace interactions, we create another channel that is the home
mode. According to the practical usage of smart home, we design that there are
three home modes including Home, Occupied, and Sleep. The home mode can
be a condition in an IoT app and changing of home mode can be either trigger
or action. The home mode channel is editable to the IoT apps (Home is 0; Sleep
is 1; Occupied is 2). Similarly, it also can be read by a Data Store Read block.

Physical Channels: Simulating the physical channels at run-time can prop-
erly capture the interactions between devices. The physical modeling process
is often difficult to replicate because many complex factors are necessary to
be considered such as the house geometry, materials of the house, outdoor
weather [12,21,38,45,47]. These factors collaboratively influence physical chan-
nels including temperature, humidity, illuminance, smoke and so on. To address
the physical channel modeling challenges, we first identify the physical channels
and interactions in an IoT system. Table 1 shows the summary of implicit and
explicit physical interactions [19]. In order to simulate both implicit and explicit
interactions, we use the Function and Subsystem block in Simulink’s library to
model the states and changes of physical channels.
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We create seven physical channels in this simulation testbed including tem-
perature, humidity, smoke, motion, illuminance, ultraviolet, and water. For each
channel, a Data Store Memory block stores the value that represents the cor-
responding unit on the specific scale. For example, the Data Store Memory of
indoor temperature channel stores the degree Celsius that measures the tem-
perature on the Celsius scale. It can be affected by many factors such as the
outdoor temperature, heater, fan, etc. We provide a function that defines the
daily change of the temperature based on the changes in outdoor temperature.
The way device affects the temperature channel is similar.

The model process is adapted from the example officially provided by
Simulink [43]. In this model, we present how to model the indoor heat losses
and then give detailed parameters.

(
dQ

dt

)
losses

=
Tin − Tout

Req
(2)

dTroom

dt
=

1
Mair · c ·

(
−fQlosses

dt

)
(3)

where
(

dQ
dt

)
losses

is the heat loss in the room. Tin and Tout are the temperature
for indoor and outdoor, respectively. Req is the equivalent thermal resistance
of the room, which can be calculated by pre-defined parameters including room
geometry (size of room; size and number of window) and thermal properties
and resistance of the room. dTroom

dt is the temperature time derivative. Mair

represents the mass of air indoor and c is the heat capacity of air at constant
pressure. To simulate the environment, we use the default values as the initial
set for a few characters of room and outdoor temperature.

The humidifiers are set to vary within the range 0% to 100% since most
humidifiers sense and report the relative humidity. The relative humidity is the
proportion of water vapor in the air relative to the maximum water vapor that
can be held in the air at a given temperature, and thus a temperature-dependent
measure. The parameter for modeling humidity is different from the temperature
changes. We leave the humidity channel modeling for future work because it is
hard to model the humidity. To simplify the problem, if a device has either an
implicit or explicit effect on humidity, a function can rise the value to the Data
Store Memory of humidity.

In addition, the other physical channels have been set to the default value in
advance and we leave the modeling process for future work. To quickly set up a
simulation in a very basic configuration, the default value is specified before the
simulation starts to fit the modeling requirements.

4.4 Apps

Home automation rules, called IoT apps, are the core of the smart home to
automatically trigger the devices to act. Generally, the IoT apps have three
elements: trigger event, condition, and action event. The trigger event is either
a specific action of a device such as turning on/off or reaching a threshold in
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a physical channel such as temperature. The condition is optional in IoT apps
and can be either from cyberspace or physical space. Many IoT apps have only
trigger events and action events to compose automation. SmartThings supports
multiple conditions while IFTTT allows users to specify one condition for one
applet. The action event is the capability of the device. Importantly, in an IoT
ecosystem, an action event is possibly another app’s trigger event composing
a rule chain. Thus it is difficult to figure out the real rule chain by statically
analyzing the IoT apps. With the help of Simulink, we attempt to model the
behaviors of an IoT app using several blocks from the native library.

Figure 2 shows an app named ‘Turn off light if motion detected’. It is an official
SmartApp from the SmartThings community written in the Groovy programming
language. The testbed needs the description of every IoT app because the neces-
sary elements for setting simulation are trigger and action events. The description
of this app is ‘Turns off a device if there is motion’ and it indicates at least two
devices exist in this IoT ecosystem: a user-specified device and a motion sensor.
In Fig. 2, an area contains all blocks and the apps’ name is shown on the top. The
block named ‘motionSensor’ is a ‘Data Store Read’ block, that outputs the state
of the motion sensor to an ‘if’ block. There are basically two ways that could hap-
pen. Firstly, if the motion sensor is activated by the movement, the signal from
the ‘Data Store Read’ block is ‘1’ and the ‘if’ block is executed, which means the
‘constant’ block sends the signal ‘0’ to the device block. Otherwise, it reaches the
‘terminator’ block which is used to terminate output signals. Since we create the
single model file for reuse, none of the ‘Data Store Memory’ blocks is added in this
file and ‘Data Store Read’ blocks are missing in the corresponding data store. It
leads such ‘Data Store Read’ blocks to be highlighted as warnings. Once the app
is integrated into a complete digital twin of the IoT ecosystem in the testbed with
all relevant ‘Data Store Memory’ blocks, the warnings disappear. In this example,
we model the light as the simulated device. Finally, the Data Store Write receive
the constant and refresh the state of light.

Fig. 2. An SmartApps ‘Turn off light if motion detected’ from official SmartThings
repository

4.5 Unexpected Factors

In order to explore all possible situations and discover potential risky interac-
tions in the real world, we deem the unexpected factors as those events that
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occasionally occur and lead to an unknown consequence. There are two factors
we adopt in the testbed: Human interaction and broken devices.

Human Interactions: We mainly consider interactions between devices and
direct users’ interactions in the environment. It needs the dynamic analysis,
which may be disturbed by human activities like moving. This actively demon-
strates that human activities results in a false-positive interaction in the analysis.
The testbed is expected to randomly imitate human behaviors, that may affect
the device automation. We consider this as future work.

Broken Devices: Previous research investigates the inter-rule vulnerability
under a perfect situation that all devices work appropriately. However, a part or
whole home may have no power. During the simulation, the device state changes
under the situation of apps usage. We design a random modular to turn off some
devices to simulate the broken device.

Fig. 3. The overhead of testbed on large scale simulation.

5 Evaluation and Case Study

5.1 Evaluation

For evaluating the overhead of the testbed simulation, we tested the average
simulation time of different Stop Time settings in groups of devices. The results
are output from the Simulation Manager in Simulink. We performed the experi-
ments on a desktop computer with a 2.1 Ghz 2-core Intel Xeon Silver processor
and 64 GB RAM, using MATLAB 2018b version with one active worker. We ran
each test 10 times in each group and reported the average result. For each group,
the marked number of devices were modeled in a single file and we simulated
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with different Stop Time settings including 60, 360, 720, 1440, 10080. The Stop
Time is viewed as the minutes in the simulation. So we designed the simulation
with a large number of devices that continually ran from minutes to days. For
example, the simulation with 5000 devices and 10080 min represent that devices
are running for 7 days. We selected 10 modeled devices and repeatedly add them
into the simulation. As is shown in Fig. 3, the time consumption of Stop Time
60, 360, 720 for the four groups (Device 10, Device100, Device50, Device500)
is 1 s in real-world and the time consumption of Stop Time 1440 for them is
2 s. For simulation of 10080 min, four groups (Device 10, Device100, Device50,
Device500) cost 6 to 11 ss, which is roughly 5 times the result of 1440 min. The
last group with 5000 devices consume 3, 5, 7, 12, 61 ss for each Stop Time setting,
respectively.

Fig. 4. The results of simulation with two devices, a heater and an AC. Value 1 indi-
cates the state on for device and the value 0 means the device is in off state. A physical
channel is modeled to represents the indoor temperature and its change over time.

5.2 Case Study

In this section, we demonstrate a few case studies to show the effectiveness and
usability of our testbed. The first study case models a smart home described in
[10]. In this simple scenario, a misconfiguration causes a policy violation where
the AC and heater run at the same time when the temperature thresholds of
heating and cooling are not configured properly. Thus these errors depend on
the user’s configuration of apps’ attributes at the installation time. Specifically,
we use the same IoT apps obtained from the official SmartThings community
and simulate two apps: the first one indicates that if the room temperature is
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Fig. 5. In (a), time changed in a single day is illustrated and three home mode (Home;
Sleep; Occupied) changed over time is represented. In (b), three devices are simulated
including a window, a heater, and a motion sensor.
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higher than the user’s input, then turn on the heater; the second one is opposite
to the first one, i.e., if the temperature is greater than a threshold, then turn on
the AC. We set the temperature thresholds to 27 ◦C and 32 ◦C for the heater
and AC, respectively. The start time for simulation time is 0 min and the stop
time is 1440 min, which corresponds to 24 h, i.e., a single day. The temperature
randomly varies in the range of 10 to 20, which represents a relatively cold day.
Taking advantage of the parallel simulation, we run the simulation 50 times and
select the first one that violates the security and safety policy. As shown in Fig. 4,
the x and y coordinates represent the testbed simulation time in minutes and
the temperature value, respectively. The heater is turned on when the simulation
time is around 350. When the temperature reaches 32, AC is turned on at time
440. Since the policy claims that heater and AC must not be switched on at the
same time, it violates the security and safety policy defined in [10].

We conducted a second case study to demonstrate the effectiveness of the
testbed against indirect attacks that exploit temporal physical interactions at
run-time. In this scenario, three smart devices are deployed: a motion sensor, a
heater, and a smart window. We assume that a vacuum machine unexpectedly
operates or is exploited by an attacker. Eventually, it changes the home mode to
‘Occupied’ due to the trigger of the motion sensor. Then, the change of the home
mode leads to the activation of the heater. Further, a window is opened when the
temperature reaches a threshold predefined by the user. We define mode ‘Sleep’
is from 0 to 6 o’clock; ‘Home’ is from 6 to 8 o’clock and from 18 to 24 o’clock; and
‘Occupied’ is from 8 to 18 o’clock. And the threshold is defined as 40 ◦C. Similar
to the first case study, the initial temperature is randomly generated within the
same range. We run the simulation using parallel computations and show the
first violation results in Fig. 5. The window should have been kept closed when
the home mode is ‘Sleep’, putting users at risk of invasion.

6 Conclusion

In this work, we propose TAESim, a simulation testbed for IoT safety and secu-
rity analysis of trigger-action environment. The simulation can be viewed as the
digital twin of an IoT system with cyberspace and physical interactions. We
implement this testbed to correctly model the behaviors of IoT apps, states of
devices, and channels. The testbed supports large-scale analysis with no limita-
tion of types of IoT devices and apps. The states of devices and channels can
be randomly specified for test case generation. We conduct the experiments to
show its efficiency and present the case studies to show its effectiveness. The
results show that most simulations only consume 1–3 s. Simulating 5000 devices
with the Stop Time 43200 min takes 275 s. We also present two case studies, that
show that the testbed can properly simulate the trigger action environment and
discover the safety and security violations.
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Abstract. Personal Voice Assistants (PVAs) such as Apple’s Siri, Ama-
zon’s Alexa and Google Home are now commonplace. PVAs are suscep-
tible to adversarial commands; an attacker is able to modify an audio
signal such that humans do not notice this modification but the Speech
Recognition (SR) will recognise a command of the attacker’s choice. In
this paper we describe a defence method against such adversarial com-
mands. By using a second SR in parallel to the main SR of the PVA it
is possible to detect adversarial commands. It is difficult for an attacker
to craft an adversarial command that is able to force two different SR
into recognising the adversarial command while ensuring inaudibility.
We demonstrate the feasibility of this defence mechanism for practical
setups. For instance, our evaluation shows that such system can be tuned
to detect 50% of adversarial commands while not impacting on normal
PVA use.

1 Introduction

Personal Voice Assistants (PVAs) such as Apple’s Siri, Amazon’s Alexa and
Google Home are now commonplace. A PVA can be integrated as functionality in
other devices such as smart phones or TVs or may be implemented as dedicated
device referred to as smart speaker. We use PVAs to interact with infrastructures
such as our smart home and services such as e-mails and news.

There are a number of PVA security and privacy concerns and research has
investigated a large variety of attacks on these systems. One prominent attack
example is the so called hidden command injection. The aim of such attack is
to supply a specially crafted voice signal, referred to as adversarial command,
to the PVA which is interpreted differently by the PVA than it is by humans.
For example, the supplied adversarial command may be interpreted by humans
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as ‘Alexa, tell me what the weather is like’ while the SR of the PVA interprets
this signal as ‘Alexa, open the front door’. An adversarial command is created by
adding small perturbations to an audio recording until the PVA’s SR recognises
the intended command of the attacker instead of the command contained in the
original audio recording. If the perturbations are small and added carefully, a
human will not notice the modification of the audio signal while the SR algo-
rithms recognise different words. How to create adversarial commands has been
studied in detail [4,12]. However, less effort has been put into devising defence
methods against this serious attack form.

In this paper we describe a low complex defence method against adversarial
attacks based on the weak transferability of adversarial commands. The genera-
tion of an adversarial command that can successfully target multiple SR systems
is still an open question [16]. Our method makes use of a second SR, we call it
the protection SR, within a PVA which analyses the supplied voice sample in
parallel to the main SR. The speech transcription output of the protection SR is
compared with the transcription output of the main SR and only if both outputs
are a close enough match the transcription output is accepted and the command
is executed. The protection SR may use different training data or even an entire
different SR architecture compared to the main SR.

The protection SR does not have to produce the same transcription quality
as the main SR. Voice recognition of this component must only be sufficiently
accurate to provide protection, transcription accuracy is delivered by the main
SR. Thus, the protection SR can be simpler and can also be based on much
smaller training data. It is possible to implement the protection SR without much
resource requirements and it is possible to use frequent re-training. Frequent re-
training adds additional complexity for a potential attacker that may try to craft
an adversarial command targeting main and protection SR jointly. It is assumed
to be infeasible for an attacker to add unnoticeable perturbations to the original
audio such that two entirely different SR are tricked into producing the same
transcriptions. The main contributions of this paper are:

– Adversarial Command Detection (ACD): We describe a novel protection
mechanism against adversarial commands using parallel SR systems.

– Demonstration of ACD: We demonstrate the effectiveness of ACD using 20
adversarial commands and show that our ACD using Pocketsphinx [7] and
Kaldi can detect all adversarial commands. We also show that the ACD does
not prevent normal PVA operations due to false positives.

– ACD Complexity: We show that the protection SR can be significantly less
complex than the main SR in terms of architecture and training data. Thus,
frequent retraining of the protection SR is feasible, providing a ACD as mov-
ing target defence.

The remaining paper is structured as follows. Section 2 provides a very brief
introduction to Automatic Speech Recognition (ASR) and describes adversarial
command generation. Section 7 discusses related work and Sect. 3 introduces our
novel Adversarial Command Detection (ACD) method. In Sect. 4, Sect. 5 and
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Sect. 6 we describe our evaluation setup, experimental results and discussion.
Section 8 concludes the paper.

2 Preliminaries

In this section we give a brief definition of a PVA as considered in this work. We
also provide a definition of adversarial commands and provide a description on
how these are crafted.

2.1 Personal Voice Assistant (PVA)

A PVA is a service which understands voice commands and is able to take
corresponding actions. A PVA may reuse hardware of existing devices such as
mobile phones or TVs or may use dedicated hardware such as a smart speaker.

The acoustic signal (i.e. human voice) is captured by microphones. Usually,
the signal is processed locally to identify a wake word (e.g., ‘Alexa’ or ‘Hey
Google’). For wake word recognition a simple SR system is sufficient. After
the wake word is recognised the following audio recording is transported to a
back-end where a more sophisticated SR system analyses the audio sample to
extract the command. After command extraction the back end system initiates
the required action (interact with a system or query a service). User feedback in
form of audio may be generated and transported to the local device where it is
played back via speakers.

In this work we assume one local SR component is used to implement a PVA
and we do not distinguish wake word recognition SR and back-end SR. However,
our work can be applied to systems that distribute SR.

2.2 Hidden Commands

Hidden voice command injection aims to inject voice commands into a PVA
without users noticing this injection. The injected command is ‘hidden’ from
users present in the vicinity of the PVA. In order to conceal this interaction
existing work has looked at various techniques ensuring that a person is unable
to hear the submitted command while the PVA’s ASR is able to understand
it. While these techniques are the essential component to enable hidden voice
commands it is also often necessary for an attacker to modify other elements of
PVA interaction. After submitting a command, the PVA usually responds with
a confirmation via it’s speakers. For example, the voice command for a home
automation system ‘Alexa, open the front door’ would result in a response ‘Front
door opened’ which an attacker would need to suppress too in order to achieve a
fully hidden interaction. However, it has to be noted that not all services provide
a user with feedback and in some cases a user may simply ignore unexpected
feedback.

Three types of hidden commands have to be distinguished: Hardware Non-
Linearity, Obfuscated Commands and Adversarial Commands.
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Work in the first category targets the analogue signal processing path of a
PVA and makes use of the fact that humans are unable to hear in the high
frequency range (typically above 18 kHz). The voice command is submitted in
the frequency space unnoticeable to users while non-linear behaviours of the
analogue signal processing path ensures that the signal is processed by SR.

The second class of work aims at submission of an audio signal which humans
perceive as noise, the command is understood by PVAs but not by humans. For
this purpose, the attacker starts with the target command and this audio signal
is gradually changed until it becomes unintelligible for a human but the PVA
still decodes the command. The resulting audio signal is called the obfuscated
command.

The third class is similar to the second. The original audio signal (original
command) is gradually modified until the PVA recognises the target command
while a human still hears the original command. The resulting audio signal is
called the adversarial command.

In this paper we focus on methods for hidden command detection of the third
type: adversarial commands. We focus on this specific type as it is considered the
most effective attack and consequently attracts currently most research effort.
However, our proposed defence method may also protect against the other two
types but we have not verified this in our experimentation.

2.3 Obfuscated and Adversarial Commands

The purpose of ASR is to transcribe speech to corresponding text. This process
can be defined as:

y = arg max
ỹ

p(ỹ|x) (1)

x here is the audio input, and ỹ are all possible transcription candidates. The
ASR aims to find the most likely transcription y given the audio input x. Once
the ASR has been trained it’s function is y = f(x).

A human listening to the audio signal x also interprets the signal and nor-
mally would conclude that the same transcription y recognised by the ASR is
the meaning of the command. This process can be described as y = fH(x) with
fH describing the human’s processing capability.

An adversary can modify an input signal x by adding perturbation δ, result-
ing in x′ = x + δ. The following situation may arise when an ASR decodes
x′:

y = f(x′) and ∅ = fH(x′) (2)

y here is the obfuscated command transcription which remains the same as
the one decoded from unperturbed input x. However, a human may not perceive
the same transcription y this time from the audio signal x′ (it is perceived as
noise; fH(x′) = ∅ which means the human transcription is empty). In this case,
the audio input x′ is called the obfuscated command.

There is as well the other situation where y = fH(x′) and ∅ = f(x′) which
means the ASR is unable to transcribe the input while a human is understanding
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the command well. There is work in this direction (such as work by Abdullah
et al. [3]) which aims to prevent machines listening into conversations.

∅ = f(x′) and y = fH(x′) (3)

The situation of interest in this paper is where y = fH(x′) and y′ = f(x′)
which means the ASR transcription and human transcription are different. In
this case x′ is called an adversarial command :

y′ = f(x′) and y = fH(x′) (4)

In case of the adversarial command, even with the added perturbation, a
human still perceives the adversarial audio input x′ as original benign command
transcription y, while an ASR recognises the audio input x′ as the adversarial
command transcription y′.

We distinguish so called targeted and non-targeted adversarial commands. In
case of a targeted adversarial command the attacker is interested in one specific
command transcription T which is carefully selected (y′ = T ). In case of a non-
targeted adversarial command the attacker does not care about what specific
command would be decoded by the ASR; the attacker only wants to ensure that
human and machine transcription are not the same.

2.4 Adversarial Command Generation

To create an adversarial command it is helpful for the attacker to have access to
the internal workings of the ASR. An attack relying on such internal knowledge
(e.g. such as the trained Deep Neural Network (DNN) model) is referred to as
a white-box attack. If the attacker is not able to access the internals and is
only able to obtain ASR decoding results the attack is classified as a black-box
attack. Generally, attacks assuming the ASR as a black-box are more difficult
to execute and have a lower attack performance (i.e. successfully generating
adversarial examples providing the desired transcription). It has to be noted
that we generally have to assume that an attacker has access to the ASR and a
white-box attack is likely. As in any other area of computer security we cannot
provide security by obscurity and assume that the ASR remains hidden.

The exact process of generating adversarial commands may vary depending
on the ASR model, black-box/white-box assumption and perturbation target
such as feature vectors or raw audio input. Recent work focuses on adding per-
turbations directly to the audio input rather than the result of the preprocess-
ing (e.g., FBANK) as this approach reduces the perceptible noise in adversarial
examples [4].

We use the generation of adversarial commands for a Deep Neural Network
- Hidden Markov Model (DNN-HMM) ASR as example. Adversarial commands
are generated through an iterative process. In each iteration, the output of the
DNN (the acoustic model) is compared with the target using a loss function.
Then the gradient of the loss function with respect to the corresponding input is
calculated through back-propagation. By finding the perturbed input resulting in
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the local/global minimum it is ensured that the input is transcribed as the target
command. In addition, the perturbation value is constrained by a threshold,
ensuring that people cannot perceive the difference between the new signal and
the original audio input. There are variations in different studies in regard to
techniques on where to add the perturbations. For example, they can be added
to the feature vectors such as Mel-Frequency Cepstrum Coefficient (MFCC) or
directly to the raw audio input.

3 Adversarial Command Detection (ACD)

3.1 Threat Model

The attacker may have access to a PVA’s SR when crafting adversarial com-
mands. In addition, an attacker may also have access to the protection SR which
we propose as defence method.

A1: General Attacks: We assume the attacker is only able to inject commands
via the audio channel. There is no way for the attacker to bypass the SR entirely;
i.e. by a conventional hack of the PVA.

A2: Adversarial Command: We assume that the attacker is only able to supply
a rogue command as a hidden command constructed as adversarial command.
We assume that the attacker must submit a command within an audio sample
such that a present user is not aware of this embedded threat. We do not con-
sider direct non-authorised interaction with the PVA or submission of hidden
commands using different techniques.

A3: Main SR Access: We assume that the attacker has access to the main ASR;
i.e. we consider a white-box attack. The attacker has full access to the main
ASR when crafting the attack signal. This is a reasonable assumption as it is
not feasible to keep an ASR used for millions of devices a secret.

A4: Protection SR Access: We assume that the attacker does not have access
to the protection ASR; i.e. we assume a black-box attack by considering the
protection ASR as a moving target. As we will show, it is possible to frequently
retrain the protection ASR which ensures that an attacker is not able to obtain
a copy of the used protection ASR. It has to be noted that there is currently no
study showing that it is feasible to construct an adversarial command targeting
multiple ASR in parallel under either white or black-box assumption. However,
making the assumption that the protection ASR is black-box will make this
problem significantly harder as the attacker would need to craft an adversarial
command working with all possible ASR configurations at the same time.

3.2 ACD Approach

The ACD approach is shown in Fig. 1. The main ASR of the PVA is accompanied
by a protection ASR and both process the incoming audio signal. Both ASR may
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Fig. 1. Adversarial Command Detection (ACD) - The audio signal is analysed by the
main ASR and the protection ASR in parallel. If both transcriptions differ significantly,
defined by a threshold, the command is rejected.

share the same front-end (Microphone, filters, gain control, ...) and both ASR
produce a transcription of voice. The main ASR transcription is only passed on to
the PVA command execution if a comparison of both transcriptions determines
that no adversarial command is present.

1. An input signal x is provided. Either the audio input signal is provided by
a human speaker or it may be supplied by an attacker via a loudspeaker. In
case of an attacker the supplied signal is the adversarial command.

2. The voice audio signal x is fed to the main ASR used to transcribe the voice
signal into text y.

3. The main ASR is a sophisticated ASR, using a complex structure and trained
with a large corpus to provide an accurate transcription y for a diverse set of
speakers. The transcription process is described as: y = fM (x).

4. A copy of the audio signal is also fed to a protection ASR which creates it’s
own text transcription y′.

5. The protection ASR is far less sophisticated than the main ASR and is also
trained with a much smaller data set. The transcription is less accurate than
that of the main ASR. The protection ASR produces the following transcrip-
tion output: y′ = fP (x).

6. The output of both ASRs y′ and y is compared using the metric Word Error
Rates (WER) (WER is introduced in Sect. 4) against an error threshold t. The
WER difference between y′ and y should not be greater than t. If the input
is a legitimate voice command from a user, the difference between the two
transcription is assumed to not be greater than the threshold. The threshold
can be selected according to goals of the overall system.

7. Only if the recognition difference is below threshold t the transcribed com-
mand is considered valid and transcription y is passed to the PVA command
execution.
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3.3 ACD and Protection ASR Properties

To create an adversarial command the attacker executes an iterative process in
which the signal is modified by adding inaudible perturbations such that the
ASR recognizes the desired command. The signal is adapted taking into account
the ASR’s model which is defined by (i) ASR architecture and (ii) ASR training
data. We assume that if the protection ASR model differs from the main ASR
it is infeasible for an attacker to modify iterative the input signal such that
two entirely different ASR are forced to produce the same transcription while
ensuring that signal modifications remain inaudible.

Different Architectures. Different ASR architectures may use different types of
features and may also extract different internal features. The adversarial example
generation is an iterative process which aims to find the optima for the loss
function with respect to the input by adding perturbation. It will be difficult for
an attacker to add perturbations with the aim of changing features important
for one architecture and also the other.

Different Training Data. The details of the model parameters used by the ASRs
depend on the used training data. The parameter values keep being modified to
improve prediction results during the training process. Thus, when generating
an adversarial command the attacker needs to take into account not only the
ASR architecture but also the specific trained model. An adversarial command
generated for an ASR is only likely to work when the same trained model is
used.

4 Evaluation Setup

The ACD is evaluated using a number of different ASRs in the role of a protection
ASR. A number of benign and adversarial commands are used to evaluate ACD
detection capabilities and normal operation scenarios.

4.1 ASR Selection

Our selection of ASRs used for evaluation is summarised in Table 1. Each ASR
model (comprising architecture and model) is given a label which we use in the
remaining document for reference.

MASR1. As main ASR (Label MASR1 ) we use an nnet2 Kaldi model which
is a DNN-HMM structure using the Wall Street Journal (WSJ) corpus [9] as
training data. Note that the latest Kaldi is an nnet3 chain model. However, we
use a nnet2 Kaldi as the main ASR as we use adversarial command generation
based on work by Schönherr et al. [11] which relies on this ASR variant.

The nnet2 Kaldi used by Schönherr makes use of some modifications. The
feature extraction and the DNN acoustic model are combined. This integration
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Table 1. Kaldi using an nnet2 model is used as main ASR (MASR1). Three different
ASR are used as protection ASRs, labeled PASR1, PASR2, PASR3 and PASR4. The
protection ASRs are Pocketsphinx and different Kaldi variations.

ASR label ASR variant ASR architecture Training data

MASR1 Kaldi nnet2 DNN-HMM WSJ

PASR1 Pocketsphinx GMM-HMM Unknown1

PASR2 Kaldi nnet3 DNN-HMM Unknown2

PASR3 Kaldi GMM GMM-HMM WSJ

PASR4 Kaldi GMM GMM-HMM 50% of WSJ

is for the convenience of adding perturbation directly to the input rather than
the intermediate features when generating adversarial commands. According to
Schönherr, this design modification does not affect the accuracy of the ASR sys-
tem. We treat this modified nnet2 Kaldi model and the standard one as equiva-
lent in this work. When evaluating adversarial commands we use this modified
nnet2 Kaldi ASR; when evaluating benign commands we use the standard nnet2
Kaldi ASR.

PASR1. The first candidate of a protection ASR (Label PASR1 ) is the Pock-
etsphinx for a standard Raspberry Pi 3 Model B+. Pocketsphinx is using a
Gaussian Mixture Model - Hidden Markov Model (GMM-HMM) model, while
the main ASR MASR1 is using DNN-HMM model. These two models have
completely different acoustic model architectures. Although it is not clear what
corpus is used to train Pocketsphinx, it is safe to assume Pocketsphinx is trained
with different training corpus than the main ASR (Pocketsphinx is provided with
the already trained model and a clear description of the used training data is
not provided). GMM-HMM training requires less resources and is considered to
be an older fashion of ASR compared to DNN-HMM model. However, as the
protection component can handle a lower transcription accuracy for the benefit
of less complexity Pocketsphinx is a suitable choice.

PASR2. The second candidate (Label PASR2 ) is from an open-source project
called Zamia Speech [2] which provides pre-built Kaldi ASR packages for Rasp-
bian (A commonly used Operating System (OS) for Raspberry Pi) complete
with pre-trained models for English. It uses Kaldi nnet3 chain audio models.
nnet3 and nnet2 are both DNN, but nnet3 supports more general networks.
Therefore, we treat nnet3 as a variation of the Kaldi DNN. Specifically, we use
kaldi − generic − en − tdnn f which is a pre-trained nnet3 chain model trained
on 1200 h of audio. We treat it as an ASR with different architecture and trained
with different training dataset compared to the main ASR.

PASR3. The third candidate (Label PASR3 ) is the standard GMM-HMM model
from Kaldi trained using the Wall Street Journal (WSJ) Corpus. Note that
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although the principal architecture of this ASR is the same as for Pocketsphinx,
but the specific parameters are different. Note this candidate is trained using
the same dataset as the main one, but it has a completely different architecture.

PASR4. The fourth candidate (Label PASR4 ) is identical to PASR3 except the
used training data. Only 50% of the Wall Street Journal (WSJ) Corpus are used
for training the ASR.

In summary, MASR1 uses a DNN-HMM architecture using the WSJ corpus
as training data. PASR1 uses a different architecture and different training data
compared to MASR1. PASR2 shares the architecture with MASR1 but uses
different training data. PASR3 shares the training data with MASR1 but uses
a different architecture. PASR4 uses a less complex training data set compared
to PASR3.

4.2 Adversarial and Benign Command Generation

Adversarial Commands. We used the adversarial commands based on work by
Schönherr et al. [11] and provided by them. The 20 adversarial commands are
hidden in 20 music segments as provided on the GitHub repository [1].

Benign Commands. To show how the main ASR and the defence ASRs perform
in a normal setting we also generate benign commands. We generate 20 benign
commands based on the transcriptions of the 20 adversarial commands using the
Google online Text-to-Speech (TTS).

4.3 Experiment Setup

We conduct three sets of experiments. For each set we used the main ASR
MASR1 and one of the three protection ASRs PASR1 to PASR3. In each exper-
imental set we evaluate how the 20 adversarial commands and the 20 benign
commands are classified by the ACD. The audio commands are directly fed into
the main ASR and the protection ASR candidates.

For each adversarial and benign command, we compare the decoding results
between the main ASR and the protection ASR using the WER metric. The
ACD decision in dependency of WER threshold t is recorded. Based on the
ground truth we record if this was a true positive (TP ), false positive (FP ),
true negative (TN) or false negative (FN) decision.

True positive means that we decide the command is an adversarial one and
the decision is correct; false positive means we decide the command is an adver-
sarial one and it turns out the command is benign; true negative means we
decide the command is a benign one and this decision is correct; false negative
means we decide the command is a benign one but actually it turns out to be
adversarial.
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4.4 Evaluation Metrics

Word Error Rates (WER) WER is defined as

WER = ((Nsub + Nins + Ndel))/Nref (5)

where Nsub is the number of words which are incorrectly transcribed, Nins is the
number of words which appear in the current transcription but are not present
in the reference, and Ndel is the number of words in the reference that do not
appear in the transcription. Note that WER can be greater than 100% as the
transcription can be longer than the reference.

Receiver Operating Characteristic (ROC). We draw ROC curves for the ACD
with the False Positive Rate (FPR) as the x-axis and the True Positive Rate
(TPR) as the y-axis. Each ROC curves shows FPR versus TPR for all possible
ACD decision thresholds t. TPR is defined as:

TPR(t) = TP (t)/(TP (t) + FN(t)) (6)

FPR is defined as:

FPR(t) = FP (t)/(FP (t) + TN(t)) (7)

For each ROC curve, the area under the curve (AUC) is calculated and the
ACD has a better prediction skill the greater the AUC value is. An ACD with
no skill has an AUC of 0.5 and a useful ACD mut provide an AUC value above
0.5.

5 Evaluation Results

We first present a performance evaluation of the five different ASR used
(MASR1, PASR1, PASR2, PASR3, PASR4 as shown in Table 1). Each of the
ASR are used to decode 20 benign and 20 adversarial commands. Then we
evaluate the ACD performance where different combinations of main ASR and
protection ASR are used.

5.1 Decoding Results of Normal Speech

The 20 benign commands are fed to the different ASR; the results are shown
in Table 2 and there exists always a certain amount of WER. From a speech
recognition perspective, the WER has to be minimized and there exists various
methods for doing it. This include the following Natural Language Process-
ing (NLP) component to analyse intents and semantics of the ASR transcription
which can mitigate some errors generated in the ASR decoding step. Since our
goal is not to optimize parameters of ASR to achieve high performance but to
verify the proposed defence method, the main concern is in the relative variation
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Table 2. The effect of the 20 benign TTS and 20 adversarial commands on variations
of ASR systems. The benign commands are best recognised by MASR1 which is based
on kaldi nnet2 model. The adversarial commands are only effective on MASR1, the
ASR for which the commands were generated. For all other ASR the WER is high,
indicating an unsuccessful transcription.

ASR ASR variants ASR architecture WER benign WER adversarial

MASR1 Kaldi nnet2 DNN-HMM 39.73% 12.33%

PASR1 Pocketsphinx GMM-HMM 63.01% 139.73%

PASR2 Kaldi nnet3 DNN-HMM 73.28% 98.63%

PASR3 Kaldi GMM GMM-HMM 44.52% 97.26%

PASR4 Kaldi GMM GMM-HMM 47.94% 100%

of WER with benign and adversarial commands. Also the reasons for the per-
formance variations for the ASR models are analysed in Sect. 6. MASR1 based
on the advanced DNN-HMM architecture shows the best transcription results
for benign TTS commands. Even with same architecture used in PASR3 and
PASR4, the transcription performance of PASR4 is lower than PASR3 as it uses
only half the training data. The worst performance in decoding commands is
shown by PASR2 followed by PASR1 that uses different corpus from WSJ which
is used for training the rest of ASRs.

MASR1. First we use the nnet2 Kaldi (main ASR). Using this ASR results in
WER of 39.73% with 31 insertions, 17 deletions and 87 substitutions.

PASR1. The Pocketsphinx decoding results of these 20 human spoken commands
result in a WER of 63.01% with 48 insertions, 12 deletions and 62 substitutions.

PASR2. The decoding results from Kaldi nnet3 compared to the ground truth
transcription result in a WER of 73.28% with 3 insertions, 50 deletions and 41
substitutions.

PASR3. Feeding these commands to the Kaldi GMM-HMM model results in
WER of 44.52% with 11 insertions, 11 deletions and 55 substitutions.

PASR4. The decoding results for the 20 human spoken commands are 47.94%
with 20 insertions, 8 deletions and 5 substitutions.

5.2 Decoding Results of Adversarial Commands

The 20 adversarial commands are fed to the different ASR. As shown in Table 2,
it is clear that the crafted adversarial commands are only effective against the
ASR used in the adversarial command generation. Any other ASR, differing in
architecture, training data or both does not transcribe the commands usefully.
The detailed results are as follows:
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MASR1. The adversarial commands are successful resulting in the best overall
WER of 12.33%. Specifically, 2 word insertions, 9 word deletions and 7 word
substitutions are recorded when comparing the transcription with the reference.
The accuracy is 35% which means 7 sentences out of 20 are exactly the same
as the target transcription (all words in the sentence are correct). This proves
the white-box attack is successful as expected. The adversarial commands are
crafted specifically for MASR1.

PASR1. The decoding results from Pocketsphinx is far from the target, resulting
in WER of 139.73% when compared with the reference text. Specifically, 64 word
insertions, 11 word deletions and 129 word substitutions.

PASR2. When feeding the adversarial commands to the Kaldi nnet3 chain model
running on a raspberry Pi, none of the target sentences are correctly transcribed.
Specifically, WER is 98.63% with 0 insertion, 129 deletions and 15 substitutions.

PASR3. None of the target sentences are correctly transcribed. Specifically,
WER is 97.26% with 3 insertions, 101 deletions and 38 substitutions.

PASR4. The results are similar to PASR3 with a reduced training data. Specif-
ically, WER is 100% with 1 insertion, 118 deletions and 27 substitutions.

5.3 Adversarial Command Detection (ACD)

We evaluate the ACD ASR combinations. The benign commands and adversarial
commands are fed to the system. For each combination, we evaluate the WER
threshold and draw the ROC curve (Fig. 2).

A good ACD should produce a ROC curve passing close to the top left
corner (i.e. from (0, 0) via point (0, 1) to (1, 1)). A curve following a diagonal
(i.e. from (0, 0) to (1, 1) would represent a bad ACD that cannot discriminate
and represents a random guess. A good ACD would have an AUC value close to
1 while a bad ACD would have an AUC value close to 0.5.

As shown in Fig. 2, the four pairs of ASR do not differ significantly in terms of
detection performance. However, the ACD using PASR1 (Pocketsphinx) provides
the best ROC curve. The AUC value for PASR1 is AUCPASR1 = 0.898 which
is the highest among the four (AUCPASR2 = 0.833, AUCPASR3 = 0.889, and
AUCPASR4 = 0.773).

PASR1. We see that Pocketsphinx (PASR1) tends to transcribe our 20 music
based adversarial commands to longer sentences than the original command
transcription, which results in WER values above 100%. This makes it easier to
select a threshold with higher TPR and lower FPR.
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Fig. 2. ROC curves for all protection ASR options. Pocketsphinx (PASR1) provides
the best option for the ACD with an AUC value of AUCPASR1 = 0.898.

PASR2. The Kaldi nnet3 (PASR2) model often only transcribes a few words
or even nothing when fed with our 20 adversarial commands. This results in a
WER value of 98.63% which is greater than the WER in recognizing the normal
TTS generated commands by a value of only 25.35. This smaller WER difference
is due to the worst decoding performance shown by Kaldi nnet3 in recognising
spoken commands which makes it not an optimal choice when coupled with the
main ASR here in our setup.

PASR3 and PASR4. The Kaldi GMM-HMM (PASR4) uses half the training
data than the Kaldi GMM-HMM (PASR3). These two models have similar per-
formances in decoding the 20 adversarial commands. The decoding results for
most samples are either shorter than the target transcriptions or nothing can be
decoded. There are only two WER results beyond 100% for both PASR3 and
PASR4. Overall, the WERs for both PASR3 and PASR4 decoding 20 adversar-
ial commands are high and around 100%, so the true positive value for both
of these reach 100% easily. When decoding TTS generated benign commands,
the performance of PASR3 is slightly better than PASR4 as shown in Table 2.
There are more high WER values for PASR4 than PASR3, so as the threshold
varies, the false positive rate of PASR4 is greater than that of PASR3, which is
presented in Fig. 2.



252 P. Cheng et al.

6 Discussion

6.1 Observations

The experiments show that any ASR that differs in architecture and/or training
data is usable as protection ASR. In our experimentation setup, Pocketsphinx
(PASR1) turned out to be most effective but the other candidates are usable
too. Depending on the application scenario, different thresholds might be used.
For example, an FPR = 0 can be chosen while still obtaining an TPR = 0.5
in case of PASR1. For such setting 50% of the time an attack will be detected
while not preventing normal use of the system.

Different Architectures. As the ACD mechanism should be integrated in a PVA
ecosystem it is important to consider resource requirements of the protection
mechanism. Using this protection, voice is analysed by two ASR components
instead of one. The ACD implementation may run on a dedicated device (e.g.
a smart speaker or phone) or within a cloud-based back-end infrastructure. In
either case, additional resource use of the ACD should be limited. Hence, it would
be desirable to use a much less resource intensive ASR as protection ASR. The
experiments show that this approach is feasible. For example, Pocketsphinx is
an ASR designed for systems with limited resources and is less complex than
Kaldi which we used as main ASR.

Different Training Data. In order to increase difficulty for an attacker to bypass
the ACD it should not be possible for the attacker to obtain knowledge on the
internal workings of the protection ASR. This can be achieved by frequently
changing the configuration of the ASR by using a different training data set.
Thus, the protection ASR becomes a moving target. However, frequent re-
training requires resources and such effort should be limited. The effort can
be limited by reducing the training effort by reduction of the used training data.
PASR4 uses half the training data compared to PASR3 producing comparable
ACD protection results. In our setup this 50% reduction in training data led to
a training time reduction of 22%.

6.2 Limitations

While our work shows the principle feasibility of ACD there are limitations which
we would like to address in future work: Adversarial Commands: The adversarial
commands are generated based on adding perturbations to music rather than
normal speech. Benign Commands: We used the Google online TTS service to
generate the 20 benign commands. We would like to use human speakers for
further evaluation. Sample Size: The number of used samples was relatively
small.
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7 Related Work

Recent work has thoroughly investigated the construction and efficiency of adver-
sarial examples. Among the earlier works, adversarial attacks are generated using
tuned MFCC features [12] and inverse feature extraction [5] in the form of obfus-
cated commands that are not intelligible to human listeners. By exploiting the
temporal and frequency masking property of the psychoacoustic model, the voice
commands are embedded in speech or music which is perceived by listeners as
speech or music but recognized by ASR as commands [6,11,15]. In this work, we
used the method proposed by Schönherr et al. [11] that hides voice commands
in audio locations which minimizes perceptual distortion.

Only a few works investigating the construction of adversarial examples
for ASR have also analysed in detail if the examples are transferable. Com-
manderSong [15] that targets Kaldi ASR has found to be unsuccessful on
DeepSpeech but an improvement for this is obtained in [4] by generating a
few adversarial examples that targets DeepSpeech using the adversarial com-
mands for Kaldi ASRs. Similarly, the adversarial examples that are successful on
DeepSpeech2 with little perceptual distortion generate invalid transcription for
Google Voice [6]. Abdullah et al. [3] obtained a reasonably good transferability
for an evasion attack. A systematic approach for the generation of transferable
adversarial commands is not yet achieved.

Some existing work has proposed defence mechanisms against adversarial
examples. This includes a neural network-based classifier for detection of hidden
commands [5] and the use of audio pre-processing methods (addition of noise,
down sampling, audio compression, band-pass filtering, audio panning) in indi-
vidual or in combination to render adversarial examples ineffective [10,15]. The
temporal consistency of speech signal is exploited in [14] for developing the coun-
termeasure due to the limited robustness shown by signal processing methods
towards adversarial attacks [13]. The narrow-band vocoder G.729 along with
Pulse-code Modulation (PCM) is used to eliminate the perturbations due to
adversarial commands [8]. The ASR outputs of this filtered audio signal and
the raw input signal are compared to detect adversarial commands when the
difference is greater than a threshold.

Closest to our work is work by Zeng et al. [16] which proposes a multiversion
programming inspired approach to detect audio adversarial examples. This work
also uses additional ASRs to detect adversarial examples. The proposed detection
mechanism consists of one main ASR system based on DeepSpeech and three
auxiliary ASR systems that comprise DeepSpeech, Long Short-Term Memory
(LSTM) based Google Cloud Speech, and Amazon Transcribe with unknown
internal architecture. The detection accuracy of this approach is very high but it
drops with the similarity between the commands and transcribes. In addition to
the internal architecture, the type and volume of training data is also a significant
factor that makes any ASR system unique. However, our work differs as we
aim to minimise complexity of the defence mechanism. Reduced complexity is
essential to support implementation on resource constraint PVAs or to facilitate
deployment on scale when used in a cloud infrastructure. Our work also differs
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as we investigate not only the effectiveness of different ASR architectures but
also the impact of using a reduced training data sets.

8 Conclusion

We increasingly rely on PVA to interact with smart environments and services.
It is essential that security of these systems can be ensured. Adversarial com-
mands are a serious threat to PVAs. While it is well understood how adversarial
commands can be generated and used little work has been carried out to devise
defence methods.

In this paper we have shown that it is possible to use a parallel ASR (a
protection ASR) to defend against adversarial commands. In our experiments it
is shown that a less capable protection ASR is sufficient to achieve protection. It
is possible to implement the protection ASR without much resource requirements
and it is possible to use frequent re-training. Thus, an attacker needs to adapt
to an ever changing target.

The efficacy of our proposed protection mechanism has been shown for the
evaluated scenarios. However, it would be desirable to provide a formal proof
that it is impossible for an attacker to construct a hidden command that can
target two different ASR systems.
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Abstract. Wide application of IoT devices together with the growth of
cyber attacks against them creates a need for a simple and clear system
of security metrics for the end users and producers that will allow them
to understand how secure their IoT devices are and to compare these
devices with each other, as well as to enhance the security of the devices.
The paper proposes a security measuring system that is based on the
hierarchy of metrics representing different security properties and inte-
grates these security metrics in one clear and reasonable score depending
on available data. The algorithms used for metrics calculation are briefly
described with the main focus on the algorithms for integral scores. To
demonstrate the operation of the proposed security measuring system,
the case study describing metrics calculation for the IoT device is given.

Keywords: Security measuring · IoT devices · Metrics · Integral
scores · Data analysis · Confidentiality · Integrity · Availability ·
Privacy · Anomalies

1 Introduction

The market of IoT devices nowadays is extremely heterogeneous. At the same
time the number of cyber attacks using such devices increases. Thus, it is impor-
tant to provide a simple and clear system of security metrics for the end users
and producers that will allow them to understand how secure their IoT devices
are and to compare these devices with each other, as well as to enhance the
security of the devices.

Currently, there are checklists of security requirements for the IoT devices
and corresponding metrics, for example, IoT Security Compliance Framework
2.0 (IoT Security Foundation) [9].

Besides, there are researches that propose the approaches and techniques for
calculation of different IoT security metrics, such as Confidentiality, Integrity,
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Availability (CIA) [8,10], Authenticity [15], Privacy [12–14], Transparency,
Readability [11], Trustworthiness [18], and others.

At the same time there is no comprehensive framework that incorporates
interconnected security and privacy metrics for different security properties of
the IoT devices and algorithms for their calculation, and integrates these security
metrics in one clear and reasonable score, as well as there is no security mea-
suring system that implements calculation of such comprehensive set of metrics
including the integral security metric. Thus, there is a gap between a need for
comprehensive security measuring system for IoT devices and current solutions
that implement a limited set of security measurements.

Contribution. The main contribution of the research paper consists in the elim-
ination of the gap mentioned above via the development of the comprehensive
security measuring system for IoT devices. The proposed system automatically
calculates a set of security metrics representing different security and privacy
device characteristics considering available data and integrates them into the
common integral security & privacy score. Namely:

– The authors propose the hierarchy of the security and privacy metrics for the
IoT devices incorporating metrics that are calculated on the basis of static
and dynamic data describing device specification and behavior. The secu-
rity metrics determined based on the static data are as follows: static CIA
score (calculated based on the internal criticality of the device by confiden-
tiality, integrity and availability properties, exploitability, and confidentiality,
integrity and availability impact considering device criticality); privacy policy
based score (defined based on the readability score and ontology-based repre-
sentation of privacy policy); APK (Android Package) based score (calculated
based on the application description-based score and APK permission-based
score), as well as integral static score. The security metrics determined based
on the dynamic data are as follows: dynamic privacy score (calculated based
on the APK based score and dynamic information on the privacy relating
anomalies detected in device and system logs); dynamic CIA score (com-
puted based on the dynamic exploitability, and static CIA score); as well as
integral dynamic score.

– The authors introduce the algorithms for the metrics calculation including
novel algorithms for static CIA score, ontology-based privacy score, APK
based score, dynamic privacy and CIA score.

– The authors introduce the set of novel algorithms for the calculation of the
integral security metrics.

– The authors develop an architecture of the security measuring system that
implements the proposed algorithms.

– The authors demonstrate the operation of the developed system on the case
study.

Novelty. The novelty of the proposed solution consists in the introduced hier-
archy of the security metrics for the IoT devices, novel algorithms for separate
metrics calculation, and novel algorithms for the integral metrics calculation
depending on the available input data.
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The paper is organized as follows. Section 2 analyzes the related research
in the area. Section 3 introduces the proposed security measuring system and
its components, the hierarchy of security metrics, the algorithms for their cal-
culation and the algorithms for the calculation of the integral scores. Section 4
describes the implementation of the proposed security measuring system and a
case study demonstrating its operation. Section 5 contains the discussion and
conclusion.

2 Related Research

A lot of research has been done in IoT security measuring. There are secu-
rity guidelines that specify main security principles that should be satisfied for
IoT devices, for example, Cyber Assessment Framework (CAF) [16] and IoT
Security Compliance framework [17]. Such guidelines represent what security
requirements should be satisfied and measured but do not describe how.

The study of these documents and of the security standards allowed us to
outline and specify the main security metrics that should be calculated for the
IoT devices, including Confidentiality, Integrity, Availability, Authenticity, Pri-
vacy, Trustworthiness, and others. Researchers proposed various approaches for
the calculation of these metrics. Thus, confidentiality, integrity, and availability
for a device can be calculated based on available information on device vulnera-
bilities. Known vulnerabilities and their Common Vulnerability Scoring System
(CVSS) scores [8] representing a likelihood of their exploitation and impact from
their exploitation for CIA can be found in publicly available databases such as
National Vulnerability Database (NVD). These scores can be used by themselves
or in the scope of more complicated approaches considering connections between
the devices and vulnerabilities that can lead to higher damage for device secu-
rity [10]. Another approach that can be used for confidentiality measuring as well
as for privacy measuring is the analysis of permissions granted to the device soft-
ware and hardware. There are also approaches that calculate privacy and trans-
parency based on the policy text analysis. There are rule-based approaches [12],
ontology-based approaches [13,20–23], and machine learning approach [14]. For
readability calculation, different algorithms that assess text complexity can be
used [11]. Besides, to calculate CIA and authenticity machine learning based
approaches can be used [15].

Though a lot of research has been done in the field of IoT devices’ security
and privacy there is no comprehensive framework that incorporates intercon-
nected security and privacy metrics for different security properties of the IoT
devices and algorithms and algorithms for their calculation, and integrates these
security metrics in one clear and reasonable score, as well as there is no secu-
rity measuring system that implements calculation of such comprehensive set of
metrics including the integral security & privacy metric.
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3 Security Measuring System

We propose a security measuring system that aims to provide security tags (i.e.
grades or scores) for the IoT devices to compare them in security terms. It is
based on a hierarchy of security and privacy metrics that are calculated on the
basis of various attributes and characteristics of the device. The system takes
the following information as input: software installed on the device, description
of the software, corresponding privacy policies; names of the .apk installed on
the devices; NVD data on products (Common Platform Enumeration, CPE)
and known vulnerabilities (Common Vulnerabilities and Exposures, CVE), log
describing normal device’s behavior, their specification, and outputs a set of
metrics. The metrics could be divided into two groups - static and dynamic
depending on the type of input data. The hierarchy of proposed static metrics
is shown in Fig. 1. The static metrics serve as initial values for corresponding
dynamic scores recalculated on the basis of streaming logs of the device (Fig. 2).

Fig. 1. Hierarchy of static security and privacy metrics.

The calculation of the metrics is implemented by the corresponding compo-
nents of the security measuring system that are described in detail below:

1. Static CIA score calculation component implements CIA score calculation on
the basis of CVSS scores of known vulnerabilities of the devices.

2. APK based score calculation component implements privacy calculation for
the device considering requested and required permissions of the installed
applications based on its description.

3. Ontology based privacy score calculation component implements risk calcu-
lation for the device considering its privacy policy.
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Fig. 2. Hierarchy of dynamic security and privacy metrics.

4. Readability score calculation component calculates the readability score of the
device privacy policy to provide a comprehensive evaluation of the privacy
risks associated with the device.

5. Integral scores calculation component implements calculation of integral
static and dynamic scores, including integral privacy policy based score.

6. CIA score calculation considering attack traces component implements
dynamic CIA score calculation taking into account network configuration
that is used to determine traces of vulnerabilities that can be exploited to
compromise the device.

7. Statistics based CIA and privacy scores assessment component and Machine
Learning (ML) based CIA and privacy score assessment component imple-
ment detection of anomalies in the device behavior and calculation of anoma-
lies weights for further recalculation of CIA and privacy scores in dynamics.

8. Log processing and integration component implements analysis and integra-
tion of various logs.

9. Measuring database.

The common scheme of the proposed system is given in Fig. 3.

Static CIA Score Calculation Component. The static CIA score calcula-
tion is based on the analysis of known vulnerabilities of the device software and
firmware. The risk assessment procedure includes the following basic steps: (1)
find vulnerabilities of the specific device; (2) get environmental CVSS scores for
vulnerabilities found; (3) calculate CIA score as maximum environmental CVSS
score across all found vulnerabilities.

The information about devices’ vulnerabilities could be found either in open
databases, such as NVD, or obtained from the penetration testing team. NVD
contains information about vulnerabilities in CVE format linked to CPE that
is a formal description of software and hardware. To find vulnerabilities, it is
necessary to form the list of hardware, applications or operational systems that
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Fig. 3. Common scheme of the proposed security measuring system.

needs to be analysed, to search the CPEs (for each element from the list), to
search the CVEs by CPE.

Each CVE entry has a CVSS score that captures the principal technical
characteristics of vulnerabilities. This score incorporates information both on the
impact on CIA in case of the vulnerability exploit and ease of its exploitation. In
the static CIA score calculation component the modified environmental CVSS
score is used. It allows considering the criticality of the device under analysis.

APK Based Score Calculation Component. This component implements
privacy calculation for the Android device considering the requested and required
permissions of the installed applications. The idea is to assess permissions of the
application in context with its description available in mobile application store
(Google Play Store, Huawei App Gallery, etc.). The application description is
used to predict a set of permissions that the user expects from the app. For
example, the user does not expect the flashlight application to have access to
the contacts list but expects it for the social network application. The differ-
ence between predicted and actual permissions may serve as a basis for risk
calculation. Thus, the authors outline the following types of permission-based
risks:

1. APK description-based privacy score with the range in [0, 1.0];
2. APK permission-based privacy score with the range in [0, 1.0];
3. APK based score that lies in the range [0, 10] and could be transformed to

nominal risk value, i.e. High, Medium, Low.

Permissions could be grouped by the data type they may be associated with.
We outlined eight groups. Each group is assigned a weight w that reflects crit-
icality of the permissions in the context of GDPR personal data types [25], for
example, the “Health” permission group includes {BODY SENSORS} permis-
sion with w = 4 as it corresponds to “Special” GDPR personal data type. The
predictions could be transformed into an 8-element binary vector, where each
element corresponds to the permission group. For actual permissions, the vector
is filled with 0, and the element is set to 1 if any permission from the permission
group is present in permissions of the APK application. For predicted permis-
sions, the vector is filled with 1 and the element is set to 0 if any permission from
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the permission group was predicted incorrectly based on the application descrip-
tion. The APK permission-based privacy score PS is calculated as the weighted
sum of permissions. To calculate the description-based privacy score DS, the
authors first calculate the permission dissimilarity metric which is defined as a
difference in predicted and actual permissions. And then the weighted sum of
permissions from the obtained vector is calculated.

For example, for difference vector D = (0, 0, 1, 0, 0, 0, 0, 0) and corresponding
weight vector W = (4, 2, 2, 2, 2, 2, 1, 0), the description-based risk score DS is
calculated as follows:

DS =
0 ∗ 4 + 0 ∗ 2 + 1 ∗ 2 + 0 ∗ 2 + 0 ∗ 2 + 0 ∗ 2 + 0 ∗ 1 + 0 ∗ 0

4 + 2 + 2 + 2 + 2 + 2 + 1 + 0
= 0.13.

The integral APK based score is calculated using the Algorithm 1.

Algorithm 1
1: log base = round(10 ∗ PS)
2: if log base < e then
3: ipps = PS ∗ ln(1 + ln(1 + DS))
4: else
5: ipps = PS ∗ loglog base(1 + ln(1 + DS))
6: end if
7: if ipps > 1 then
8: ipps = 1
9: end if

10: return ipps ∗ 10

In the provided algorithm PS – permission-based score in range [0.0; 1.0],
DS – description based score (risk) in range [0.0; 1.0]; ipps – the output integral
permissions based risk score in range [0.0; 10].

The underlying idea of the algorithm is as follows. The permission-based
score PS reflects risks associated with permissions requested by the application.
Description-based score DS reflects the risks that are calculated according to the
conformance between permissions requested by the application and its descrip-
tion, therefore it can be considered as conformance between requested data and
purposes they are collected. Thus if purposes are unclear and the corresponding
score is high, we need to increase the integral score, however, if the purposes are
clear, the integral score is defined by permission-based score, as risks associated
with usage of personal data are still present.

Ontology Based Privacy Score Calculation Component. The basis of
the privacy risk assessment implemented by this component is an ontology that
provides a formal representation of personal data processing scenarios. The pro-
posed system uses ontology and privacy risk calculation algorithm described



Security Measuring System for IoT Devices 263

in [6]. It provides a formal description of three basic personal usage scenarios -
first party collection and usage, third party sharing, and data retention.

Each personal data usage scenario is described by a set of linked concepts
that correspond to different attributes of a given usage scenario, for example,
type of personal data being collected or shared, the purpose of data processing,
retention time, etc.

However, the key concept is Data and its sub-classes such as Sensitive data,
User Account Info, Tracking Data, App & Dev Info, User Financial Data, etc.,
that define the risk score base. Other concepts of usage scenario could either
increase it or decrease. Thus, the generic scheme for scenario risk calculation is
defined as follows:

PDDataUsageScenarioRisk = PDRiskScoreBase ∗ riskCoeff,

where PDDataUsageScenarioRisk is a privacy risk score for the particular
usage scenario, e.g. data retention, PDRiskScoreBase is a risk base calculated
on the basis of personal data types used in the usage scenario and their criti-
cality. riskCoeff is a risk coefficient that is defined on the basis of other usage
scenario concepts, i.e. purpose, and legal basis, opt-in/opt-out choices. To cal-
culate risk coefficient riskCoeff , it is necessary to determine concepts relating
to a given usage scenario except for the Data concept. Each concept has sub-
classes or categories, for example, the Retention Time concept has 4 categories
(sub-classes): Not Defined, Stated, Indefinite and Other. For each category, it is
possible to determine their criticality level in a manner similar to the criticality
defined for categories of Data concept. Then riskCoeff is calculated on the
basis of categories of the related concepts with highest criticality [6].

Currently, the final ontology based score is calculated as a mean sum of
privacy risk scores calculated for each usage scenario detected in the privacy
policy.

Readability Score Calculation Component. The readability metric relates
to the group of privacy aware metrics and reflects an indicator of the ease or dif-
ficulty of reading any text and, as a consequence, the difficulty of understanding
it [14]. If, for example, the text of a product privacy policy is difficult to read,
then there is a risk of misunderstanding how user data is used. Therefore, the
readability relating risks are also needed to be addressed.

The security measuring system uses the Flesch-Kincaid Grade Level read-
ability (FKGLR) to assess readability risks. This is a fairly well-known formula
that is used to test the difficulty of written texts.

The conclusion about the readability indicator of a specific text is made based
on the resulting FKGLR number, namely, based on the following intervals:

– FKGLR = [0, 6] - low level of readability risk, the text is very easy to read;
– FKGLR = (6, 10] - low level of readability risk, the text is simple for the

average reader;
– FKGLR = (10, 12] - average level of readability risk, the text is somewhat

more complicated for the average reader;
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– FKGLR = (12,∞] - high level of readability risk, complex text, loyal to an
experienced reader who is ready to read scientific texts.

CIA Score Calculation Considering Attack Traces Component. This
component considers that device vulnerability depends on relations between the
vulnerabilities detected for the device and the network configuration, i.e. on
the attack traces. An attack trace is a sequence of atomic attack actions where
each action corresponds to the vulnerability exploitation. For example, some
vulnerability v1 of the device has a low risk because it requires user privileges
for exploitation. But if there is another vulnerability v2 that allows obtaining
the required privileges we get the attack trace that increases the risks: v2− > v1.

The component takes logs from the device as input and implements the
following steps:

1. Extract networks, namely the devices that are connected to the same Gate-
way.

2. Extract devices within each network (their types and roles) to determine their
vulnerabilities.

3. Determine CVEs of vulnerabilities of the devices.
4. Classify CVEs. To generate attack traces it is necessary to determine pre and

post conditions of the vulnerabilities exploitation on the basis of the CVSS
of version 3 (CVSSv3) metrics: Attack Vector (AV), Required Privileges, and
Obtained Privileges. The authors outline 5 groups of vulnerabilities based on
their characteristics, they are shown in Table 1.

5. Generate CVE-based trees. In this step, CVE-based attack traces are gener-
ated considering relations between 5 outlined groups in Fig. 4.

6. Calculate the CIA score considering attack traces for the device. The CIA
score is calculated on the basis of CVSSv3 scores as in the static case. Con-
fidentiality, integrity, and availability impact for the trace are calculated as
the maximum impact of its vulnerabilities. Total exploitability for the attack
trace is calculated as the product of the maximum AV score of the vulnera-
bilities in the trace, Access Complexity for all vulnerabilities in the trace, and
Privileges Required and User Interaction scores (depending on their values).
The CIA score for the trace is calculated based on the modified impacts and
exploitability. Finally, the CIA score considering attack traces for the device
is calculated as the maximum of CIA scores from all traces of the device.

The component outputs the attack traces based CIA score in the range
[0; 10] that could be further transformed to the qualitative CIA score in range
{low,medium, high}.

Dynamic CIA and Privacy Score Calculation Components. This com-
ponent updates security and privacy scores in dynamics based on the detected
anomalies. The confidentiality, integrity, availability, and privacy anomalies are
outlined. To detect anomalies statistics based and ML based methods are used,
which results are integrated. Depending on the number of the detected anomalies
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Table 1. Vulnerability groups

Group
\characteristic

AV Required privileges Obtained
privileges

V0 Network OR local None None

V1 Network OR local None !None

V2 Any Equal to obtained
privileges of V1

Any

V3 Adjacent network None Any

V4 Any Equal to obtained
privileges of V3

Any

Fig. 4. The connections between the vulnerabilities of different groups

the weight coefficients are calculated for privacy score and exploitability score.
Exploitability score is a dynamic part of the CIA score and should be changed
to recalculate dynamic CIA.

For a given device or user the component builds feature vectors based on
timescale log aggregation first. Then it computes the normal range for different
feature values for all devices or users and checks user or device activity searching
for significant deviations known as anomalies.

The selected features are constructed based on a time-aggregated count of
messages considering values of specific attributes of source logs (e.g. errors). For
assessment of device activity based on computed features, the time interval of
60 s was selected. The experiments showed that such interval is enough to track
some minor changes in device activity and at the same time gives the ability
to generalize the device activity patterns. An example of overall device activity



266 E. Doynikova et al.

on a certain time period and activity pattern for the device for 60 s is shown in
Fig. 5.

To determine the device’s normal behavior the range of normal values for each
feature is calculated. We used sequentially the following methods: Interquartile
range (iqr), Grubbs test, ESD-test, and Exponential smoothing.

Normal feature values and device features are used as input for anomaly
detection. To detect time intervals with anomalies the component: (1) com-
pares the feature values for each device with ranges of normal values to detect
anomalous activity for devices and calculates an anomaly intensity defined as the
relation of the distance between feature value and closest bound of the range to
feature value, (2) uses Local Outlier Factor ML method [2] to detect anomalous
activity for devices, (3) integrates the results taking into account the anomaly
intensity.

Besides, the following ML methods for detecting anomalies were investigated
before selecting Local Outlier Factor [1]: one class support vector machines [3];
Isolation Forest algorithm [4]; ellipsoidal data approximation [5]; artificial neural
networks of different structures (autoencoders, LTSM, recurrent networks).

Finally, the number of time intervals with anomalies of different types for each
device is calculated. It is used to calculate anomaly weights for exploitability and
privacy recalculation. These weights are calculated as a relation of anomaly time
intervals to all activity intervals.

Fig. 5. Device activity plot time interval = 60 s.

Integral Security and Privacy Scores Calculation Component. Integral
security and privacy scores calculation component implements calculation of
integral scores. There are several approaches for calculating integral security
metrics: expert (or table-based) approach; min-max approach; weighted sum
function.

The most common approach is a table-based approach that is used mostly
for nominal parameters. The first row and column of such table contain possible
values of input metrics, while the inner cells of the table contain values of an
integral score. For example, this approach is used facilitated risk analysis and
assessment process (FRAAP) proposed in [7]. An obvious benefit of such an app-
roach is the transparency of the calculation procedure, however, creating tables
for more than three metrics is a quite complicated process. The min-max app-
roach is usually used in the context of security measures selection and supposes
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minimization of such parameters as attack probability, attack impact, response
costs, while maximization of such parameters as benefit from security measures
implementation [19]. The approach based on weighted sum is also widely used,
for example, it is adopted for calculating CVSS scores [8]. Application of the
weighted sum requires setting ranks or weights for the metrics. In some cases,
the definition of metrics weights is a quite natural process. For example, when
calculating integral static privacy score based on privacy policy, it is necessary
to consider two metrics - readability score and ontology-based score. The read-
ability score characterizes the transparency of privacy policy, while information
about the usage of personal data is incorporated in the ontology-based score.
Thus, its priority is higher than the priority of readability score, and this differ-
ence in metrics priority could be easily reflected by weight coefficients. Currently,
we suggest using the following values of weight coefficients: weight coefficient for
ontology-based score wo = 0.9; weight coefficient for readability score wr = 0.1.

It should be also noted that the readability score lies in range [0,∞], and it
needs to be re-scaled to the range [0,∞], this could be done as follows:

1. If (rs > rescaling threshold) then rs = rescaling threshold.
2. Rescaled rs = rs ∗ 10/rescaling threshold.

The rescaling threshold artificially defines the possible maximum value of read-
ability score, it is set to 16 because the average range of readability score intervals
that define the different level of text difficulty is 4, and the lower border of the
interval that corresponds to the highest difficulty level of text is 12. Let os be
ontology based score in range [0, 10], and rs - readability score in range [0,+∞]
then the integral policy-based privacy score calculation algorithm includes the
following steps:

1. Rescale readability score rs to range [0; 10].
2. Calculate integral static privacy policy based score as pps = wo ∗os+wr ∗ rs.
The algorithm outputs the integral score pps in the range [0, 10]. The following
small example illustrates the calculation procedure of integral privacy score based
on analysis of privacy policy. Let ontology-based score os = 5.6, readability score
rs = 12, then privacy policy based score pps = wo ∗ os+wr ∗RESCALE(rs) =
0.9 ∗ 5.6 + 0.1 ∗ 7.5 = 5.8

The weighted sum function could be used also for calculating integral privacy
and security static and dynamic scores, but in many cases it is not possible
to define what metric has a higher priority. To solve this problem, the authors
suggest the following algorithm for the case when all input metrics are considered
equally meaningful. The metric with the highest risk score serves as a basis, then
the values of other metrics are added, but firstly the logarithm dependent on their
values and maximum values is calculated to scale the value nonlinear. Authors
introduce non-linearity to avoid the fast growth of integral metric value. Let
SCORES be a list of metrics with values in the range [0, 10], then the generic
algorithm for integral privacy and security calculation consists of the following
steps:
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1. If all metrics in SCORES are not defined (or null), return not defined (or
null)

2. Set max score as a maximum element of SCORES
3. Remove max score from SCORES
4. Calculate integral score = max score + log(1 + sum(SCORES),

10 ∗ length(SCORES))
5. If integral score > 10 set integral score as 10.
6. Return integral score.

The algorithm outputs the integral score integral score in the range [0, 10]. The
following small example illustrates the calculation procedure of integral static
privacy & security score. Let static CIA score be 4.6, APK-based score be 3.0,
and integral privacy policy based score is 4.5. The maximum score is static CIA
score, and it serves as the basis of the integral score. Then the final static privacy
& security score is calculated as follows: integral score = 4.6 + log(1 + (3.0 +
4.5), 10 ∗ 2) = 5.2.

To analyze the difference between the proposed algorithm and the weighted
sum, the authors implemented the following experiment. We considered the case
when three metrics are used to calculate integral score - static CIA score, APK-
based score, and privacy-policy based score. All these metrics are equally mean-
ingful and that is why corresponding weights were set equal to each other. Then
we evenly changed the values of two metrics (static CIA score, APK-based score)
from 0.0 till 10.0 while the value of privacy policy based score was fixed to 5.0,
and analyzed how the values of integral score changed. Figure 6 and Fig. 7 show
the difference in values of integral security & privacy metric when it is calculated
using the weighted sum and proposed algorithm. When the weighted sum was
used, the integral score changed linearly in the range from 1.7 to 8.3. The score
of 1.7 corresponds to the case when static CIA score and APK-based score were
set to 0, and the privacy policy based score was equal to 5. The score of 8.3
corresponds to the case when two metrics have the highest scores. Thus, the
algorithm based on weighted sum reduces the values of the integral score when
one metric has either high or small score relatively other metrics, because for
the case when all metrics are equally important it simply averages the values.
The proposed algorithm does not reduce the highest value of the metric, as it is
selected as a base for the integral score, and this base is increased proportion-
ally to the values of the rest metrics. Figure 7 shows that integral score grows
slowly when the Static CIA and APK-based score are either small or compara-
ble with privacy policy based risk, but when these two metrics became greater
than privacy policy based risk (more than 6), the integral score starts growing
faster reaching the highest score when Static CIA and APK-based score equal to
8.6. So it could be concluded that the proposed algorithm produces cumulative
scores.

4 Implementation and Test Case

Common architecture of the developed system is provided in Fig. 8. The pro-
posed system is implemented using Python. We use the PostgreSQL database
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Fig. 6. The values of integral security
& privacy metric when they are calcu-
lated with the weighted sum algorithm,
all weights are equal to each other.

Fig. 7. The values of integral secu-
rity & privacy metric values when they
are calculated with the proposed algo-
rithm.

to store information about the devices under analysis, values of metrics, normal
profiles of the devices, and intermediate data about detected anomalies in device
functioning. This database also contains data about known vulnerabilities in IoT
devices. This information is updated every 6 h automatically or each time the
NVD update script is launched manually.

Fig. 8. Common architecture of the proposed security measuring system.

The suggested workflow with the security measuring system is as follows.
Initially, the system updates information about known vulnerabilities and takes
a description of privacy policy ontology as input data. Then user fills in a device
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specification, that may include device type, model, manufacturer, etc. This infor-
mation can be also automatically filled in using system and device logs. Based
on this information the system automatically searches for and downloads APKs,
their description available on application marketplaces, privacy policy for the
given device or the device manufacture. These data could be also specified manu-
ally by the system user. Afterward the system outputs the static integral security
& privacy score. This is done by implementation of the following steps:

1. Calculate readability score for the device/manufacture privacy policy.
2. Construct P2Onto ontology based on given template and calculate ontology-

based privacy score.
3. Calculate integral privacy policy based score.
4. Calculate static CIA score based on vulnerabilities associated with down-

loaded APKs.
5. Calculate description-based scores and permission-based scores for the APKs.
6. Calculate integral APK based score.
7. Calculate and output integral static security and privacy score.

To produce dynamic scores it is required to provide security measuring sys-
tem access to device and system logs. The system extracts from logs the following
information: information about the connections between the devices; information
about the devices, such as device internal characteristics, device state informa-
tion, time of login/logout; and information about the errors.

Afterward the system outputs the dynamic integral security & privacy score.
This is done by implementation of the following steps:

1. Process logs to generate attack traces based on the connections between the
devices and their known vulnerabilities.

2. Recalculate CIA score based on the generated traces.
3. Process logs to calculate features that describe device behavior.
4. Construct normal behavior device profiles based on normal values of features.
5. Use new portions of logs to detect anomalies. New logs are processed once a

day.
6. Calculate dynamic CIA score based on the detected anomalies.
7. Calculate dynamic privacy score based on the detected anomalies.
8. Calculate and output integral dynamic security and privacy score.

All calculated metrics are stored in the database and available to the user.
Let us consider the following example of security measuring system opera-

tion. The analyzed device is a smart lock produced by August company [24]. This
company produces devices for the smart home environment, such as smart locks,
doorbell cameras, and other accessories. Their smart lock allows implementing
a variety of convenient functions such as remote locking and unlocking the door,
logging exit/entrance activity of smart lock owners as well as their guests, sup-
porting identification, and voice assistant. To obtain the static integral security
and privacy score, the system uploaded the following data:
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– the application August Home 11.5.1 for Android that manages the activity of
smart devices including smart lock and its description from APKPure market
place;

– privacy policy for website and products from manufacture’s site [24].

The obtained readability score was defined as 13.0, that corresponds to the
text with high difficulty.

The analysis of privacy policy using its ontology representation revealed some
interesting scenarios such as a collection of personal data from guests who visit
the owner of a smart lock. Figure 9 shows the collection of financial data by the
first party. This type of data is collected in order to provide Internet payment
services and legal authorization. The calculated ontology based score is equal to
8.37, that is quite high, but could be explained by a variety of data types - user
account data, application and device data, tracking and financial information -
being collected and shared.

Thus, the integral privacy policy based score is 8.34.

Fig. 9. First party collection of financial data presenting using P2Onto ontology.

The analysis of APK permissions and description showed that the actual
permissions set for the “August Home” app is {READ CONTACTS, ACCESS
FINE LOCATION, ACCESS COARSE LOCATION, READ EXTERNA-L
STORAGE, READ PHONE STATE, CAMERA, RECORD AUDIO}, while a
set of predicted permissions - {ACCESS FINE LOCATION, READ EXTERN-
AL STORAGE, READ PHONE STATE, RECORD AUDIO}. Thus, permis-
sions READ CONTACTS, ACCESS COARSE LOCATION’, CAMERA were
not predicted. This resulted in the following values for permission and descrip-
tion based scores:

– permission-based risk score DS = 0.6;
– description-based risk score PS = 0.4.

Thus, APK based score equals 7.1.
For the given APK security measuring system detected the following CPE

entry in NVD database: cpe:2.3:a:august:august home:-:*:*:*:*:android:*:*, and
the corresponding CVE: CVE-2019-17098 (Fig. 10). Thus, the static CIA score
is 6.5 considering the CVSS score of CVE-2019-17098 and device criticality.
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Fig. 10. Detected CVEs for smart lock APK.

Integrating scores of static CIA score, APK based score, and integral privacy
policy based score we obtain integral static security & privacy score equal to 9.2
when calculating using proposed non-linear algorithm and 7.4 when calculating
using the weighted sum function.

The next part of the case study is related to dynamic assessments. The log
processing and integration component of the security measuring system pro-
cesses the logs first. Input logs are represented as series of csv files, partitioned
by different days of activity. The component aggregates and normalizes the het-
erogeneous data in logs of various types. The resulting integrated log contains
attributes representing the time of message registration in the log, the connec-
tions between the devices, information about the devices (such as device ID,
its model, IP-address, etc.), device state information, time of its login/logout,
and information about the errors. After defining the set of attributes for the
integrated log, messages are combined and sorted by time, and an additional
attribute is introduced indicating the type of log that contains the message.

The resulting integrated log is used to generate attack traces based on the
connections between the devices and their known vulnerabilities first. Based on
this log the security measuring system detects a connection between the smart
lock and August connect (bridge). The trace is generated based on the smart lock
APK vulnerability (CVE-2019-17098) and August connect vulnerability (CVE-
2018-20100). The dynamic CIA score based on the attack traces calculation com-
ponent classified CVE-2019-17098 as V3 and CVE-2018-20100 as V1 according
to Fig. 4. As soon as CVE-2018-20100 helps to obtain admin privileges, there
is a following trace between the devices: CVE-2018-20100 -> CVE-2019-17098.
It increases the exploitability of CVE-2019-17098 considering traces from 2.84
to 2.99. CIA score changes from 6.5 to 6.59, that doesn’t influence on integral
static security & privacy score. High integral static security & privacy score val-
ues grows rather slowly with growth of the CIA score (the CIA score should
increase on 1.9 to affect the integral score).

On the next step the security measuring system processes the logs to calculate
features that describe device behavior and constructs normal behavior device
profiles based on normal values of features. Further new logs are processed once
a day to detect anomalies in the device behavior. If anomalies are detected then
dynamic CIA score or dynamic privacy score is recalculated depending on the
type of the detected anomaly that, in its turn, changes the integral dynamic
security and privacy score. The authors used the generated logs with anomalies
to test the dynamic scores calculation. Detected anomalies affect the CIA score
and privacy score (depending on anomaly type). Thus, 10% of CIA anomalies
detected in log resulted in changing the CIA score from 6.59 to 6.7. But, as it
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is said above the CIA score should increase on 1.9 to affect the integral static
security & privacy score and it stays 9.2.

5 Discussion and Conclusion

The paper described the developed security measuring system for IoT devices.
The introduced system is based on the novel hierarchy of the security and pri-
vacy metrics, algorithms for their calculation, and integral scores calculation
algorithms. The developed system automates all stages of data gathering, pro-
cessing and analysis for calculation of the selected metrics and their recalculation
when new data arrives. The difference of the proposed measuring system from
the other analogical frameworks consists in consideration of different security
and privacy aspects for comparison of the security level of different IoT devices
and integration of these aspects in one integral security and privacy score. The
underlying approach supposes calculating the base static score for the device
using its internal characteristics and its further recalculation in dynamics con-
sidering new obtained data, such as data on device connections and behavior.
It is implemented via the following steps: calculate readability score for the
device/manufacture privacy policy; construct P2Onto ontology based on given
template and calculate ontology-based privacy score; calculate integral privacy
policy based score; calculate static CIA score based on vulnerabilities associ-
ated with downloaded APKs; calculate description-based scores and permission-
based scores for the APKs; calculate integral APK based score; calculate and
output integral static security and privacy score; get and process new portion of
logs; construct normal device behavior profile; get and process new portion of
logs every specified time interval; recalculate CIA score considering connections
between the devices in logs and constructing possible attack traces; check for
anomalies in normal device behavior; recalculate scores if there are anomalies.
The whole process is demonstrated on the case study for the IoT device.

While novel algorithms were proposed for separate metrics the main con-
tribution consists in the algorithms for the integral security and privacy scores
calculation. There are different approaches to integral scores calculation, includ-
ing the expert (or table-based) approach [7], the min-max approach [19] and the
approach based on weighted sum [8]. We selected the weighted sum approach
but modified it as soon as all input metrics are considered equally meaningful.
If we would set corresponding weights equal to each other the algorithm would
reduce the values of integral security and privacy score because it simply aver-
ages the values. The authors consider it unacceptable in the case of the security
and privacy scores. Thus, in the proposed algorithm the metric with the highest
score serves as a basis, while the values of other metrics are added to it, but
firstly the logarithm dependent on their values and maximum values is calcu-
lated to scale the value nonlinear. The authors introduced non-linearity to avoid
the fast growth of integral metric value. The experiments showed that the pro-
posed algorithm does not reduce the highest value of the metric, as it is selected
as a base for the integral score, and this base is increased proportionally to the
values of the rest metrics.
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There are some features of the proposed system that can and should be
improved in future work. New metrics, such as authenticity and transparency
can be added. Currently, device criticalities that are used to calculate static CIA
score are set depending on the device type. In the future calculation of the criti-
calities can be automated considering the device’s role in the system. Automated
searching for CPEs and CVEs should be improved as soon as because of lack of
unification and errors sometimes they are missed. The anomaly detection pro-
cess can be enhanced by introducing new complex features. Besides, anomaly
detection by device type profile should be added. Integration with intrusion
detection systems can enhance the solution as well. And in the future work the
authors plan to add the security recommendations that will allow improving the
calculated metrics.

And finally, the main challenge consists in the verification of the proposed
security measuring system. While separate algorithms were tested on the exper-
iments and applicability of the proposed system was shown on the use case, the
only usage of the device and statistics on real successful incidents can demon-
strate if the calculated security and privacy scores were correct. In future work
the authors plan to research and overcome this challenge by developing the test
stand for scoring and compromising the IoT devices.
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Abstract. Narrowband-Internet of Things (NB-IoT) is a relatively new
Low PowerWide Area Network (LPWAN) technology used to implement
large-scale IoT applications. The economic viability of most applications
depends on a long battery life of deployed devices (1̃0 years). In this
paper, we document two interference attacks on the NB-IoT communi-
cation link that lead to a battery depletion in devices. These attacks can
be carried out without disruption of data delivery and are therefore hard
to detect. We describe a Matlab based simulation environment that can
be used to investigate interference on NB-IoT communication, and we
then use this environment to study the two attacks. For example, we
show that battery lifetime can be reduced from 17 years to as low as
four months.

1 Introduction

NB-Io is a relatively new LPWAN technology developed by 3rd Generation Part-
nership Project (3GPP). NB-IoT aims to provide low-cost devices with long bat-
tery life and supports a high connection density. NB-IoT makes use of a subset
of the Long-Term Evolution (LTE) standard, limiting the bandwidth to a single
narrow-band of 200 kHz. As the technology uses the existing LTE infrastructure,
deployment of devices is simplified as the existing base station infrastructure can
be used. NB-IoT devices are increasingly used to implement Internet of Things
(IoT) applications such as smart cities, industrial automation and smart grids.
To be commercially viable, these applications require a very long device life-
time. Frequent battery changes in devices are not feasible as this would increase
maintenance costs to a point where the application is not viable. Therefore, a
device battery lifetime of many years (10 years in most commercial settings) is
required.

The energy consumption of an IoT device is in most cases dominated by
communication. By choosing a low communication duty cycle, it is possible to
achieve the required ten year lifetime of a device. In this case, a duty cycle is
chosen where a node wakes once a day to report sensed information via the LTE
base station infrastructure to a back-end.
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The communication link between the NB-IoT device and the base station is
dynamically adjusted to the communication environment. This is done to balance
communication reliability and energy consumption. For example, transmission
power and the number of transmission repetitions are dynamically adjusted to
compensate for link quality fluctuations. As the communication protocol allows
for dynamic adjustments, it provides an angle of attack for an adversary. An
attacker can interfere with the communication link such that (i) communication
is still possible and (ii) the energy consumption of a device is maximised. An
interferer can execute a battery depletion attack.

To the best of our knowledge, this work is the first study of energy depletion
attacks via an interferer on NB-IoT devices. We present two different methods
an attacker can employ to interfere with the communication, increasing device
energy consumption. We use a customised Matlab simulation environment to
investigate communication between NB-IoT devices and base-station. We show
that such attacks can reduce device lifetime significantly. Thus, such attacks can
be used to render an IoT deployment commercially infeasible. At the same time,
such attacks are hard to detect as data communication from the NB-IoT device
is not prevented, and the attacker is not continuously jamming as these activities
are carefully timed.

The main contributions of our work are:

– NB-IoT Battery Depletion Attacks: We describe in detail two possible attacks
on NB-IoT communication via interference that result in energy depletion.

– NB-IoT Simulation: We describe our extension to the Matlab simulation envi-
ronment that can be used to evaluate NB-IoT communication and interference
of an attacker with it.

– NB-IoT Battery Depletion Attack Analysis: We provide a thorough analysis
of the impact of the NB-IoT battery depletion attacks. We show that a device
lifetime reduction from 17 years to around four months is feasible.

In the next section, we describe related work. In Sect. 3 we give a brief
overview of NB-IoT, describe the attacker (threat model), and we describe in
detail the identified NB-IoT battery depletion attacks. Section 4 describes the
evaluation scenario, metrics used for assessment and the simulation environment
that was developed. In Sect. 5 we describe our obtained results and also discuss
possible countermeasures. Section 6 concludes the paper.

2 Related Work

Battery depletion attacks on wireless devices is a well-known class of attack that
has received a lot of research attention over recent years.

Energy depletion attacks, in general, aim at tricking a device into spend-
ing unnecessary effort on tasks that lead to energy depletion. For example, a
device can be forced to spend additional computational effort [24] or prevented
from entering into an idle or sleep state [22], also known as a sleep deprivation
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attack. Another common approach is to force a device to perform unnecessary
communication as the additional transmissions and receptions require additional
energy [7]. Such an attack is particularly effective on small embedded devices
(IoT devices, sensor nodes) where the communication transceiver dominates
energy consumption.

Forcing a device into unnecessary communication can be achieved in different
ways. An attacker may target an individual device or the network as a whole. To
attack an individual device, the attacker may send messages to the device which
response, for example, to state that such message is incorrect (see Vasserman
et al. [26], and Krejčú et al. [12] for examples). Of course, such an attack is
only possible if the protocol allows for such a situation to occur. The attacker
may also target the behaviour of the entire network. A popular approach here
is to target the routing protocol (see Buttyán et al. [6], and Pu et al. [23] for
examples). The attacker may be able to insert a node in the network which
modifies routing behaviour such that messages have to travel unnecessary long
paths or are frequently dropped, requiring retransmissions. Again here, the used
protocols must enable such attack.

The approach investigated in this paper is to use interference as a form of
attack leading to battery depletion. An attacker may use an interference signal
such that a node is spending additional effort in communication. For example,
a node may use increased transmission power or additional transmissions to
compensate for the perceived communication channel degradation. If a node
does not limit this adaptation, it can lead to significant battery drain. To the
best of our knowledge, such interference-based attacks on NB-IoT nodes have
not yet been explored.

Hossein et al. [21] review existing jamming attacks and anti-jamming
approaches in Wireless Local Area Networks (WLAN) including but not lim-
ited to cellular networks, ZigBee networks, LoRa networks, Bluetooth networks,
vehicular networks and others. The article presents an in-depth analysis of jam-
ming and anti-jamming techniques, as well as an insight into the design of
jamming-resilient wireless networks.

Chiara et al. [20] emphasise the vulnerability of IoT networks with battery-
powered nodes against jamming. Moreover, the authors state that an attacker
can reduce the lifetime of energy-constrained User Equipment (UE)s by disrupt-
ing packet delivery. By considering a scenario as a multistage game, the article
determines optimal strategies for both sides and evaluates their impact on net-
work performance. Furthermore, they highlight the compromise between battery
lifetime and the reliability of communication and the impact a jamming device
has on both.

Andres et al. [4] propose an NB-IoT energy consumption model and vali-
date it in an experimental setup used to measure the energy consumption of
UE connected to a base station emulator. The article analyses the latency and
battery lifetime needed for the control plane procedure. The energy expenditure
estimation resulted in a maximum relative error of 21% between the proposed
model and the measurement setup. Furthermore, the authors conclude that the



Battery Depletion Attacks on NB-IoT Devices Using Interference 279

NB-IoT lifespan target of ten years is feasible as long the traffic profile has a
large assumed interarrival time or the radio resources’ configuration does not
demand an extensive number of repetitions.

3 NB-IoT Battery Depletion Attacks

3.1 NB-IoT

NB-IoT is a LPWAN technology introduced by 3GPP for data gathering
designed for low-data-rate applications [8]. For example, common usage of the
protocol might be found in smart metering or intelligent environment monitoring
devices [2].

For communication purposes, NB-IoT can be deployed as standalone, in-band
or guard-band as depicted in Fig. 1. For in-band and guard-band, the protocol
occupies one Physical Resource Block (PRB) of 180 kHz for the downlink and
uplink in the LTE spectrum. By “reframing” the GSM spectrum, the standalone
deployment inhabits a 200 kHz bandwidth [13,17]. Furthermore, to support the
massive deployment target of 1 million connected devices for every square kilo-
metre, tones (frequency domain) with different time allocations are assigned to
the User Equipment (UE). This allows the network to allocate one Resource
Unit (RU) to multiple UE, contrary to LTE, where every UE is assigned one RU
[27]. One tone can occupy 3.75 kHz or 15 kHz bandwidth for uplink using the
Single-Carrier Frequency-Division Multiple Access scheme (SC-FDMA) scheme
and 15 kHz bandwidth based on the Orthogonal Frequency Division Multiplex-
ing (OFDM) scheme similar to LTE. While on 15 kHz spacing, either single-tone
(8 ms) or multi-tone 12, 6 and 3 tones with a span of 1 ms, 2 ms or 4 ms can
be used for various UEs, on the 3.75 kHz spacing, only single-tone allocation is
supported to several UEs with the duration of 32 ms [3,5,17].

Fig. 1. NB-IoT deployment modes



280 V. Ionescu and U. Roedig

The NB-IoT utilises the frame structure of LTE with 1024 hyper frames. One
hyper frame contains 1024 frames, and each frame consists of 10 subframes with
two slots of 0.5 ms. In the frequency domain, 12 subcarriers with seven OFDM
symbols are mapped to every slot. Furthermore, when the 3.75 kHz spacing is
used for the uplink, 48 subcarriers are allocated with a slot span of 2 ms.

Several channels and signals are used for both downlink and uplink to facil-
itate the communication between the base station and the UE.

Downlink. The following are used for the downlink communication, and their
allocation is shown in Fig. 2.

– Narrowband Reference Signal (NRS).
– Narrowband Primary Synchronization Signal (NPSS).
– Narrowband Secondary Synchronization Signal (NSSS).
– Narrowband Physical Broadcast Channel (NPBCH).
– Narrowband Physical Downlink Shared Channel (NPDSCH).
– Narrowband Physical Downlink Control Channel (NPDCCH).

Fig. 2. Subframe channel assignments

The UE uses the NRS for cell searching and initial system acquisition. Fol-
lowing this, the NPSS and NSSS are utilised for frequency and timing synchro-
nisation with the base station. After the initial correlation, the UE is ready to
acquire the Master Information Block (MIB), which is carried by the NPBCH, as
well as the Narrowband System Information Block 1 (SIB1-NB) provided by the
NPDCCH, which provides the timing configurations for the remaining System
Information Block (SIB)s. Finally, the NPDSCH is used by the base station for
transmitting the data packets [13].

Uplink. For the uplink, the following channels and signals are used for commu-
nication
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– Narrowband Physical Random Access Channel (NPRACH).
– Narrowband Physical Uplink Shared Channel (NPUSCH).
– Demodulation Reference Signal (DMRS).

The UE utilises the NPRACH to conduct the initial access to the network and
request the transmission resources or reconnect in case of a link failure. NPUSCH
is used to send the uplink data packets, while DMRS is used to estimate the
channel accuracy [17].

One advantage of the NB-IoT protocol is its capability to enhance the cov-
erage area for rural and deep indoor applications. Furthermore, by delivering an
extra 20 dB compared to LTE, NB-IoT can operate at 164, NB-IoT can oper-
ate at 164 Maximum Coupling Loss (MCL) with up to 128 retransmission for
uplink and 2048 for downlink, therefore making the protocol suitable for latency
insensitive applications with up to ten seconds of transmission delay.

3.2 Threat Model

We assume two scenarios: simple jammer and intelligent jammer.

Simple Jammer. A simple jammer is a device that can output a continuous
interference signal. The signal power can be adjusted, but the attacker is not
able to analyse communication and adjust the jamming behaviour.

A malicious entity can use a simple jammer to force both the Evolved Node
B (eNodeB) and NB-IoT devices to allocate more resources in order to com-
municate. To deploy such an attack, the entity will need to use an “all in one
frequency jammer” that is able to jam all signals and be immune to frequency
hopping [18,25]. Furthermore, the device needs to have configurable transmis-
sion power to degrade the signal’s quality and not just block communication
entirely. In order to perform the attack, a constant power supply is needed as a
limited one would not be feasible for an energy depletion attack.

Intelligent Jammer. An intelligent jammer is outputting an interference signal
at precise times. The device can follow the communication on the channel that
it is attacking. Depending on observations, jamming times and signal power
can be adjusted. However, they cannot decrypt observed communication; only
unencrypted data and aspects such as slot occupancy and transmission times
are available to the attacker.

The attacker will use an intelligent jammer that transmits noise in a burst-like
pattern. It only uses energy when it needs to, thus functioning as a duty-cycled
device. The intelligent jammer has some understanding of the upper-layer pro-
tocols. It can also understand some communication parameters by decoding the
unencrypted data elements. The malicious device must be capable of eavesdrop-
ping on the downlink channel while reacting on the uplink channel and the other
way around. Because of the nature of the NB-IoT protocol described in Sect. 3.1,
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data such as NRS, NPSS, NSSS, MIB, SIB1-NB, Narrowband System Informa-
tion Block 2 (SIB2-NB), and others are sent unencrypted in order to perform
synchronization, and authentication [13], thus making the end device vulnera-
ble to energy depletion attacks. An intelligent jammer can use such exposure
to gain more information about the communication and pressure the legitimate
devices to increase their transmission power and the number of repetitions while
remaining hidden.

3.3 Degradation of Quality of Signal (DQS) Attack

The LTE specification provides a set of data and parameters to estimate the
channel between an eNodeB and a UE [2]. In order to properly evaluate the
QoS in an NB-IoT network, we have to look at both the downlink radio channel
as well as the uplink one. The downlink radio channel is estimated with the
help of the Narrowband Reference Signal (NRS), while on the uplink side, the
estimation is done using the Single-Carrier Frequency-Division Multiple Access
scheme (SC-FDMA) within a resource grid that is configured to use either a 15
kHz or a 3.75 kHz.

Downlink Radio Channel Quality of Signal (QoS) Estimation. In the
downlink channel, the NRS can be found in the last two OFDM symbols of each
slots [16]. In Fig. 2, an adaptation from [11], a graphical representation depicts
the subframes by index from zero to 19 within one PRB. It is worth noting
that NPSS, NSSS and NPBCH have set channel assignments according to the
NB-IoT standard and that the NRS can be transmitted in all subframes except
NPSS and NSSS.

Furthermore, multiple parameters and their relationships have to be
described in order to properly assess the impact of decreasing the in order to
properly assess the by adding noise to the transmission.

– Reference Signal Received Power (RSRP), according to the 3GPP definition,
is the linear average over the power in Watts of the resource elements that
carry NRS [2]. Due to the fact that NB-IoT downlink is an OFDM transmis-
sion with 15 kHz carrier spacing, the RSRP will become the power of a single
15 kHz NRS.

– Received Signal Strength Indicator (RSSI) is the linear average of the total
power received by a device in Watts only from the configured OFDM symbol
and in the measurement bandwidth over N number of resource blocks, by
the UE from a multitude of sources, including co-channel, adjacent channel
interference, thermal noise and others. Because the downlink is deployed with
a 15 kHz spacing and always uses 12 subcarriers, the evaluated bandwidth is
equal to

15 kHz ∗ 12 = 180 kHz (1)

or exactly one PRB. Moreover, depending on the cell load, the RSSI varies
according to the allocated subcarriers [16].



Battery Depletion Attacks on NB-IoT Devices Using Interference 283

– Reference Signal Received Quality (RSRQ) is defined as the ratio RSRP and
RSSI, with the constraint that both the numerator and denominator shall be
measured in the same set of resource blocks.

RSRQ =
RSSI[W ]
RSRP[W ]

(2)

– The Signal-to-Interference and Noise Ratio (SINR) is the ratio between a
received signal level and the Interference amount (PI) from other sources,
along with the Effective Noise Floor (PN,eff ).

SINR =
RSRP[W ]

PI,15 kHz + PN,eff,15 kHz
=

RSSI[W ]
PI,180 kHz + PN,eff,180 kHz

(3)

Matz et al. [16] validated the correlation between SINR and RSRQ via the
subcarrier activity factor x as the ratio occupied by the Resource Element (RE)
in a Resource Block (RB): x = RE/RB, thus proving the relation derived in [19].

SINR =
12

1
RSRQ − RE

=
12

1
RSRQ − 12 ∗ x

(4)

Uplink Radio Channel QoS Estimation. MCL is a parameter calculated
by substrating the Receiver Sensitivity (PRX,min) from the Power Level at the
Antenna Connector (PTX):

MCL = PTX − PRX,min (5)

MCL is a key metric to estimate the radio coverage, and in the case of NB-
IoT, it is used to set up the number of repetitions and the PTX . Furthermore,
in the case of uplink for up to two repetitions, the UE adjust the PTX based
on multiple cell variables, including coupling loss. In case of more than two
repetitions are needed, a maximum cell-specific PTX is used. The receiver sensi-
tivity PPRXmin represents the smallest input energy level at the receiver antenna
compared to a QoS threshold. To further understand the MCL complexity, the
following notions have to be explained. NB-IoT has the capability to dynami-
cally adjust the Modulation and Coding Scheme (MCS) depending on the radio
conditions. The MCS is defined as how many useful bits can be carried per RE,
resulting in the MCS being directly correlated with the radio link quality and
error probability. In other words, MCS is periodically adjusted in order to keep
the connection within a Block Error Rate (BLER) threshold, typically 10% for
the NPUSCH) and NPDSCH NB-IoT channels [13]. NB-IoT can further extend
its range by increasing the number of symbol repetitions NRep. Consequently,
the BLER becomes dependent on the MCS and the Nrep used for any given
Signal-to-Noise Power Ratio (SNR). The Minimum Signal-to-Noise Power Ratio
(SNRmin) needed for the aforementioned BLER has to take into consideration
firstly the thermal noise as defined below:
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PN = 10 ∗ log(kTB/1mW) (6)

where k = Boltzmann constant, T = temperature, B = bandwidth. According
[16] and [13] the PN,eff is defined as the Noise Figure (NF) of the receiver front-
end in addition to the Thermal Noise (PN ). Taking the previous definitions into
account the PRX,min can be defined as:

PRX,min = PN + NF + SNRmin = PN,eff + SNRmin. (7)

By understanding the full involvement of the MCL in the NB-IoT capabil-
ity to adjust the number of repetitions and the power transmission, a malicious
entity could exploit it by adding noise to the subframes carrying the NRS on the
downlink channel and to the NPUSCH. By doing so, the attack will trick both
the base station and the UE into higher coverage levels, increasing power con-
sumption drastically. An example of such noise is the Additive White Gaussian
Noise (AWGN). AWGN is a theoretical term for noise that can occur in many
natural processes. For example, if we consider the is NPDSCH transmitted at
PTX = 35 dBm and a scenario at room temperature, T = 290 K, for a bandwidth
of 180 kHz with a noise figure equal to 7 dB, the effective noise power would be
calculated as:

PN,eff = 10 ∗ log(k ∗ 290 ∗ 180) + 7dB = −104.4 dB (8)

Furthermore by considering a SNRmin at a medium coverage level at −14 dB,
we could finally calculate the MCL as:

MCL = PTX − PRXmin ≈ 154 dB (9)

In order to maximise the efficiency of such an attack, an intelligent jamming
device can be used. Roger et al. [10] describe a low-power intelligent jamming
device that is capable of targeting specific control channels. Another effect of
such intrusion would force the carrier to allocate more resources in the form of
subcarriers, thus reducing the bandwidth. Because this type of attack does not
aim to interrupt the communication immediately, it is harder to detect than
full jamming. Additionally, the MCL increase could emerge naturally from the
ever-changing environmental conditions, reducing suspicion.

To summarise, in order to effectively perform a Degradation of Quality of Sig-
nal (DQS) attack, the malicious device has to estimate the MCL class of the UE
and adapt its transmission power to force base station and UE to allocate more
resources in terms of the number of repetitions and the energy consumption.

3.4 Random Access Procedure (RAP) Attack

In NB-IoT, the RAP is done with the help of the Narrowband Physical Random
Access Channel, also known as NPRACH.

Comparing to the LTE Physical Random Access Control Channel (PRACH),
the NPRACH has been completely redesigned [14]. In contrast to the LTE
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PRACH, which occupies a bandwidth bigger than the entire NB-IoT carrier
up to 1.05 MHz, NPRACH is based on a Single-Tone configuration with fre-
quency hopping and uses 3.75 kHz subcarrier spacing. Furthermore, it supports
different cell sizes by providing two cyclic prefix lengths, thus utilising from 45
kHz to 180 kHz depending on the number of subcarriers [15]. In order to enhance
the coverage, the transmissions can be repeated up to 128 times.

For the random access procedure to start, the UE needs to receive the SIB2-
NB. In Fig. 3 a complete procedure is illustrated, including the steps needed
before and after.

Fig. 3. Random access procedure and the related messages.

Because of the coverage enhancement feature, which allows transmissions to
be repeated up to 128 times, the random access procedure can be vulnerable to
energy depletion attacks. A smart jamming device, similar to the one described
in Sect. 3.3 can listen for the preamble message transmitted by the UE and jam
the Random Access Response onto the NPDCCH. Another way of taking advan-
tage of the RAP is to deploy a Man in The Middle Attack by using a fake base
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station and alter the SIB2-NB in order to maximise the energy consumption
used by the UE. It is worth mentioning that with 3GPP release 16 [1] the UE
can have preconfigured resources, where up to two users can send NPUSCH
simultaneously in the specific case when the latency is greater or equal to 64 ms
for 12-tone allocation. In case the UE is making use of the Preconfigured Uplink
Resources (PUR), it can bypass both the Random Access Preamble Transmis-
sion (Msg1) and the Random Access Response (Msg2), thus reducing the power
consumption and also reducing the efficiency of the aforementioned attacks [9].

In summary, a malicious entity can deploy a Random Access Procedure
(RAP) attack by listening on the downlink channel and jam the Msg1 while
counting the number of repetitions so that it will not exceed the configured
number sent via SIB2, thus allowing the connection to be completed. Further-
more, to optimise the RAP attack, a MITM can be used to alter the maximum
number of transmissions of Msg1 up to 128. The fake base station can also alter
the cell ID, therefore invalidating the PUR settings of the UE [9].

4 Evaluation Setup

4.1 Evaluation Scenario

In order to analyse the impact of attacks, we use the following communication
scenario: UEs are communicating with an eNodeB. The assumption is that the
base station is always able to receive an uplink signal. Devices wake periodically
every t hours and send a bup byte-sized payload and receive a bdown byte payload.
This is a common NB-IoT scenario used in deployments (see Liberg et al. [13]).
A typical setting is t = 2h, bup = 200 byte and bup = 60byte.

The scenario is executed without any attack to establish a baseline in terms
of the nodes energy consumption. Thereafter we run the same scenario with a
present attack and compare the energy consumption with the baseline.

4.2 Evaluation Metrics

We use two parameters to judge how effective an attack is. The first parameter
is Energy Depletion Rate (EDR) which describes how much an attack depletes
a device battery compared to the baseline scenario without attack. The second
parameter is Jammer Duty Cycle (JDC) which captures the percentage of time
that the jamming device has to be active.

Energy Depletion Rate (EDR). The EDR is defined as:

EDR = 1 − Ebaseline

Eattack
(10)

Here Ebaseline is the energy consumed by the UE during normal operation while
Eattack is the energy consumption under a specific attack scenario. EDR produces
a value between 0 and 1; the attack is not effective for values close to 0, while
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values close to 1 indicate an effective attack. We use this metric also separately
for transmission and reception of the UE in order to see if an attack has more
impact on upstream or downstream channels.

Jammer Duty Cycle (JDC). The JDC is defined as:

JDC =
Tactive

Ttotal
(11)

Here Tactive is the time the jamming device is transmitting a jamming signal
while Ttotal is the experiment duration. JDC is a measure for the effort the
attacker has to undertake to achieve their goal. It also describes how active an
attacker is and how easy it might be spotted.

4.3 Simulation Environment

In order to simulate the battery consumption of NB-IoT devices, we used Mat-
lab together with the LTE-Toolbox as our simulation environment. It is worth
mentioning that the LTE-Toolbox implementation of the NB-IoT protocol is not
a full end-to-end reactive simulation, thus focusing more on generating modu-
lating, demodulating coding and decoding the appropriate waveform. For this
reason, some of the parameters in our environment have to be set prior to exe-
cuting the simulator (e.g. SIB2-NB maxPreambleTrans). In Fig. 4 we can see a
simulated waveform with the allocated subframes over the number of subcarriers.

For our scenario, we have chosen the three coupling loss specifications of
NB-IoT as outlined by Liberg et al. [13]. These settings were used as the
basis for defining the performance requirements and power consumption of the
UE. By analysing the latest NB-IoT devices technical specifications, includ-
ing the Sara N3-NB-IoT from U-Blox, 212 LTE IoT Modem from Qualcomm
and averaging their power consumption, the following values were used: max-
imum TXmax = 330mA, and maximum RXmax = 30mA, idle = 3mA and
deepsleep = 0.003mA. Furthermore, to simulate the environment as close to
real-life as possible, we have chosen a 1000 mAh lithium polymer battery (LiPo)
perfect battery at a nominal 3.7 V. The reason for choosing this battery is that it
is one of the most popular, standard type LiPo batteries available on the market.
However, the actual battery will likely be less reliable as we do not model the
battery degradation and external factors such as temperature.

4.4 Jammer

We simulate 4 different jamming attacks:

– The simple jammer for decreasing the quality of the signal: simple Degrada-
tion of Quality of Signal Attack (sDQS)
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Fig. 4. NB-IoT waveform generated by the Matlab simulation environment. The upper
representation displays the channels and signal assign to each subframe. The lower
figure display the allocation of the same signals and channels in a time-frequency
domain.

– The intelligent jammer for decreasing the quality of the signal: intelligent
Degradation of Quality of Signal Attack (iDQS)

– The intelligent jammer targeting the random access procedure: Random
Access Procedure (RAP)

– The intelligent jammer for decreasing the quality of the signal and targeting
the random access procedure: (iDQS + RAP)

Both the sDQS and the iDQS attack were modelled in Matlab by adapting
our base environment to maximise the resources needed to complete the com-
munication. More specifically, setting the number of repetitions for both the
downlink and uplink in accordance to the 164 MCL as described in Sect. 3.1 and
the transmission power as specified in Sect. 4.3. Thus, on the one hand, the sDQS
uses a simple AWGN function that adds noise to the legitimate signal depend-
ing on the transmission power. On the other hand, the iDQS comprises multiple
steps, including but not limited to synchronisation, demodulation, decoding,
MIB parsing, and BLER calculation and lastly, adding the AWGN to the signal.
Furthermore, we assumed that the intelligent jammer has learned the commu-
nication pattern of the UE and that it is able to time the attack.

For the RAP vulnerability described in Sect. 3.4, we use our baseline envi-
ronment as a starting point and then model only the access procedure. More
specifically, on the downlink channel, the jammer has to receive and correlate
the NPSS and NSSS in order to be able to receive the MIB, which in turn
is used for acquiring the other SIBs, especially SIB1-NB and SIB2-NB. After
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decoding and retrieving the information from SIB2-NB, the malicious device
will start jamming on the uplink channel the Random Access Preamble Trans-
mission (Msg1) in order to maximise the number of retransmissions according
to the information obtained before. In Matlab, we simulated this by increasing
the number of repetitions in the simulated RAP to 120 from the maximum of
128 and calculate the depletion rate and the duty cycle for sending the Msg1
but also for receiving the System Information Block 2 (SIB2).

5 Evaluation Results

5.1 Baseline

Fig. 5. Achievable battery lifetime of an NB-IoT node in our baseline scenario using
communication parameter settings of t = 2 h, bup = 200 byte and bup = 60 byte under
different MCL scenarios. No jamming attack is present (Baseline Scenario).

The energy efficiency of NB-IoT devices varies a lot depending on the selected
MCL. For our scenario presented in Sect. 4, Fig. 5 depicts the years of battery life
achieved and the percentage of energy spent in each communication state (Active
(TX/RX), IdleSleep and DeepSleep). For this experiment the communication
parameters in our scenario are set to t = 2h, bup = 200 byte and bup = 60byte.

The simulation results for our baseline environment are in line with other
results reported in literature [13]. We observe that only the MCL = 144 db setting
achieves the 3GPP standard requirements in terms of lifetime [2]. It is worth
noting that the reporting interval of t = 2h might be considered aggressive, but
many real-life applications are requiring such a schedule.
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5.2 Jamming

Table 1 summarises the results of our evaluation assessing EDR and JDC for
the different attack types considered (sDQS, iDQS, RAP and iDQS + RAP).
Communication parameter settings of t = 2h, bup = 200 byte and bdown =
200 byte are used here.

Table 1. EDR and JDC for the different attack types considered (sDQS, iDQS, RAP
and iDQS + RAP).

Type EDR JDC

1. Baseline 0 0.0003

2. sDQS 0.41 1

3. iDQS 0.41 0.0026

4. RAP 0.76 0.0223

5. iDQS + RAP 0.85 0.0246

Simple Jammer. The simple jammer executing the sDQS attack is, as expected,
the most inefficient approach in terms of JDC. In terms of attack performance it is
equivalent to iDQS (see Table 1). However, this is only the case if the transmission
power of the jamming signal is set correctly (as we have done in this simulation).
If the transmission power is too high, the signal will be entirely blocked instead
of degrading it. In this case, the battery lifetime of a UE actually increases as the
device is prevented from communicating at all. The simple jammer cannot learn
which transmission power to use to effectively jam as it cannot observe the effect
of its jamming. Thus, this type of attack may be difficult to execute in practice.

Intelligent Jammer. The effectiveness of the intelligent jammer is dependant
on the type of attack considered (iDQS, RAP and iDQS + RAP). As expected,
the efficiency in terms of JDC is much greater than in the case of a simple jammer
(see Table 1). The RAP attack is more efficient from the attackers perspective
than iDQS (achieving an EDR of 0.76 compared to an EDR of 0.41). However,
the RAP attack is significantly more energy costly (JDC of 0.0223 compared to a
JDC of 0.0026). The combination of both attack types requires a JDC combining
the effort for both attacks, which leads to the highest attack success with an EDR
of 0.85. Next, we evaluate the effectiveness of the intelligent jammer in more
detail, considering variable payload sizes for up and downlink (bup and bup).
Figure 6 shows the resulting EDR separately for uplink and downlink (TX/RX).
Figure 7 shows the combined EDR together with the JDC.

In Fig. 6, we can see the different types of depletion rates based on the chosen
attack over the payload size for sending and receiving. The chart is based on
multiple simulations with different payload sizes, ranging from 0 to 300 bytes (for
bup and bup). The EDR varies from zero to one, where zero represents the baseline
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with no interference present while 1 expresses an attack with a 100% impact on
the battery. On the left side, coloured in blue, we can see the receiving depletion
rate for the iDQS, RAP and iDQS+RAP attacks, while at the same time, on
the right side, coloured in orange, we show the sending depletion rate. While the
iDQS has the smallest impact compared to other attacks, we can observe that
its impact is nonlinear, and it increases with payload size. Contrary to iDQS,
the RAP attack has a constant impact as it targets only the random access
procedure. However, upon further analysing, we can see that the RAP+iDQS
attack depletes the most energy for sending and receiving data. As expected,
the energy depletion rates have less impact on the receiving side, ranging from
zero to approximately 0.55 compared to the sending side, which varies from zero
to roughly 0.9. This difference is caused mainly by the fact that the UE spends
more energy while transmitting data than receiving.

In Fig. 7, we see the combined EDR coloured in blue together with JDC
coloured in orange. The iDQS attack though not the most effective in terms of
EDR has the most significant difference between the JDC and EDR (A high
impact is achieved for little effort). The latter increases significantly over the
payload size, thus expanding the gap even further. Identically to the chart pre-
sented in Fig. 6, the RAP attack has a linear impact on both JDC and EDR, as
the payload size does not influence the random access procedures. On the other
hand, we can observe that when we combine iDQS+RAP in the same attack,
the impact converse compared with only iDQS. The EDR in this case increases
slightly with the payload size while the JDC has a steeper ascending trajectory.

5.3 Evaluation Discussions

The simple jammer is easy to construct. However, it requires a constant battery
supply, and it will be easy to spot as it is continuously active. Furthermore, as this
jammer cannot observe the communication channel, it cannot adjust the power
of the interference signal. Thus, it might be challenging to execute this attack
efficiently in practice, and by interfering too much, the entire communication
may be blocked. In this case, the intended battery depletion attack results in a
communication denial of service attack.

The intelligent jammer is much more challenging to construct. The commu-
nication must be observed, and jamming is executed at specific times. Thus, it
is very difficult to spot the attacker as the attacker is only active in very brief
time periods. Furthermore, as activity is only briefly necessary, it is possible to
deploy the jammer as a battery-powered device. This further enables the attacker
to hide their malicious activity. For example, when executing the iDQS attack,
the most efficient attack in terms of JDC using t = 2h, bup = 200 byte and
bdown = 200 byte requires a = JDC of only 0.0026. If the jammer uses the same
construction as the NB-IoT device (In terms of transceiver power consumption
and battery), a jammer lifetime of two years is possible.
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Fig. 6. EDR, separately shown for reception and transmission channel, for the different
attack types considered (iDQS, RAP and iDQS + RAP). Communication parameter
settings are t = 2 h, 0 < bup = 300 byte and 0 < bdown < 300 byte.

The intelligent jammer can significantly reduce battery life. The baseline
scenario shown in Fig. 5 supporting over 17 years of operation is only able to
support around two years under an iDQS attack, six months under an RAP
attack and as little as four months when both attacks are combined.

5.4 Countermeasure

One effective countermeasure that would prevent the intelligent jammer from
learning the communication schedule of an NB-IoT device is to become active
to transmit and receive data at random times rather than a fixed schedule (i.e.
every two hours). This would force the intelligent jammer to consume more
resources in synchronising with the communication. One such example where
the UE is required to transmit every two hours would be to keep an average of
12 transmissions per day but randomly select the time slots within an interval.
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Fig. 7. EDR and JDC for the different attack types considered (iDQS, RAP and iDQS
+ RAP). Communication parameter settings are t = 2 h, 0 < bup = 300 byte and
0 < bdown < 300 byte.

6 Conclusion

We have shown by simulating the NB-IoT communication that different types of
jamming attacks can significantly impact the lifespan of the UE with over 90%
energy depletion, resulting in a decrease of device lifetime from over 17 years to
around four months. Clearly, a jamming device using the attacks described in
this work can be used to render any NB-IoT deployment commercially infeasible.
Therefore, more consideration to jamming attacks should be given before rolling
out NB-IoT installations on a large scale. Our next steps are to improve the
simulation environment to perform a more comprehensive analysis and devise
appropriate countermeasures as briefly outlined in the previous section.
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Zoltán Ádám Mann(B)

University of Amsterdam, Amsterdam, The Netherlands

Abstract. Applications for the Internet of Things (IoT) may use,
beyond the IoT devices themselves, also edge and cloud resources. Thus,
the modules of an application can be placed on a variety of nodes with
different capabilities in terms of security, trustworthiness, and capac-
ity. Application modules may exist in multiple instances. This makes it
possible to assign users to the most appropriate module instances, tak-
ing into account requirements on security, privacy, and latency. There
is a non-trivial interplay between application placement decisions and
user assignment decisions. For example, if a certain user is assigned to
a module, then that module may not be allowed to be placed on nodes
not trusted by the user. However, most existing research neglects this
interplay and its implications on security and privacy. In this paper, we
address the joint problem of application placement and user assignment.
Beside capacity and latency constraints, we consider several types of
security and privacy constraints: (i) module-level location constraints,
(ii) user-level location constraints, (iii) co-location constraints, and (iv)
k-anonymity constraints. We formalize the problem and develop an algo-
rithm to solve it using quadratically constrained mixed integer program-
ming. We demonstrate the applicability of the proposed approach by
applying it to an IoT system in the smart home domain. Controlled
experiments on problem instances of increasing size show that the algo-
rithm can solve even large problem instances in acceptable time.

Keywords: Internet of Things · IoT · Fog computing · Edge
computing · Application placement · Security · Privacy

1 Introduction

Modern computing infrastructures offer a continuum of computational resources,
from cloud data centers through fog and edge nodes to end devices in the Internet
of Things [4]. Network connections among the different compute nodes make it
possible to place the modules of an application on different nodes. Taking into
account the different capacity of the nodes and the network latency between
nodes, optimal decisions on application placement can be made [5]. However, it
is also important to take into account the heterogeneity of the nodes in terms of
c© Springer Nature Switzerland AG 2022
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security and privacy protection: for example, cloud data centers may offer better
security than fog nodes, whereas processing data from end devices in nearby fog
nodes may be more advantageous from a privacy point of view than offloading
to the cloud [2,3,22].

To optimally serve users, a distributed application may contain multiple
instances of the same module. This is beneficial for example for a geographically
dispersed user base: the different instances of a module can be placed in such
a way that all users can access a nearby instance with low latency. Beside the
latency implication, the assignment of users to module instances is also impor-
tant from a data protection point of view. For example, a module may have to
have at least k users assigned to guarantee k-anonymity [15,24].

Decisions on application placement (i.e., which application module to place
on which infrastructure node) and decisions on user assignment (i.e., which user
to assign to which module instance) may mutually impact each other. For exam-
ple, for data protection reasons it may not be allowed to process the data of
certain users in certain locations. Hence, if such a user is assigned to a module,
then that module is not allowed to be placed on nodes that are in the forbidden
locations. Moreover, if many users are assigned to a module, this may lead to an
increase in the computational needs of the module, thus requiring a node with
high computational capacity.

Despite this interplay between application placement and user assignment,
most existing work in this domain targets either application placement [6] or user
assignment [10], but not both. Furthermore, most related work either completely
ignores security and privacy requirements, or handle them in a rudimentary way.

To the best of our knowledge, this is the first paper to address the joint
problem of application placement and user assignment with a focus on security
and privacy requirements. Beside capacity and latency constraints, we investigate
four types of constraints that result from security and privacy requirements:

– Module-level location constraints, which prohibit the placement of certain
critical application modules on certain insecure infrastructure nodes

– User-level location constraints, which prohibit the placement of modules pro-
cessing the data of certain users on infrastructure nodes not trusted by those
users

– Co-location constraints, which prohibit the placement of certain pairs of appli-
cation modules on the same infrastructure node (e.g., because such co-location
could lead to side-channel attacks)

– k-anonymity constraints, which ensure that the data pertaining to at least k
users is processed together

We formalize the resulting problem, which combines application placement
and user assignment, also taking into account the mentioned types of security
and privacy constraints. We devise a quadratically constrained mixed integer
formulation, which can be solved by an appropriate solver. The resulting algo-
rithm is guaranteed to always find a placement of the application modules and
an assignment of the users that satisfy all constraints, whenever this is possible.
The practical applicability of the proposed approach is shown by applying it to
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Fig. 1. The Smart Bell example

a fog computing case study from the smart home domain. Moreover, we perform
controlled experiments on problem instances of increasing size to assess the scal-
ability of the approach. The results show that the algorithm can solve even quite
large problem instances in acceptable time on a commodity computer.

2 A Motivating Example

We consider an example IoT system from the smart home domain, based on
the Smart Bell system presented in [28]. The aim of Smart Bell is to recognize
visitors of a set of smart homes and react intelligently. For this purpose, cameras
capture images of visitors. The captured images are compared to images stored
in a database. This way, the system can recognize inhabitants, their friends,
neighbors, and neighbors’ friends. On this basis, the system can automatically
open the door, notify the inhabitants of the home, or activate an alarm.
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The Smart Bell system serves a block of smart homes that are connected
via a network. The Smart Bell software application is shown in Fig. 1(a). The
rectangles in the figure are the modules of the application, the arrows represent
data flows. Extractor modules are used to extract faces from pictures taken
by the cameras. The Recognizer compares the extracted face with the faces
in the Database in order to recognize known faces. Based on the result of the
Recognizer, the Decider decides how to react, and the reaction is carried out by
the Executer. The Logger logs the visits in an anonymized form.

The stick figures represent users together with their end devices. In our case, a
family, together with the smart end devices in their home (camera, door control,
alarm) is represented by a stick figure, and is referred to as a user in the following.

To serve several users, some modules may exist in multiple instances. In the
example of Fig. 1(a), there are two instances of the Extractor and Executer
modules. Thus, users (in this case, the families whose homes are to be served)
can be assigned to one of two alternative data processing paths:

1. User → Extractor A → Recognizer → Database → Recognizer → Decider →
Executer A → User

2. User → Extractor B → Recognizer → Database → Recognizer → Decider →
Executer B → User

In the shown example, Families 1–3 are assigned to the first, and Families 4–6
to the second data processing path. However, this assignment is not predefined;
also other assignments would be possible.

The infrastructure available for the Smart Bell system is shown in Fig. 1(b),
consisting of nodes and links. Different nodes may have different computational
capacity: the capacity of the Smart Home Controllers is very limited, while the
Gateway offers higher capacity, and the capacity of the Cloud is practically
unlimited. On the other hand, the link between the Cloud and the Gateway is
characterized by a much higher latency than the links between the Gateway and
the Smart Home Controllers. Each module of the application has to be placed
onto one of the infrastructure nodes. It has to be ensured for each infrastructure
node that its computational capacity is not exceeded by the total computational
load of the modules that the node should host.

An application processing private or otherwise sensitive data may have to
satisfy different types of security and privacy requirements. In our case, for rea-
sons of privacy protection, the Database is not allowed to be placed in the Cloud
(module-level location constraint), since the Database contains sensitive personal
information and placing it in the Cloud would potentially enable unauthorized
parties to gain access to that sensitive information. Smart Home Controller 1 is
mounted in the home of Family 1, and Family 2 does not trust Family 1, so that
modules processing data of Family 2 must not be placed on Smart Home Con-
troller 1 (user-level location constraint). Executer A and B must not be placed on
the same node, so that at least one of them works even in the case of the failure
of a node and can provide backup for the other instance (co-location constraint).
Both Extractor A and B must be assigned at least three users each so that the
required level of anonymity can be guaranteed (k-anonymity constraint).
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3 Problem Formulation

In this section, we formalize the combined problem of application placement and
user assignment, also taking into account security and privacy constraints. For
this purpose, we describe the inputs of the problem, the output that needs to be
computed, and the constraints that the output must fulfill. The used notation
is summarized in Table 1.

3.1 Inputs

The inputs to the addressed problem comprise the description of the infrastruc-
ture, of the applications to deploy, and of the users to serve, as well as further
information needed for formulating the security and privacy requirements.

Infrastructure. The set of infrastructure nodes (servers, data centers etc.) is
denoted by N . Each node n ∈ N is characterized by its computational capacity
Cn ∈ R≥0. For each pair of nodes n1, n2 ∈ N , the network connection between
them is characterized by a latency value �n1,n2 ∈ R≥0.

Applications. The set of applications to deploy is denoted by A. Each appli-
cation a ∈ A consists of a set of modules Ma. The set of all modules of all
applications is M =

⋃{Ma : a ∈ A}. For a module m ∈ M , its size (i.e., the
computational capacity required by the module) is given by

Sm(wm) = αm + βm · wm,

where αm ∈ R≥0 and βm ∈ R≥0 are given constants and wm ∈ N is the number
of users served by module m. Note that only αm and βm are part of the input,
wm is not; hence, the input defines the function Sm(·).

In an application a ∈ A, a data processing path P is a sequence
(m1,m2, . . . ,mκP

), where mi ∈ Ma ∪ {∗} for all 1 ≤ i ≤ κP . Here, ∗ is a
symbol representing a user. An element of the sequence (either a module or
the symbol ∗) can appear multiple times in a data processing path. We write
m ∈ P if module m appears at least once in the sequence of the data pro-
cessing path P . For each application a ∈ A, a set of data processing paths
Pa is given. Moreover, each P ∈ Pa is associated with a maximum allowed
latency, denoted as LP . The set of all data processing paths of all applications
is P =

⋃{Pa : a ∈ A}. For a module m ∈ M , the set of data processing paths
containing m is P(m) = {P ∈ P : m ∈ P}.

Users. A finite set U of users is given. For each user u ∈ U , the location of
the user in the network is given as nu ∈ N . Moreover, for each user u ∈ U , the
application that u wants to use is given as au ∈ A.

Information for Security and Privacy Requirements. For formulating
the security and privacy requirements, some further notation is necessary. For a
module m ∈ M , Im ⊂ N denotes the set of illegal nodes for m, i.e., the nodes
that are not allowed to host m. In addition, for a user u ∈ U and a module
m ∈ Mau

, Im,u ⊂ N denotes the set of illegal nodes for the pair (m,u), i.e., the
nodes that are not allowed to host m if m processes data of user u.
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Table 1. Notation overview

Notation Description

Inputs

N Set of all infrastructure nodes

Cn Computational capacity of node n

�n1,n2 Latency between nodes n1 and n2

A Set of applications to deploy

Ma Set of modules of application a

M Set of modules of all applications

αm, βm Parameters in the function Sm(·)
Pa Set of data processing paths in application a

P Set of all data processing paths of all applications

P(m) Set of data processing paths containing module m

κP Length of data processing path P

∗ Symbol representing a user in a data processing path

LP Maximum allowed latency of data processing path P

U Set of users

nu Location (i.e., node) of user u

au Application that user u wants to use

Im Set of illegal nodes for module m

Im,u Set of illegal nodes for module m with data of user u

I Set of pairs of modules that must not be colocated

km Minimum number of users for module m

Outputs

f(m) Node on which module m is placed

f−1(n) Set of modules placed on node n

g(u) Data processing path to which user u is assigned

g−1(P ) Set of users assigned to data processing path P

Other

wm Number of users served by module m

Sm(wm) Computational capacity required by module m

L(u) Latency perceived by user u

The set I consists of pairs of modules that must not be colocated. If
(m1,m2) ∈ I, then the modules m1 and m2 must not be placed on the same
node.

For a module m ∈ M , km ∈ N denotes the minimum number of users that
must be assigned to m to achieve a sufficient level of anonymity. (km = 0 means
that there is no such limitation for the given module.)
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3.2 Outputs

Our aim is to determine two mappings: the placement of the applications and
the assignment of the users.

The placement of the applications is a function f : M → N . For a module
m ∈ M , f(m) is the node in N on which m is placed. The inverse function of f
is denoted by f−1; for a node n ∈ N , f−1(n) is the set of modules placed on n.

The assignment of the users is a function g : U → P. For a user u ∈ U , g(u)
is the data processing path in P to which user u is assigned. The inverse function
of g is denoted by g−1; for a data processing path P ∈ P, g−1(P ) is the set of
users assigned to P .

The output that we need to determine thus consists of the functions f and
g. Based on the function g, we can compute the number of users served by a
module m ∈ M as follows:

wm =
∑

P∈P(m)

|g−1(P )|. (1)

To see the correctness of (1), it should be noted that each user is assigned
to exactly one data processing path, and hence is contained in exactly one of
the g−1(P ) sets. Therefore, each user served by module m is counted exactly
once in (1). Moreover, it should be noted that wm is not an output, but an
auxiliary number depending on the function g and playing a role in formulating
the constraints (see below).

3.3 Constraints

To build a valid solution, a number of constraints have to be satisfied. For the
validity of the function g, it is necessary that each user is assigned to a data
processing path of the application that the user wants to use, i.e.:

∀u ∈ U : g(u) ∈ Pau
. (2)

The following capacity constraint ensures that the total size of the modules
that are placed on a node n does not exceed the capacity of n:

∀n ∈ N :
∑

m∈f−1(n)

Sm(wm) ≤ Cn. (3)

To formulate the latency constraints, we first compute the latency perceived
by a user u, depending on the f and g functions. For this purpose, let P =
(m1,m2, . . . ,mκP

) be a data processing path, where mi ∈ M ∪ {∗} for all 1 ≤
i ≤ κP , and let g(u) = P , i.e., user u is assigned to data processing path P . The
latency between mi and mi+1 (where 1 ≤ i ≤ κP − 1), perceived by user u, is
given by

λP,i,u =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

�f(mi),f(mi+1) if mi,mi+1 ∈ M

�f(mi),nu
if mi ∈ M and mi+1 = ∗

�nu,f(mi+1) if mi = ∗ and mi+1 ∈ M

0 if mi = mi+1 = ∗
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With this notation, the latency perceived by user u can be computed as

L(u) =
κP −1∑

i=1

λP,i,u,

and the latency constraint can be formulated as follows:

∀u ∈ U : L(u) ≤ LP , where P = g(u). (4)

Now we formulate the constraints stemming from security and privacy
requirements. The module-level location constraints ensure that modules are
not placed on illegal nodes:

∀m ∈ M : f(m) 	∈ Im. (5)

User-level location constraints enforce that modules processing data of a
given user are not placed on the disallowed nodes:

∀u ∈ U, ∀m ∈ Mau
: m ∈ g(u) ⇒ f(m) 	∈ Im,u. (6)

(Note that m ∈ g(u) means that module m processes data of user u.)
Colocation constraints stipulate that given pairs of modules are not allowed

to be placed on the same node:

∀(m1,m2) ∈ I : f(m1) 	= f(m2). (7)

k-anonymity constraints ensure that a sufficient number of users are assigned
to modules that require this to achieve the predefined level of anonymity:

∀m ∈ M : wm ≥ km. (8)

Thus, our aim is to find functions f and g such that constraints (2)–(8) are
satisfied. It should be noted that while some constraints only relate to the appli-
cation placement f (e.g., (7)) or only to the user assignment g (e.g., (2)), several
constraints express the interdependence of f and g (e.g., (6)). This underlines
the importance of jointly handling application placement and user assignment.

3.4 Discussion

We would like to emphasize that our problem formulation is an abstraction.
Applying our formulation in practice will raise some questions. In particular,
obtaining the input data (e.g., the set of disallowed nodes for a module) may
be challenging and may require complex manual or automated processes (e.g.,
in the field of risk management), which are out of the scope of this paper. Also,
in a specific system, possibly only a subset of the types of security and privacy
requirements considered in this paper is relevant.

Another aspect is what happens if the problem defined here is not solvable. In
this case, either the design of the system needs to be changed, or the requirements
may have to be re-negotiated.
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Table 2. Variables

Variable Index set Range

xm,n m ∈ M, n ∈ N {0, 1}
yu,P u ∈ U, P ∈ P {0, 1}
wm m ∈ M N

λP,i,u P ∈ P, i ∈ {1, . . . , κP − 1}, u ∈ U R≥0

4 Algorithm Using Mixed Integer Programming

To solve the problem defined in Sect. 3, we devise an algorithm, which reads
the inputs and transforms them to a quadratically constrained mixed integer
programming formulation. This mixed integer program is solved using an appro-
priate external solver. Finally, our algorithm transforms the output of the solver
back to create the output of the problem as defined in Sect. 3.

To create the mixed integer program, we first define appropriate variables,
which are summarized in Table 2. The function f is encoded using a set of binary
variables. For a module m ∈ M and a node n ∈ N :

xm,n =

{
1 if f(m) = n

0 otherwise

The function g is encoded using another set of binary variables. For a user
u ∈ U and a data processing path P ∈ P:

yu,P =

{
1 if g(u) = P

0 otherwise

The following equation ensures that each module is placed on exactly one
node:

∀m ∈ M :
∑

n∈N

xm,n = 1 (9)

The following pair of equations ensure that each user is assigned to exactly
one of the data processing paths of the application that the user wants to use,
and to no data processing path of any other application:

∀u ∈ U :
∑

P∈Pau

yu,P = 1 (10)

∀u ∈ U, ∀P 	∈ Pau
: yu,P = 0 (11)

In addition, a set of integer variables is used to reflect the number of users
served by each module, corresponding to the quantity wm in Sect. 3. By a slight
abuse of notation, we use wm here as a variable: for a module m ∈ M , the
number of users served by m is captured by variable wm. The value of wm is
determined by the values of the y variables as follows:
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wm =
∑

P∈P(m)

∑

u∈U

yu,P (12)

To see the correctness of (12), it should be noted that the value of the inner
sum is the number of users assigned to data processing path P . In addition, the
equations (10)–(11) ensure that for each user u, yu,P will be 1 for exactly one
data processing path, so that no user is counted twice in (12).

Using the wm variables, the capacity constraint can be formulated as follows:

∀n ∈ N :
∑

m∈M

xm,n · (αm + βm · wm) ≤ Cn (13)

To calculate latencies, we consider a data processing path P =
(m1,m2, . . . ,mκP

), where mi ∈ M ∪ {∗} for all 1 ≤ i ≤ κP . Again by a slight
abuse of notation, we use λP,i,u to denote the real-valued variable that captures
the latency between mi and mi+1 for user u. The value of λP,i,u can be computed
from the x variables as follows:

λP,i,u =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑

n∈N

∑

n′∈N

�n,n′ · xmi,n · xmi+1,n′ if mi,mi+1 ∈ M

∑

n∈N

�n,nu
· xmi,n if mi ∈ M , mi+1 = ∗

∑

n∈N

�nu,n · xmi+1,n if mi = ∗, mi+1 ∈ M

0 if mi = mi+1 = ∗

(14)

To see the correctness of (14), it should be noted that, because of (9), exactly
one term will be non-zero in each sum.

Using the λP,i,u variables, the latency constraint can be formulated as follows:

∀u ∈ U :
∑

P∈Pau

yu,P ·
(

κP −1∑

i=1

λP,i,u

)

≤
∑

P∈Pau

yu,P · LP (15)

To see the correctness of (15), it should be noted that, because of (10)–(11), yu,P

will be non-zero for exactly one P .
Module-level location constraints can be easily formulated using the x vari-

ables as follows:
∀m ∈ M, ∀n ∈ Im : xm,n = 0. (16)

User-level location constraints depend on both the x and y variables and can
be formulated as follows:

∀u ∈ U, ∀m ∈ Mau
, ∀n ∈ Im,u : xm,n ≤ 1 −

∑

P∈P(m)

yu,P (17)

To see the correctness of (17), it should be noted that the sum on the right-hand
side is 1 if module m processes data of user u and 0 otherwise. In the former case,
(17) ensures that xm,n = 0, while in the latter case, (17) imposes no constraint.
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Table 3. Settings used in the experiments

Setting Values

Size Each module: 30 + 5 · wm

Capacity Smart Home Controllers: 100
Gateway: 200
Cloud: ∞

Latency Users – Smart Home Controllers: 0
Smart Home Controllers – Gateway: 10
Gateway – Cloud: 100
Maximum allowed latency for the data paths: 300

Colocation constraints can be formulated using the x variables as follows:

∀(m1,m2) ∈ I, ∀n ∈ N : xm1,n + xm2,n ≤ 1. (18)

Finally, k-anonymity constraints can be directly formulated using the w vari-
ables as follows:

∀m ∈ M : wm ≥ km. (19)

As can be easily seen, Eqs. (9)–(19) describe exactly the constraints that
a solution to the problem of Sect. 3 has to satisfy. Hence, the mixed integer
program is solvable if and only if the original problem was solvable. It should
also be noted that the constraints are either linear (e.g., (9)), or quadratic (e.g.,
(15)) in the variables.

A solution to the mixed integer program can be transferred back to a solution
to the problem of Sect. 3 by using the following rules:

– For a module m ∈ M , f(m) is the single node n ∈ N for which xm,n = 1.
– For a user u ∈ U , g(u) is the single data processing path P ∈ P for which

yu,P = 1.

5 Evaluation

We implemented our approach in the form of a Java program, which uses the
Gurobi Optimizer1 version 9.0.1 to solve mixed integer programs. To foster repro-
ducibility, we made our implementation available online2.

5.1 Example Application

To validate the applicability of our approach, we first apply it to the example
of Sect. 2. The values that are used for the parameters of the infrastructure and
the application are given in Table 3.

1 https://www.gurobi.com.
2 https://sourceforge.net/p/vm-alloc/sec-place-usr-asgn.

https://www.gurobi.com
https://sourceforge.net/p/vm-alloc/sec-place-usr-asgn
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Fig. 2. Result of applying the proposed algorithm to the example of Sect. 2

The result of applying our approach is shown in Fig. 2. The arrows between
users and data processing paths show the g function (i.e., the assignment of
users) computed by our approach. The arrows between data processing paths
and modules show which modules each data processing path consists of, which
is given as part of the input. The arrows between modules and nodes show the f
function (i.e., the placement of application modules) computed by our approach.

It can be verified that all constraints described in Sect. 2 are satisfied in
the computed solution. In particular, the Database is not in the Cloud, modules
processing data of Family 2 are not placed on Smart Home Controller 1, Executer
A and Executer B are on different nodes, and Extractor A and B are assigned
at least three users, as stipulated by the security and privacy requirements.

The experiment also shows that finding an application placement and user
assignment satisfying all constraints is quite complicated and challenging even
for problem instances of moderate size. Manually solving the problem is hard and
may take a long time. Our algorithm, however, solves the problem in a fraction
of a second.

5.2 Scalability

In the next set of experiments, we investigated the scalability of the proposed
approach. This is important because our method is based on quadratically con-
strained mixed integer programming, which has exponential worst-case complex-
ity. Hence it is interesting to evaluate how big problem instances can be solved
in acceptable time.

To investigate the effects of increasing problem instance size, we scale the
Smart Bell system of Sect. 2 to an increasing number of homes. We simultane-
ously increase the number of nodes (adding new Smart Home Controller nodes),
the number of modules (adding new Extractor and Executer instances) and cor-
responding data processing paths, as well as the number of users (one more
family with each new home). As a result, also the number of constraints stem-
ming from security and privacy requirements increases. Table 4 summarizes the
parameters of the considered problem instances.

Figure 3 shows the execution time of our algorithm for increasing problem
size. The execution time includes the time to create the mixed integer program,
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Table 4. Scaling experiment. S&P: security & privacy

Nodes Modules Users S&P constraints Time [s]

11 8 6 12 0.16

20 12 12 19 0.75

29 16 18 26 1.43

38 20 24 33 3.99

47 24 30 40 8.76

56 28 36 47 16.25

65 32 42 54 28.86

74 36 48 61 45.56

83 40 54 68 74.38

92 44 60 75 109.61
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Fig. 3. Scaling behavior of the algorithm’s execution time

solve it with the external solver, and retrieve the application placement and
user assignment from the results. The experiments were carried out on a Lenovo
ThinkPad X1 laptop with Intel Core i5-4210U CPU @ 1.70 GHz and 8 GB RAM.
Note that, although the horizontal axis in Fig. 3 only shows the number of users
(which equals the number of smart homes considered), the problem instances
also grow at the same time in the other dimensions as shown in Table 4.

From Fig. 3 it is clear that the execution time indeed exhibits rapid growth.
Nevertheless, even the largest problem instance, which comprises the joint opti-
mization of module placement and user assignment for 60 smart homes, takes
less than 2 min. Thus we can conclude that our approach can solve even quite
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Fig. 4. Impact of the number of module-level location constraints
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Fig. 5. Impact of the number of user-level location constraints

complex problem instances (which would be an overwhelming challenge for
humans) with acceptable execution time, using a commodity computer.

5.3 Impact of Security and Privacy Constraints

We also investigate how an increasing number of security and privacy constraints
impacts the solvability of the problem instances and the execution time of our
algorithm.

Figures 4, 5 and 6 show the impact of location and colocation constraints. In
these experiments, we started from the instance of the previous scaling experi-
ment (see Table 4) with 30 homes, which includes 47 nodes, 24 modules, and 30
users. Unlike in the previous scaling experiment, we now started with an empty
set of security and privacy constraints, and then added an increasing number
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Fig. 6. Impact of the number of colocation constraints

of a specific type of constraint. Figure 4 shows the impact of adding up to
1000 module-level location constraints for randomly chosen modules and nodes.
Figure 5 shows the impact of adding up to 1000 user-level location constraints
for randomly chosen users, modules, and nodes. Figure 6 shows the impact of
adding up to 100 colocation constraints for randomly chosen pairs of modules.
In each of these cases, the data points represent the average of 10 measurements
each. Each figure shows the impact of the number of constraints (horizontal axis)
on the execution time of the algorithm (black squares, left vertical axis) and on
the ratio of solvable problem instances (gray diamonds, right vertical axis). Fur-
thermore, the trendlines for the execution time (black dotted line) and for the
ratio of solvable problem instances (gray dashed line) are also shown.

In each figure, the same pattern can be observed. When the number of con-
straints is low, most problem instances are solvable. As the number of constraints
increases, the ratio of solvable problem instances decreases. With the highest
number of constraints, most problem instances are not solvable anymore. Hence,
security and privacy constraints have a large impact on whether a solution that
satisfies all constraints can be found. On the other hand, the impact of security
and privacy constraints on the algorithm’s execution time is very limited. The
algorithm’s execution time seems to have a small peak roughly at the point where
the ratio of solvable instances drops. This is in line with previous experience on
other combinatorial problems: when there are few constraints, it is relatively
easy to find a solution and when there are many constraints, it is relatively easy
to come to a contradiction, but deciding solvability in-between is more difficult
[16]. Overall, there is a slight negative correlation between the number of con-
straints and the algorithm’s execution time, as demonstrated by the negative
slope of the trendlines. This may be attributed to the fact that a higher number
of constraints enables the solver to more effectively prune the parts of the search
space that certainly do not contain any solutions.
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Fig. 7. Impact of the k-anonymity constraints

Regarding the k-anonymity constraints, two different parameters can be var-
ied, as shown in Fig. 7. We start from the same setup as in the previous experi-
ment, i.e., with 30 homes, which includes 47 nodes, 24 modules, 30 users, and no
security or privacy constraints. In the experiment whose result is shown in Fig.
7(a), all 10 Extractor components are associated with a k-anonymity constraint,
and we vary k from 0 to 10. The figure shows the impact on the algorithm’s
execution time. For k ≤ 3, the problem is solvable, for k ≥ 4, the problem is
not solvable. In the experiment whose result is shown in Fig. 7(b), we apply 5-
anonymity constraints to a varying number of the 10 Extractor components. The
figure shows the impact on the algorithm’s execution time. For at most 6 com-
ponents with 5-anonymity constraints, the problem is solvable, for 7 or more
components with 5-anonymity constraints, the problem is not solvable. Alto-
gether, Fig. 7 supports the same conclusions that we could draw from Figs. 4, 5
and 6: the number and tightness of security and privacy constraints has only a
minor impact on the algorithm’s execution time, and more or tighter constraints
tend to slightly decrease the algorithm’s execution time.
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5.4 Summary

Summarizing the experience from all experiments, we can state that our algo-
rithm can effectively solve the joint problem of application placement and user
assignment, even for problem instances that would be very hard to solve for
a human. With growing problem instances, also the algorithm’s execution time
grows quickly, but the algorithm is still able to solve quite large problem instances
in acceptable time. Security and privacy constraints significantly influence the
problem’s solvability, but only slightly influence the algorithm’s execution time.

6 Related Work

In the following, we discuss related work structured according to whether it
applies to application placement or user assignment.

Application Placement. Optimizing the placement of application modules in
heterogeneous infrastructures has been the subject of intensive research [6,17].
However, most of the existing approaches either completely ignore security and
privacy requirements or handle them in a rudimentary way.

A simple way of representing security requirements of application compo-
nents and security capabilities of infrastructure nodes is by using security levels.
Goettelmann et al. used this approach for specifying security constraints, and
then applied a combination of a greedy algorithm and tabu search for optimizing
the placement [14]. Wen et al. also used a similar security model and a custom
heuristic algorithm for placement optimization [26,27]. Mezni et al. also adopted
a similar security model and used particle swarm optimization to find a good
placement [20]. In contrast to these approaches, we use a rich set of rigorous
security and privacy constraints. In addition, we apply an exact algorithm that
guarantees the fulfillment of all stipulated constraints.

Instead of security levels, a more precise way of capturing security constraints
is by defining the specific security controls required by the different application
modules, respectively offered by the different infrastructure nodes. Massonet et
al. used this approach for specifying security constraints [19]. They proposed
a method based on constraint programming that finds an optimized placement
respecting the given security requirements. Forti et al. also used a similar app-
roach, extended with probabilities and trust relations among stakeholders [13].
Our approach also allows to capture security constraints stemming from the
security controls required by application modules and offered by infrastructure
nodes, in the form of location constraints, but also many other types of con-
straints – including co-location and k-anonymity constraints – not supported by
the mentioned previous works.

Co-location constraints have been taken into account by some previous
approaches. Fdhila et al. considered such constraints when partitioning and
placing composite applications on federated clouds [12]. Agarwal and Duong
also focused on the risks of co-location in public infrastructure clouds [1]. In our
earlier work, we devised custom heuristics for handling co-location constraints
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during application placement, also taking into account the availability of secure
hardware enclaves [18]. The approach of the present paper also takes into account
co-location constraints, but in combination with several other types of security
and privacy requirements.

Workflow scheduling was considered in conjunction with data protection con-
cerns by Wen et al. [25]. However, in that work, data protection constraints are
limited to the specification of the allowed set of data centers for a task. Also
for the placement of applications on a fog infrastructure, several approaches
take security and privacy concerns into account by means of constraining the
placement of certain application modules to trusted hosts [7,21,28]. While our
approach also supports such location constraints, it can take into account various
other types of security and privacy constraints as well.

Yuchi and Shetty define simple metrics to quantify the vulnerability of vir-
tual machines containing application modules and the survivability of physical
infrastructure nodes [30]. They use these pieces of information to place the appli-
cation modules on the nodes with the aim of minimizing the overall risks. They
propose a heuristic algorithm for this purpose. In contrast, our approach can
guarantee the fulfillment of strict security and privacy requirements.

User Assignment. The assignment of users to different modules has also been
investigated in different contexts.

Deng et al. address the problem of assigning requests of users to fog devices
and cloud servers, with the goal of balancing latency and energy consumption
objectives [10]. A similar problem is addressed by Shah-Mansouri and Wong,
aiming to allocate fog and cloud resources to users with the objective of serv-
ing as many users as possible with as low latency as possible [23]. Xiao and
Krunz also consider the assignment of users’ workload to fog nodes, with the
aim of improving quality of experience for the users [29]. Chen et al. address
the allocation of user requests to a heterogeneous set of network resources in
a mobile-edge cloud computing scenario, with the objective of minimizing the
overhead observed by users [9]. Dräxler et al. assign users to instances of network
services, with the objective of minimizing the number of violations of capacity
constraints [11].

Our approach also takes into account the key objectives of these works,
including low latency and good utilization of the available capacity of the nodes.
On the other hand, none of the above works consider security and privacy require-
ments, despite the huge importance of such requirements in modern computing
systems. Our approach significantly advances the state of the art by adding
security and privacy constraints.

7 Conclusions and Future Work

In this paper, we have addressed the joint problem of application module
placement and user assignment in the context of heterogeneous applications,
heterogeneous infrastructure, and different types of security and privacy con-
straints, in addition to the more traditional constraints on capacity and latency.
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Beside formally defining the problem, we devised an algorithm to solve the prob-
lem by means of quadratically constrained mixed integer programming. The
algorithm is guaranteed to find a placement of the application modules and
assignment of the users satisfying all constraints, whenever this is possible.

We demonstrated the applicability of the proposed approach by applying it
to an IoT system from the smart home domain. In addition, we assessed the
scalability of the algorithm by applying it to problem instances of increasing
size. We also investigated the impact of the number of security and privacy
constraints. The experiments showed that the proposed algorithm can solve even
quite large problem instances in acceptable time using a commodity computer.

Several interesting paths for future research can be identified. One promis-
ing direction is to consider an online variant of the module placement and user
assignment problem, in which the aim is to react to changes (e.g., the appearance
of new users) by adapting the module placement and/or the user assignment so
that the continued satisfaction of the requirements is guaranteed. Another inter-
esting possibility is the parallelization of the proposed algorithm using multiple
nodes, so as to reduce the execution time of the algorithm. (For distributed
solving of integer programs, see [8] and references therein.)

Acknowledgments. This work was partially supported by the European Union’s
Horizon 2020 research and innovation programme under grant 871525 (FogProtect).
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protecting sensitive data in the computing continuum. In: Zirpins, C., et al. (eds.)
ESOCC 2020. CCIS, vol. 1360, pp. 179–184. Springer, Cham (2021). https://doi.
org/10.1007/978-3-030-71906-7 17

4. Baresi, L., Mendonça, D.F., Garriga, M., Guinea, S., Quattrocchi, G.: A unified
model for the mobile-edge-cloud continuum. ACM Trans. Internet Technol. 19(2),
29 (2019)
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Abstract. Personal Voice Assistants (PVAs) are used to interact with
digital environments and computer systems using speech. In this work we
describe how to identify the room in which the speaker is located. Only
the audio signal is used for identification without using any other sensor
input. We use the output of existing trained models for speaker identifi-
cation in combination with a Support Vector Machine (SVM) to perform
room identification. This method allows us to re-use existing elements
of PVA eco-systems and an intensive training phase is not required. In
our evaluation rooms can be identified with almost 90% accuracy. Room
identification might be used as additional security mechanism and the
work shows that speech signals recorded by PVAs can also leak additional
information.

1 Introduction

PVAs such as Amazon Alexa or Google Home are now commonplace. We use
these systems to interact with our environment and computer systems. A PVA
records a user’s voice and converts speech to text using Automated Speech
Recognition (ASR). The obtained transcript is then interpreted by the system
and actions are carried out. The system may then generate an audio response
which is played back to the user via the PVA’s integrated speakers.

A PVA may also use other techniques in addition to ASR to analyse recorded
speech samples. For example, speaker identification may be carried out. In this
case the speech signal is analysed in order to identify who the speaker is that
is supplying a voice command. Such method may be useful in order to tailor
a PVA action to the interacting user. For example, if a user requests to play
their favourite music it is necessary for the system to identify the correct user.
Also, such feature can be used to improve security and is used to implement user
specific PVA access control. Other features that can be extracted from speech
signals are the user’s gender [9], emotional state [14] or health condition [2].

In this work we investigate how to extract features from audio samples cap-
tured by a PVA that allow us to determine the room in which the sample has
been recorded. Such room identification feature is useful to further tailor PVA
usage to the user environment. For example, if the user requests to play their
c© Springer Nature Switzerland AG 2022
S. Katsikas et al. (Eds.): ESORICS 2021 Workshops, LNCS 13106, pp. 317–327, 2022.
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favourite music the system can recognise in which room the command was issued
and play music via the correct speaker system. We assume here that either the
PVA is mobile (a mobile Phone) or that it is a smart speaker that can be easily
carried into another room. Room identification is also important from a security
perspective. Room identification can be used as additional security feature. A
PVA could be configured to only accept commands that are placed in specific
rooms. For example, a doctor may only interact with patient data via a PVA in
specific environments such as the consultation room but not the hospital’s cafe-
teria. It has also to be noted that audio based room identification represents a
privacy issue. Users that interact with a PVA do not necessarily want to sacrifice
location privacy.

Existing work has shown that a Deep Neural Network (DNN) can be trained
to identify the room in which a sound was recorded. However, a large data set
is required and training of the DNN takes considerable effort. Also, this new
capability requires additional processing capabilities. To overcome these issues
we investigate in this work a different approach. We propose to use existing
trained models used for speaker recognition to perform the additional task of
room identification. Specifically we evaluate this approach using two trained
speaker recognition systems that we call thinResnet [13] and VGGVox [8]. We
use the output vectors of the speaker recognition system as input for an SVM
which we then use for room identification. The SVM can be configured using a
relatively small number of sound samples and complex training of a specialised
DNN is not necessary. In a PVA eco-system sophisticated trained models for
ASR and speaker recognition are available and the effort to implement room
identification can be reduced.

The specific contributions of this work are:

– Room Identification via Trained Models: We describe a method for room iden-
tification using existing trained models; specifically trained speaker recogni-
tion models.

– Evaluation of Room Identification: We evaluate the proposed method using
the two well known speaker recognition systems that we call thinResnet [13]
and VGGVox [8]. We use a public available data set from the Acoustic Char-
acterisation of Environments (ACE) challenge. We show that rooms are iden-
tified with 89% accuracy.

In the next section we discuss related work. Section 3 describes on a sys-
tem level how room identification is used in a PVA context. Section 4 describes
our method for room identification using existing speaker recognition models.
In Sect. 5 we detail our evaluation; evaluation setup, data sets and results are
described. Section 6 concludes the paper.

2 Related Work

A number of techniques are available to characterise a room. Some of techniques
have been used to perform room characterization and/or room identification.
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Here we detail work closest to ours and highlight differences. The main difference
to existing work is that i) we use unprocessed original audio files recorded in
different rooms and ii) we use preexisting NN-based models trained for a different
purpose than room identification or verification.

Peters et al. [11] introduced in 2012 a system for room identification by
analysing audio in a video clip. Mel-Frequency Cepstral Coefficient (MFCC)
features are used for analysis. An accuracy of 61% for music and 85% for voice
signals is achieved with no shared data between training testing phase. The term
“Room Identification” was first coined by the authors [12]. Our work differs as
we re-use existing speaker identification models.

Moore et al. [5,6] proposed in 2013 the use of Gaussian Naive Bayes Classifier
(GNBC) using Frequency Dependent Reverberation Times (FDRTs) features
for room identification. A database consisting of 484 Room Impulse Responses
(RIRs) for 22 rooms, with volumes ranging from 29 to 9500 cubic meters, were
used. The FDRTs was used as input feature to the classifier. According to the
obtained results, in the best case scenario an Equal Error Rate (EER) of 3.9%
can be achieved. Special equipment is required to measure the FDRTs. In our
work we use recorded speech directly for room identification instead of dedicated
acoustic measurements.

Murgai et al. [4] conducted research to see if blind estimation of the rever-
beration fingerprint of an unknown room could be performed by monitoring
recorded speech signals. Despite the fact that the cited paper’s main research
goal was room volume classification, the obtained reverberation fingerprints can
also be used for room identification. In this work we look at how to extract
characteristics from audio samples to specifically identify a room using existing
speech identification models.

In 2018 Moore et al. [7] proposed a new method for room identification using
sub-band negative-side variance features. A GNBC is used to classify the fea-
tures. The evaluation used recording samples taken from the evaluation dataset
of the ACE challenge [3]. Voice recordings in five rooms were used. For the best-
case scenario where the training data includes utterances spoken from the same
position as the test data, a 90.5% accuracy is obtained. While our work uses the
same dataset for evaluation we use a different analysis method. We use existing
trained speaker identification models and their output as features to identify
rooms using an SVM.

Papayiannis et al. [10] explored room identification based on the influence
of reverberation on speech. The authors propose Convolutional Recurrent Neu-
ral Networks (CRNNs) to identify the room. For evaluation, Acoustic Impulse
Responses (AIRs) are used from the ACE challenge dataset, measured in 7
rooms. The AIRs are used to artificially add reverbaration to speech samples;
then these artificial samples are used to identify the rooms. According to the
achieved results, the classification accuracy of the CRNN is 78%. In our work we
do not use generated samples and we use existing trained speaker identification
models to identify rooms.
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3 System Overview

A PVA is a system comprised of two major components: the front end and the
back end (see Fig. 1). The front end is either implemented as a dedicated device,
often called a smart speaker, or realised as an app on the user’s smartphone or
other system such as a TV.

Fig. 1. PVA system overview comprising front end and back end infrastructure.

The front is able to record and play audio. It also comprises a wake word
detection; once a wake word such as Alexa is recognised the following speech
signal is recorded and transmitted to the back end.

The following are the key components usually found in the back end: ASR
module, Natural Language Processing (NLP) module, skills management module
(skill service) and natural language generator module (text to speech generator).

The process of turning the recorded speech into text is implemented by the
ASR. This process is carried out using acoustic and language models. An NLP
module is needed for intent recognition. The meaning of the speech and the user’s
expectations are expressed by the intent which results in a structured codified
user request. The natural language generator module may be used to generate
a speech response message played to the user by the front end.

A speaker recognition module may also be used in the back in order to identify
the speaker. The obtained user identification might be used to prevent execution
of a command. For example, when a specific user is deemed not to be allowed
to issue a specific command.

To implement room identification it would be possible to include an addi-
tional module specifically for this purpose in the back end. This module would
be supplied with the recorded voice, similar to the Speech Recognition (SR) to
perform the task of room identification. As discussed in the related work, models
are existing that could be used for this purpose.
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However, this approach introduces two challenges. Firstly, the additional back
end module would require resources to execute; all currently processed speech
samples submitted by front ends require this additional resource. Thus, the back
end infrastructure would need to be scaled up which is costly and also not
energy efficient (Energy consumption is a significant cost factor of data centers).
Secondly, the additional back end module would require to be trained which
requires effort. Significant amount of data from user homes would need to be
available. While it is possible to do to it is an additional overhead.

To overcome these challenges we propose therefore another approach. We
propose to use the output (the feature vectors after processing) of the existing
speaker recognition module to perform room identification. The output of the
speech recognition module is used within a simple SVM to classify the rooms.

4 Room Identification

For speaker identification a neural network can be used. These take an acoustic
signal (the speech signal) as input and then classify the speaker based on the
features extracted from the input signal. Here we make use of a trained neural
network for speaker identification, however, we take the output feature vector
of the neural network to feed an Support Vector Machine (SVM) which is then
used to classify the different rooms.

We take a number of acoustic signals collected in the rooms of interest and
feed these to the trained neural network for speaker recognition. Then we use
the resulting feature vectors to train an SVM. The training of the SVM can be
performed with relatively few samples from rooms and training to classify rooms
is much simpler than training a full end-to-end DNN for this purpose.

The SVM input data is mapped to a higher dimensional feature space via a
kernel function. The feature space is derived using the kernel function, instead of
being strictly defined. In this way, the selection of the kernel is the key to deter-
mine the feature space. We chose the Gaussian Radial Basis Function (RBF)
for our SVM. We use in our system two well known speaker recognition systems
that we call thinResnet [13] and VGGVox [8].

thinResNet (512 Dimensional Feature Vector): In this case we use the ‘thinRes-
Net’ [13] trunk architecture with a dictionary-based NetVLAD layer for aggre-
gating extracted features across time. This neural network model was trained
end-to-end. It is also worth mentioning that here, voice activity detection (or
automatic silence removal) is not applied. The output of the fully connected
layer is used here as the extracted feature vector of 512 elements that is used as
input for our SVM.

VGGVox (1024 Dimensional Feature Vector): VGGVox was proposed by
Nagrani et al. [8] and this architecture is based on the VGG-M [1] Convolu-
tional Neural Network (CNN), which is noted for its great efficiency and image
classification ability. Using the 1024 dimension FC7 vectors, feature vectors from
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the classification network can be obtained. Here, we use the extracted feature
vectors for training our SVM classifier.

5 Evaluation

In this study, the evaluation of acoustical characteristics is utilized to deter-
mine the room in which an audio recording was acquired. The suggested room
recognition systems are based on an SVM-based system that extracts auditory
characteristics using two pretrained neural network feature extractors.

Previously, reverberant and noisy speech samples were created artificially by
convolving anechoic speech samples with a room impulse response (then adding it
to a noisy signal). The numerical experiments were subsequently conducted using
the intentionally produced samples. The ACE challenge database was utilized
to create a database of original babbling noise samples for this work.

5.1 Dataset

The ACE Challenge database is used. The ACE Challenge was set up to encour-
age research on blind estimation of acoustic parameters from noisy speech using
newly collected reverberant speech samples under different conditions [3]. The
database contains so called babble noise recorded in seven different rooms (Two
offices, two lecture rooms, two meeting rooms and lobby).

The babel noise is created by four to seven persons sitting in close proxim-
ity and chat constantly for the duration of the audio recording. The files were
recorded on two separate occasions using the same microphones, with the micro-
phones moved to the new position between the two occasions. For each of the
rooms, two babble noise samples were obtained (for two different microphone
positions).

We have seperated the babble noise samples into 2.5 s length audio samples.
This way we obtained 1352 samples in total distributed across the 7 rooms as
follows: No. 1. First Living Room (FLRoom) 200 samples, No. 2. First Meet-
ing Room (FMRoom) 167 samples, No. 3. First Office (FOffice) 153 samples,
No. 4. Second Living Room (SLRoom) 243 samples, No. 5. Second Meeting
Room(SMRoom) 178 samples, No. 6. Second Office (SOffice) 205 samples, and
No. 7. Lobby (Lobby) 206 samples. Here, the samples for the training and test
data sets were picked at random.

5.2 ThinResNet

In order to train our SVM we used 502 voice samples, with 850 samples being
used to test the chosen model. The training and test data-set samples were
chosen randomly. Table 1 shows the summary of results obtained. Figure 2 shows
the obtained confusion matrix.
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Fig. 2. thinResnet: The obtained confusion matrix using 850 voice samples.

Table 1. SVM classification results-thinResnet

Type of rooms Precision Recall F1-score Support

FLRoom 0.97 0.94 0.96 71

FMRoom 0.85 0.82 0.84 68

FOffice 0.88 0.94 0.91 49

SLRoom 0.98 1.00 0.99 93

SMRoom 0.78 0.77 0.77 64

SOffice 0.96 0.88 0.91 73

Lobby 0.81 0.87 0.84 84

Accuracy 0.89 502

As seen in Fig. 2, the multiclass-classifier accurately identified all samples
as belonging to the first office, with the exception of three that were wrongly
identified as samples being recorded in the first living room (two samples) and
the second meeting room (one sample). It can be illustrated in the same figure
that, for the second meeting room, the number of mistakenly rejected samples
was zero and the false negative rate is zero.

According to Table 1, the best F1-score of 99% is achieved for the second
living room (there were only two incorrectly classified samples and there was
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no incorrectly rejected sample in this class), while the worst F1-score of 77% is
achieved when we want to recognize the second meeting room.

We can conclude from Table 1 that, the overall accuracy of 89% can be
obtained when we train our model using the thinResnet feature vectors (512
dimensional extracted feature vectors).

5.3 VGGVox

Figure 3 shows the resulting confusion matrix using VGGVox. As it can be seen
in Fig. 3 for the second living room, 94 samples were classified and identified
correctly, while two samples were mistakenly and incorrectly rejected by the
system. As it is shown in Fig. 3, the worst case scenario is when we want to
identify Room no. 2 (the first meeting room) using the obtained samples. As it
is mentioned before, the training data set is completely separate from the test
data-set and the samples were randomly chosen for these two separate data sets.

Table 2 summarises the results obtained using VGGVox in combination with
the SVM. The best f1-score is 98% for Room no. 4 and the lowest f1-score is
67% for Room no. 2. The overall accuracy is 86%.

Table 2. SVM classification results-VGGVox

Type of rooms Precision Recall F1-score support

FLRoom 0.79 0.89 0.84 66

FMRoom 0.74 0.61 0.67 51

FOffice 0.87 0.93 0.90 56

SLRoom 0.98 0.98 0.98 96

SMRoom 0.87 0.78 0.82 76

SOffice 0.74 0.82 0.80 71

Lobby 0.92 0.93 0.92 82

Accuracy 0.86 498

In case of training a binary classifier instead of the explained seven-class
classifiers, we should choose different pairs of the rooms.

We have seven rooms and due to the rule of symmetry we have 21 different
cases. To have a better and more comprehensive understanding of the achieved
results we have also presented the results of binary classifiers for best and worst
case scenarios.

For the collection of the ACE challenge database, there were two differ-
ent recording sessions for each of the rooms. Hence, for each seven rooms, we
have two babble noise files (two different sessions with two different microphone
positions).

In this part, for preparation of training and test data-sets we didn’t use the
random picking engine anymore and instead, we used the samples were being
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Fig. 3. VGGVox: The obtained confusion matrix using 850 voice samples.

recorded during the first session (with microphone in position A) for training
data-set and the samples were being recorded during the second session (with
microphone in position B) for test data-set. In other words, the results presented
in the first two figures and tables are not exactly reproducible, as we utilized
a random picking engine but the next figures can be obtained again exactly by
repeating the experiment.

Figure 4 and Fig. 5 were obtained after achieving VGGVox vectors. These
figures show the confusion matrix of SVM with kernel “Gaussian” (C = 40 and,
gamma = 1) for the best and worst case scenarios, respectively. As it can be
illustrated in Fig. 4, the overall accuracy is 100% and the classifier can recognize
the rooms perfectly (Second Living Room vs. Second Meeting Room). As it is
shown in Fig. 5, the overall accuracy will decrease to 74% when the classifiers
want to discriminate between the samples of First Living Room and Second
Meeting Room. The same set of results for thinResnet vectors are presented in
Fig. 6 and Fig. 7. As it is depicted in Fig. 7, In First Living Room vs. Second
Meeting Room scenario the overall accuracy is 72%.
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Fig. 4. Best case scenario using
VVGvox and binary SVM classifier

Fig. 5. Worst case scenario using
VVGvox and binary SVM classifier

Fig. 6. Best-case scenario using thin-
Resnet and a binary SVM classifier

Fig. 7. Worst-case scenario using thin-
Resnet and a binary SVM classifier

6 Conclusion

This work has shown that room identification based on voice samples are feasible
and that existing neural networks used for other tasks such as speaker identifi-
cation can be re-purposed for this task. By doing so it can be avoided to train
complex networks just for this task and existing elements of a PVA infrastructure
can be re-used.

In this work we used the public available dataset collected by the Acoustic
Characterisation of Environments (ACE) Challenge. This data was not specif-
ically collected for a PVA context. Thus, in our next steps we plan to collect
our own data set issuing voice commands to a PVA. We will then repeat the
experiments detailed in this paper using this more specific dataset.
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Over the past decades, a multitude of security- and privacy-enhancing technologies has
been developed and brought to considerable maturity. However, the design and
engineering of such technologies often ignores the organizational context that
respective technologies are to be applied in. A large and hierarchical organization, for
example, calls for significantly different security and privacy practices and respective
technologies than an agile, small startup. Similarly, whenever employees’ behavior
plays a significant role for the ultimate level of security and privacy provided, their
individual interests and incentives as well as typical behavioral patterns must be taken
into account and materialized in concrete technical solutions and practices. Even
though research on security- and privacy-related technologies increasingly considers
questions of practical applicability in realistic scenarios, implementation decisions are
still mostly technology-driven, and existing technical limitations and notions of “this is
how we’ve always done it” hamper innovation.

On the other hand, a substantial body of organization-related security and privacy
research already exists, incorporating aspects like decision and governance structures,
individual interests and incentives of employees, organizational roles and procedures,
organizational as well as national culture, or business models and organizational goals.
However, there is still a large gap between the generation of respective insights and
their actual incorporation in concrete technical mechanisms, frameworks, and systems.

This disconnect between technical and organization-focused security and privacy
research leaves ample room for improving the fit between organizational practices and
the engineering of concrete technical solutions. Achieving a better “fit” through
security and privacy technologies that incorporate organizational and behavioral the-
ories and practices promises substantial benefits for organizations and staff, engineers,
data protection officers, policy makers, regulators, and society as a whole.

The aim of the third Workshop on Security, Privacy, Organizations, and Systems
Engineering (SPOSE 2021), therefore, was to discuss, exchange, and develop ideas and
questions regarding the design and engineering of technical security and privacy
mechanisms in organizational contexts. We invited researchers and practitioners
working in security- and privacy-related systems engineering as well as in the field of
organizational science to submit their contributions. Besides regular and short papers,
we also invited practical demonstrations, intermediate reports, and mini-tutorials on
respective technologies currently under development to stimulate forward-looking
discussions.

The papers included on the following pages demonstrate the possible spectrum for
fruitful research at the intersection of security, privacy, organizational science, and
systems engineering:

Uta Menges, Jonas Hielscher, Annalina Buckmann, Martina Angela Sasse, Annette
Kluge, and Imogen Verret argue that the old-school command-and-control approach to
designing security technology and enforcing security policies has created dysfunctional
relationships between employees and IT security staff, indicated by the dominance of



guilt and blaming in their communication. They introduce their Therapy Framework,
combining approaches from the OLaF framework on organisational learning from
mistakes and individual and group therapy, to identify and analyze dysfunctional
relationships and mend them to develop empathy, trust, and cooperation in organiza-
tional settings.

Matthias Fassl, Michaela Neumayr, Oliver Schedler, and Katharina Krombholz
report from a field study and an online survey that shed light on how users transfer their
understanding and behavior regarding updates from smartphones to smart consumer
devices and how this might fail. Based on their assessment of why common transfer
strategies are difficult to apply to smart consumer devices, such as evaluation by
expected changes, they provide design implications for such devices, for instance to
distinguish clearly between important and unimportant updates and treat them differ-
ently through the user interface.

Tania Wallis, Greig Paul, and James Irvine provide a thorough investigation of the
cybersecurity situation for the energy sector. They discuss and recommend methods
and approaches for improving resilience in the supply chain and across interdependent
actors, such as the need for defining and agreeing on cybersecurity expectations and
requirements appropriate to each actor, clear responsibilities for assurance and effective
coordination across stakeholders, and resilience measures for each actor that contribute
to whole system resilience.

Mattia Mossano, Benjamin Berens, Philip Heller, Christopher Beckmann, Lukas
Aldag, Peter Mayer, and Melanie Volkamer address users' difficulties in identifying
malicious and obfuscated URLs in phishing emails. They propose an approach that
provides relevant information to users to distinguish between legitimate and phishing
emails by replacing links in emails, including image-based links, with easy-to-read
versions they call SMILE-strings. These strings only provide the minimum information
required to decide on a URL's legitimacy, such as the domain and the TLD or an IP
address, which also prevents conflicts or overlaps with existing tools in this field.

In their short paper, Salatiel Ezennaya-Gomez, Claus Vielhauer, and Jana Dittmann
introduce a semantic model based on Helen Nissenbaum’s concept of privacy as
contextual integrity to help system designers during the modeling and design process in
identifying and analyzing privacy implications of design decisions. They highlight the
model’s present primary aim of being an educational tool, which therefore does not yet
help to identify mitigations to be employed to reduce privacy risks, but aim for future
extension in this direction.

Finally, Michael Friedewald, Ina Schiering, Nicholas Martin, and Dara Hallinan
report on empirical results and experiences from tests of a methodology and process
operationalization for data protection impact assessments in workshops with stake-
holders from private companies and public institutions. They outline major learnings
from their empirical work, such as the tendency of participants to consider risks for
internal data subjects as of lower priority, the challenges posed by the vagueness of the
concept of privacy or the use of terms with negative connotations such as “attacker”, or
their common desire for checklists and risk catalogues, and how they have been used
for the refinement of the operationalization.

Altogether, these papers, complemented by an open-minded, keen-to-debate, and
constructively thinking audience made the third iteration of the workshop another
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success, even given the special conditions under which ESORICS 2021 had to take
place. We would thus like to thank everybody who contributed – authors, presenters,
participants, reviewers, and, of course, the whole organizing team of ESORICS 2021.
Special thanks go to the Forum Privatheit – funded by the German Federal Ministry for
Education and Research – for sponsoring Open Access fees for all accepted SPOSE
papers included herein and for thereby fostering their broad recognition.

We are definitely looking forward to the next – and hopefully face-to-face – iter-
ation of SPOSE.

November 2021 Frank Pallas
Jörg Pohle

Angela Sasse
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Why IT Security Needs Therapy
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Abstract. Over the past decade, researchers investigating IT security
from a socio-technical perspective have identified the importance of trust
and collaboration between different stakeholders in an organisation as the
basis for successful defence. Yet, when employees do not follow security
rules, many security practitioners attribute this to them being “weak”
or “careless”; many employees in turn hide current practices or planned
development because they see security as “killjoys” who “come and kill
our baby”. Negative language and blaming others for problems are indi-
cators of dysfunctional relationships. We collected a small set of state-
ments from security experts’ about employees to gauge how widespread
this blaming is. To understand how employees view IT security staff,
we performed a prolific survey with 100 employees (n = 92) from the US
& UK, asking them about their perceptions of, and emotions towards,
IT security staff. Our findings indicate that security relationships are
indeed often dysfunctional. Psychology offers frameworks for identifying
relationship and communication flows that are dysfunctional, and a range
of interventions for transforming them into functional ones. We present
common examples of dysfunctionality, show how organisations can apply
those interventions to rebuild trust and collaboration, and establish a
positive approach to security in organisations that seizes human potential
instead of blaming the human element. We propose Transactional Anal-
ysis (TA) and the OLaF questionnaire as measurement tools to assess
how organisations deal with error, blame and guilt. We continue to con-
sider possible interventions inspired by therapy such as conditions from
individual and group therapy which can be implemented, for example,
in security dialogues or the use of humour and clowns.

Keywords: Human factors in IT security · IT security awareness ·
Dysfunctional relationship · Socio-technical systems · Interpersonal
communication · Transactional analysis · Joint optimisation

1 Introduction

Awareness that the “human element” is an important factor in IT security (ITS)
has been growing steadily over the past decades. But to this day, the discourse
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is dominated by the “weakest link” narrative, originally coined in 2000 by lead-
ing security practitioner Bruce Schneier (see Sect. 2.1), which implicitly blames
humans as the reason for security problems. As we shall see in Sects. 5, this view
shapes academic and industry discourse on human behaviour in security, and
means that most solutions aim to somehow “fix” defective humans. The assump-
tion that this is the way to improve security is ingrained into ITS practice in
organisations, who run awareness campaigns reminding employees of organisa-
tional policies, and attacking employees through simulated phishing campaigns
in the name of training. On the other hand, there is a growing recognition for the
need to reconfigure ITS in a positive manner, as the root cause lies in security
solutions that are impossible to follow, or conflict with other demands people
face – such as productivity [8,29]. Research has repeatedly shown that most peo-
ple do care about security, and are willing and able to use security measures that
cater for those needs [13]. Research has also shown that most people are will-
ing to contribute to a broader organisational and societal security effort beyond
their own needs if their stance towards those entities are mostly positive [10,21].
The conclusion from socio-technical research very firmly is that

“Trust and collaboration [...] are necessary for effective
cybersecurity.” [16]

Beyond security benefits, recent research has shown that in productive and inno-
vative organisation there are three essential factors: employees feel safe, con-
nected to members of the organisation, and believe they have a shared future
[17]. Currently, many ITS practices work in exactly the opposite direction –
in anti-phishing training, for instance, employees experience being attacked by
their own company (or an agent acting for the company), and subsequently
don’t feel safe. When they recognise that an anti-phishing campaign is being
run, they are told not to inform their colleagues since this would “undermine
the effectiveness of the campaign” – and creating the impression that security is
something everyone has to do alone, rather than something to be tackled collec-
tively. Finally, “failing” security tests or non-compliance are associated with the
threat of sanctions and dismissal – not creating the impression of a long-term
future. Relationships between different stakeholders are a long way from trust
and collaboration when it comes to security: security experts see employees as
stupid and lazy, and feel entitled to demand time and attention from employ-
ees “because security is important”. As Herley puts it: “security practitioners
treat users’ time as an unlimited resource” [22] and “think we [the security
practitioners] can convince people to spend more time on security” [23]. Many
organisational leaders don’t engage with how to manage security because they
see security as “technical” and leave most decisions to experts; even when they
do engage, their focus is often on complying with regulatory requirements, not
whether security arrangements are working in practice. Developers hide their
ideas for innovations from security staff, because they think their “default set-
ting is NO” and fear “they will come and kill our baby” [4]. Security practitioners
are forced to accept security training packages they know to be out-of-date and
ineffective by procurement officers who insist they take the cheapest offer. In
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modern organisations, dysfunctional relationships are everywhere when it comes
to security. In this paper, we present a roadmap for organisations looking to
work their way back from that brink, and towards a trusting and collaborative
culture. We present knowledge and tools for detecting dysfunctional relation-
ships, and interventions for transforming them into working ones. Our approach
is an interdisciplinary one, bringing together knowledge and tools from clinical
psychology (psychology therapy), organisational psychology, social and cultural
anthropology and human centred security.

The remainder of this paper is structured as follows: In Sect. 2 we introduce
the different ITS relationships in organisational ITS, the narrative of users as
“the weakest link” and indicators of dysfunctional relationships. In Sect. 3 we
explain our research method and present our results of in Sect. 4. In Sect. 5 we
analyse our data in terms of dysfunctional relationships before introducing our
Therapy Framework in Sect. 6 to address the problem of dysfunctional relation-
ships. In Sect. 7 we discuss limitations and conclude.

2 Background

2.1 ITS Relationships in Organisations

Organisations are socio-technical systems, and the effectiveness of ITS measures
organisations chose ultimately depends on the behaviour of employees, which in
turn is shaped by the interaction of different Communities of Practice (CoP)
[48]. CoPs in their various positions and departments, having their own work
tasks and needs towards IT and security accordingly. Currently, interactions
between communities are unfortunately dominated by value conflicts, distrust,
lack of cooperation and hierarchy, or circuits of power [15,26]. Over the past
decades, responsibility for security has increasingly been shifted on the shoul-
ders of employees, often creating value conflicts between their primary working
and secondary security tasks – primarily productivity [8,29]. Policies forbid some
behaviours and mandate others, and are “supported” by security awareness and
training measures that aim to change employees’ attitudes and behaviour, in
other words: “fixing the human”.1 Most of these are either developed by secu-
rity specialists, built on their professional knowledge, or by security awareness
providers copying what they consider “best practice”, i.e. what publicly avail-
able guidance documents by government or regulators recommend. Most of it
is not tested for feasibility or effectiveness – and the resulting experience of not
being able to follow what they are told haunted by the deficit construction of
users [30] – and are often experienced by employees as fear-inducing [6], overly
technical and as putting responsibility and blame on them [10,44].

1 We are not saying that employees don’t have to learn about security – there are new
threats they need to be aware of, and security behaviours that are effective. But
currently, security awareness wrongly seen as a “Cure-all” – it cannot “fix” security
that is ineffective, security tasks that exceed human capabilities, or conflict with
productivity targets organisations expect employees to meet.
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IT security professionals have their own CoP whose main, primary task is
the security of the organisation.

While their work is mostly seen as technical, it is worth noting that the basis
for most of those rules is not scientific, but promotes and copies “best practice”
– which should more actually called “common practice” since their effectiveness
has rarely been evaluated [24]. ITS research until late 90s was almost exclu-
sive technical – but always contains human elements, as security is played out
in socio-technical systems. Today, most security specialists are not trained in
dealing with human factors – something Ashenden & Lawrence tried to address
with Security Dialogues [4]. Further, this often leads to restrictive security mea-
surements that create value conflicts for other employees, who, in turn, revert
to workarounds or practice “shadow security” [29] to be able to pursue their
primary goals.

Management sits at the top of organisations, which increasingly rely on digi-
tal technologies. With reports about data breaches and attacks, there is growing
awareness about the importance of security among this CoP. Due to the nature
of their work, management tends to focus on numbers, and sees security as a
product you can buy, rather than as a collective process that builds on practices
of maintenance and care [32]. This misconception of ITS and the work it entails
can lead to miscommunication between management and ITS [5] and the deval-
uation of security practices, resulting in overworked staff within understaffed
departments, which, in turn, negatively affects the security of the organisation.
Additionally, management often relies on external security specialists, such as
national security agencies, consulting firms and security vendors that often have
little to no inside into specific work requirements of the other COPs.

2.2 The Curse of the “Weakest Link”

With increasing user numbers of IT systems, the realisation that human capabil-
ities and limitations need to be considered to keep them functioning gave birth to
the disciplines of human-computer interaction (HCI) in the 1980s. HCI provides
knowledge and methods for designing technology to “fit” the capabilities and
limitations of a specific user population, the tasks they perform with the tech-
nology in pursuit of their goals, and the context in which that interaction takes
place. Technology that doesn’t fit reduces productivity in organisations, and puts
of consumers spending their own money – so by the end of the century, HCI had
become firmly embedded in computer science teaching and most development
practice. Except computer security, where the idea was that people should do
as they are told, because security is important. In 1999, two seminal papers
highlighted the consequences of unusable security “Users are not the enemy” [1]
and “Why Johnny can’t encrypt” [51]. In 2000, Bruce Schneier introduced the
narrative of “the user as weakest link” [47]. This implicitly blames people – a
perspective that even most usable security researchers subscribe to: when they
can’t or won’t follow expert prescriptions, it is because they are “unmotivated”
[51] or “lazy” [45]. Klimburg-Witjes [30] recount how this perspective is per-
vasive in both academic and practioner events today, and so deeply ingrained
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that some employees believe it themselves [14]. Whilst initially the focus was on
“educating” people ignorant of the threats, increasing technology is used to mon-
itor people and enforce “secure” behaviour, using scare tactics and bullying [46].
There is little reflection that there might be something wrong with the security
approach, and the tasks it sets for users, or the experts themselves. Assigning
the blame to people works its magic every time we tell it to each other, creat-
ing ingroups and outgroups hostile to each other – a situation [1] described and
diagnosed as a fatal: the enemy is not the legitimate user, but the attacker out
there.

2.3 Indicators of Dysfunctional Relationships

Our aim is to identify and transform dysfunctional relationships between ITS
professionals and employees in organisations. Based on research on dysfunc-
tional family relationships, the indicators are outlined in Fig. 1 and backed
up by psychological theories and empirical studies ITS in practice from
[1,2,7,14,19,20,33,37,40,43,49,50,52]. We propose that security needs therapy
in order to cultivate cultures of security that build on collaboration and trust.

3 Method

To find indicators of the dysfunctionality of ITS relationships, we chose a two-
fold approach for data gathering: ITS practitioner statements and an employee
survey.

ITS Practitioner Statements. We collected indicators on the security profession-
als’ view on “the human element” by analysing public statements of security
awareness vendors, security conferences, security consultant vendors, security
news portals and newspapers. We searched for articles, statements, reports and
whitepapers that contain one of the following keywords: “Employee”, “Human”,
“User”, “Weakest”, “Error” or “Insider”. Selection of the conferences, consul-
tant vendors and newspapers is based on a loose collection of what we see as
leading in their respective areas, and the twelve leading security awareness ven-
dors (according to [28]) were chosen. We limited our search to statements not
older than 5 years. We aimed to find statements that point towards negative
relationships.

Employee Survey. To find out the perspective of employees, we conducted an
online survey with open questions. We only accepted pre-screened participants
that have English as their first language, are US or UK residents, are currently
employed and do not have a student status. Participants answered 12 open
questions in total regarding negative and positive attributes and experiences of
the relationship with the ITS staff in the organisations of the participants (see
Appendix A for the full questionnaire). In a first step, the answers were coded
deductively based on the survey questions (e.g. “positive experience”, “negative
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Fig. 1. We summarise six indicators for dysfunctional relationships.
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experience”). In a second step, the answers were coded inductively to categorise
emerging themes and patterns.

With this, we got a deeper understanding of the relationship between ITS
staff and employees from the employees’ point of view, which is so far rather
absent from the discourse.

Relationship Analysis and Therapy Framework. We analysed the data for indi-
cators of dysfunctional relationships, to further identify topics and patterns that
indicate the presence of obstacles to the functioning of relationships.

4 Results

4.1 Security Vendor Statements

The URI-sources for all quotations can be found in the Appendix B.
Two industry surveys among security experts performed in 2019 suggest that

“IT and security professionals think normal people are just the worst”. From
5,856 experts, 54% believe that the one single most dangerous threat to ITS are
employees’ mistakes [39]. In the other survey with 500 experts, 91% are afraid
of insider threats and 62% believe that “the biggest security threat comes from
well-meaning but negligent end users” [12]. In 2016 Ponemon institute found
that 66% of 601 security experts “admit employees are the weakest link in their
efforts to create a strong security posture” [27].

Among security consulting companies, blaming employees is common, e.g. in
this statement from EY “Insider threats can originate from lack of awareness.
For example, employees creating workarounds to technology challenges.” that
makes employees responsible for problems raised by non-working technological
solutions. It is well established in research that many employees won’t let non-
working security measures stop them from performing their primary task [29]. At
KPMG an author is directly speaking to security end users in Australia: “YOU
are the weakest link: where are we going wrong with cyber security in Australia?”.
Such weakest link statements can be found in whitepaper from PwC, Deloitte
and Accenture as well. IBM on the other side does identify a relationship problem
in teams: “Your employees might not trust you - many times, the relationship
between the manager and the workers causes the threats to go undetected.”

As expected, security awareness vendors actively use an image of employees
as a defect or risk to security that needs to be fixed with the help of their
awareness raising and measuring products. 9 out of 12 analysed vendors use
the term “users[/ employees] are the weakest link” as a key term to introduce
the problem “human error” in their product description or their case studies
and whitepapers. The market leader Know4Be for example states: “More than
ever, your users are the weak link in your network security. They need to be
trained by an expert like Kevin Mitnick, and after the training stay on their
toes, keeping security top of mind.” Some vendors are promoting the idea that
organisations should see and handle employees as an active danger, as you can
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see in Kaspersky’s statement: “The Human Factor in ITS: How Employees are
Making Businesses Vulnerable from Within”

The leading ITS conference for ITS practitioners, RSA, has dedicated a com-
plete program to “the human element” in 2020, underlining the importance of
employees for a successful security strategy besides any technological solution.
A search in the conference library and the webcast offer a diverse image: While
employees are sometimes still seen as the weakest link, others tackle this idea
and try to convince their readers and listeners that employees are only a threat
if other parts of the ITS infrastructure fail. Also the highly technical confer-
ence Black Hat has a tradition of employee blaming: “What is the weakest link
in today’s enterprise IT defences? End users who violate security policy and are
too easily fooled by social engineering attack.” The different ITS and cybercrime
magazines and journalistic platforms are all over with articles about “weakest
link incidents”, human errors and employee blaming. This view is often pro-
vided by journalists in reports, but also by comments from experts. Furthermore,
ITS journalists are partially pushing the negative image of humans proactively.
Namely in the Ask the CISO podcast the interviewers regularly ask suggestive
question like “[...] you know people are the weakest link in the security chain.
You can have all the wonderful technologies and layers of Technology security
protections in place but ultimately it comes down to the person, right?”.

4.2 Employee Survey Results

Prolific offered us 20,874 eligible participants. We paid £1.35 per participant
(£8.1/h), which is slightly more than the prolific average of £7.50/h. From ini-
tially 100 participants, 8 were excluded from analysis as they proofed not eligible
due to stating to not have any experience with ITS staff, resulting in a sample
size of n = 92. Prolific provided us with demographic data. 67 participants
were female, 25 male. 86 participants were UK citizens, 6 US citizens. Respon-
dents’ age varied from 19 to 73 years, with an average of 36 years. 64 were
employed full-time and 28 part-time. Participants came from diverse fields such
as Sales, Transportation, Social Services, Finances, Administration, Health Care,
Human Resources, Finances, Education and IT. Due to the different natures of
their work, the frequency and kinds of interaction with the ITS department dif-
fered widely. We offer a glimpse into our preliminary analysis carried out by one
researcher that is still indefinite as we plan to further analyse and contrast our
findings. Nonetheless, we present insights into the obstacles and facilitators of
the (dys-)functioning of the relationships between ITS staff and other employees.

Helpfulness. The experience of helpfulness of ITS staff can be split into four
categories: helpful (to varied degrees) (71), not helpful (18), not able to
say due to lack of contact (4) and referring to the overall importance for
the organisation (10). The vast majority (71 participants) found ITS staff
to be helpful or very helpful, referring to them being knowledgeable and able
to protect – employees, their data, systems and the organisation as a whole:
“Everything feels secure and safe” (P44). However, many in this group also
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mentioned their helpfulness was limited by their lack of time to solve issues,
not being approachable: “[They are] helpful when I can actually get a hold of
them!” (P60) as well as capability to offer explanations, as they use “complicate
explanations instead of in lay man’s terms” (P52).

ITS: Tasks and Working Style. Asked what participants thought about the job
and tasks of ITS staff, most of them referred to their responsibility to monitor
the organisation’s systems, handle “IT Queries” and offer protection to the
employees and company: “[they] keep the employees computers safe so we can
effectively carry out our work” (P24). Many also considered it their job to provide
help, giving advice and educating people: “to provide advice and guidance on how
to securely handle data, and educate when things go wrong” (P23). Overall, there
was an appreciation of the ITS’s job to be complex and demanding, dealing with
lots of different issues, technical as well as human.

Experiences with ITS Staff. Roughly 2/3 of our participants (62) stated to never
have had a negative experience with ITS staff. The remaining 31 who did report
on negative experiences mostly referred to long waiting times, issues in commu-
nication and security measures as obstacles to their workflows: “9/10 attempts
to get issues sorted have results in having to call back or sort the problem myself,
or it has taken a long time on a call to them to get it fixed. Usually they don’t
understand the issue to begin with.” (P63).

Communication. The question how understandable communication with ITS
staff was experienced yielded a variety of answers, ranging from “not at all”
to “very understandable”. Most noticeably, there was a differentiation on
the media of communication (e.g. face-to-face, on the phone, via e-mail or
fixed templates/digital platforms) impacting the understandability of commu-
nication. However, the most important factor was ITS staff’s ability to offer
explanations and a shared language. Those who found the communication to be
“very understandable” usually also stated that their ITS staff is very good at
explaining, refrain from using overly technical language, and offer step-by-step
guides and good examples. On the other hand, those who found communication
hard to understand complained about using lots of jargon: “they speak in tech-
nical details which nobody understands and they don’t try to explain anything”
(P61). All in all, 26 participants specifically referred to “IT speak” (P51) as
being an obstacle to communication, even when they think of themselves as “IT
literate”: “I’d consider myself pretty IT literate as a millennial but I often don’t
understand what they mean and neither do my older colleagues.” (P10). This is
amplified by the unwillingness of ITS staff to offer explanations: “They do send
out communication but it is very IT heavy jargon and is quite difficult to under-
stand. They don’t tend to tone down this type of language even if asked” (P15).
Some participants further elaborated on the tone of communication, that they
experienced as being talked down to, as e.g. by P51: “I think they see themselves
as supportive, but the way they talk to staff, they think that staff are simpletons,
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because they don’t understand how IT systems work. And we’re talking about
doctors and nurses being talked down to here!”

Relationship Between ITS Staff and Employees. We asked several questions
regarding the relationship between ITS staff and other employees. First, they
should describe their view of the relationship, and then how ITS staff might see
it. Further, we asked to elaborate on the positive and negative aspects of that
relationship (see Appendix C). Finally, we asked for indicators of how ITS staff
might feel about them. We categorised 6 answers as describing a poor or bad
relationship. P51 complained about them as “talking in IT-speak”, so they had
to “sort it out” for their team members who were “not very computer literate”.
P61 described the relationship as “poor”, as “they don’t know/care who I am.”
P57 referred to a “constant power struggle between the business needs and that
of IT security” and P82 criticised hierarchy: “I feel like I am their servant. That
everything I do must be reviewed as if they’re my managers”. The two other par-
ticipants started to avoid them if they could and instead tried to fix the issues
themselves (P63, P91). Overall, most participants described their relationship
as good (39), professional (6), friendly (12) and helpful (14). However, only
5 participants stated to have regular contact. 33 participants described the rela-
tionship as being distant to non-existent. Out of all participants, 11 described
their interaction as being focused on issues and problems, which is under-
scored by the overall high focus on “helpfulness” which runs throughout the
answers in our survey. 10 participants thought they would describe the relation-
ship in negative terms, such as being not IT literate (4), frustrating (4), and
demanding (1). P6 felt ITS staff would think that“Likely they have to deal with
idiots on a daily basis.” and P87 “That we are a pain in the bum.”

5 Data Analysis – Dysfunctional Relationship

Having presented a short overview of our data, we now analyse them using
the aforementioned indicators for dysfunctional relationships. All results and
statements presented in this section are a drawn from qualitative text questions,
rather than from multiple-choice questions.

High Level of Conflict. Our participants named several sources of conflict in
their relationship with ITS staff. The most obvious are in frequent misunder-
standings and obstacles in communication due to a lack of shared language.
This is highly influenced by ITS staff’s ability to explain the concepts they use
to others, as well as by the IT literacy of employees. Another source of conflict
are the differing expectations of ITS staff’s tasks as well as a lack of knowl-
edge about employees’ work requirements. Some of the answers indicated that
employees feel it is ITS staff’s job to help, assist and support as well as edu-
cate on “IT issues”, which is something (most) ITS specialists are not trained
to do. Further, it only represents a minor part of their actual workload. On
the other hand, lack of knowledge about the working requirements of employees
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could lead to frustration. Also, this can cause security measurements that nega-
tively affect employees’ workflows. This leads to the next source of conflicts: ITS
as an obstacle. While most participants were conscious about its necessity and
acknowledged that ITS staff had to adhere to rules and regulations themselves,
some of them also experienced ITS as negatively affecting their productivity.
One major source of conflict was ITS staff’s (lack of) time and approachability.

Negativity in Communication. Negativity in communication exceeds the diffi-
culty of understanding “IT language”: most participants described the commu-
nication as friendly and helpful, still the majority of answers indicate that all
communication and interaction between ITS staff centred around problems or
issues that needed to be solved, giving a negative touch as baseline to their
entire communication. Further, answers signalled that in many cases there was
no face-to-face communication at all, and usually focused on the transmission
of factual information. This lack of non-verbal cues and forms of expression can
negatively affect the relationship itself, as well as employees’ ability to express
their issues and concerns, especially when they lack the “proper language” to
explain them.

Negative Feelings Towards Each Other. The high potential for conflicts, the
problem-centred communication and an overall sense of complexity of ITS that
permeates participants’ responses can induce negative feelings towards ITS in
general, despite all the displayed friendliness and helpfulness of ITS staff. Some
of our participants explicitly described feelings of fear and worry in regards to
ITS, as induced by Security training or of accidentally doing something wrong.

ITS practitioner reported negative feelings, too: they seem disappointed of
employees not able to follow the rules or use the tools, they are afraid of employ-
ees open up holes in security or even of getting betrayed by insider threats. While
the practitioners do not report about the feelings of single individuals the overall
tone of the reports does transport these feelings.

Power Imbalance. Few participants explicitly described their relationship to ITS
staff as hierarchical. Still, the overall appreciation of knowledge and expertise
that runs through their answers also indicates a power imbalance in terms of
knowledge and skills, which is amplified by employees’ dependency on ITS staff’s
help and support. Some answers described ITS (staff) as obscure, working in the
background, an “invisible force”. Others explicitly described the demeanour of
ITS staff as arrogant, being talked down to and not respected for their fields
of expertise, or being embarrassed. This power imbalance decreases trust and
cooperation, and can cause disengagement between the employee groups.

Emotional Disengagement. One topic that ran through the answers was “dis-
tance” as well as an impersonal relationship. While this might be due to the
nature of working interaction those employee groups have, others felt ITS staff
to not be “people-persons”, that like to keep to themselves and “seem to dislike
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having to deal with colleagues”. On the employees’ side, we found some partici-
pants who actively avoided interaction with ITS themselves, rather trying to fix
the issues themselves due to the negativity of their experiences with them. This
disengagement is further fostered by practices of blaming the other. Blame users
as “weakest link” on the practitioner side is a clear sign for disengagement. The
practitioner are in their own circles they don’t care about how employees might
feel about their measures, training and evaluations.

Blaming Others. Blaming of employees for security problems is a core theme
that runs through practitioner statements and reports. Even reports that state
that employees “need to be empowered” talk about employees making mistakes.
The experience of being blamed is echoed in some of our survey participants’
statements. Some participants referred to ITS as acting “as if their colleagues are
the problem, rather than external forces” (P6), others seem to have internalised
this notion, referring to themselves as “trouble” (P72) and making them feel bad
(P82). P66 framed it more positively, acknowledging their role and responsibility
for security, and hoping to be perceived as “respectful IT users”. However, we
also found participants blaming ITS staff as “useless”, putting obstacles in their
way, causing delays in their work, not prioritising their issues, being too strict
and not willing to communicate in an understandable manner.

6 Therapy Framework

We found a significant number of indicators of dysfunctional relationships
between the different CoPs. The most common signs are guilt and blaming,
which run along and amplify all the aforementioned indicators of dysfunctional
relationships. How can an organisation looking to build trust and collabora-
tion between the different groups do transform those relationships? We suggest
starting with Transactional Analysis (TA) and the OLaF questionnaire as mea-
surement tools to assess how the organisation deals with error, blame and guilt,
before looking at possible interventions inspired by therapy. Our complete Ther-
apy Framework is shown in Fig. 2.

Learning from Errors: OLaF. We know from the HCI and Human Factors litera-
ture that good design can minimise the likelihood of human error on commonly
executed tasks.2 While this is true for employees as well as ITS, current ITS
approaches tend to centre employee errors and put blame on them. To foster
functional relationships between the CoPs, it is essential to stop the “scaring
and bullying” [46] of any CoP and rather cultivate a culture of resilience and
learning from errors. For this, we need to develop an understanding of how indi-
viduals as well as organisations deal with and learn from errors.
2 This is because not all situations that employees encounter can be foreseen at the

design stage. For cost reasons, even not all foreseeable ones are designed and tested
for usability – safety-critical systems, where the cost of the consequences of error
can be extremely high, being an exception.
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The behaviour of supervisors and colleagues, work processes, task structures
as well as principles and values of an organisation with regard to the handling
of errors influence the effectiveness of the successive learning stages [42] and
therefore need to be incorporated. To assess the organisational climate for learn-
ing from mistakes, we propose OLaF (German: Organisationales Lernen aus
Fehlern/organisational learning from mistakes) [41], a questionnaire designed to
measure the organisational climate with regard to how mistakes are dealt with.
Its strength is that it includes the perspectives of employees as well managers.
The results help to generate ideas from different viewpoints on how human error
can serve as avenue for individual and organisational learning processes. Com-
plementary to OLaF, Knapp’s scale [31] can be used to assess the organisational
climate in dealing with guilt to identify leverage points for joint optimisation.

Fig. 2. Our proposed therapy framework.

Evaluating Communication: Transactional Analysis (TA). As we have seen,
fraught communication is one of the major hindrances to the functioning of the
different relationships. Therefore it needs to be targeted specifically. Here, TA
[11] known as “a communication theory which allows for the systematic analysis
of a communication transaction between individuals” [36] can help. Individuals
and organisational units have life positions or self-concepts – about themselves
and others. In the position “I am o.k. - You are o.k.”, the individual or organisa-
tional unit accepts both themselves and others without judgement. The position
“I am o.k. - You are not o.k.” is self-accepting and blaming others. The third
position, “I am not o.k. - You are o.k.” is characterised by self-rejection and
-belittling. Lastly, a negative attitude to oneself and others is reflected in the
position “I am not o.k. - You are not o.k.” [36]. The ideal position is that both
sides perceive each other as “o.k”. When people make errors, behaviour should
be considered separately from the person - factors contributing to the error iden-
tified, and the interaction re-designed to stop triggering the error. Especially in
the long-term cooperation with other people, these life positions are useful to
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understand the patterns and to derive appropriate interventions to get into the
“o.k.” positions.

These insights provide a path to transform the dysfunctional relationships
between the different CoPs. Current approaches to “improving” ITS in organisa-
tions start from the “I am o.k. - You are not o.k.”-mindset of ITS, as evidenced
in the deficit construction of users, and futile attempts to “fix the human”. To
some extent this view is also held by employees, who blame ITS as “baby-killers”,
or less dramatically for creating obstacles to task completion, or not being not
approachable. To foster collaboration and trust between these CoPs, both need
to gain empathy for each other and their specific situations.

For this, everyone needs to stop looking for a culprit – someone to blame – and
start cooperatively looking for solutions in joint optimisation [3], shifting from
blame-centring to solution-centring. In socio-technical systems, it is essential
that the requirements of different parties are met for optimal functioning of
organisations [38]. Some core principles are outlined by Di Maio [18]: Responsible
autonomy, adaptability, meaningfulness of tasks, and iterative development of
processes based on feedback loops. We now propose practical interventions for
mending the dysfunctional ITS relationships in organisations and enable joint
optimisation based on approaches from individual and group therapy.

Applying Approaches from Individual and Group Therapy. To apply therapeu-
tic approaches and principles of client-orientated individual psychotherapy in
organisations, we first have to establish that the members of this group are in
a psychological and dynamic relationship with each other [25]. Then, the deter-
mining conditions from individual and group therapy need to be created by a
group-related leader. These conditions have been formulated by Hobbs [25] as
follows: (1) Members of a group need to feel that they are given the opportunity
to participate in matters that concern them directly, (2) All members of a group
must be able to communicate freely with one another, (3) A non-threatening
atmosphere needs to be created.

Developing Empathy, Trust and Cooperation. One major hindrance for function-
ing relationships between the different groups is lack of interpersonal contact and
share language. To counter this, organisations should implement opportunities
for employees to engage with each other as well as with security issues in a non-
threatening manner. This has successfully been done e.g. in the form of security
dialogues [4]; this is more likely to be successful after releasing tension and hos-
tility through humour, and getting everyone to see the problem from everyone’s
else side – Coles-Kemp et al. [34], for instance used clowns. Communication can
be made more effective, and mutual understanding built, by recruiting security
champions to act as a conduit – they can explain security to their fellow employ-
ees, help them master new behaviours, and report security that isn’t working
back to the ITS CoP [9] that can serve as intermediaries between the different
CoPs and facilitate communication and cooperation. Doing so helps decrease
the experienced social distance, gives “a face to security” and further cultivates
a sense of ITS as a shared activity and goal, fostering cooperation. Further,
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having an intermediary person to talk to will decrease the workload of ITS per-
sonnel and increase self-efficacy of CoPs in dealing with ITS issues. This will
further decrease the negativity in communication as well as the imbalance of
power between the CoPs. These attempts can be furthered by deploying Cre-
ative Security Engagements [35], an approach in which different stakeholders can
address and reflect on their security needs in a participatory manner, bypassing
the complexity of ITS terms by using creative methods.

Management Support. The relationships between management and ITS also
needs attention, but diagnosis and suggestions of intervention are beyond the
scope of this paper. However, beyond attending to their own relationships, man-
agement needs to lead, enable and resource the changes we have outlined for
transforming the relationship between ITS and employees. They need to initi-
ate the rebuilding process, and foster mutual empathy, trust and cooperation
between the different CoPs within the organisation. Only then it is possible to
cultivate flourishing cultures of security that build on mutual trust and cooper-
ation, seizing human potential instead of demonising it, and framing ITS in a
positive and productive manner. For this, it is of major importance that man-
agement and leadership actually take care of ITS, implementing information
security strategies that are tailored to (1.) the specific CoPs and context, (2.)
create a shared language between CoPs in terms of ITS, (3.) induce skill-building
by communal and apprenticeship-learning and (4.) foster a sense of cooperation
between CoPs in the pursuit of the shared goal of ITS of the organisation.

7 Discussion and Conclusions

Limitations. Our search for practitioner statements is not representative – we
set out to find examples of those terms. We primarily chose vendors, conferences
and magazines that have their origins in the US and UK. During our search
we also found multiple statements that stress that security practitioners should
not blame employees but rather the systems they are using – a leading example
being the UK NCSC “People are the strongest link”3 campaign, created by staff
in its socio-technical team. But the fact remains that negative characterisation
and language that blame employees is out there and dominates. Taken together
with the studies of security in organisations [4,8,29], they provide evidence that
dysfunctional relationship exist around ITS in a multitude of organisations. Fur-
thermore, did we not link the practitioner statements with the survey results but
left both parts for themselves. We might compare both sides more directly in
future studies.

Concluding Remarks. The relationships between employees and ITS profession-
als can have a major impact on the well-being, work performance, job satisfaction
and, in particular, on the handling of ITS in the everyday work of the persons
3 https://www.ncsc.gov.uk/speech/people--the-strongest-link, accessed July 29th

2021.

https://www.ncsc.gov.uk/speech/people--the-strongest-link


350 U. Menges et al.

concerned and are therefore of high relevance for organisations. Our study pro-
vides insights into the feelings of employees towards ITS professionals and shows
that security relationships are often - despite various efforts - still dysfunctional.

We therefore introduced our Therapy Framework to analyse and identify
dysfunctional relationships and gave suggestions how they could be mended. We
argue that approaches from therapy can help improve relationships and can help
bridging the distance between employees and ITS professionals. Organisations
may profit from this framework by applying it to identify the problem and take
action.
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A Prolific Survey Questions

The following questions were asked in our prolific survey.

Your Experience with IT Security

1. What are the first keywords that come into your mind when you think about
the IT security personnel in your organisation?

2. How helpful do you consider the IT security personnel?
3. How would you describe the job of IT security personnel that you are in

contact with?
4. Have you had any negative experience with IT security personnel?
5. Do you ever feel that you can’t follow organisational IT security rules? [All

the time, Quite often, About half the time, Sometimes, Never]
6. How would you describe your relationship to the IT security personnel in

your organisation?
7. How do you think the IT security personnel would describe this relationship?
8. How much do you think the IT security personnel in your organisation

knows about you and your everyday work requirements?
9. What are negative attributes about your relationship with the IT security

personnel in your organisation?
10. What are positive attributes about your relationship with the IT security

personnel in your organisation?
11. How understandable do you find the communication from the IT security

personnel?
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12. What indicators of how the IT security personnel feel about you have you
noticed?

13. How often do you have contact to IT security personnel? [Every day, Every
week, Every month, One or few times a year, Lesser]

14. Which of the following attributes best describe your relationship with the
ITS personnel? [Productive, On eye-level, Functional, Respectful, Friendly,
Empathetic, Cooperative, Supportive, Open minded, Collegial, Capable of
Criticism, Unbiased, Trustful, Balanced, Dysfunctional, Arrogant, Incom-
prehensible, Top-down/Hierarchical, Uncooperative, Distant, Unsupportive,
Patronising, Unapproachable, None of the above]

Demographic Questions

1. How would you describe your current employment status? [Employed without
management responsibility, Employed with management responsibility, Self-
employed, A student, Other]

2. Does your organisation have IT security personnel or even a IT-Security
department?

3. Do you currently work in an organisation that requires you to follow certain
IT security rules (e.g. password policies, browsing restrictions, data protection
policies) or use IT-Security tools (e.g. VPN, Password Managers, encrypted
flash drives)?

4. Do you have contact with the IT-Security personnel (e.g. in IT security train-
ings, when they send you security advice via mail, or when they help you after
an security incident or data breach)?

5. Do you work as a IT security specialist and/or was IT security part of your
education?

6. In which sector are you employed? [Private Sector, Public Sector, University
or Research Institute, Other]

7. In what type of field or department do you work (e.g. sales, human resources,
IT, compliance, maintenance)?

B Security Vendor Statements with Sources

– “Insider threats can originate from lack of awareness. For example, employees
creating workarounds to technology challenges.”4

– “YOU are the weakest link: where are we going wrong with cyber security in
Australia?”.5

4 https://tinyurl.com/ey-insider-1.
5 https://newsroom.kpmg.com.au/weakest-link-going-wrong-cyber-security-

australia/ accessed July 12th 2021.

https://tinyurl.com/ey-insider-1
https://newsroom.kpmg.com.au/weakest-link-going-wrong-cyber-security-australia/
https://newsroom.kpmg.com.au/weakest-link-going-wrong-cyber-security-australia/
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– “Your employees might not trust you- many times, the relationship between
the manager and the workers causes the threats to go undetected.”6

– “More than ever, your users are the weak link in your network security. They
need to be trained by an expert like Kevin Mitnick, and after the training stay
on their toes, keeping security top of mind.”7

– “The Human Factor in ITS: How Employees are Making Businesses Vulner-
able from Within”8

– “What is the weakest link in today’s enterprise IT defenses? End users who
violate security policy and are too easily fooled by social engineering attack.”9

– “[...] you know people are the weakest link in the security chain. You can have all

the wonderful technologies and layers of Technology security protections in place but

ultimately it comes down to the person, right?”10

C Statement Clouds

See Figs. 3, 4 and 5.

Fig. 3. The participants used 93 keywords at least 2 times to describe the IT security
staff.

6 https://www.ibm.com/downloads/cas/GRQQYQBJ accessed July 12th 2021.
7 https://www.knowbe4.com/products/kevin-mitnick-security-awareness-training/

accessed July 07th 2021.
8 https://www.kaspersky.com/blog/the-human-factor-in-it-security/ accessed July

07th 2021.
9 https://www.blackhat.com/docs/us-18/black-hat-intel-where-cybersecurity-

stands.pdf accessed July 12th.
10 https://www.youtube.com/watch?v=fFFpj71G6sY accessed July 08th 2021.

https://www.ibm.com/downloads/cas/GRQQYQBJ
https://www.knowbe4.com/products/kevin-mitnick-security-awareness-training/
https://www.kaspersky.com/blog/the-human-factor-in-it-security/
https://www.blackhat.com/docs/us-18/black-hat-intel-where-cybersecurity-stands.pdf
https://www.blackhat.com/docs/us-18/black-hat-intel-where-cybersecurity-stands.pdf
https://www.youtube.com/watch?v=fFFpj71G6sY
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Fig. 4. 33 positive attributes were mentioned at least 5 times.

Fig. 5. Overall, there were 81 negative attributes that were mentioned at least 3 times.
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Abstract. Automatic updates are becoming increasingly common,
which minimizes the amount of update decisions that users have to make.
Rapidly deployed important updates have a major impact on security.
However, automatic updates also reduce the users’ opportunities to build
useful mental models which makes decision-making harder on other con-
sumer devices without automatic updates. Users generally transfer their
understanding from domains that they know well (i.e. smartphones) to
others. We investigate how well this transfer process works with respect
to updates and if users with automatic updates fare worse than those
with manual updates.

We conducted a formative field study (N = 52) to observe users’
update settings on smartphones and examine reasons for their (de-)
activation. Based on the results, we conducted an online survey (N = 91)
to compare how users perceive update notifications for smartphones and
smart consumer devices. One of our main findings is that update deci-
sions based on expected changes do not apply well to these devices since
participants do not expect meaningful and visual changes. We suggest
naming updates for such devices ‘maintenance’ to move users’ expecta-
tions from ‘new features’ to ‘ensuring future functionality’.

1 Introduction

Keeping systems and software up to date is the most common expert advice for
securing devices [11,20]. Consequently, prior work extensively studied update
attitudes and behavior [12,13,23,24,26,27]. Vendors introduced partially or fully
automatic updates since users often delay or skip updates. Windows 10 intro-
duced intervention-less automatic update downloads and installation, Android
and iOS introduced automatic updates, and Google Chrome started using silent
automatic updates over ten years ago. Automatic updates improve the rate and
speed of update deployment [3]. However, automatic updates create two poten-
tial pitfalls: (1) Users feel betrayed as soon as automated systems make choices
that defy their expectations [4] and these incidents will impact all future update
decisions [26]; (2) Automated updates reduce users’ understanding of what is
happening on their computers [27]. These pitfalls diminish users’ ability to make
informed decisions when updates cannot be fully automated.
c© The Author(s) 2022
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Update behaviors and attitudes on desktops and smartphones are well stud-
ied [3–5,7,12–15,23–27]. However, smart consumer devices with minimalistic
user interfaces (UIs) and inconspicuous computing power became common after
the Internet-of-Things emerged. Gartner predicted 20.8 billion IoT devices for
2020, thereof 13.5 billion consumer devices [16]. In contrast to communication
and entertainment heavy smartphones, IoT devices control day-to-day life. Some
smart consumer devices, e.g., dishwashers, have very minimal UIs, impacting
how users perceive and handle updates. However, there is still little research on
how users transfer update behavior to other application areas beyond smart-
phones and desktops. Automatic updates alleviate some update issues. How-
ever, sometimes they are neither practical nor safe, and maybe not even pos-
sible for devices with limited UIs – making questions on user understanding
and engagement even more pressing [1,21]. Since traditional computing devices
move towards automatic updates, awareness of updates’ effects and importance
decreases. However, users may have to decide on updates again when handling
smart consumer devices. It remains unclear how users make their update deci-
sions on these devices and how they transfer their update-knowledge from tra-
ditional computing devices.

The aim of this work is (1) to study users’ reasons for (de-)activating auto-
matic updates, (2) to understand how users handle manual update decisions on
smartphones, and (3) to evaluate if their update reasoning is transferable to
smart consumer devices found in the IoT. We conducted an exploratory field
study (N = 52) on users’ reasons for deactivating automatic updates. We used a
mixed-methods online survey (N = 91) to explore how automatic updates affect
users’ manual update decisions and how users transfer their update behavior
smart consumer devices (in our study: dishwasher, self-lacing shoes, and a mod-
ern car). Our main contributions are: (1) we observed an increased rate of
automatic updates for smartphone apps (compared to Tian et al. [23]) and
provide ranked lists of reasons for (de)activating automatic updates;
(2) we describe the differences between users that activated automatic
updates and those who did not (3) we discuss how transferring users’
update behavior to smart consumer devices might fail since two main
strategies (evaluation by expected changes and evaluation by notification) are
difficult to apply to smart consumer devices; (4) we provide design implica-
tions for smart consumer device updates.

2 Methodology

Guided by the following research questions, we study how automatic updates
affect users’ remaining update decisions on smartphones and how well these
decisions transfer to smart consumer devices.

RQ1: How common is deactivation of automatic updates and what are the users’
reasons for it?

RQ2: How do users’ update attitudes (information demand, perceived impor-
tance, and expected effects) transfer from smartphones to smart consumer
devices?
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Our formative field study establishes the share of users who (do not) use
automatic updates and their (de)activation reasons. Based on these results, we
designed an online survey which compares how participants make update deci-
sions on smartphones and smart consumer devices. We explained the purpose,
the procedure, and the type of questions to all study participants. We did not
collect identifying information and instructed participants to provide screenshots
without identifiers.

All participants gave us their informed consent. We compensated participants
for their time, based on the minimum wage. Our university’s ethical review board
approved this study.

2.1 Formative Field Study

In the formative field study (N = 52), we collected the participants’ OS ver-
sion, the OS update settings (if applicable), and update settings for installed
apps. We asked open-ended questions to understand their reasons for chang-
ing settings. Afterwards we used a questionnaire to collect demographic data.
Section B presents the entire questionnaire. We conducted a pre-study with 8
participants. For three days, we recruited participants with Android or Apple
phones in front of our university’s dining hall during lunch time. Table 3 in the
Appendix presents the demographics.

We analyzed the observed frequencies of smartphone OS settings. We used
open coding to evaluate qualitative free-response data. Two researchers indepen-
dently coded the responses and constructed two independent codebooks, then
constructed a common codebook (see Sect. C) and resolved all disagreements.

2.2 Online Survey

The formative field study showed that participants like to maintain control over
installed software. They preferred to update apps they considered important and
influence the installation time to avoid bugs and data-loss, confirming previous
work [5,15,25,26].

Questionnaire. We used those results to construct an online survey on Amazon
MTurk (N = 91) which exposed participants to five different update scenarios,
two for mobile phones (system and app update) and three concerning smart
consumer devices (dishwasher, shoes, car). Appendix E shows the notifications
that we used in the survey. We chose update scenarios that (1) concern devices
with a low barrier to use – so most participants could imagine a use-case for
them, and (2) includes an update decision that participants will not have faced
before. Similarily, Fagan et al. [5] used fictional update notifications to under-
stand users’ update behaviors and attitudes. For each update notification, we
asked participants to explain the update’s importance, what kind of changes
they expect, when they would prefer to install it, and how they would redesign
the notification.



360 M. Fassl et al.

To evaluate users’ responses in context we also asked for their update settings
(phone OS version, screenshots of OS and app update settings), their potential
update avoidance behavior (connected to WiFi and charging habits), and their
5-point Likert evaluation of (de)activation reasons. Since prior work [9] sug-
gests that update behavior depends on technology-savyness, sense of autonomy,
and personality, we added appropriate psychometric scales (Affinity for Technol-
ogy Interaction (ATI) [8], Reactance to Autonomy [10], and Big Five Inventory
(BFI-K) [18]). We asked for general demographic information such as gender,
occupation, educational background, and household income and added three
attention check questions throughout the survey. SectionD in the Appendix
presents the full questionnaire (translated into English).

Evaluation. We used a repeated-measures ANOVA to find significant differ-
ences between perceived importance of the five notifications. We evaluated the
open-ended responses to the five notifications with thematic analysis [2]. Two
researchers used open coding to independently assign initial codes to their part
of the data. They used the other’s initial codebook to independently code the
remaining data, resulting in an inter-coder reliability (ICA) of Brennan and
Prediger’s κ = 0.63. In an iterative approach, the two researchers discussed the
categories with the most mismatches, renamed or merged codes, and revised
the segments in questions, resulting in an inter-coder reliability (ICA) of Bren-
nan and Prediger’s κ = 0.83. During the last session they used axial coding to
restructured the entire codebook and identify themes. SectionF in the Appendix
contains the final codebook (containing 8 categories with a total of 70 codes).

To understand how well update decisions transfer to smart consumer devices,
we qualitatively compare users responses according to their update preferences
(automatic vs. manual) and the type of notification they responded to (smart-
phone vs. smart consumer device). We report differences between those groups
if: (1) codes are not included in both groups, (2) the most frequently assigned
codes are different, or (3) if a code was assigned three times more often in one
group.

Recruitment and Participants. After conducting a pilot study (N = 3), we
recruited Amazon MTurk workers from Germany with an approval rate of 99.0%
and compensated them with USD 5.60. We excluded five of 96 participants,
either because the GeoIP results showed that they were not in Germany or two
researchers independently agreed that their provided answers did not answer the
open questions. Table 6 in the Appendix presents the demographics.

3 Results

We report the prevalence of automatic updates that we observed in our formative
field study and our online survey in Sect. 3.1. Using that information we evaluate
(in Subsect. 3.2) how activated automatic updates influence the participants’
responses to the shown update notifications. In Subsect. 3.3 we describe how
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participants decide if and when they would like to install updates and how well
this decision-process transfers from smartphones to smart consumer devices.
During the evaluation we found several contradicting user requirements which
we present in Subsect. 3.4.

3.1 Automatic Update Settings and Reasons for (De)activation

Most of the participants in the formative field study did not change default
update settings. Almost all Android users had operating system updates enabled
and used the “WiFi only” option for application updates (the default). Most
iOS users had activated OS updates, but more than a third of them deactivated
automatic application updates. Table 4 in the Appendix shows a summary of
the observed update settings. Table 5 compares update settings of users with
high (≥4) and low (<4) self-efficacy scores. Participants most commonly men-
tioned three types of security-relevant practices that they did on a regular basis:
authentication, privacy settings, and abstention from potentially useful prod-
ucts or features. Even though our study procedure primed all participants on
updates, only four participants mentioned that they regularly apply updates
to keep their mobile secure. In the online survey 63 (69%) participants had an
Android phone, whereas 28 (31%) had an iPhone. By default, Android enables
automatic OS updates, and iOS will ask during the initial setup. 52 participants
(57%) had automatic OS updates enabled, 17 (19%) had them disabled, and 22
(24%) did not submit a suitable screenshot. By default, both Android and iOS
enable automatic app updates. 79 participants (87%) had enabled automatic
app updates, 10 (11%) disabled them, and 2 (2%) did not submit a suitable
screenshot.

In the formative field study, the two most common reasons for deactivating
updates were the wish to maintain control over installed software or concerns
about data usage. Two aspects of maintaining control came up: (1) participants
only wanted increased agency over updates for apps they perceived as important
enough, and (2) they would like to decide when to install an update since they
know from experience that new updates may have bugs and could lead to data-
loss. In the formative field study the two most common reasons for participants to
activate automatic updates were convenience and the general desire to be up to
date. The online survey asked participants to rate these reasons for (de)activation
of automatic updates on a 7-point Likert scale (see Table 7 in the Appendix).

3.2 Automatic Updates and Their Effect on Update Decisions

We assumed activated automatic updates would influence users in two ways: (1)
that some of the users that are unhappy with automatic updates would try to
avoid triggering the installation criteria for them (thereby delaying or skipping
updates). This would increase participants’ agency in deciding the installation
time without deactivating automatic updates. (2) that users that are happy with
automatic updates would slowly lose the ability to make update decisions over
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time and factor in fewer potential problems before deciding. In order to find
evidence for these assumptions we added two sections to our online survey.

Avoidance Behavior. On Android and iOS, automatic updates are performed
by default when the phone charges and is connected to a WiFi network. For
80% of the participants the time of day that they most often charge their phone
coincides with a time of day that they are usually connected to WiFi. That
means that most participants are able to receive their automatic updates during
the course of 24 h and do not show signs of update avoidance. Table 8 in the
Appendix presents the participants’ complete responses.

Effects of Automatic Update Settings. We compared the qualitative answers
of participants that activated automatic updates with the answers of par-
ticipants who favored manual updates. We found no qualitative differences
between these groups regarding their preferred installation time and their sug-
gested changes to the update notification. Participants who activated automatic
updates mainly mentioned three concepts: (1) updates are necessary for mainte-
nance, (2) updates are necessary for security, and (3) updates can be important
without having visible effects. Only participants that favored manual updates
stated that they would like to wait for experience reports from other users.

3.3 Transferring Update Behavior to Smart Consumer Devices

In an effort to understand how well the users’ update behavior transfers to smart
consumer or IoT devices, we start by reporting general results on the responses to
update notifications shown in the online study. We present our results according
to three of the six update stages discovered by Vaniea et al. [25]: deciding, prepa-
ration, and deployment. Afterwards, we elaborate on the participants’ different
attitudes to smartphone and smart consumer device update notifications.

Deciding. Our formative field study indicated that the participants’ percep-
tion of a manual update’s importance influences their decision to install them.
Therefore, we asked participants to rate the importance of the presented manual
update notifications on a 5-point Likert scale and provide a qualitative explana-
tion. We present the participants’ ranking of importance before going into more
detail with the qualitative evaluation of the response.

Participants considered system updates the most important type of update
(m = 3.69, sd = 1.09), followed by updates for cars (m = 3.1, sd = 1.20),
phone apps (m = 2.41, sd = 1.1), and dishwashers (m = 2.29, sd = 1.28).
Updates for shoes were considered least important (m = 1.9, sd = 1.03) of all
five update notifications. Figure 1 provides an overview of the resulting scores
and which group comparisons revealed significant differences. We used a one-
way repeated measures ANOVA to compare the mean importance scores of the
update notifications. Shapiro-Wilk’s test indicated that we cannot assume a nor-
mal distribution. However, a repeated-measures ANOVA is robust against such
a violation. Mauchly’s test indicated that the assumption of sphericity had been
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violated, therefore we report Greenhouse-Geisser corrected tests. Mean scores
for the perceived importance of the update situation were statistically different
(F (3.39, 331.94) = 44.25, p < .001, η2 = .33). Table 1 shows notification com-
parisons with differences according to the post-hoc tests. The resulting ranking
of importance indicates that participants might view smart consumer devices
(that are not evidently safety-critical) to be less important than other kind of
updates.

The evaluation of the open-ended questions for each update notification
resulted in different themes covering the decision stage. Many participants
reported possible positive or negative effects that they considered before updat-
ing. Amongst others, participants named new features, performance, stabil-
ity, and usability improvements as potentially positive effects. Almost all of
the reported negative effects were based on personal experience: participants
reported that some updates removed features, introduced bugs, led to loss of
personal data, and that they took too much time.
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Fig. 1. Ranking of updates accord-
ing to perceived importance (*) marks
pairwise significant differences

Table 1. Significant differences in importance
between update notifications

Comparison Mean Diff. Sign.

System & Apps 1.29 <.001 ***

System & Dishwasher 1.41 <.001 ***

System & Shoes 1.79 <.001 ***

System & Car 0.59 <.001 ***

Apps & Shoes 0.51 .02 *

Apps & Car −0.69 <.001 ***

Dishwasher & Car −0.81 <.001 ***

Shoes & Car −1.20 <.001 ***

Sign. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’
0.1 ‘ ’ 1

Amongst participants with negative experience were also some who did not
have any expectations from updates, but were happy if they did not impede the
functionality: “if it still works afterwards, then it’s fine” (P96). In the qualitative
data we found three different strategies that participants used to evaluate the
importance of updates:

1. By expected changes. Expected changes can increase or decrease an update’s
perceived importance. Device maintenance, new features, and security
increased the perceived importance, except in cases of minor bug fixes: “prob-
ably just some bug fixes” (P74).

2. By the presentation and content of the update notification. Some participants
scrutinized update notifications to understand the updates’ importance. Par-
ticipants concluded that notifications without information are not important:
“the green color is a sign that it [the update] is not important” (P20) or “it
did not appear to be important” (P80).
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Table 2. Participants’ preferred update timing.

At notification Later Never No opinion

Phone (System) 35 (38.%5) 52 (57.1%) 4 (4.4%) –

Car (System) 40 (44.0%) 47 (51.6%) 4 (4.4%) –

Phone (App) 32 (35.2%) 49 (53.8%) 10 (11.0%) –

Dishwasher (System) 39 (42.8%) 24 (26.4%) 19 (20.9%) 9 (9.9%)

Shoe (System) – – 37 (40.7%) 54 (59.3%)

3. By principle. Often, participants used a general principle such as “software
updates are always important” (P66) to guide their update-decisions. How-
ever, participants sometimes based their principles on the type of device, e.g.,
smart consumer device updates were not important, and smartphone system
updates were important.

Many participants could not imagine what a smart consumer device update
would change, e.g., “I can not imagine what advantages an updated dishwasher
could offer” (P35). Hence, evaluating by expected changes might not work well
with smart consumer devices. Evaluating by notification could work in case update
notifications provide the necessary information. However, the only approach that
transfers well to smart consumer devices is the last one, by principle. Participants
applied this approach to smartphones and other smart consumer devices alike.

Preparation. Answers from the Preparation stage mainly concerned the update
procedures’ timing: delay updates in general, inconvenient update time,waiting for
specific resources (power or WiFi access), or create backups before update. Partic-
ipants commonly waited until bed time to install updates: “I prefer updating just
before bedtime. Since I don’t need a smartphone during that time.” (P23).

Deployment. For the Deployment stage, participants wanted to decide the
updates’ installation time and demanded detailed information in notifications.
As P62 put it: “I like having the option to decide for myself when something
will be installed”. More users preferred to postpone smartphone and car updates,
although between 35% and 44% would update right away. The majority of par-
ticipants would perform dishwasher updates right away, even though they did not
regard it as especially important (ranked fourth in Fig. 1). Participants either had
no opinion on the preferred time of installation or would like to skip installing the
self-lacing shoes update altogether, suggesting that users do not see any benefit of
updating self-lacing shoes. Table 2 shows the preferred time to perform updates.

In some cases participants did not care about small and unimportant changes
and wanted to install them automatically, while still keeping the agency for
important updates. In contrast, other participants preferred automatic installa-
tion of important updates: “Special updates should be installed automatically”
(P65).
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Comparing Update Behavior for Smartphones and Smart Consumer Devices.
While participants focused on security benefits of smartphone updates (by prin-
ciple), participants did not consider smart consumer device updates important
by principle, probably because they did not see the point of them. Compared to
smartphone updates, they focused more on safety aspects and maintenance, e.g.,
“Ensures that the system runs correctly” (P69 regarding car software updates).
Participants focused on potential security benefits and privacy-infringements
with smartphone updates, which was not a concern with smart consumer device.
Most participants did not expect any visible changes to smart consumer devices
after updates. Commonly, participants preferred to install smartphones updates
“Instantly if WiFi is available and the battery is sufficiently charged” (P5).
Additionally, some participants install smartphone updates because they are
curious about potential changes, which they did not do with smart consumer
devices. Participants suspected that they could not use smart consumer devices
during the update process, which is why they preferred to delay updates. Par-
ticipants demanded similar changes to update notification for smartphone and
smart consumer device updates. However, more participants did not have design
suggestions for smart consumer device update notifications, probably because
they did not deem updates necessary for these types of devices.

3.4 Contradicting User Requirements

During the evaluation, we uncovered the following five different contradictions
of user requirements:

CR1: Installation Time. Some participants thought updates that take a long
time to install are important because they change a lot. Other participants delay
these updates because they fear disrupting their regular activities. Resulting in
a small conundrum: small, quickly installed, security patches may reduce the per-
ceived importance to users – while bundling them in large updates keeps users vul-
nerable who defer them. This contradicting requirement is a problem for systems
in immediate use such as cars or even self-lacing basketball shoes, while it is not
an issue for asynchronously used smart consumer devices, e.g., dishwashers.

CR2: Amount of Information. Some participants demanded detailed update
notifications that explain its purpose and affected software parts. They care-
fully vet updates to avoid specific negative consequences. Others did not care
about information, preferred influencing the installation time, or did not want
any agency. Systems may accommodate all these user types by asking them
about their policy preference and adapting to their update behavior. Detailed
information in update notifications is crucial for smart consumer devices since
participants had difficulties understanding their purpose and effect.

CR3: UI and Changes. A few participants disliked updates that changed
UIs, they claimed that older UI versions worked better and did not confuse
them. Others enthusiastically looked forward to using new UIs. Hence, everyone
demands information about UI changes, even though users’ reaction can vary.
This contradicting requirement only applies to smart devices with malleable user
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interaction, such as car’s touchscreens or voice interfaces. It does not apply to
smart consumer devices with fixed interaction, such as the basketball shoes (only
two buttons) or dishwashers.

CR4: Time of Notification. Participants could not agree on appropriate times
for update notifications. Several factors influenced the appropriate installation
time: (1) necessary resources (remaining battery life or internet access), (2) nec-
essary preparations (reading the installation notes or creating a backup), and
(3) when they are planning on using the device. While smartphones consider
the first point, the second and third are highly context-dependent or specific to
the users’ update attitudes. Smart consumer device users are concerned with (3)
since they want to immediately use their device (such as the basketball shoes
or the car) – for these devices notification should arrive at the end of a usage
session or offer to delay the installation accordingly.

CR5: Automating Updates. For several participants it was important to
control updates for applications they considered important, but would even wel-
come automatic updates for all other applications. Other participants’ approach
was exactly opposite, they wanted to automatically install important updates,
because they felt their decision was not necessary or beneficial in those cases.
While still maintaining control for update decisions that were not critical. This
contradicting user requirement applies to all IoT devices and smartphones. This
issue warrants closer inspection in future work to see if those are actually oppo-
site requirements or if participants thought about different levels of importance.
Different levels of importance would result in three categories: (1) critical: auto-
matic updates, (2) important for personal use: manual update decisions, and (3)
others: automatic updates.

Interestingly, participants reported being annoyed by manual and automatic
updates. Some said that update notifications requiring their decision annoyed
them, which they resolved by enabling automatic updates. Others felt that
updates slowed down the system or reduced the available download speed, which
they resolved by disabling them. Some of those contradictions result from a fixed
security policy and could be remedied by dynamic policies that are adaptable to
the individual user, as suggested by Edwards et al. [4].

4 Discussion

Like all other study designs, this work and its results come with limitations.
The results from our formative field study have an age bias (Table 3), our online
survey’ participants felt more comfortable with technology than the average
population (Table 6), and both datasets have a gender bias to men. However,
Amazon MTurk is more representative of the U.S. than the census-representative
panel responses [19]. In the foreseeable future, the average (target) users of smart
consumer and IoT devices will be older than today. Hence, more research on the
security of smart consumer devices with an older population will be necessary.

Given the nature of an online survey, we collected self-reported data about
update notifications that participants did not experience on their own devices.
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However, we were primarily interested in the participants’ update thought-
process, which we could not have researched without self-reported data, even
if participants experienced a real update situation.

4.1 Automatic Update Settings

The push for automatic updates by default has been effective at increasing the
amount of users that keep automatic updates enabled. Previous work by Tian
et al. [23] concluded that 47.7% updated their apps automatically, which has
increased to 86.8% according to our results. We observed that iOS users more
commonly deactivated automatic updates than Android users: 33% of them dis-
abled automatic system updates (compared to 18% of Android users) and 16%
of them disabled automatic app updates (compared to 14% of Android users).
We assume that the reason for this difference is grounded in the UI: on iOS, the
options to deactivate updates are in the general settings menu, whereas they are
harder to find on Android. Prior to our work, we assumed that users change their
update settings at most once. However, four (7.6%) participants of the formative
field study stated that they had changed their update settings multiple times,
indicating that the available options do not fit the participants’ needs. For those
users a more dynamic, context-sensitive security policy might be important [4].

We analyzed the participants’ answers according to their update settings
to find possible effects of those settings on the remaining manual update deci-
sions. Participants with automatic update settings more commonly referenced
concepts such as maintenance, security, and the invisibility of software-changes.
We assume the reason for this difference is that users who think of the neces-
sary but invisible changes included in updates are generally more comfortable
with the idea of automatic updates. Additionally, we found that only users with
manual updates wait for experience reports from other users before updating
themselves. A possible explanation for this difference is that users with negative
update experiences in the past are more risk-averse when installing updates. This
would also explain why they deactivate automatic updates in the first place.

4.2 Transferring Update Behavior

Not all IoT device updates are automatable and some of them have minimal-
istic UIs, so we have to know how users will handle update decisions. Prior
work [25] and our formative field study identify an update’s perceived impor-
tance as a decision factor. Participants ranked the importance of the five update
notifications as follows: operating system updates, car, apps, dishwasher, shoes.
Indicating that users might think IoT device updates are less important than
other kinds of updates, except for safety-relevant IoT devices.

In our qualitative data, we found three different approaches to evaluate the
importance of updates: by the expected changes, by the presentation or content
of the update notification, or by principle. We discovered that participants in
our study could often not imagine what kind of changes updates for IoT devices
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might entail. However, some users judge the importance of an update by evalu-
ating the expected changes, impacting their install decision.

One of the root causes for this could be the analogical transfer of update
behavior based on the term ‘update’. An ‘update’ often implies new and
improved software, which either scares or excites users. In recent years, we
saw how major updates with invisible changes are bundled with minor visi-
ble changes, such as dark mode1, or a new set of emojis, to communicate the
update’s importance. Analogical transfer of update decisions from smartphones
to IoT devices may cause similar expectations. Son et al. [22] discussed how
words influence the analogical transfer of concepts. Renaming ‘updates’ for IoT
devices may avoid expectations of visible changes. Participants often mentioned
‘maintenance’, e.g. P43 “So that I can use the device without problems”. We
suggest this term for IoT updates that (1) do not contain visible changes and
(2) cannot lead to loss of data. We do not recommend a name change for other
updates to avoid undermining users’ trust. Separating the terms “updates” and
“maintenance” could eliminate unwarranted expectations of visible changes and
reduce the fear of unexpected functionality or user interface changes.

More than half of the participants would have delayed the updates for the
smartphone or the car which is in stark contrast to the update for the dishwasher
or shoes. We think that this is a sign of risk-aversion, since the participants
heavily rely on the functionality of those devices. While this study focused on
smart consumer devices used by individuals, there is also communal use of smart
consumer and IoT devices. While we expect increased risk-aversion in these cases,
future research would be valuable to get a more complete picture of users’ update
preferences. The most popular option for the dishwasher update was to install
it at the time of the notification, presumably as the distraction from the main
task was perceived as less severe and participants had no issues with postponing
an unattended task. Regarding the updates for shoes, participants either had
no opinion about their preferred time of installation or did not want to install
them at all. We interpret this as a sign that participants did not see the point
of self-lacing shoes in general and did not want to maintain them in a working
condition.

Comparing participants’ perspective on updating smartphones and IoT
devices also warrants a discussion about differences between devices and applica-
tions: (1) if the device has a fixed user interface or a reconfigurable one, (2) if the
device is for a single purpose or for multiple purposes, (3) the type and amount
of available resources such as Internet connection and power supply, and (4) how
frequently people use them in everyday life. Comparing along these categories
suggests that smartphones and IoT devices have different usage patterns - an
exception being multi-purpose IoT devices with a malleable user interface such as
voice assistants. If we instead compare specific IoT and smartphone applications
it makes sense to classify according to user-centered themes from the qualitative
analysis: urgency of use, importance of continued functionality, importance of

1 Dark mode changes the UI to a darker color palette to reduce strain on the eyes in
low ambient light.
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specific feature-set, and importance of personal data associated with application.
Especially the first two themes are important factors for smartphones as well as
IoT devices and they will shape users’ update decisions. However, we should not
overestimate the usage patterns specific to applications or devices, since deci-
sions for new devices or applications are often based on prior experience with
other applications [26].

User interaction design is a tool for communication between users and the
underlying technology. It should take the users’ mental models into account and
translate them as well as possible to corresponding mechanisms. Our findings can
serve as a basis to understand user-specific constraints on update procedures.
This gives several design indications which we will present in the next section.
The technical goal of broadly deployed updates for security and maintenance
purposes does not seem far-fetched and does not necessarily contradict users’
values.

4.3 Implications for Design

Users consider several types of information before installing updates: how impor-
tant they perceive the update, if they update interferes with their current pri-
mary task, and if they can live with the expected changes. How users perceive
those factors can be influenced to some degree by design mechanisms. In the
following, we provide a series of design implications based on the open-ended
questions in our online survey to lay foundations for future work. In future
work, we plan to expand and validate these recommendations.

ID1: Store information about users’ software or IoT device usage
and use this data to adapt update procedures to them. A common senti-
ment among participants was that they only consider apps that they frequently
use as important and worthy of updates. This allows auto-updating IoT devices
(if possible) or smartphones apps that user do not consider important without
infringing on their sense of control.

ID2: Reduce the amount of update notifications as much as possi-
ble. Participants considered frequently occurring updates as not interesting and
unimportant. In contrast, they perceive rare updates as special and probably
important enough to warrant their attention. This applies to IoT devices and
smartphones equally.

ID3: Important updates should take longer to install than unim-
portant ones. Participants perceived large updates that take longer to install as
more important than quickly installed updates. Hence, the duration of the instal-
lation should reflect the update’s importance. In most cases, developers should
consider an update important if it reflects the users’ values of important updates
(this requires some feedback from individual users). However, systems should be
able to (if possible) install critical updates that do not impact user experience
without user-interaction. This applies equally to IoT devices and smartphones.
However, immediate use is important for some types of IoT devices (e.g., the
car, shoes, TVs, ...) the timing of these longer updates is critical.
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ID4: Restrict install options for important updates to convey
importance. The interface options available in the update notification also
communicate how important an update is. As one participant phrased it: “Since
I can delay the update, it is apparently not an important update” (P53). This
type of modifications has even more effect on IoT devices with immediate use
requirements, since an update has to be very important to force active waiting
until the update is finished. Other devices, such as a dishwasher or apps that
are not used often, will not be as affected as much by such a design change.

ID5: Clearly communicate possible consequences of an update. The
fear of data loss made our participants delay an update until they create a
backup of their data. Informing users if their personal data will be affected by the
update and creating automatic backups could reduce the users’ fear of updating.
Participants were worried that an update could take longer than expected and
prevent them from completing their primary task. Therefore, it is important that
the update notification conveys these aspects ahead of time. This is important
for software and devices that users depend on for regular activities that cannot
be arbitrarily delayed: software required for work related tasks, and mobility
devices (cars, shoes).

ID6: Provide context-dependent options to delay installation time.
One of the major suggestions of improvement for update notifications was that
users want more agency to select the time of installation. Some participants
proposed a “later” button, some wanted to select a certain time, and one sug-
gested an option “install after current task”. We suggest decoupling the decision
time from installation time in a context-sensitive way to provide a user-centered
installation time. All software and devices that users immediately require and
that are task-centered would benefit from such an option. Distinguishing tasks
might be easier for IoT devices even (as in all our presented IoT devices), since
they are often only used for a single purpose.

ID7: Changes of the User Interface should remain optional wher-
ever possible. Updated user interfaces were considered unimportant by most
participants. Some considered UI changes a burden, others thought they had the
potential to make them feel as if they had gotten a new device. Since UI updates
could be a barrier to updating, those should be separated from the rest and
remain optional for users. This design would probably not affect IoT devices as
much, because many of them do not have a malleable user interface in the first
place. However, this could be a necessary option for devices that are controlled
by a touch screen or voice.

ID8: Let users decide if software that they consider important
should update automatically. Some participants were annoyed by the amount
of updates that they considered unimportant: they wanted to have these auto-
mated but still manually update apps they consider important. Other participants
thought it did not make sense for them to be able to decline important updates,
instead they were willing to decide upon less important updates. Especially for
smartphones a choice like this could severely improve the amount of update
notifications that users see, while increasing the relevance of these notifications.
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This distinctions is less important for IoT devices, because they receive a smaller
amount of updates in general.

5 Related Work

Reasons for (Not) Updating. Vaniea et al. [25] found that participants who
always installed updates or believed in an update’s importance readily installed
updates, whereas participants who were satisfied with current versions delayed
updates. Satisfaction with the current software version, undesired UI changes,
the perceived lack of purpose of software updates, and negative prior update
experiences hinder participants from updating [26]. Mathur et al. [15] found
that 40.5% of participants thought about the costs of updating, 29.2% considered
the necessity of updates before installing, and 7.5% were concerned about the
potential risk of updating. We extend Mathur et al.’s work with a focus on
smartphones and smart consumer devices.

Users’ main source of information about updates is the notification that they
see. Users often misunderstand how updates change their system, which frus-
trates them and about 16% of them refuse to apply updates [5]. Tian et al. [23]
found that 42.6% participants regretted updating a smartphone app in the past
because of bugs, “bad” UIs, and privacy-invasive practices. Since participants
relied on reviews for their update-decisions, the authors introduced a review-
based support system. Mathur et al.’s [14] formative study found that users
want know about an update’s purpose and that trust in vendors, expected com-
patibility issues, user interface changes, social influences, and installation time
affected update decisions. They built a prototype of a corresponding OS update
process which satisfied half of the participants because it decreased interruptions.

Effects of Automating Updates. According to Marthur et al. [13], users are com-
fortable with auto-updating apps if they consider them important, trustworthy,
or if they are satisfied with them. Previous negative experience with updates
reduces users’ comfort with auto-updating. Edwards et al. [4] finds that remov-
ing users from security choices creates a problem when automation fails: users
are ill-equipped to understand and cope with security decisions. Wash et al. [27]
found that users misunderstand their own update behavior, which is bad since
future update decisions are based on wrong assumption, which improved edu-
cation cannot fix. They argue that removing users from most decisions makes
it difficult for them to intelligently make the remaining decisions. Worryingly,
there is some indications that users transfer their expectations from one sys-
tem to another, e.g., Ponticello et al. [17] found participants who transfer their
authentication expectations. The same could hold true for users’ update expec-
tations and decision strategies. Forget et al. [7] found that users with misaligned
estimated and actual security expertise might make rational decisions that lead
to ineffective security. Hence, user engagement which might lead to risky deci-
sions in these cases.
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Updating IoT Devices. Fernandes et al. [6] found that over 55% of existing
SmartApps on SmartThings are over-privileged and have inadequate security
controls. Zeng et al. [28] used an exploratory design study to understand users’
requirements for access control in multi-user smart home designs. In 2006,
Bellissimo et al. [1] found that secure updates for IoT devices face challenges
such as untrusted infrastructure, sporadic network connectivity, or limited local
resources. Simpson et al. [21] discuss usability challenges of applying updates on
IoT devices, specifically update notification and predicting convenient update
times.

6 Conclusion and Future Work

Among other things, we found that the prevalence of automatic updates
for applications on mobile phones has increased to 86.8% (in comparison
to 47.7% [23]) and that 18.7% of participants deactivated automatic system
updates. Our results suggest that iOS users deactivate automatic updates more
often than Android users. We hypothesize that easy access to the relevant option
in the UI explains most of that difference (see Sect. A). Users explained their
deactivated automatic updates with a fear that updates might introduce flaws
and agency in update decisions, fear of compatibility issues, and a limited or
expensive data plan. The most important reasons to activate automatic updates
were staying up to date, convenience, and security. We expected to find evidence
of avoidance behavior amongst participants (i.e., avoiding charging their phone
while connected to WiFi), but our results do not support this. Participants who
enabled automatic updates approached update decisions similar to those with
manual updates. However, three concepts were more important to them: the
idea that updates are necessary for maintenance, for security, and that updates
could be important even if they do not have any visible effects. Additionally,
participants who favored automatic updates were not interested in other users’
experience reports.

Prior work [25] and our formative field study provide evidence that the
perceived importance of an update is a decisive factor for installing it. Our
results indicate that users perceive updates for smart consumer devices as less
important than regular updates, except for safety-relevant devices. Our contri-
bution includes a classification of how users evaluate the importance of updates:
by expected changes, by the presentation and content of the notification, and
by principle. Participants in our study could not imagine meaningful changes
for smart consumer devices; the corresponding notification lacked information.
Therefore, the evaluation by principle is the only method that led participants
to conclude that updates for these devices are important and that they would
install them soon or immediately after receiving the notification. Prior work [22]
indicates that a concept’s name promotes analogical transfer: An ‘update’ might
imply new features or at least focus on visible changes. However, in the case of
IoT device updates, participants mentioned the concept of ‘maintenance’ more
often. We hypothesize that using the word ‘maintenance’ to describe updates
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without visible changes might increase users’ willingness to install them. We
provide a list of areas of tension based on conflicting motivations and themes
from our data. These open up new directions for designing update solutions that
work well for everyone.

At the workshop, participants discussed areas of future research with us. The
first idea was identifying and developing a fine-granular terminology to describe
the exact nature of updates. Using such terminology, developers could easily com-
municate updates’ effects to end users – simplifying their update decision. The
second idea concerned how the companies who create software updates manage
this process. Understanding the rationale for changing user interfaces, deprecat-
ing features, packaging update bundles, and automating update decisions may
help in improving end users’ update experiences.

A Instructions on Finding Update Settings

A.1 Android

Operating System Updates: (1) Check if developer options are activated - until
version 8.x they are found at the bottom of the main settings menu. From
version 9 they are found in the system settings menu; (2) If developer options
are activated and the corresponding menu exists: check if “Automatic System
updates” are activated (default) or not.

Application Updates: (1) Open your Google Play Store Application; (2) Tap the
hamburger-menu in the upper-left corner to open the Play Store menu; (3) Scroll
down to the settings option; (4) Tap on the option “automatic updates”.

A.2 iOS

Operating System Update: (1) Open the iOS settings; (2) Scroll down to the
option “General” and tap it; (3) In this menu the entry “Software update”
should be in the second place; (4) Wait for the listing to load, the option for
automatic updates should be at the bottom of display.

Application Updates: (1) Open the iOS settings; (2) Scroll down and choose the
option “iTunes & App Store”; (3) Below the heading “Automatic Downloads”
there is an option for applications; (4) A green button shows that automatic
downloads are enabled, and a grey button shows that they are not.

B Formative Field Study: Questionnaire

– Update Settings:
(1) Which operating system and which version is currently installed on your
phone? (2) What is your current setting for automatic operating system
updates? (3) Why did you choose this setting? (4) What is your current
setting for automatic application updates? (5) Why did you choose this set-
ting?
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– Demographic data:
(6) What is your gender (female, male, diverse, I prefer not to answer)? (7)
How old are you? (8) What is your major (for students) or what is your occu-
pation (for non-students)? (9) Please tell us how well the following statements
apply to you (1 = Not at all . . . 7 = Very much): (a) It is difficult for me to
convince computers to do what I want. (b) Concerning computers, I don’t
think I am very competent. (c) I think I am a skilled computer user. (d) I
can help others with their computer problems. (e) I find it difficult to learn
new computer software. (f) I am able to learn a programming language. (10)
Provide three things that you regularly do in order to keep your smartphone
or your personal data secure.

Table 3. Participants’ demographics in the formative field study

# m sd

N 52

Age 23.62 3.71

Self-Efficacy (all) 5.21 1.26

Self-Efficacy (w/out students) 4.88 1.27

Gender

Women 13

Men 37

Preferred not to say 2

Students 45

Computer Science 13

Business 8

Teaching 7

Law 6

Psychology 4

Other 7

Non-students 7

C Formative Field Study: Demographics, Codebooks,
and Update Settings

– Reasons for OS update settings:
Do not remember (18); Maintain control over installed software (2); General
desire to be up to date (2); Installed OS does not provide automatic update
option (2); Practicality (1); Compatibility problems (1); Data cap on their
mobile contract (1); Security (1)
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– Reasons for application update settings:
Did not change it (15); Maintain control over installed software (8); Data cap
on their mobile contract (7); Practicality (4); Annoyance (4); Do not remem-
ber (4); General desire to be up to date (2); Installed OS does not provide
automatic update option (2); Not enough storage space (1); Security (1)

– Security-relevant day-to-day behavior:
Authentication (23); Self-Denial of potentially useful products or features
(18); Check data protection specific settings (16); Password management
(10); Secure network access (10); Backup (7); Use common sense (7); Pro-
tection software (6); Encryption (4); Physical access control (4); Updates (4);
Others (4)

Table 4. Distribution of OS and application updates for Android and Apple users.

OS updates Application updates

Apple On: 17 On: 15

Off: 6 Off: 10

Android DO on/Updates on: 3 Always: 1

DO off/Updates off: 1 WiFi only: 21

DO off/Updates on: 16 Never: 3

Total 43 50

Annotations. Number of participants that chose the pos-
sible option. DO = Developer options.

Table 5. Distribution of OS and application updates regarding self-efficacy.

OS version Self-efficacy ≥ 4 Self-efficacy < 4

OS updates App updates OS updates Application updates

Apple On: 4 On: 14 On: 1 On: 1

Off: 16 Off: 8 Off: 2 Off: 2

Android DO on/Updates on: 3 Always: 1 DO on/ Updates on: 0 Always: 0

DO off/Updates off: 1 WiFi only: 13 DO on/Updates off: 0 WiFi only: 8

DO off/Updates on: 11 Never: 3 DO off/Updates on: 5 Never: 0

Annotations. Number of participants that chose the possible option. DO = Developer
options.
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D Online Survey: Questionnaire, Demographics, Reasons
for (De)activation, and Update Avoidance Behavior

1. Update settings on your smartphone:
(a) Which OS do you use on your smartphone? [Android, iOS, other]; (2)
Which exact version of the chosen OS do you use?; (3) Take a screenshot of
your OS update settings and upload it; (4) Have you changed those settings
in the past?; (5) Why did you choose this setting? (6) Take a screenshot of
your app update settings and upload it; (7) Have you changed those settings
in the past?; (8) Why did you choose this setting?

2. Personal expectations about updates:
For all update notifications shown in Sect. E: (1) You are just about to use
(insert device here) and the following update notification pops up; (2) How
important do you think is this update? [5-point Likert scale]; (3) State your
reasons for the last answer; (4) What kind of changes would you expect from
such an update?; (5) When would you update? [Now, Later, Never]; (6) State
your reasons for the last answer; (7) How would you change the update noti-
fication?
Afterwards: (1) How large do you think is the share of app updates that are
relevant for security? (2) How large do you think is the share of OS updates
that are relevant for security? (3) How should an update be presented so that
you perceive it as security-relevant?

3. Reasons for (de)activation of automatic updates:
(1) Other people gave the following reasons for their activation of automatic
updates. Please state how much you agree with them [5-point Likert scale]:
I want to keep up with the current version, It is convenient to have them
done automatically, Installing updates is good for security, I am annoyed by
notifications in case of manual update installation, other; (2) Other people
gave the following reasons for their deactivation of automatic updates. Please
state how much you agree with them [5-point Likert scale]: I want to control
which software and which version is installed on my phone, I fear compatibility
problems with other software, my phone contract includes a low amount of
data, I am annoyed by automatic updates, My phone does not have enough
free storage for updates, others.

4. Update avoidance behavior:
(1) At what time of day do you charge your phone battery?; (2) At which
location do you usually charge your phone battery?; (3) At which locations is
your phone usually connected to a WiFi network?; (4) At which times of the
day is your phone connected to the WiFi, so that automatic updates could
be installed?

5. Personality:
(1) Psychological Reactance Scale [Hong et al. 1996]; (2) Affinity to Technol-
ogy scale; (3) Big Five Inventory scale [Agreeableness and Conscientiousness]

6. Demographic data:
(1) Gender; (2) Age; (3) How would you rate your knowledge of German?;
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(4) Type of occupation; (5) Field of occupation; (6) Highest completed edu-
cational level; (7) Available household-income per month

7. Comments:
(1) Did you experience technical problems during this questionnaire?; (2)
Please describe your problems; (3) General comments

E Online Survey: Update Notifications

We showed participants five update notifications: (1) Figure 2 shows a system
update, (2) Figure 3 shows several available application updates, (3) Figure 4
shows an open dishwasher that displays a notification of an ongoing update,
(4) Figure 5 shoes an available update for self-lacing basketball shoes, and (5)
Figure 6 shows an available update in a car.

F Online Survey: Codebook

– Curiosity (11)
– Update Preparation after relevance check (11), Update as soon as electric-

ity and/or internet available (84), use own WiFi (6), Prevention of data loss
[after Backup (15), Threat of data loss intimidating (9)]

Table 6. Participants’ demographics in the online survey

# m sd

N 91

Age 29.13 8.39

Affinity for technology interaction scale 4.56 0.95

Reactance to autononmy scale 2.85 0.59

Big five inventory scale

Extraversion 2.90 0.36

Agreeableness 3.52a 0.57

Conscientiousness 3.51a 0.49

Neuroticism 3.15 0.39

Openness to experience 2.69 0.55

Gender

Women 16

Men 73

Preferred not to say 2
aThe above average scores for conscientiousness and
agreeableness are noteworthy, since they correlate with
increased security awareness [9].
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Table 7. Ranked reasons for (de)activing automatic updates

Reasons for deactivation m sd

I want to control which software (version) will be installed 4.45 1.82

My phone contract has a limited data cap 4.09 2.11

I am concerned about potential compatibility problems 3.47 1.74

I am annoyed by automatic updates 3.46 2.01

My phone has insufficient storage space for updates 2.97 1.9

Reasons for activation

Security reasons 5.49 1.41

“Stay up to date” 5.19 1.54

Convenience 5.14 1.68

Annoying update notification 4.62 1.79

Table 8. Participants who avoid charging their battery and connecting to WiFi at the
same time might demonstrate update avoidance behavior

Morning Before noon Noon Afternoon Dinnertime Night Whenever
necessary

Charge
battery

5 4 0 3 8 68 4

WiFIa 40 36 27 0 55 75
aMultiple choice response

Fig. 2. Android system
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Fig. 3. Android app

– Scheduling Time for Update [Immediately (61), At next opportunity (116),

Point in time of no importance (11), No time for Updates (22)], Update prevents
use (150), not while out and about (25), Not leave pending/remove noti-
fication (42), no counter-argument apparent (9), No disruption because in
background/finished quickly (40), App Updates do not disrupt use (15)

– Scepticism IoT incomprehension (99), Incomprehension (40), no demand/
unimportant (95), New devices error-prone (3),

– Principles of importance Update size implies importance [Small changes

are unimportant (7), Update important if finished quickly (2), Bigger Update →
later, smaller → sooner (3), Important because of long installation duration (1),

System Updates take longer (7)], Rare Updates important (16), Updates are
important (113), System updates are important (79), Update only important
for used apps (63), Apps differ in importance (2), important → sooner (20),
Updates unimportant for IoT devices (133)

– Expected changes User Interface [UI Changes (75), Device in mint condition

through update (3), Updates important for UX change (2), Improved Usability

(27)], No noticeable changes (244), Maintenance (185), Bug-fixing (290), New
features (252), Improvements (114), Performance (198), Changes anticipated
by users (4), Safety (59), Privacy (8), Security (338), (only) devices attached
to network need be up-to-date (3)
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Fig. 4. Dishwasher

– Negative Experiences Never change a running System (51), Wait for field
reports (11), Updates can cause errors (17), No update because of space
lacking (2), Negative experience long duration (2), Negative experience as
reason without explanation (7)

– Update Deployment Right to a say [Choice to delay makes update unimpor-

tant (4), Right to a say desired (49), Choice when to install update (25)], Infor-
mation through notification [Notification no boost to confidence (10), Improved

update notification (58), visual information within notification (32), More infor-

mation within notification (349), Notification emphasizes importance (2), Notifica-

tion as source of information (16), Less information within notification (49), Notify

through phone (4)], Automatic updates [Automatic updates preferred (48), Unim-

portant updates should happen unsupervised (6), Critical updates automatically

(22)], Timing of notification disruptive (14), Timing of notification convenient
(1), Download vs. installation of update (4), No suggestion (529).
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Fig. 5. Basketball shoes

Fig. 6. Car system
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Abstract. The energy system is going through huge transformation to integrate
distributed renewable generation and to achieve the goals of net-zero carbon emis-
sions. This involves a significant adjustment to how the system is controlled and
managed, with increasing digitalisation of technology and growing complexities
across interconnected systems. Traditionally electricity networks adjusted their
supply of energy in response to changes in demand. The future energy system will
require more flexible demand to be able to use or store energy when renewables
are generating. This change is exacerbated by additional demand for electricity
for heat and transport uses.

Utility organisations hold responsibility for securing their networks and assur-
ing the supply of electricity. This paper describes a full investigation of cybersecu-
rity issues and concerns for utilities. This industry review was carried out to create
a clear organisational context for the ongoing design of cybersecurity improve-
ments. The assessment of potential impact and consequences of cyber-attack is
recommended to direct necessary preparations towards protecting essential func-
tions and processes. Improving resilience across interdependent actors is discussed
and resilience measures suggested to guide the contributions of different actors
towards whole system resilience.

Keyword: Cybersecurity · Critical infrastructure · Organisational resilience

1 Introduction

Energy distribution networks are undergoing significant change. Traditionally based on
a relatively smaller number of central generation sites with simple control and stabil-
ity through overprovisioning, generation is becoming increasingly distributed with the
introduction of renewables such as solar and wind. The network is becoming a ‘smart
grid’ with enhanced control and demandmanagement to improve efficiencies and reduce
overprovisioning, and the net zero agenda is increasing demand on the electricity net-
work through the electrification of heat and transport. This has significant cyber security
implications. Electrical distribution networks will have to interact more with sources of
supply and demand, and more sophisticated control is more vulnerable to attack.

The University of Strathclyde’s Power Network Demonstration Centre (PNDC)
brings together academics, industry organisations and technologists for pre-commercial
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research and development projects to shape future smart energy networks. The PNDC
investigated the organisational aspects of cybersecurity to provide an improved under-
standing of the future energy system among PNDC members and beyond. This enabled
an organisational and sectoral context to be brought to the technical solutions. Further-
more, this research facilitated the coming together of different experiences and under-
standings across the PNDC membership, such as IT skills adapting to an Operational
Technology (OT) context and a synthesis of power systems and telecoms experience.
Section 3 describes an assessment of current cyber security concerns within utility net-
works. Section 4 then proposes how the impact of different issues can be assessed, and
Sect. 5 emphasises key aspects to improving the resilience of power networks.

1.1 Approach

This research involved bringing together different experiences to make clear the context
of a changing energy sector. The changing role ofDistributionNetworkOperators (DNO)
was also considered as theywould be evolving to include systemoperator responsibilities
to balance power flows for their grid zones.

The research builds upon Hurst’s work that recommended a holistic defence in depth
approach after surveying different infrastructure security strategies. Proactive protec-
tion needs a broad view of the infrastructure, coordinated responses to disruptions and
requires diverse information about systems, networks, devices and processes to model
correct behaviour [1].

Key concerns and issues on achieving cybersecurity for future energy scenar-
ios were evaluated through a workshop and interviews with PNDC industry part-
ners. This included 20 people with cybersecurity responsibilities, in UK based oper-
ations, from the spread of organisations listed below.

• 5 energy companies
• 3 telecom service providers
• 2 suppliers of automation and smart grid equipment
• 2 consultants in security and risk.

A grounded theory approach was followed, combining insights from literature, rel-
evant project experience and analysis of the discussions [2]. The workshop brought
together IT security skills, OT engineers and telecoms experts to form the organisational
context of a future Distribution System Operator (DSO). This enabled a backdrop of
shared understanding for the ongoing development of cybersecurity implementations in
the sector to be formed. Several round-table discussions, with different skillsets in each
invited an open exploration of the issues. Bringing together stakeholders in this way to
address sector specific issues with mutual cooperation and by going beyond organisa-
tional boundaries aligns with Burns’ partnership approach [3]. The arising issues were
then discussed as a whole workshop group and categorised into emerging themes that are
outlined in Sect. 3. Interactions during the workshop and the experience of participants
enabled the building of the analysis and the discovery of the categories [4].

The workshop output formed the basis of some follow-up interviews with each of
the participating organisations. Interviews allowed time to further explore with in-depth
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discussion, using open questioning based on the themes and categories that arose dur-
ing the workshop [4]. These interviews were conducted in a semi-structured manner
to allow further sharing beyond what could be communicated in the group workshop
setting. The use of anonymity during the interview stage, where stakeholders were less
willing to share sensitive information in a group, provided a platform for gathering
and analysing information anonymously and then acting on it collectively [3]. A multi-
actor approach by listening and understanding different perspectives across industry
was paramount to this research [5]. The compilation of workshop and interview find-
ings later allowed PNDC members to select priority issues to set the focus for future
cybersecurity projects at PNDC.

The emphasis of this exercise on the needs of DNO organisations was important
due to their holding responsibility for the cybersecurity of their operations and services.
While the focus needed to be on PNDC members due to this work leading into future
work based at PNDC, it holds relevance to the energy sector in general and beyond the
UK and to the necessity of ensuring an understanding of organisational context for more
effective cybersecurity implementations.

2 Preparing for Future Energy Scenarios

With uncertainties about the impact of cyber security on organisations within the energy
sector, exploring potential scenarios can help direct more effective preparations. Each
scenario gives us a future vantage point from which to observe the present situation. The
capacity to manage future uncertainties requires both learning from past attacks as well
as consideration of different futures [6].

Table 1 shows different areas of activity that can be distinguished, from solving
one-off problems to looking at longer term capability, using an exploratory mindset or
achieving closure with decisions and actions. All four activities play a role in effective
preparations.

“Systems cannot be constructed to eliminate security risk” [7] so it is essential
that systems are designed to recognise, resist and recover from attacks. Longer term
considerations and the ability to adapt to new threats are important for systems to sustain
assurance over time. A continued adaptation is necessary to respond both to changes in
threats and changes in functions or usage of the system that could enable an attack.

Table 1. Dimensions of purposeful activity [8]

Single activity problem solving Ongoing activity
surviving/thriving

Opening up exploration What’s going on? Making sense
of the latest threat landscape

What’s coming? Anticipation
preparedness

Closure decisions Developing a strategy to deal
with cybersecurity

Organisational learning adapting
to changes and new threats
dynamic response
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This research focussed more on the opening up and exploratory dimension of Table
1 to provide an improved awareness and understanding of the situation and context of
future energy networks and enable decisions to be made on the priorities and focus areas
for future projects at PNDC.

2.1 Setting the Context

National Grid operates the transmission network in much of the UK. Its future energy
scenarios (FES), shown in Fig. 1, offer a context to explore potential cyber security
scenarios and impacts. Four different pathways are described towards net-zero carbon
emissions, including consumer or system transformation as different ways to reach 2050
goals [9]. The FES will require an integrated whole system approach to manage a more
complex picture of power flows and to coordinate demand with supply.

Fig. 1. National grid future energy scenarios [9]

During our Industry Review detailed in Sect. 3, the importance of organisational
context was apparent, and it was clear that cybersecurity approaches and mitigations
essentially must consider the operational and cultural context they need to function
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within. The real potential of a vulnerability is also highly contextual. “The real impact
of a vulnerability is heavily dependent on the context surrounding the targeted device”
[10]. Considering risks from an operational perspective as well as a security perspective
ensures that cybersecurity risks are managed from an organisational understanding [11].
The wider engineering solution around it could be more important than the security
solutions especially where there are security gaps. A vulnerable asset can be assessed
based on its importance to the organisation using ‘Environmental Metrics’ to customise
a vulnerability score by assigning a high medium or low value in terms of Availability
Integrity Confidentiality [12].

A significant power outage in the UK in August 2019 emphasised the importance of
adaptability and cooperation in operating a changing and complex power system [13].
Stronger and faster interactions are expected between different aspects of the energy
sector, to obtain value from coordinating and optimising the whole system. The wide
adoption of data-driven insights to manage a distributed energy systemmust be balanced
with the necessary attention to cybersecurity and privacy. From a policy perspective,
attention is being paid to securing consumer smart devices in the FES, both in terms
of the devices themselves, and their interactions and data flows required. In addition
to privacy concerns, where different actors and devices have control and can trigger
changes to the system, a coordinated and secured approach within safe parameters must
prevent unwanted consequences.

Electricity markets driving consumer demand with price incentives will necessitate
digital solutions to prevent sudden swings in demand. For example, Electric Vehicle
(EV) charging patterns will need to be managed to spread the load away from peak
demand and towards periods of higher renewable generation.

TheEnergyNetworksAssociation (ENA) provides guidelines forDistributed Energy
Resources (DER) to facilitatemeeting cybersecurity requirementswith small generators.
They require consultation and collaboration between the DER operator, the DNO and
any third-party providers involved [14]. Similar agreements attending to cybersecurity
will need to be developed for the coordination and connection of increasing amounts of
offshore wind generation.

While these future scenarios point to an increasing need for digital solutions, a conse-
quence driven approach to cybersecurity is emerging through cyber informed engineer-
ing that recommends keeping reliance on digital technology to a minimum for critical
functions and processes [15]. It will be important to prioritise essential functions by pro-
tecting the hardware, software, processes and procedures that enable them, in order to
prevent unwanted consequences [16]. Analysis of these new scenarios with new depen-
dencies will identify potential impacts to avoid, where it is most necessary to reduce
pathways for malicious control of essential assets and functions. Particular attention will
need to be given to reliance on offshore wind, aggregation of flexibility services, energy
storage and the capability to spread new load patterns towards renewable generation pat-
terns. Network reinforcements will be required for distribution networks to cope with
increasing power flows, especially to meet electrification of heat and transport, and to
avoid the constraint of renewable generation. The cost of this “can be minimised by
deploying smart and innovative non-build solutions” and through better integrated plan-
ning [9]. Traditionally the energy system had supply responding to changes in demand,
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the new scenarios put supply in charge and expect smart flexible demand to either use or
store electricity when it is available. To prevent opening additional pathways to attack,
cybersecurity must be embedded into these smart solutions.

All these FES will need the support of a highly interconnected control structure,
and will also increasingly interact with natural gas, hydrogen and biofuels. Aggregated
technologies on the demand side, responding to half hourly price signals, will require
managing at street, local and regional level so that distribution networks protect system
stability. A whole street of EVs responding to price signals, all drawing or all feeding
back power to the system, could otherwise cause instability. Achieving Net Zero expects
a “deep digitalisation of all energy assets” [17]. This will require secure solutions at all
levels. “As new sources of flexibility come online, we will need their operational data”
[17]. Information becoming available in more places could also be assisting adver-
saries to build a clearer view of the system. The transformed energy system will require
“interaction between digital platforms, technologies and markets signals” and “interop-
erability across data, services and technologies” [17]. An increasingly interactive and
interoperable energy system must be developed with cybersecurity in mind.

With this opening up of access to data and lots of pathways into networks, it is
likely to become too much to monitor for anomalies without some simplification to
effectively oversee the cybersecurity of such solutions. The integrity of data is essential
where it is being used to control devices and system responses. An honest look at our
reliance on complex digital solutions, and the recognition that we will have “combined
technologies, delivering multiple services”, “smart technologies, all digitally enabled”
and “deployed at scale and throughout the energy system” [17] makes it clear that
cybersecurity must be fully embedded into the journey to net zero. Where dependencies
are greatest and to protect essential functionality, priority decisions will need to bemade.
An engineering perspectivemust findways of defending an extensive attack surface such
as keeping systemcapabilitieswithin safe limits, while retaining the systemorchestration
that digitalisation brings.

3 Industry Review

A review was undertaken by PNDC of the main points of concern in cyber security in
utility networks. The approach used is detailed in Sect. 1.1. The review started with
a cybersecurity workshop attended by various energy sector actors, including DNOs,
vendors and consultants. Follow-up meetings and discussions were then held with par-
ticipants to build a full picture of the situation. This provided a thorough organisational
context for ongoing design of cybersecurity improvements and to prioritise innovation
projects at PNDC. The following sub-sections describe the emerging cyber security
issues and requirements for these energy sector organisations.

3.1 Accessing Multiple Sites

There is a requirement for security of both local access to equipmentwithin a substation’s
own network and remote access to substations over wide area networks. The need for
remote access support for substations is required from third parties, vendors and external
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contractors. Corporate network access into substations was also essential, requiring an
economical solution which meets the needs of different branches of the business, yet
preserves security of the operational network.

There was a strong requirement for Identity and Access Management (IAM) capa-
bility, with a need for logging of actions, as well as control of who is able to access
systems, and a facility for revocation of access, while considering the unique nature
of an operational network and ensuring availability of systems. To avoid the introduc-
tion of complex security systems which slow down operations, operational networks
often do not feature the same security features as corporate networks, such as 2-factor
authentication. Introducing stronger verification of the identity of a party connecting
to equipment, as well as the actions they are permitted to carry out, must consider the
operational context of an always-on environment.

In a control room setting, it is difficult to switch the identity of the operator with-
out shutting down and restarting the interface which is not appropriate for a real time
environment. There are layers needed to the solution, and there is a different class of
problem for unattended equipment.

For remote access there were issues with creating VPN tunnels into substations such
that alternatives to VPN may need to be considered. A specific concern was how to
manage cryptographic keys and VPN configurations, and in making coordination and
management scale to the high number of substations sites.

There were different views on the extent of encryption and whether it is necessary
for all communications to be encrypted or would authentication alone offer sufficient
security for certain services. Grid protection applications, in particular, could require
very fast, potentially sub-millisecond encryption to meet latency requirements.

There was a desire to look into “encrypted by default” communications within oper-
ational networks, provided suitable provisions are made for availability, reliability and
performance. However, there was a concern with regard to the security and management
of certificates and cryptographic keys, and ensuring the correct handling of issuance and
revocation, to avoid any downtime or loss of functionality.

Specific technologies for linking sites were discussed, such as whether there were
any security benefits to using MPLS over more traditional technologies. There was
considerable concern about thewidening cybersecurity issues caused bymoving towards
IP-based networks and IEC 61850 substations.

There are some unique challenges within operational networks which can make
deployment of standard solutions more complex, such as most single-sign-on systems
failing if the centralised authentication server fails or goes offline. It would be possible
to build a more resilient solution using Public Key Infrastructure (PKI) technology, to
securely authenticate parties through certificates issued on a regular basis, with no direct
requirement for the authentication servers to remain online to permit remote access to
systems during outages or other emergency scenarios. For log aggregation, the main
priority would be ensuring provenance of the logs against tampering, while keeping
bandwidth usage to aminimum for remote siteswhich have limited network link capacity
available for log aggregation. PKI was seen as a potential approach to securing networks,
although the risks of quantum computing advances were highlighted as DNOs – and
regulators – traditionally expect relatively long-term deployments of equipment.
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3.2 Securing Legacy Equipment and Future Networks

There is a significant challenge in managing legacy equipment as the network moves
to a more integrated environment with inter-connected systems, especially as legacy
equipment was often not designed with security in mind. Legacy devices frequently lack
access control and other security measures, and assume the network is only available to
fully trusted devices. It is not possible to change, modify or update legacy equipment
to be compliant with newer security systems, and many older security protocols feature
weaknesses which cannot be resolved other than by updating to a newer version of the
protocol such as Transport Layer Security (TLS) protocol.

If legacy equipment has no access control, any party with access to the network to
which that device is connected may interact with the equipment, and potentially carry
out operations. To maintain the security of such devices, it is necessary to firstly identify
these devices, and secondly ensure that they are isolated from other network traffic
with network segmentation, and from remote users with VPN access, limiting access to
nodes that specifically require it. Legacy equipment almost invariably has no logging
or auditing capabilities, meaning that attempts to gain access to the equipment may
not be detected. Building adequate secure capability around legacy systems is essential.
Security monitoring is vital to stop attacks more quickly, identify suspicious access or
traffic, and monitor configuration and authentication events.

Lifetime management of equipment is an issue, including ensuring suitable vendor
support, particularly for embedded systems where security updates are not necessarily
forthcoming a small number of years after release.

The practical security considerations of firmware updates on equipment in the field
were also raised. There is a perceived risk of updating working equipment, due to the
loss of availability while updating or other failure due to the update. However, soft-
ware vulnerabilities present a serious risk to the security of the network, and insecure
devices could be used as “pivot” points to explore other parts of the network, potentially
exposing more critical systems to attackers. The risks of allowing non-updated devices
to remain on the network needs to be evaluated, perhaps using penetration testing out-
comes, versus the risks of carrying out an update (ideally remotely), and the impact on
security and availability this may have. Another risk introduced through remote updates
is the potential for an attacker to use this method to deploy a malicious update, indicat-
ing a requirement for remotely updateable devices to have suitable security in place to
authenticate any updates issued.

With a large number of embedded systems deployed in the network, an interest
was expressed in whitelisting technology, which could be used to constrain embedded
devices to mitigate against malicious software or other attacks, by ensuring that only the
specific software originally installed on the device would be able to execute.

To improve the integrity of the OT environment, there could be potential for the use
of VPN tagging to monitor data flows and record log in access and operations on legacy
equipment which may not currently have support for this.

3.3 Network Monitoring

The introduction of malicious equipment to a secure network is a security concern.
Having the capability tomonitor networks for the introduction of newdevices, or changes
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to existing devices, would reduce cost and provide a more rapid response. Additionally,
identification of specific unusual traffic is a potentially beneficial proactive measure, in
order to attempt to gain early warning of unusual behaviour on a network, or of a device
being compromised. The benefit of monitoring also extends to monitoring devices for
important security updates, to ensure that each device is patched against any known
vulnerabilities, and running the latest approved software revision. This process could be
combined with targeted penetration testing to identify widely deployed devices which
should be tested to ensure no obvious vulnerabilities are present. However, controlling
and verifying devices present on networks is challenging given the numbers of devices
involved.

There was a need to improve visibility of all devices connected to networks. Most
large systems such as servers had agents installed, but no monitoring or control of the
devices present, or how they are managed and patched.

The need to better understand the traffic experienced within SCADA networks was
recognised. Concern was raised over how to correctly identify both “good” and “bad”
traffic within a network, for intrusion detection and prevention systems. There were
questions over when to stop traffic, and risk interrupting availability, versus permitting
and then investigating after-the-fact, since detections systems are generally preferred for
SCADA environments,

There was an interest in log aggregation for auditing and accountability of actions,
whichwas felt to be a growing concern in the future with increasing remote access. There
are challenges with limited bandwidth to some remote sites, and the need to ensure logs
are transmitted securely.

The transition to IP-based networks brings about opportunities to improve resilience
and availability by removing reliance upon centralised points of failure. This comes with
significant alterations to network design and organisation, specifically around security.
A distributed trust management approach would permit equipment to communicate only
with other authorised devices, ensuring that any unauthorised devices introduced to net-
works would be unable to interfere with or communicate with authorised devices. Such
an approach, without requiring a single centralised point of failure for authentication,
was identified as a potential area for future work, particularly applying the concept of
distributed trust in a non-product specific context.

3.4 Building Incident Response Capability

Capabilities to identify, respond and recover from a cyber-attack are limited at present.
The current power system was not designed to handle the effects of a cyber-attack. It
has been designed with n-1 redundancy as a goal, to handle the loss of generation or
transmission assets. In the context of cyber security, there are many other scenarios to
be prepared for. There is a need to develop faster detection of malicious or unpredicted
activity and to design appropriate responses to potential cyber incidents.

Appreciating the differing context of anOT environment is crucial to handle cyberse-
curity in an appropriate way for an operational setting. The focus leans towards protect-
ing systems and restoring operations. Incident responses must consider real-time and
availability requirements. For example, control systems cannot be disconnected from
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the network if under attack like an office computer could be. Cyber-security responses
appropriate for an OT environment are needed.

Defining Responsibility. Part of incident response will be to define the level of inci-
dent handlingwithin an operator’s capability and agree responsibilities within and across
organisations. Operators need to decide what needs to be passed up to, for example, the
National Cyber Security Centre (NCSC), or how to engage a response across supply
chain organisations, so that an incident response structure can be agreed. Also, iden-
tifying where practical help may be needed to withstand an attack, especially over a
long time period: e.g. a sustained Denial of Service attack for several days. An effec-
tive coordination of the response needs to also be established so that crisis management
procedures are in place for cyber security. Previous cyber-attacks have highlighted the
use of cascaded attacks to reduce the efficacy of responses. Crisis management must
also consider how procedures would be implemented under degraded communications,
or following the failure of communications infrastructure as a result of the attack.

To resolve attack situations, organisations will need to build a reliable and strong
network of partners for incident response and recovery, as well as agreeing on escalation
processes and responsibility levels within and between organisations.

3.5 Knowledge of Threats

With an uncertain picture of evolving threats, utilities are expected to prepare for
unknown threats to their essential services. Concerns were raised over being without
a formal threat landscape for operational networks. While the latest threat landscape
is constantly evolving, intelligence gathering could indicate attack trends and future
security risks and help to prepare for new scenarios. The potential for an interactive
platform to share an evolving picture of threats was discussed. While there are clearly
some challenges to producing an all-encompassing threat landscape model, it was felt
that most work is being carried out “in the dark”, with limited awareness of the types of
attack techniques that could be faced.

Identifying various scenarios will aid the preparation of responses to cyber incidents.
It is important to consider how vulnerabilities in digital components could cause failures
across the grid and to consider different threat agents and types of attack. This will help
to identify high impact scenarios and build up a picture of the potential scenarios that
need to be prepared for to reduce the impact of attacks.

3.6 Electricity Sector Specifics

There is the risk of single site compromises cascading into a wider system threat and
affecting other organisations as well. It was noted that the involvement of cross-DNO
working groups, would be needed in these circumstances. Being unprepared for cyber
incidents exposes the system to the risk of cascading effects which could result in a
brownout or even blackout situation. There is also the risk of manipulation of or loss of
control and monitoring systems. The ability for an attacker to exert control over large
loads, or indeed a significant number of smaller loads, could adversely affect system
balancing and lead to blackouts. Likewise, malicious control of generation could affect
supply and cause instability.
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Real Time Performance. There are technical challengeswith securing protection com-
munications, due to the need for ~ 4 ms response times, and the perception that this is
difficult to achieve alongside secure communications. A cost/benefit and performance
analysis was felt to be necessary for securing extensive distribution networks. The secu-
rity risks to assets from secondary substation and below needs further investigation.
The impact of encryption on performance and availability to discover where high speed
encryption applicationsmay be needed. Encryption, for example, could add cost, without
providing sufficient benefit.

Active NetworkManagement New technology such as Active NetworkManagement
(ANM) is presenting DNOs with new security challenges. ANM requires connections to
both the primary control network and secondary telemetry networks, limiting the tradi-
tional approach of segregating these networks. With the potential introduction of servers
and other equipment within substations, and wider deployment of connected monitoring
equipment, itself vulnerable to attack and manipulation, a more ANM-oriented network
is introducing new security and management requirements. This was considered impor-
tant, due to the ability for ANM to interact with and control generation equipment on
third party sites and networks.

3.7 Organisational Culture

Unwillingness to risk introduction of complexity which may otherwise impact on avail-
ability means that operational networks frequently lack the same security measures
found on corporate networks, such as 2-factor authentication and other measures to
ensure security during sign-in processes.

The challenge of management not being familiar with the currently deployed sys-
tems was also highlighted as a concern, given the significant changes in approach to
security required with newer, more interconnected equipment. Another challenge iden-
tified was in keeping up with advances in IT, and security in general. The pace of change
and developments, and the speed with which information about vulnerabilities may be
disseminated makes it difficult for small cyber security teams to keep up to date with
information. A need for training in cyber security was also highlighted, to ensure every-
one who needs it has a strong basic knowledge of the essentials for securing systems.
The ability for a ‘small’ mistake to completely compromise the security of an installation
was a concern. An example given was of an engineer bridging the ‘secure’ operational
side of the network to a WAN link using a patch cable while working on equipment.
Knowing the organisational context that security solutions are to be implemented and
maintained within gives a broader view of what is needed to build a security culture and
more secure ways of working.

Overall governance of cybersecurity within the organisation as a whole needed some
attention. Progress had been made in different business units but had resulted in different
approaches and security policies, which would be better unified and coordinated. There
was interest in establishing a broad governance and security architecture, to create a
secure state to aim towards when deploying and designing systems.

IT/OT Integration The organisational boundaries between operational and corporate
sides of IT provisions were also highlighted as being a concern – equipment not installed
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by IT and not connected to the corporate IT network was considered to be outside the
responsibility of IT. Advances in corporate security (single sign-on, enforced 2-factor
authentication etc.) had not been replicated on the operational network due to IT not
having visibility of activity on the OT side.

It was recognised a new model for working was required to manage the increasing
numbers of computer systems (such as servers) in operational networks. There was a
desire for the IT teams to manage such systems, as this was more within their area of
expertise, but this presented challenges such as providing access for corporate IT staff
into substations.

Supply Chain Security Based upon the significance with which it was emphasised
by all DNO members consulted, some of the largest risks to DNO operations appear to
be posed by their supply chains, and by connections which are permitted from external
third parties, operating outside the control of the DNO’s business and security policies.
Taking somemeasures to begin to increase the level of trust in suppliers and components
is an important step.

Equipment vendors increasingly wish to have remote access abilities to provide
support. This introduces risk if a supplier’s internal procedures are insufficient to prevent
abuse of this access, or if there are technical weaknesses in the implementation of the
remote access system. Currently, such connections are established through VPN links,
but with very little logging and auditing of the specific equipment connected to, and
actions carried out. The number of external connections to controlled networks will
increase, both due to practical andbusiness reasons.Connections to third party generation
sites are one such example, where it is necessary for relatively simple communications to
take place over an external IP network. While best efforts are made to assume the worst-
case when considering third party networks, there is clearly potential for compromise
here. There would be security benefits in having the capability to segment access to only
a particular type of equipment, or localised site, to reduce exposure of assets to those
with remote access. Care should be taken around legacy devices and protocols being
introduced to IP-based networks, to ensure they cannot be reached from untrusted areas
of the network, such as incoming VPN connections and similar.

The reliance of DNOs upon their supply chain of suppliers, vendors and subcon-
tractors was recognised as being a major limitation of current cybersecurity measures.
Questions were raised on how to audit, assess and review the cybersecurity competen-
cies of third parties, especially while considering implementation-specific requirements
or validation of vendor claims. There is also the issue of the validation of the supply
chains of the vendors themselves. A code of practice for suppliers and other third par-
ties, covering their expected capability in cyber security, was highlighted as an important
requirement going forward.

Within substations, a significant concern identifiedwas inmanaging suppliers’ under-
standing of substation implementations and preventing inappropriate hardware from
being installed in substation environments, where it is left unmanaged with security
issues. For example, features thatmaybedisabledon aproductmay still leave functioning
remnants, capable of communication and remote exploitation.

The trade-offs and challenges of embedded systems were also discussed, specifically
around short support periods from Original Equipment Manufacturer (OEM), which are
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often only a few years. The need for significantly longer equipment lifespans, causing
vulnerabilities andweaknesses to get “locked in”with no clear way tomitigate or resolve
them without OEM involvement.

Inter-Organisational Issues. There is a need to define collective responsibility across
interdependent organisations, in order to secure energy systems and to ensure all market
players and applications have achieved an adequate level of cyber-security. Aiming
for a consistent approach across organisations will require collaborative agreements on
cyber security responsibilities and increasing cyber-awareness both within and between
organisations. Considering suppliers and components that affect the criticality of an
operator and understanding security requirements in different operational contexts will
help to adapt countermeasures to different use cases. With a better understanding of
appropriate countermeasures, DNOs can agree obligations with suppliers to implement
technical or organisational security measures and make plans to ensure compliance with
those obligations. This could include a classification of threats, risks and vulnerabilities
that indicates howessential certainmeasures are and the level of implementation required
depending on criticality for the operator.

3.8 Recognising the Shared Context

It was important to bring together a shared understanding of the future energy situation
through this research activity with different players. Operational teams were getting to
know new capability and new systems, learning an unfamiliar context. For example,
keeping the power network stable involves controlling generation equipment on third
party sites, managing Electric Vehicle (EV) charging patterns, so that power flows can
be optimised within the constraints of the network. The resulting increase in complexity
and data traffic, mean the availability and integrity of measurement data is essential to
minimise unnecessary curtailment of generation. Agreement on cybersecurity require-
ments and code of conduct is also necessary between generators, DNOs, aggregators
and other third-party providers.

The academic and industry experts participating in this research activity gained a
closer understanding of the issues the DNOs face. This has provided a shared under-
standing fromwhich to design more applicable cybersecurity solutions and deployments
going forward.Ourmulti-actor approachwas able to consider thewider engineering solu-
tion, beyond security, for wider protection from undesirable consequences, especially
where security is lacking. Knowing the operational perspective allows cybersecurity to
be managed from an understanding of the organisational context.

Achieving security across organisational boundaries arose as a significant issue
across several topic areas, including cooperation during incident response. The collective
responsibility across interdependent organisations requires an adequate cybersecurity
level across all market players.

Painting the picture of both organisational and sectoral contexts provided a backdrop
of understanding among different players for ongoing cybersecurity research projects at
PNDC. A quarterly theme meeting continues to bring together members from different
companies in the energy sector to further guide the research programme of PNDC.
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4 Exploring Impact and Uncertainty

The FES all present an increased use of smart technology and therefore an increased
exposure to cybersecurity risks. There are multiple dependencies on assurance decisions
in the supply chain and across diverse actors. It is important to recognise and respond to
risks across all interconnected stakeholders and elements so that threats are not missed at
different points across those interactions. It is necessary to secure beyond just the critical
components with everything interconnected and a wide set of roles and technologies
supporting the system. An integrated system inherits the security limitations of each
interacting component. Transparency of assurance actions will be necessary where there
is dependency on the cybersecurity maturity level of other actors.

Attacks are inevitable and are constantly evolving. By establishing clear responsi-
bility for assurance and effective coordination across stakeholders, a broader protection
across people, processes and technology can be attained. Thiswould be aided by effective
measures to evaluate the assurance of all components and their interactions and make
sure appropriate areas are addressed across all aspects of the socio-technical system.

An exploration of impacts and consequences in a power system context was carried
out. Sharing an appreciation for potential consequences can give different stakeholders
a reason to take the necessary action. Table 2 outlines a selection of potential impacts
showing consequences of cyber events including data loss, datamodification or unwanted
control actions.

There may also be indirect or unintended consequences involved in the system’s
response to a threat. Considering the system functions and how particular workflows
and stakeholders are affected by the sequence of the threat through the technology,
people and processes can help to uncover potential consequences of a threat.

4.1 Impact Analysis

Consider the roles, processes and underlying IT and OT technologies involved in deliv-
ering energy system functions, the assets and actors involved at each step in a business
process. The flow of activities can be mapped onto components and interactions to
identify the assets and actors [18]. This will build a picture of the systems, devices, com-
munications channels, internal and external actors etc. that are supporting the functions
[15]. The expected ‘deep digitalisation’ of assets [9] correspondingly requires a deep
enough knowledge of system operation to know all the sources of control and automation
and potential access pathways for attackers. Detailing the assets that contribute to essen-
tial functions and their impact if unavailable or compromised and from where changes
can be made to configurations and settings [15]. The scale involved also changes the
threat exposure i.e. how many instances of the data or device there are and if an asset is
centralised or distributed [18].

A functional example such as operating within network constraints requires the
secure retrieval of data from the network for real-time information on thermal ratings
and voltage stability. This may also require access to smart meter voltage data or power
flow and voltage information at DER connections. The cybersecurity of a 3rd party
data centre or cloud service could also be a part of this flow of information. Threats to
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Table 2. Potential impacts of cyber attack [19, 20, 21]

Event Consequences

Temporary outages Activation of load shedding tripping of protection
communications outage causing delay in data
transmission/control actions

Affecting synchronisation Coordinating connection and re-connection of generators,
without proper synchronisation could destroy generators

Resource unavailable Denial of service attacks making a resource unreachable or
unresponsive, and affecting data streams from devices e.g.
phasor measurement data

Stealing data Extracting confidential information social engineering to gain
credentials Eavesdropping, sniffing IP packets, intercepting
wireless transmission side-channel attack to infer cryptographic
keys from unintended information leakage. Impacting customer
privacy, passwords, unauthorised access to systems

Manipulation of data Injecting false data, e.g. man-in-the-middle attack hiding true
status from control centre modifying data e.g. tampering with
sensor data to cause inappropriate load management resulting in
unnecessary load shedding or generator trip out manipulating
measurements undesired system behaviours

Unauthorised access Access to private data identity spoofing, impersonating an
authorised user e.g. man-in-the-middle attack, message replays
intrusion affecting behaviour of system e.g. via open ports or
malware

Sabotage Embedding malware to launch an attack later

Asset replacement Considerable lead times for replacing destroyed assets

Unintended consequences Unknown consequences aggravated by evolving threats and
interdependencies across diverse actors

consider would include the unauthorised access or potential data manipulation of the
SCADA monitoring and notifications of thermal or power flow constraints [22].

The resolution of network constraints being either demand led or generation led
would require secure access to flexibility resources for service activation or dispatch.
The cybersecurity of control actions in the actuation of DER, aggregator services or
active customers would need to minimise the risk of inappropriate control actions or
unauthorised access. The assessment of the operational performance of flexibility ser-
vices could require cybersecurity performance to be included in their reliability metrics
[22].

Mapping the entire thread of activity for energy system functions onto the support-
ing processes, assets and roles in this way presents the impact of threats on essential
functions. The aim is to apply mitigations to protect these functions and minimise the
impact of events.



Organisational Contexts of Energy Cybersecurity 399

5 Resilience Efforts

To improve resilience across interdependent actors, cybersecurity expectations and
requirements appropriate to each actor will need to be defined and agreed for [22].

• Aggregators supplying services to the power grid via DSOs from assets on the
distribution network.

• Active customers and developers exporting power to and importing power from the
distribution network.

• Increasing volumes of Distributed Energy Resources with connection arrangements
via distribution networks, the cybersecurity aspects of their operational role and their
participation in markets via DSOs or aggregators.

• Combined approaches for supply chain actors to engage with multiple DSOs.
• Transmission connected demand and generation, with cybersecurity and resilience
actions included in their connection agreements.

Resilience efforts across all actors need to include activities such as:

• Testing changes to assets for cybersecurity or operational impact before deployment.
• Managing access and identity across human and IoT actors.
• Involving stakeholders in threat and vulnerability management for access to a more
thorough threat landscape.

• Coordinating incident response activity with appropriate external entities.
• Constructing evidence, contracts, and agreements with third parties.
• Assigning and managing cybersecurity responsibilities across personnel and all
relevant stakeholders [23]

Each stakeholder will hold a different level of interest in contributing to system
resilience and differing degrees of influence on the cybersecurity level of the system.
Considering the relative positions of different stakeholders would reflect how best to
engage each actor in required resilience actions. Only 26% of security issues can be
addressed by technology alone, leaving 74% requiring people or policies to form a
solution to these issues [24].

To know and measure operational resilience requires defined and implemented pro-
cesses. Processes offer the context for how to achieve a resilience activity with specifics
related to roles, technology and operations. The processes that contribute to resilience
need to be performing well to build a confident state of readiness in the face of new
and different threats and risks. The supporting assets and interactions that enable the
functionality of smarter grids need to be cybersecure and reliable. Processes aiming for
operational resilience need to be embedded within functional activities to improve the
security and resilience of essential services [25].

Reporting on assurance actions across organisations may be necessary where there
are dependencies on other actors to deliver a function or service. Preparing combined
resilience actions andmeasures per function would help to define clearer responsibilities
for assurance and effective coordination across stakeholders.
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6 Conclusions

This work enabled a thorough observation of the cybersecurity situation for the energy
sector by inviting insights from different perspectives to be shared. The energy system
is evolving into a complex web of demand and supply across diverse actors. It will
increasingly rely on the security of the information infrastructure supporting it, and
the resilience of a digitalised operating environment. To make sense of the latest threat
landscape requires a wider sharing of knowledge and awareness among all stakeholders
for organisations to make better informed decisions and actions. To construct a picture
of the latest operating conditions and vulnerabilities requires knowing the resilience of
different assets and interactions that make up the functions of the energy system. Along
the thread of activities required to deliver each function, a change in vulnerability in one
area could increase the threat affecting other areas. The number of instances of a vul-
nerable component will affect the scale of threat a function is exposed to. Processes and
measures that allow for a greater transparency of cybersecurity activities will encourage
preparations and build the necessary trust across interconnected stakeholders. This will
enable a more robust response to changing events on the system.

This paper has provided an investigation of cybersecurity issues and concerns for util-
ities to provide an organisational and future energy system context for the ongoing design
of cybersecurity improvements. Methods and approaches have been recommended for
improving resilience across interdependent actors and to minimise the impact and con-
sequences of cyber-attack. With smart digital technology deployed at scale, cyber gov-
ernance must provide an essential foundation for our future energy scenarios with the
capability to, repeatedly and reliably, assure the integrity of interconnected systems and
users.

This work led the way to future cybersecurity projects at PNDC including improv-
ing incident response capabilities, asset discovery on power communications networks,
identification and analyses of vulnerabilities in network assets and penetration testing
of electric power assets.
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Abstract. Phishing over email continues to be a significant threat, as
such messages still end up in users’ inboxes. Several studies showed that
users rarely check the URL in the statusbar before clicking a link and that
they have difficulties reading URLs. To support users, we propose SMILE
(Smart eMaIl Link domain Extractor), a novel approach that provides
the relevant information to distinguish between legitimate and phishing
emails checking the links in them. Once applied, SMILE modifies all
links in an email to contain the domain and top-level-domain of the
URL behind them, e.g., “Click here” in an legitimate Amazon email is
modified to “Click here [amazon.com]”.

Keywords: Anti-phishing intervention · User support · URL analysis

1 Introduction

Phishing is still a growing threat, e.g., the Anti Phishing Working Group [6]
shows that in 2020 the number of phishing websites doubled. Despite improved
phishing detection tools, phishing emails still reach people’s email inboxes. While
there are various types of phishing emails, we focus on those containing danger-
ous links that could download malware or take victims to phishing webpages.
Simple phishing emails can be detected through sender address or typos, but this
is not the case for sophisticated attacks. Yet, all phishing emails with links can be
identified through the URL behind each link. However, [23] showed that most
people are not aware of this and [3] demonstrated that people have problems
reading URLs correctly.

We propose SMILE, Smart eMaIl Link domain Extractor. SMILE checks the
HTML code of an email to detect links and modifies them only to contain what
we call a “SMILE-string”. These strings are then the only clickable elements
in the respective email. They can be the domain and top-level-domain (TLD)
of the URL behind a link, an IP address, or include some subdomains (e.g.,
sites.google.com). This paper presents the SMILE concept and its working.

c© The Author(s) 2022
S. Katsikas et al. (Eds.): ESORICS 2021 Workshops, LNCS 13106, pp. 403–412, 2022.
https://doi.org/10.1007/978-3-030-95484-0_23
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2 Related Works

There are various solutions to provide tool based anti-phishing support to users.
Tools can, e.g., analyse and operate on malicious emails/websites content [1,16,
25], work on the DNS side [4,7,10] or identify malicious websites with machine
learning [2,8,12]. They either block or warn users if the risk is above a predefined
threshold. Yet, there is no 100% guarantee for detection. SMILE differs from
them as it helps users to identify phishing emails, not block the latter.

Researchers have proposed in [5,18,20,22] two different solutions to support
users to analyse emails URLs. In [18,20,22], the authors show a tooltip just-
in-time and just-in-place with the URL behind links. Some parts of SMILE,
namely the SMILE-string resolution and SMILE special cases (see Sect. 5), are
based on [20,22]. In [5], the authors propose a chat-bot that helps users to decide
the legitimacy of a link through text interactions. SMILE advantage over them
is placing the relevant information (and only that) whenever an email is opened.

Valve’s videogame digital distribution service, STEAM, employs a SMILE-
like security feature on their forum. In [21] there are some examples of the
forum text formatting, however, we found no official documentation explaining
this security feature. Thus, we conducted some tests on their platform, shown in
the Appendix (Fig. 3). Valve adds domain and TLD of the URL after the link
itself, between square parenthesis, as normal text with darker font colour and
smaller character size. The feature only applies to textual links but only those
where the text is a URL which does not start with http/https. SMILE modifies
textual links (with and without protocol), image links, short URLs, and moves
the clickable element to the SMILE-string.

3 Background on Link-Types

Our interest are links in emails. Thus, we focus on the four ways to create them:

– Anchor-Element, also known as a-tag
– Form-Element, that can send data to a link given by the “action” attribute
– Formaction-Attribute, special form-elements with the “formaction” attribute
– Area-Element, enable areas in a (possibly transparent) image to be clickable

We would like to make these remarks: (1) The term “link” usually indicates
only anchor-elements, but we use it for all four for simplicity. (2) Links can
be created with JavaScript, but the common web mail services and clients [15]
block it [9]. Thus, we do not consider it further. (3) From the users’ point of
view, form-elements and formaction-attributes are indistinguishable.

There are three link-types for anchor-element, form-element, and formaction-
attribute: Image, URL-like, and Misc (e.g., “Click here”). Area-tag is only appli-
cable for the link-type Image (as we consider its usage in the email context).

In summary, SMILE needs to cope with ten different situations (= 3 anchor-
elements + 3 form-elements + 3 formaction-attributes + 1 area-element).
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4 SMILE: General Idea

The general idea underlying SMILE is to enhance the transparency of every
email link by substituting them with easy-to-read versions whenever the email
is opened without further user action. After applying SMILE, the email con-
tains textual links with the SMILE-string. This can be the domain and the
TLD of the original link URL, an IP address, or include some subdomains (e.g.,
sites.google.com). The SMILE-string only provides the minimum information
required to decide on a URL legitimacy (i.e., no automated URL analysis). Note,
the statusbar is left untouched and it shows the entire URL on mouse-hover.

Our design principle has four motivations: (1) substituting every link at once
saves time, as users do not have to check them independently (e.g., as with a
tooltip). (2) Only placing the SMILE-string, instead of the URL, reduces the
efficacy of phishing URLs with misplaced legitimate domains. (3) The relevant
security indicator (SMILE-string) is in the email body, i.e., just-in-place, as
recommended in [18]. (4) Limited information prevents conflicts/overlap with
other tools, e.g., the solution in [22]: users wanting more information can combine
SMILE with other tools. An example of an email modified by SMILE is shown
in Fig. 1.

Toggle Function. SMILE might make complex emails unreadable. Thus, we
implemented a toggle function to undo all substitutions on demand.

(a) Without SMILE (b) With SMILE

Fig. 1. Link in email, without and with SMILE.

5 SMILE: Algorithm

A high-level description of the algorithm is depicted in Fig. 2. Note, the credit for
the processes described in “Resolve SMILE-string” (short URL service, redirects,
IP-address, legitimate TLDs recognition and punycode) and “Resolve special case
SMILE-string” (programmed tooltips and dangerous files at cloud services) goes
to the authors of [20,22]. However, differently from TORPEDO, SMILE: (1)
only shows the SMILE-string, not the entire URL, (2) adds the SMILE-string
to the email text, not in a tooltip, (3) substitutions are situation based, and (4)
substitutions are shown whenever the email is opened, not only on mouse-hover.

Identify Link-Type. First, SMILE searches for a link and identifies the link-
type (see Sect. 3 for the different link-types).
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Fig. 2. Flow chart showing the algorithm behind SMILE.

Resolve SMILE-String. SMILE extracts the URL from the link and checks if
it points to a known short URL service or a known redirect service. In these cases,
the URL is meaningless to the user to determine whether it is a phishing one or
not. SMILE resolves the final destination, if needed by repeatedly applying this
step. Then, the resolved URL is set as actual URL.

For the short URL service, SMILE loads the headers of the service to check
the target location following the HTTP 3xx server response. This can be a
privacy issue, as it allows the link owner to get the user IP address Therefore,
the users can configure SMILE to not send any request and to show domain and
TLD of the short URL service.

For the redirects, SMILE resolves the URL from the path of the actual URL
applying rules that recognise the structure used by known redirect services.
For example, from google.de/url?url=https%3A%2F%2Fexample.com%2Fdocs
to https://example.com/docs.

Afterwards, SMILE checks whether the URL is an IP address, i.e., IPv4 or
IPv6. In this case, the SMILE-string is the complete IP address and SMILE
stops processing it.

In case the URL is not an IP address, SMILE deduces from it the SMILE-
string by extracting the domain. The information regarding actual TLDs and
domains comes from the Mozilla Foundation’s Public Suffix list [17] using the
solution in the “publicsuffixlist.js” GitHub project [13].

Finally, SMILE checks the extracted SMILE-string for specific characters in
the Unicode character space. This check is to prevent homographic techniques,
i.e., using similar-looking characters from other character spaces in the domain
or TLD, e.g., using a Cyrillic “e” for the domain “google.de”. SMILE replaces
non-ASCII characters in the SMILE-string with puny code, e.g., xn–googl-7of.de.
This approach is already used in many programs, e.g., Google Chrome 51+ [11].

Resolve Special Case SMILE-String. SMILE addresses three special cases:
(1) programmed tooltips, (2) dangerous files at cloud services and (3) website
creation and hosting tools.

In the first case, the tooltip contains the legitimate URL for the link and is
meant to distract users from the actual URL in the statusbar. If users do not
know that a tooltip is not expected in a context, they can mistakenly consider
the URL in the tooltip as a legitimate location, thus clicking on a fraudulent link.
SMILE checks for programmed tooltips and blocks them from being displayed.

In the second case, phishers would store dangerous files at a cloud service
and provide a link to them in the email. In this case, the SMILE-string alone

https://example.com/docs
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might be misleading to users. Therefore, SMILE checks for the URL structure
of well known cloud service providers (e.g., Dropbox, Google Drive, OneDrive).
It then adds a warning before the SMILE-string link: “[Only click if you were
expecting this email, as you are redirected to a cloud service:]”.

In the third case, SMILE checks for well known website creation and hosting
tools, e.g., Google Sites, Microsoft Azure. The SMILE string is then extended
with the subdomain (e.g., sites.google.com) and a warning is added before the
SMILE-string link: “[Only click if you were expecting this email, as you are
redirected to a webpage that could have been set up by anyone:]”.

Apply Situation Specific Substitution + Normalise Visuals. Each of the
10 situations identified in Sect. 3, is treated differently by SMILE:

– Image link-type. A link including an image as its first and only child. SMILE
disable the link and adds the phrase “Image link:” above the image, followed
by the SMILE-string between square parenthesis.

– URL-like link-type. A textual link appearing to be a URL. SMILE detects
specific patterns (i.e., http, https, www, /) or a specific structure (i.e.,
domain.tld). Thus, SMILE works both on extended URLs, e.g., https://www.
amazon.co.uk, and reduced ones, e.g., amazon.co.uk. In this case, SMILE sub-
stitutes the text content of the element with the SMILE-string.

– Misc link-type. Links whose content is neither an image nor URL-like, e.g.,
“Click here”. To preserve the information in the misc type text, SMILE keeps
the text but disables the link, i.e., it is just normal email text. SMILE adds
the SMILE-string between square brackets as a new link right after this text.

These three link-types cover 9 of the 10 situations. The last situation are
maps with clickable areas over images. SMILE adds a list of links above the
image, analogously to the Image link-type described above. The map is then
removed from the image to disable the clickable parts. This approach loses the
original image area contextual information, but introduces a clear list of links.

Note that links created through form-elements and formaction-attributes
(Sect. 3) do not show the URL behind them on mouse-hover. Without SMILE,
the only way to check their URL is inspecting the HTML code of the webpage.
However, since every SMILE-string is an anchor-element textual link, users can
check their URL on mouse-hover, accessing otherwise hidden information.

Code examples in HTML for each of the ten situations are provided in the
Appendix (Table 2). Examples of the substitutions can be seen in Table 1.

SMILE also normalises the font visuals. For example, it applies a minimum
font size to prevent a too small to read SMILE-string and it checks for enough
contrast with the background colour to make the SMILE-string easily legible.

6 Discussion

SMILE can work on both the receiving email server (central approach) or the
email client, i.e., the software or app used by the user (local approach).

Central Approach. No user installation is required and SMILE is also available
on mobile devices. However, the toggle function is either not available or users

https://www.amazon.co.uk
https://www.amazon.co.uk
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Table 1. Examples of SMILE substitutions. Note, SMILE also works on buttons and
button-like links, i.e., images of buttons and CSS modified anchor-elements.

Without SMILE With SMILE

A
n
ch

or
,
F
or

m
,
F
or

m
ac

ti
on

Im
ag

e
U
R
L
-L

ik
e

M
is
c

Without SMILE With SMILE

A
re
a

have to install an extension. Moreover, the DKIM authentication method has
issues, as it uses digital signatures over the email body and any alteration leads to
a client-side failed check. A workaround is for the server to perform the DKIM
check and pass it on to the user, e.g., by changing the subject. End-to-end
encryption mechanisms, e.g., PGP or S/MIME, can be used, but SMILE would
not work, as the email text would not be accessible (i.e., encrypted).

Local Approach. DKIM authentication, end-to-end encryption and toggle
function work. However, SMILE needs to be adapted to various email clients
as an extension (i.e., add-on). Note, Outlook, Apple Mail and mobile clients
require specific solutions.

As future work, we plan an evaluation of the SMILE concept, i.e., its effec-
tiveness in different settings (e.g., mobile and desktop) as well as its performance
in comparison to the tooltip proposed in [22]. This could be conducted in two
ways: in a non-interactive environment and in an interactive environment. Both
approaches have been used in the past (e.g., [14,19,22,24] used a non-interactive
environment and [5,22] used an interactive one). We believe both options to be
worthwhile, as each can potentially show different aspects. Hence, we plan to
evaluate SMILE in both ways. Furthermore, we want to check SMILE in the
real world to see how much the toggle function is required.

7 Conclusion

We propose SMILE, a new security intervention supporting users while detecting
phishing emails. SMILE has various advantages over existing approaches: (1) it
displays the relevant information immediately, not only on mouse-hover. (2) It
only shows the SMILE-string, thwarting obfuscation techniques like subdomain-
as-domain (e.g., google.com.domain.com). (3) It can work centrally (i.e., on the
receiving email server) or locally (i.e., in the email client). As future work, we
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plan to conduct user studies to get empirical evidence of these advantages and
to evaluate SMILE usability.
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Appendix

Table 2. Examples in html code for every substitution situation. The formaction
attribute for the input and button is optional. If no formaction attribute is given, the
action attribute of the form is used.

Without SMILE With SMILE

Anchor
-Image

<a href="https://example.org/"><img
src="./example.png" /></a>↪→

Image Link: [ <a
href="https://example.org/">example.org</a>
]<br><img src="./example.png"/>

↪→
↪→

Anchor
-URL-Like

<a href="https://www.example.org/path">https://sub.exa�
mple.org/path</a>↪→

[ <a href="https://www.example.org/path">example.org</�
a>
]

↪→
↪→

Anchor
-Misc

<a class="button" href="https://example.org/">Start
Now</a>↪→

Start Now [ <a class="button"
href="https://example.org/">example.org</a> ]↪→

Form
-Image

<form action="https://sub.example.com/path"
method="POST">↪→

<button type="submit"><img
src="./example.png"/></button></form>↪→

<form action="https://sub.example.com/path"
method="POST">Image Link: [ <button↪→
type="submit">example.org</button> ]<br><img

src="./example.png" /></form>↪→

Form
-URL-Like

<form action="https://sub.example.com/path"
method="POST">↪→

<button
type="submit">https://sub.example.org/path</button>↪→

<input value="https://example.org/"
type="submit"/></form>↪→

<form action="https://sub.example.com/path"
method="POST">↪→

[ <button type="submit">example.org</button> ]
[ <input value="example.org" type="submit"/> ]</form>

Form
-Misc

<form action="https://sub.example.com/path"
method="POST">↪→

<button type="submit">Submit Now</button>
<input value="Submit Now" type="submit"/></form>

<form action="https://sub.example.com/path"
method="POST">↪→

Submit Now [ <button
type="submit">example.org</button> ]↪→

Submit Now [ <input value="example.org"
type="submit"/> ]</form>↪→

Formaction
-Image

<form action="https://sub.example.com/path"
id="form1"></form>↪→

<button type="submit"
formaction="https://example.com/path"↪→

form="form1"><img src="./example.png"
/></button>↪→

<form action="https://sub.example.com/path"
id="form1"></form>↪→

Image Link: [ <button type="submit"
formaction="https://example.com/path"↪→

form="form1">example.org</button> ]<br><img
src="./example.png" />↪→

Formaction
-URL-Like

<form action="https://sub.example.com/path"
id="form1"></form>↪→

<input type="submit" form="form1"
value="https://page1.example.co.uk/path1"↪→

formaction="https://page1.example.co.uk/path1"�
/>
<button type="submit"

formaction="https://page2.example.de/path2"↪→
form="form1">https://page2.example.de/</button>

<form action="https://sub.example.com/path"
id="form1"></form>↪→

<input value="example.co.uk" type="submit" form="form1"
formaction="https://page1.example.co.uk/path1"

/>↪→
<button formaction="https://page2.example.de/path2"

type="submit" form="form1">example.de</button>

Formaction
-Misc

<form action="https://sub.example.com/path"
id="form1"></form>↪→

<input type="submit" form="form1" value="Submit Now"
formaction="https://page1.example.co.uk/path1"/>↪→

<button type="submit" form="form1"
formaction="https://page2.example.de/path2"
>Submit Now</button>

↪→
↪→

<form action="https://sub.example.com/path"
id="form1"></form>↪→

Submit Now [ <input value="example.co.uk"
type="submit" form="form1"
formaction="https://page1.example.co.uk/path1" /> ]

↪→
↪→
Submit Now [ <button type="submit" form="form1"

formaction="https://page2.example.de/path2">
example.de</button> ]

↪→
↪→

Area
-Image

<img src="./example.png" usemap="#map"/><map name="map�
">
<area shape=".." coords=".."

href="https://example1.com/">↪→
<area shape=".." coords=".."

href="https://example2.com/"></map>↪→

Area Link: [ <a
href="https://example1.com/">example1.com</a> ]<br>↪→

Area Link: [ <a
href="https://example2.com/">example2.com</a> ]<br>↪→

<img src="./example.png"/>
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Fig. 3. Tests of Valve’s STEAM forum formatting of links. The substitution is added
only for some of them. T31, 32 and 33 use the “spoiler” function, that allows to obscure
some of the text, then visible only through mouse-hover.
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1 Introduction

In June 2021, the number of GDPR (General Data Protection regulation) fines
were six hundred ninety-two, with an amount of nearly three hundred million
euros [2]. These numbers may showcase many companies and how little they
embrace Privacy-by-Design as part of their business and system design processes.
One side of the many-sided problem is caused by how the applications and
devices, which support Big Data business models, are designed to pursue those
business goals. For these reasons, it is essential to bridge the economics of privacy,
ethics in system design, and privacy risks and understand the cause-effect of
business goals. We believe that this objective is achievable by embracing privacy
as Contextual Integrity (CI) as part of the educational agenda for professionals
of business informatics.

Our work is based on a well-established philosophical framework, called CI,
introduced by Nissenbaum in [14], and previous work on semantic model lit-
erature reviews for privacy risks [5,8,10]. CI defines privacy as “appropriate
information flows according to norms specific to social spheres or contexts” as
described in [7]. The framework includes abstract concepts, such as societal val-
ues and stakeholders interests, bases for privacy’s ethical legitimacy. It unifies
multiple known concepts of privacy, e.g., security design aspects, including the
concept of context(s) or spheres, and abstract factors, such as business relations
and their influence in the behavior of applications and IoT devices, as stated in
[7]. If the privacy norms are not respected, the situation leads to privacy viola-
tions, such as inferring sensitive attributes from social media posts even when
these attributes are not revealed, and later on, using the extracted information
for psychological advertising targeting individuals [6].

In the review presented by Benthall et al., in [7], the authors conclude by
calling for actions on “designing systems that address the challenges of matching
concrete situation with abstract spheres”. They raised a set of research questions
in their review on how computer science approaches CI: (RQ1)“how to be more
technically precise about the nature of contexts in order to relate the definition
given in CI with more concrete notions used by computer scientist?”; (RQ2)
“how to apply the CI framework to IT systems which are designed to work
across multiple contexts?” We aim to contribute to finding an answer to these
questions by scoping the relations among every participant, from the individ-
ual(s) to businesses. Notably, in smart environment applications, where sensors
and actuators interact with many users at once, e.g., in a videoconference or
in a schoolroom, where it is hard to rely on individual privacy preferences and
expectations [7]. For this reason, our objective is to design a semantic model cap-
turing CI elements and privacy threats for IoT devices. The model aims to be
an educational tool for professionals in business informatics during the modeling
and designing process of a product (or device) which may gather sensitive data
or may infer sensitive information, giving an understanding of the interaction of
the product and its footprint with diverse actors (humans or machines). In the
future, a further complete model of the presented may also target other groups,
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such as law enforcement bodies, as part of their educational training in such
systems.

The document is structured as follows: In Sect. 2, the CI theory is briefly
explained. Subsequently, in Sect. 3, a semantic model based on CI principles is
presented, describing the methodology and introducing the model with a use
case scenario. Finally, conclusions and discussion are in Sect. 4.

2 Background

This section briefly describes the CI theory. For a more detailed description and
reasoning about it, we refer to Nissenbaum’s work in [7,14,15].

Contextual Integrity (CI) is a benchmark theory of privacy based on law and
societal norms introduced by Helen Nissenbaum in her book Privacy in context
in [14]. CI defines privacy as appropriate information flows which are subjected
to social norms within particular social contexts or spheres. Subsequently, infor-
mational privacy norms (or privacy norms) are mapped onto privacy expectation
of the individuals. The norms are formed by five parameters: the data subject, the
sender of the data, the recipient of the data, the attribute or information type,
and transmission principle, which are the information flow conditions among
parties such as, those that are well-known, with data subject’s consent, in confi-
dence, required by law, and entitled by the recipient.

Lastly, the author describes contextual ends, purposes, and values of society
as the “essence” of the social context, legitimizing the norms mentioned ear-
lier. Thus, when privacy norms are fulfilled, contextual integrity (i.e., privacy)
is respected. Privacy norms are in line with the law as well as, with privacy
expectations and social values. In legal contexts, there is a privacy violation
when there is a violation of privacy laws. In CI, if defined privacy norms are not
respected, the situation leads to privacy violations, such as inferring sensitive
attributes from social media posts even when these attributes are not revealed,
and later on, using the extracted information for psychological advertising tar-
geting individuals [6].

In the literature, there are studies on how the users of smart home devices
perceive privacy norms [4]. These studies help to understand how privacy expec-
tations and contexts change while using those IoT devices. The results show that
these expectations rely on user’s trust in companies, business practices, among
other factors, such as geopolitical situations.

3 A CI Semantic Model

Our goal is to design a semantic model introducing CI concepts in the IoT envi-
ronment. It aims to provide another view on how related could be the elements of
an agent (i.e., device or applications) to business purposes and privacy threats.

For the creation, we employed the seven steps of the 101 methodology
described in [16], which are summarized into the following three steps: (1) knowl-
edge acquisition and identification of the purpose of the ontology; (2) modeling
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the ontology, defining the classes and relations; (3) evaluation of the semantic
model. The first step encompasses from the first to the third step of 101, which
are (step 1) determine the domain and scope of the ontology, (step 2) consider
reusing existing ontologies, and (step 3) enumerate important terms in the ontol-
ogy. The second step groups 4 (Define the classes and the class hierarchy), 5
(Define the properties of classes-slots), 6 (Define the facets of the slots), and 7
(Create instances) of the 101 methodology. Finally, the third is out of the scope
of the 101 but is necessary for semantic modeling and evaluation. We achieved
the first and second steps of the methodology, considering the third step as our
future work. Nevertheless, we describe the model as a use case application in
Subsect. 3.3.

3.1 Knowledge Acquisition and identification of the Purpose
of the Semantic Model

Our knowledge is based on literature reviews presented in [5,8,10]. The authors
identified some points in which semantic models in privacy fall short of iden-
tifying potential attributes, which can be detected/inferred from data types or
different sources. As reviewed in [8], many ontologies have been proposed for
semantic knowledge modeling for privacy. These ontologies range from those
ensuring consent based on the legal framework (mainly focused on GDPR) to
ontologies that define and relate online privacy risks, such as phishing. However,
these proposals lack the issues mentioned above regarding the links between
business goals and privacy violations. From the conclusions drawn in the review,
we defined the following questions which the ontology aims to answer: (Q1) how
are the attributes related to the purposes of the application(s) and the organi-
zation(s)? (Q2) what actions performed by agents in the IoT system may affect
individual and others’ attributes? Since the semantic model aims to answer ques-
tions related to privacy that need to be implemented and interpreted by human
beings, we do not focus on having the best time responds while lunching a query,
but rather to have consistencies in its answers.

3.2 Modeling the Ontology, Defining the Classes and Relations

In this subsection, we introduce our suggested semantic model by describing
each of the top-level class nodes, their functional interrelations with other nodes
in Fig. 1, and some of their subclasses or instances. Following 101 methodol-
ogy recommendations, it is possible to reuse other semantic models connected
through those top-level classes, e.g., SecurityPrivacyIssues for information secu-
rity [11,12]. Figure 1 shows the core concepts of our semantic model.

Agent. An agent is an entity, i.e., DataSubject (active users and other individ-
uals who are inactive users whose data are also part of the gathered dataset),
Organization, Embedded Organization, and OrganisationsDataReceivers (other
organizations which process data handed by another organization), who gener-
ates and creates other entities, such as DigitalAgents and Embedded DigitalAgent
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(e.g., mobile applications, trackers, third-party APIs). The agents may access
several objects across the diagram, such as sensors, data generated by those sen-
sors, and other smart devices. In addition, some of these agents may be linked
to another class, called Actors, defined in the other data regulation semantic
models, such as GConsent [17].

Assets. Assets are those essential elements for the existence of a relation between
agents and essential to protecting with security mechanisms. They may be
divided into two categories, tangible assets and non-tangible assets. Some sub-
classes are, e.g., PhysicalSensors, TelemetryData, and ApplicationConnections.
The data are generated by data subjects and digital agents (e.g., an application),
which interact with the data subjects or other digital agents. Some assets may
contain instances from class Attributes.

Actions. They are activities that the agents can perform. Some actions or activ-
ities are mainly related to certain actors. For instance, an organization and
embedded organizations could perform advertising tracking or traffic analysis
using digital agents. Other actions, such as SendReceiveStreams or Active Inter-
action could be performed by some digital actors.

Purposes. The Purposes class defines the intentions for which an application is
used. This class has three categories (overlapping sets) which are: User, Busi-
ness, and Application which correspond to purposes of agents DataSubject, Orga-
nization and Embedded Organization, and DigitalAgent and EmbeddedDigialA-
gent. In addition, subclasses of purposes which contain more specific instances,
among others, are Education, Security (e.g., LockDoor), Health (e.g., DailySteps,
DailyCalories), Office (e.g., ReadEmails), Banking (e.g., NFCPayment), Social
Media (e.g., Tweets), and Entertainment.

For instance, an application can be used for educational purposes, social
media purposes, and security purposes, e.g., an app that teaches new languages
has some security features (for unlocking the application using face and voice),
including messaging with other users of the app. Therefore, the user’s pur-
poses are education, security, and social media. These purposes may coincide
with the application purposes. Nevertheless, the set of application purposes may
include more purposes, such as IdentityFraudDetection, DeviceProfiling, Adver-
tising. Moreover, these application purposes may be part of a more extensive
set of general business purposes which are also Adversiting, FraudDetection,
Adprofiling, DataModelsTrading, PartnerDataSharing, and SelfBusinessActivi-
ties, among others.

Attributes. They are relevant features for the identification of individuals, their
environment(s) (e.g., location, including special attributes, such as social back-
ground or race [19]), and the devices within the IoT system. These attributes can
be either directly or indirectly extracted (i.e., inferred information) from a set of
instances of Assets, e.g., data types. For example, they can be directly obtained
by performing face and voice recognition while extracting a set of attributes
available in live interactions or in pictures and audio stored in the device’s local
storage, previously permission access to storage should be granted. Also, they
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can be indirectly extracted from a set of assets and actions performed, e.g., audio
background filtering or speaker detection performing knowledge discovery in the
cloud.

Transmission Principles. This class is complex due to its interactions with
other classes and subclasses. The class refers to the conditions that are created
for the transmission or gathering of the data, e.g., protection mechanisms are
applied to secure the data exchange with the user’s consent, including to whom
the data are sent, locations of the organization(s). Some of the subclasses of
the class are SecurityRequirements, LegalRequirements, AppliedProtectionMech-
anisms, DataSubjectConsent, and DataSubjectExpectations, among others. The
latter could have instances obtained from a list of user’s expectations as a result
of surveys in contextual privacy norms design by device manufacturers [4].

Values. As indicated by the CI theory, agents conduct their decisions and
actions according to a series of ethical values and interests, which may be part of
their established social norms. We understand that this class should cover social
and individual’s situations, for instance, current geopolitical situation of agents’
region(s) where data are transferred. This class is the most abstract class of the
model, and we believe that professionals in ethics and technology should define
its instances. A starting point for this may be the core points established in a
standard on ethics, and system design, such as the IEEE P7000 family [3]. This
class is closed related to the Transmission Principles class since it governs the
abstract principles of the transmission principles’ instances.

Security and Privacy Issues. This class describes known and known-unknown
security and privacy issues, which may pose security threats and privacy risks by
the usage of extracted information from individuals’ attributes from an active
user or non-active user(s), actions performed, and relations among digital agents.
The class has two non-disjoint subclasses, which are Security Vulnerabilities and
Privacy Threats. They are non-disjoint classes since the former may also imply
threats to privacy by exploiting a set of security vulnerabilities. Moreover, these
subclasses can also be linked to more specific semantic models on privacy and
security, e.g., based on ISO 27001, on legal compliant semantic models, and
attack knowledge databases, such as ATT&CK of MITRE [1].

3.3 An Exemplary Use Case Application

The semantic knowledge model can be applied in the first stage of requirement
analysis and definition in any software engineering design methodology found in
the literature, e.g., agile or waterfall models. Within the requirement analysis
step, use cases related to the technical functionalities of the product and privacy
risks and law enforcement should also be described. For example, a person wears
a smartwatch-fitness tracker in his workplace, connected to an app (or applica-
tion) installed in the user’s smartphone. Current smartwatches in the market are
multi-purpose devices, i.e., a smartwatch could be used as a fitness tracker, a
home assistant, among diverse usages. Hence, a list of high-level requirements for
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Fig. 1. The diagram showcases the relations and dependencies among classes. Below
each class label, an exemplary instance is written, extracted from the use case in Sub-
sect. 3.3. Black lines define direct relations, and blue dash lines show indirect implica-
tions between classes. (Color figure online)

the tandem smartwatch and its app could be (1)the device must capture ECG and
speech; (2)the smartwatch should be interoperable with an intelligent voice assis-
tant (IVA) device and skills (third-party applications for smart home devices);
(3)the device can emulate a credit card for authorized contactless payments.

In this example, the modeling starts breaking down the functional require-
ments for the identification of the classes. Starting from the Agent class, the
data subject is the active user who wears the device; the class organization(s)
is the company of the smartwatch and app, along with the embeddedOrganiza-
tion(s) which offer the smartwatch services, its modalities, and other business
purposes of the organization. These embedded organizations could be connected
to the device via APIs or software development kits (SDKs) to develop the app
and the smartwatch software. Subsequently, the primary piece of software of the
device or smartwatch and the app are digital agent(s) which are created by the
organization(s), along with the trackers and third-party trackers (pieces of code
that collects and send data) embedded in the used SDK or API, which are the
embeddedDigitalAgent(s) created by embeddedOrganization(s). Finally, another
user could be present as a (inactive) data subject(s), who may be further iden-
tified by applying specific actions on the acquired data.

On the other hand, the list of common Purposes for the category user
and business, i.e., for the data subject and organization(s) are Health with
instances, such as DailySteps, as a fitness tracker, SmartHome as a home assis-
tant or IVA, and Contactless-Payment as a credit card emulator. Further-
more, there are more purposes for small functionalities, such as social media,
whether sharing extracted information (e.g., hiking tracks and performance)
while acting as a fitness tracker is possible. Moreover, apart from the afore-
mentioned purposes that may have each agent, there are more purposes for the
organization and the embedded organization(s), i.e., their business purposes,
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such as marketing/advertising, IntelligentDataAnalysis, SocialMediaBehaviour-
Models, Contactless-Payment, IdentityFraudDetection, and DataModelsTrading
among others. Furthermore, the device has different components (physical and
software) which constitute the Assets. For instance, for the tangibleAssets cate-
gory, there are accelerometers, ECG sensors, BLE, microphone, NFC (e.g., used
for contactless payment), for the non-tabgibleAssets, there are assets, such as
BiometricData, Metadata and TelemetryData from sensors, the smartwatch, and
the smartphone where the app is running.

Some of the Actions, that the device or any other agent may perform,
are sending the collected data, e.g., CaptureUtterance, Send/ReceiveStreams of
TelemetryData to either the app, EmbeddedOrganization or the IVA’s cloud
directly. Additionally, the app distributes data streams among organization and
embedded organization(s) according to the list of purposes for both business and
functionalities of the device. For instance, an organization embeds APIs that
belong to financial companies or fintech in the app for conducting contactless
payments. These APIs connect other applications and send information about
a payment process, among other information, to their servers and fintech com-
panies involved in the payment process. In addition, depending on the business
purpose of the embedded organization, e.g., Advertising, the API may establish
a connection to servers of another organization, called X, which is not involved
in the payment process. This action triggers the installation of another embedded
digital agent of the organizationX in the user’s device, as it is shown in a recent
study on online payment traffic analysis in [9]. When the app has third-party
trackers, i.e., one or more embedded digital agent(s), at least technical/metadata
data about the device where the app is installed, its functions, plus information
about which app has invoked that tracker, are sent to these new embedded orga-
nization(s). Note that there are types of trackers (e.g., long-term tracker that
lasts up to two years) that identify a user, which may pose a privacy threat.

From the data captured by the digital agent(s), some information is directly
or indirectly extracted, which may correspond to instances of the Attributes class.
One group of attributes may be those related to the data subject, e.g., attributes
extracted from speech are nationality, age, educational background, health con-
dition, emotions, and gender along with captured traits from other individuals.
From technical information, such as access network state and connections, the
location could be inferred.

The TansmissionPrinciples includes the so-called agreement conditions,
which refers to the LegalRequirements, DataSubjectConsent, along with data
subject’s expectations fulfilled by surveys, which may be, e.g., AppliedAddition-
alObfuscation on specific attributes that are found in a particular asset. Specifi-
cally, this particular transmission principle may be governed by an instance of the
abstract class Values, such as geopolitical situation under which the transmission
and process of information take place. Also, there could be instances from Values
related to agents, e.g., data subject has No Trust on Embedded Organisation.

The semantic model can relate business purposes to individuals’ privacy,
answering Q1 and Q2 from the Subsect. 3.1 as follows. For example, for the
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Contactless-Payment purpose, it is needed access to a set of tangible and non-
tangible assets. These assets are, but not restricted to, NFC sensor, payment
data, telemetrydata and metadata. These assets are also used for purposes,
such as IdentityFraudDetection (for detecting payment fraud), DataModelsTrad-
ing (for selling models to merchants or other companies). From these datasets,
attributes and subsequent user information can be inferred. From the teleme-
trydata, payment data, and metadata, the attributes of location of the user, and
language used in the device can be obtained. Moreover, from these attributes, it
is possible to know the educational background or nationality, as well as from
purchased items, including the categorization of the merchant’s marketplace, it
is possible to infer attributes, such as gender or sexual orientation. Neverthe-
less, these attributes may imply a set of instances of the Security and Privacy
Issues class. The aforementioned inferred attributes, along with specific actions
performed by the organizations involved, may imply known privacy issues, such
as knowing the user’s residence district is possible to infer information about
the ethnic group or economic status. This particular example is due to the dig-
ital agent of Send/ReceiveStreams of payment data, and to use the asset for
OnlineBehaviouralDataModelsTrading as business purpose. Furthermore, known
security vulnerabilities of physical assets, e.g.,NFC sensor, may pose privacy
threats as well.

4 Discussion and Conclusions

In the presented paper, we have introduced a semantic model based on privacy
as contextual integrity. One limitation of our semantic model is the lack of val-
idation by privacy engineers. This point is expected to be solved in our future
work. The other limitation is the creation of relationships among classes. For
some exemplary cases of privacy issues, describing the relationships becomes
a difficult task due to the complexity and dependencies between classes and
instances. In addition, the model does not yet cover cases such as, identifying
bystanders who have not given consent and are accidentally recorded and what
mitigations should be employed to reduce privacy risks; however, they are not
ruled out for the next stages of model development.

During the literature review and creation of the model, we encountered some
privacy challenges in the field. One is the inferred information (extracted infor-
mation of other individuals) not provided explicitly by a single user. However, it
could be extracted from the user’s data by knowledge discovery methods, which
is mathematically described in [6] as a situated information flow theory. We
believe that this challenge could be described in the semantic model by using
instances of the classes Asset, Actions, Attributes, and Security&PrivacyIssues
based on studies on knowledge discovery. The second is the description of the
consequences of the privacy preferences of a social group, which may affect an
individual’s privacy preferences. This problem is called Digital Exclusion, and
it is discussed in [18]. Unfortunately, this particular problem is not described in
the semantic model yet. Such problems seem to be closer to an ethical and philo-
sophic issue than a technical issue. Nevertheless, the use of technology affects
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these issues. For these reasons, the inclusion of socio-technological models as
part of the design cycle of a technological product becomes essential to achieve
systems that respect social norms and the integrity of individuals.

Bridging the gap between Nissenbaum’s theory, in which privacy is under-
stood as contextual integrity (CI), and IoT system design, we provide a pre-
liminary version of a semantic model to understand what aspects may affect an
individual’s privacy using IoT devices. The model aims to be an educational
tool for professionals in business informatics during the modeling and design-
ing process of a product which may gather sensitive data or may infer sensitive
information, giving an understanding of the interaction of the product and its
footprint with diverse actors (humans or machines). Moreover, the model can
be helpful for organizations that conduct a privacy impact assessment, research
ethics in pervasive data, and developers to get information on where and what
could impact individuals’ privacy by relations among attributes, sensors, and
actors. We believe that this model may also contribute to the initiative of the
Software Bill of Material of the National Telecommunications and Information
Administration of the US (NTIA) for enhancing transparency in software by
including the influence of third-party software over users’ privacy and privacy
statements, along with security vulnerabilities [13].

In the future, a further complete model of the presented may also target other
groups, such as law enforcement bodies, as part of their educational training in
such systems. The presented paper is a theoretical proposal and is considered
for future implementation and validation as future work.

References

1. A definition of the mitre att&ck framework. https://attack.mitre.org/matrices/
enterprise/. Accessed 12 July 2021

2. GDPR Fines Tracker & Statistics (2021), https://www.privacyaffairs.com/gdpr-
fines/. Accessed 12 July 2021

3. Model process for addressing ethical concerns during system design (2021). https://
ethicsinaction.ieee.org/p7000/. Accessed 16 Sept 2021

4. Abdi, N., Zhan, X., Ramokapane, K.M., Such, J.: Privacy norms for smart home
personal assistants. In: Proceedings of the 2021 CHI Conference on Human Factors
in Computing Systems (2021)

5. Badillo-Urquiola, K., Page, X., Wisniewski, P.: Literature review: Examining Con-
textual Integrity Within Human-Computer Interaction. SSRN 3309331 (2018)

6. Benthall, S.: Situated information flow theory. In: Proceedings of the 6th Annual
Symposium on Hot Topics in the Science of Security. HotSoS 2019, Association for
Computing Machinery, New York (2019)
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Abstract. In the context of the project A Data Protection Impact
Assessment (DPIA) Tool for Practical Use in Companies and Public
Administration an operationalization for Data Protection Impact Assess-
ments was developed based on the approach of Forum Privatheit . This
operationalization was tested and refined during twelve tests with star-
tups, small- and medium sized enterprises, corporations and public bod-
ies. This paper presents the operationalization and summarizes the expe-
rience from the tests.
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1 Introduction

A central element of the General Data Protection Regulation (GDPR) is the risk
based approach, which is aimed at addressing new technologies and complex ser-
vices processing personal data. Examples are Internet of Things (IoT), mHealth
and mobility applications where various sensors and Artificial Intelligence (AI)
approaches are employed. Especially in the area of mHealth applications, special
categories of personal data in the sense of Art. 9 GDPR are typically processed.
Such services often contain products from several technology providers (hardware
and software artifacts) and are composed of cloud services from various providers.

When considering the specific privacy risks in the context of a service, the
controller needs to clarify whether the intended processing is likely to result
in a high risk to the rights and freedoms of natural persons. In this case a
Data Protection Impact Assessment (DPIA) according to Art. 35 (1) GDPR
must be conducted. In guidance concerning the severity of privacy risks the
Article 29 Data Protection Working Party proposed - in their Guidelines on Data
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Protection Impact Assessment - several criteria which serve to define technologies
as constituting a high risk: evaluation and scoring, automated-decision making
with legal or similar significant effect, systematic monitoring, sensitive data, data
processed on a large scale) [2,14].

The GDPR itself merely provides a minimum standard for carrying out a
DPIA, as stipulated by Art. 35(7) GDPR. Accordingly, in recent years, data
protections authorities [10,23], scientific consortia [12,27], standardisation bod-
ies [25] and trade associations [17] have developed methodological frameworks
for carrying out a DPIA. However, these methods differ considerably with regard
to the procedure, the process and the interpretation of the abstract requirements
of Art. 5 GDPR. As they are very abstract, their concrete implementation in
practice is the responsibility of the respective institution.

For a substantial DPIA, the context in particular is very important since
it makes a huge difference for the individual whether a service - e.g. a commu-
nication or collaboration service - is used in a normal business context or for
the processing of health relevant personal data. Finally, the implementation of
a DPIA is always a process involving many people - or at least it should be. It
is a challenge to introduce people whose background is neither data protection
law nor computer science to the questions and evaluation standards that are to
be applied for a DPIA. Finally, in addition to the data protection requirements,
in many cases there are other important requirements that have to be balanced
against each other.

In this regard, we were interested in designing and testing a DPIA process
that is generic enough to be used in all possible application areas, but also
able to take into account the specifics of each area. The basis for this work was a
methodology that we had developed prior to the applicability of the GDPR [3,18].
In a project funded by the German Ministry of Research and Education we then
tested and refined this methodology. More specifically, we carried out a number
of DPIAs in cooperation with companies and authorities using our methodology.
This paper gives an insight into the experiences we had and the conclusions that
can be drawn from them.

The rest of this paper is organized as follows: Sect. 2 briefly discusses some
of the existing DPIA frameworks, their merits and shortcomings, then Sect. 3
outlines the methodology that we sought to validate. Sections 4 and 5 present
and discuss the results from the empirical work. Section 6 concludes the paper.

2 Related Work

As the GDPR itself does not specify any specific operationalization for data
protection impact assessments, stakeholders from different backgrounds have
proposed approaches to fill this gap. Most of these methods are in principle suit-
able for fulfilling the requirements of Art. 35 GDPR [29,38]. The most important
approaches come from data protection authorities. These are attractive for the
data controllers because they are officially rubber-stamped.

The most popular methodological framework was developed by the French
Data Protection Authority CNIL [10] based on the EBIOS risk management
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methodology of the French national IT security authority ANSSI.1 In this
approach, the assessment comprises of a highly structured and detailed but
“checklist”-style query system that closely follows the legal text and inquires as
to typical technical implementations – supported by a software tool. In this pro-
cess, stakeholder consultation is not at the centre of the assessment. Rather, the
input for the necessary analyses (on risk, proportionality, etc.) comes from the
controller. The views of the data subjects are sought for the purpose of validat-
ing the results at the end of the process. In general, the CNIL operationalizes
the DPIA as a compliance check of the GDPR and IT security requirements.
Many other institutions, e.g. the German Association for Information Technol-
ogy, Telecommunications and New Media BITKOM [17], have followed the CNIL
in this approach.

The other influential DPIA framework was developed by the Information
Commissioner’s Office ICO in the United Kingdom [23] and adapted by other
national DPAs [1]. In particular, this framework builds on the long-standing
tradition of privacy impact assessments (PIAs), which have been used in the
English-speaking world since the 1990s [7,40]. The most important offspring
of the ICO approach is the ISO/IEC 29134 standard [25] – although this was
adopted before the GDPR came into force and is therefore not fully compli-
ant, ISO standards have a unifying effect and are readily used by (especially
internationally operating) companies.

The ICO (and ISO) take a more reflexive and discursive approach, pro-
ducing continuous text and asking more qualitative - and even organisational-
sociological - questions (e.g. how to avoid “function creep”, the creeping expan-
sion of processing purposes). Such an approach is more flexible in addressing
the characteristics of very different applications, but the results tend to be less
precise and verifiable. Instead of a relatively static request for specific imple-
mentations and guarantees, there is a more discursive, often workshop-based
development of damage scenarios. For this reason, consultation of data subjects
has a much greater importance in all steps of the process. The biggest weakness,
in our view, is that the principles in Art. 5 GDPR are not further operational-
ized. This means that, for example, difficult legal concepts such as lawfulness,
fairness and appropriateness, which are usually unfamiliar to legal laypersons,
have to be discussed with data subjects or other stakeholders.

This weakness was recognised by the German supervisory authorities which
proposed a so-called standard data protection model (SDM) [11]. The SDM is a
general concept relevant for the GDPR as a whole, rather than a DPIA frame-
work in the strict sense. However, it contains important elements that can be
used for the purpose of creating a framework for operationalizing the DPIA
requirement. In particular, the SDM uses the concept of protection goals, devel-
oped by Rost, Pfitzmann and others [34], and places them - instead of the data
protection principles from Art. 5 GDPR – at the centre of operationalization.
Of course, the protection goals do not contradict the principles of Art. 5 GDPR.

1 https://www.ssi.gouv.fr/en/guide/ebios-risk-manager-the-method/ (last accessed
25-07-2021).

https://www.ssi.gouv.fr/en/guide/ebios-risk-manager-the-method/
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On the contrary, as has been shown in [11], the protection goals completely
cover the principles of Art. 5. However, they translate the principles into the lan-
guage of IT-Security (from where the concept of “protection goals” was originally
taken), presenting the principles in a concise and condensed form. The authors
of this paper have developed their own DPIA framework based on their own
preliminary work [3] using the SDM protection goals. The goal of our method-
ology is a process that effectively identifies relevant data protection risks in a
participatory manner. In the following sections, we analyse our experience with
this process and what needs to be considered in order to carry out a DPIA across
a heterogeneous group of stakeholders.

Since services are of increasing complexity, controllers need detailed informa-
tion about a service to carry out a DPIA. Therefore the DPIA methodology pro-
posed by the Government of the Netherlands [31] contains a so-called umbrella
DPIA where service providers implement a general DPIA, which can then be
used as a basis for individual risk assessments based on a specific context. An
example of such a generic DPIA is the DPIA for diagnostic data processing in
Microsoft Windows 10 Enterprise [30].

Thus, although there is a plethora of available DPIA methods, there has not
been much work to evaluate and compare them from a practical perspective,
e.g. [38]. There are two main types of studies: Evaluations of approaches to
implementing DPIA or sub-elements thereof [14,29] and studies on the notion
of risk under the GDPR [15,19,21].

Finally, there are a number of publications presenting DPIA results for criti-
cal technologies such as facial recognition [6], COVID-19 contact tracing apps [5]
or eHealth [26,35] that also report implementation experiences selectively [4].

3 Operationalization of DPIA2

The operationalization of the DPIA methodology presented below is structured
as described in Table 1, where the central DPIA consists of the DPIA prepa-
ration, execution and DPIA implementation accompanied by the initialization
and sustainability phase. An important aspect of a DPIA is responsibility. In
general, the controller of data processing is responsible for performing a DPIA
(Art. 35 (1) GDPR), potentially assisted by processors (Art. 28 (3)(f) GDPR).
In addition the controller should seek the advice of the data protection officer
(Art. 35 (2) GDPR). Participation of data subjects or their representatives is
in general recommendable. Especially in relation to complex services, advice
from processors or even technology providers may be helpful. During the case
study, workshops with organizations in different roles, i.e. controller, processor
or technology provider, were performed.

2 A detailed description of the methodology can be found in [28].
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Table 1. Overview of DPIA phases [28, p. 24]

DPIA phase Description

I. Initiation phase – Threshold assessment: Clarify whether a DPIA is
necessary

II. Preparation phase – Description of the processing operations & collec-
tion of information,
– Planning of the execution phase

III. Execution phase – Consultation of the data subject (or their represen-
tatives)
– Risk identification and analysis
– Risk assessment, mitigation measures, assessment
of remaining risks
– Assessment of the necessity and proportionality
In case of high remaining risks → consult with the
supervisory authorities or abandon the processing

IV. Implementation phase – Implementation of the mitigation measures
– Test of the mitigation measures (where possible
before the start of the processing)
– Proof of compliance with the GDPR
→ Processing can go ahead

V. Sustainability phase – Monitoring
– Identification of deviations or changes
– Adjustments
Depending on the size of deviations or changes →
potentially repeat phases II. to IV.

3.1 Initialization Phase

In the first phase, the initialization phase the aim is to analyze whether a DPIA
is necessary for a processing activity. The so-called “threshold analysis” is itself
a first rudimentary risk assessment based on a few criteria, which – like the full
DPIA – must be carried out before the processing of personal data starts. The
records of processing activities (Art. 30(1) GDPR), the documentation of lawful-
ness (Art. 6 GDPR) and preliminary considerations of necessity and adequacy
(Art. 5 GDPR) could serve as a basis for this initial step.

In this phase, the controller is obliged to consider whether the processing is
likely to result in a high risk to the rights and freedoms of natural persons accord-
ing to Art. 35 (1) GDPR. Besides the indications concerning processing activities
in Art. 35 (3) GDPR, supervisory authorities should establish and communicate
lists of processing activities which fulfill the relevant criteria (Art. 35 (4) and
Art. 68 GDPR). In addition, the criteria of the Article 29 Data Protection Work-
ing Party should be considered [2]. The result of this threshold analysis should
be documented.

In the context of the case studies, this initialization phase was conducted
via preliminary communication with the organizations. In these preparatory
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Table 2. Description of the processing operations and collection of information

Aspect Summary of preparation

Data subjects – Data subjects
– Representatives (e.g. work council)

Organization – Controllers
– Processors resp. joint controllers
– Other stakeholders in general
– Description of organizational structure

Data processing – Description of personal data
– Documentation of data flows (e.g. in the form of
a data flow diagram)
– (Intended) processes as context for data
processing

Technical documentation – Documentation of the (intended) technical
implementation
– Technical infrastructure
– Existing or planned technical and
organizational measures

Legal documents – Contracts
– Work council agreements, etc.

conversations, other relevant issues such as information gathering on process-
ing operations were also discussed.

3.2 DPIA Preparation Phase

If during the initialization phase potentially high risks for the rights and freedoms
of natural persons are detected, a full DPIA needs to be carried out.

The first step in the DPIA preparation phase according to Art. 35 (7)(a)
GDPR is “a systematic description of the envisaged processing operations and
the purposes of the processing, including, where applicable, the legitimate inter-
est pursued by the controller”. In addition to the records of processing activities,
toward this end, information about the intended processing activities and the
context of processing should be provided to facilitate the privacy risk assessment
in the subsequent DPIA execution phase (see Table 2).

In addition the DPIA execution phase needs to be planned and a proposal
for an adequate team assisting the controller performing the DPIA is needed.

An important aspect of this phase is the detection of all persons involved
in, and affected by, the processing activities. Especially via the use of workflow
management systems and meta data in general, customer data and the personal
data of staff members is often collected - the latter potentially allowing per-
formance control of work processes. In the case of IoT services such as smart
homes, smart mobility services or even CCTV applications, beside the intended
users, the personal data of friends, family members, employees, etc. may also
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be processed. For complex products or services which are part of the intended
processing, details of processing are typically not completely documented and
service providers, technology providers, human resources representatives, process
experts or IT experts are helpful for clarifying details. An important tool is a
data flow diagram to detect all stakeholders and interfaces with data transfers.

3.3 DPIA Execution Phase

The focus of the execution phase is the assessment of risks to the rights and
freedoms of data subjects3 (Art. 35 (7)(c) GDPR), the choice of measures to
address the risks and to ensure the protection of personal data (Art. 35 (7)(d)
GDPR) and the assessment of the necessity and proportionality of the processing
operations in relation to the purposes (Art. 35 (7)(b) GDPR).

Based on the information collected in the DPIA preparation phase the DPIA
team conducts the risk identification and analysis for risk assessment. At the start
of the process, a common understanding of the intended processing is developed.

Risk Identification. The first goal is the identification of privacy risks. In
the context of our case study an approach adapted from scenario analysis was
used [24]. Based on the information about data subjects and personal data pro-
cessed, scenarios incorporating potential harms to data subjects are identified
via brainstorming. For these scenarios the information summarized in Table 3
is collected concerning the identified scenario in question (damage scenario). In
addition, information about technical and organizational measures which are
already present in the processing operation should be collected in parallel (exist-
ing countermeasures) as, typically, new processing activities are realized in the
context of an existing IT landscape which employs standard security and privacy
measures.

Risk Analysis. The next step is to analyze the identified risks from the view-
point of the data subject. Instead of the abstract normative provisions in the
GDPR, our methodology uses the data protection goals defined in the SDM as
an assessment benchmark [11]. They are more suited to practical work because
they translate the abstract norms into concrete system requirements. These are
much better understood by people involved in a DPIA as they allow to establish
a direct link to the functionality and implementation of the data processing to
be assessed. The protection goals include:

– Data Minimisation stands for the principle of necessity, according to which
no more personal data are to be processed than are needed to achieve the
purpose.

3 This means that not only the risks to the right to data protection (Art. 8 CFR) and
the right to respect for private and family life (Art. 7 CFR) have to be considered,
but also the other fundamental rights in the Charter [21]. In our test cases however,
the focus was on data protection risks.
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Table 3. Documentation of risk assessment

Aspect Description

Damage scenarios – Description of the scenario
– Data subjects
– Personal data
– Involved actors/stakeholders
– Potential harm/damage for data subjects
– Elements triggering the harm/damage

Existing countermeasures – Already existing technical and organizational
mitigation measures

Data protection goals Describe how data protection goals are affected and
prioritize the goals together with data subjects resp.
representatives
– Data Minimisation
– Availability
– Integrity
– Confidentiality
– Unlinkability
– Transparency
– Intervenability

Risk assessment – Severity of the potential damage (minor, man-
ageable, substantial, major)
– Likelihood (minor, manageable, substantial,
major)
– Resulting Risk Level (low risk, normal risk,
high risk)

Additional measures Also processing activities might be changed result-
ing in an adapted risk assessment
– Additional mitigation measures
– Enhancement of existing measures

– Availability refers to the requirement that personal data must be available
and can be used properly in the intended process.

– Integrity stands for the requirement (a) that IT processes and systems con-
tinuously comply with specifications and (b) that the data to be processed
remain intact, complete, and up-to-date.

– Confidentiality means that no person is allowed to access personal data with-
out authorisation.

– Unlinkability is the requirement that data shall be processed and analysed
only for the purpose for which they were collected.

– Transparency means that the data subject, system operators, and supervi-
sory authorities must be able to understand the how and why of any data
processing.

– Intervenability refers to the requirement that data subjects can actually exer-
cise their rights of notification, access, rectification, blocking and erasure at
any time.
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Just as there are usually tensions between the interests of different stake-
holders, the protection goals are not independent but influence each other. This
means that not all protection goals can be fulfilled to the same extent. If complete
confidentiality is guaranteed in a system, this means that access to certain data
is restricted for certain actors, i.e. availability is limited. There is also a trade-off
between integrity and intervenability, because integrity means that subsequent
changes to data and processes are not allowed, while intervenability means that
changes are allowed e.g. in the form of the right to rectification. Finally, there
is also a conflict between transparency and unlinkability, as the former aims to
increase the understanding of the actual data processing, e.g. by logging the
actions of users and administrators, whilst the latter tries to avoid creation of
such surplus knowledge [22,39].

During the workshops the protection goals were well understood and helpful
for participants describing their privacy perception and priorities in the context
of a concrete scenario. When carrying out the assessment, consideration should
also be given to which protection goals are most important to the data subjects
and other stakeholders concerned in the context of the scenario. This can and
will lead to a prioritisation of the protection goals in relation to each scenario.

Risk Assessment. After the analysis of risks, the likelihood of the occurrence
of risks and the severity of consequent harm are estimated by the DPIA team.
This is typically done from the subjective viewpoint of the data subjects on a
scale ranging from minor, normal, substantial, major : As a rule, in data protec-
tion neither the severity of damage nor the likelihood of its occurrence can be
meaningfully quantified. Instead, one should offer and document a valid and rea-
sonable argumentation for how one decides to scale the different risks in terms of
their likelihood and severity, based on the most objective criteria possible. The
severity of the damage results from the physical, material, or non-material effects
on data subjects. The reversibility of the damage should also be considered here
(the more difficult, or costly in terms of time, money or effort, that reversibility is,
the more severe the damage). Relevant too is the difficulty data subjects would
face if they wanted to withdraw from the processing (including if they do not
know about the processing in the first place), and how easy or difficult it would
be for them to examine the processing themselves or have it examined in court.
The more persons are “at the mercy” of processing, the greater the severity of
possible damages connected to the processing. To assess the likelihood, it is use-
ful to consider the motives and capabilities of the stakeholders as well as the
effort needed to trigger the risk event and the robustness of existing mitigation
measures.

The value of such a procedure leading to a purely qualitative classification
lies in the fact that in the discourse either a consensual assessment is reached or
a potential conflict is revealed. Both outcomes are useful for risk mitigation.

The result of the risk evaluation can be visualized in a risk matrix in order
to gain an overview of existing privacy risks. There risks are roughly quantified
as low, normal or high. In the context of a continuous improvement process,
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necessary additional, or adapted, technical and organizational measures are
defined and/or the processing activities themselves are changed to reduce risks
to the rights and freedoms of natural persons. The aim is to ensure the protec-
tion of personal data and to demonstrate compliance (Art. 35 (7)(d) GDPR). In
addition, an assessment of the necessity and proportionality of the processing
operations in relation to the purposes of processing is performed (Art. 35 (7)(b)
GDPR).

The whole process, including information collected in the DPIA preparation
phase, the result of the risk assessment and the measures defined to address risks,
must be documented in a comprehensive DPIA report (Art. 35 (7) GDPR).

If the risks can be reduced to an acceptable extent - such that the intended
processing is compliant with the GDPR - the processing can be implemented
incorporating the defined measures. Otherwise, a prior consultation of the super-
vising authority is needed: the intended processing may have to be abandoned
if the risks cannot be eliminated or at least reduced to an acceptable extent.

3.4 DPIA Implementation Phase

In this phase the measures defined in the DPIA report are implemented and
the effectiveness of measures is tested and documented to the extent possible
before the approval of GDPR compliance. For the monitoring of risks and effec-
tiveness of defined measures, a monitoring and test concept has to be developed
and implemented, including a comprehensive documentation of test results. It is
advisable to integrate this monitoring into a data protection management sys-
tem, which is ideally part of the organisation’s risk management approach. After
ensuring the compliance of processing activities with the GDPR, the processing
can begin.

3.5 Sustainability Phase

During the operation of a system, the controller must continuously ensure that, in
the context of the processing, the risks to the rights and freedoms of natural per-
sons are adequately reduced. Therefore, risks and effectiveness of implemented
measures have to be monitored based on the defined test concept.

In case of slight deviations to the envisaged processing, the risk assessment,
the measures and the DPIA, can all be adjusted. If significant changes or opera-
tional differences occur, the controller needs to adapt phases II. to IV. in Table 1.

4 Methodology of the Case Studies

In 2018/19, we worked with twelve organisations (corporate and public) in con-
ducting DPIAs using the methodology presented in Sect. 3. We have analysed
real data processing operations as used by the partner organisations in their
daily business.
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The aim was to operationalize, test and adapt an earlier version of the
presented DPIA approach [18] on the basis on the experience gained in these
validation tests. In particular, we wanted to find out whether the framework
works equally well in organisations of different sizes and from different sectors, or
whether significant differences might exist. The sample of organisations (Table 4)
finally included 3 start-ups or micro-enterprises, 2 SMEs, 5 large companies and
2 public administrations (cities). These came from different economic sectors
and included for-profit and non-profit organisations. Although most technology
providers are not obliged to carry out a DPIA under the GDPR, there is strong
demand on the part of their clients for input and/or for collaboration. For this
reason, we also conducted a validation workshop with an automotive supplier.4

Table 4. Number, role and sector of test candidates

Controller Processor Technology
Provider

Mobility

Health

Telecommunications

Public authority

Retail

1 1

3 2

1

2

2

The focus of the case studies was mainly on phases II. and III. of our frame-
work and in particular on risk identification, analysis and assessment. The work-
shops lasted typically one full day per organization and were mainly composed
of the following elements:

– Workshop preparation
1. Decision about the processing activity to be considered in the workshop
2. Collecting information about the processing activity based on a question-

naire/list of required information for the DPIA preparation phase.
– Workshop

3. Finalization of the DPIA preparation phase in the first part of the work-
shop

4. Privacy risk assessment of the DPIA execution phase in the second part
of the workshop for selected risks.

5. Final discussion and feedback

4 It was interesting to note that organisations are often not aware that there might
be joint controllership with a service or software provider and that these then also
have to contribute to the DPIA.
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The composition of the group of participants was quite diverse - and was
varied as an element of the study concept. In all cases the data protection officer
(or the responsible manager) was present. In addition, in most cases, represen-
tatives from IT (security) and people responsible for the processing were also
involved. During workshops with startups, all members of the company usually
took part as formal roles had often not been fully defined. In some workshops,
especially in the retail and healthcare sector, employee representatives, and even
data subjects or their representatives, were involved. In one workshop, represen-
tatives from (external) processors were also present because of the complexity of
the service. Thus typically there was a mix of qualifications: the DPO in most
cases has a legal and/or technical background, while the background of most
others involved was not legal. Nevertheless, they were all experts in their field
and needed to be taken seriously with regard to their professional principles and
experiences.

Involving data subjects is a particular challenge, as they are usually not
experts in any of the processing-related areas. However, they must be enabled
to make an informed and sound assessment of the potential risks from their per-
spective. It is crucial that the person facilitating such a workshop does justice to
all these aspects so as not to marginalise any viewpoint. This is a risk, especially
in larger organisations that have already professionalised data protection. While
they usually have sufficient knowledge about the provisions of the General Data
Protection Regulation (GDPR), there is a tendency to focus on formal legal
aspects (e.g. the existence of a legal basis for data processing), which is rather
secondary to the risk perception of data subjects and other stakeholders.

For the evaluation of the workshops, there were two different roles in the
study team. The first role was that of the auditor, who had to conduct the
DPIA workshops as realistically as possible according to the methodology to be
tested. The second role was that of the observer, who checked how the workshop
participants responded to the auditor’s questions, whether they were able to use
the protection goals for the assessment and what kind of interaction took place
between the workshop participants. For the evaluation of the workshop, the
perceptions of the auditor(s) and the observer(s) were compared and changes
were made in the workshop design. Such changes concerned, for example, the
way the protection goals were presented or the order of the questions. The use of
damage scenarios was also a result of this evaluation, as it became clear that a
risk assessment is easier based on a tangible case than on an abstract description.
Fortunately, no fundamental changes had to be made to the approach, so the
methodology presented in Sect. 3 was basically confirmed.

5 Experiences from the Case Study

In the course of our validation tests, we have been able to gather a wide range
of experience, (a) as to how prepared companies are to carry out DPIAs, (b)
as to how understandable the assessment criteria are to stakeholders, and (c)
how best to engage different stakeholders in the assessment process. Many of
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these experiences have already been taken into account in the process outlined
in Sect. 3. In the following, however, we will highlight and discuss the most
important findings from the different process phases.

5.1 General Aspects

During the interviews and workshops it was pointed out that processors of per-
sonal data, and even technology providers who only provide technologies without
any additional service, are sensitized to the obligation of DPIAs. Customers of
processors, and even technology providers, now demand information about the
privacy risks of services and information about technical and organizational mea-
sures deployed in relation to services. In most of the tests, besides focusing on
the DPIA itself, the test candidates also used the workshops for discussions and
exchange of experiences concerning general aspects of data protection within the
organization.

5.2 In the Initialization Phase

In recent years, there has been intense debate in the scientific community about
when data processing is “is likely to result in a high risk to the rights and
freedoms of natural persons” [13,19]. For practitioners this question is of little
importance in the initialization phase. Rather, we experienced lively discussion
in our workshops as to whether a DPIA was actually necessary for the selected
processing. As there was a general fear of compliance violations and the corre-
sponding fines, organisations tried to include a broad range of processing activ-
ities as requiring a DPIA to be on “the safe side”. In such a situation, it was
helpful in providing guidance, especially to those organizations that had hitherto
given little attention to data protection issues, that the data protection authori-
ties have compiled authoritative lists of processing operations which are always
subject to the requirement to undertake a DPIA (aka “blacklists”).

5.3 In the DPIA Preparation Phase

The actual collection of information in the DPIA preparation phase has not only
shown the importance of a thorough analysis from the data subjects’ perspective,
but also how incomplete the knowledge of those in charge of the DPIA is about
the details and context of the processing to be assessed. On the one hand risks
are overlooked which emerge from scenarios beyond normal processing activities:
the (rare) cases in which law enforcement and supervisory authorities gain access
to data are also often not problematized. On the other hand, there is often still
a lack of awareness that the greatest risks usually come from processing for the
intended purposes and by authorised actors [16,33]. Instead, the focus is often
on the malicious external attacker (aka “hacker”).

Due to the increasing complexity and modularisation of IT services and the
incorporation of cloud services and IT providers in general, it was an intricate
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task for many controllers to obtain the requisite information and understanding
of their own processing activities. The involvement of processors is generally
of utmost importance. It was promising that one SME which provided cloud
services for companies as a processor demonstrated thorough data protection
competencies and stated that data protection is a key selling point in its market.
In the case of standard cloud services by international companies this would
be difficult to realize. Another issue is the inherent agility of cloud services
which are steadily changing. This is not always transparent to users. In this
context compositional approaches towards DPIAs [36,37] and generalized DPIAs
for services [30] should be further investigated.

As a thorough basis for assessing data protection risks, it is of utmost impor-
tance to involve not only the controller, IT security experts, and data protection
experts, but also individuals with in-depth knowledge of domain-specific work-
flows and processing activities and their technical implementation. It is advisable
to involve additional stakeholders or their representatives. This heterogeneity of
the working group must be taken into account by a transparent methodological
approach. In the first round of testing, we worked with interviews structured
along the protection goals. In the interview-based workshops it turned out that,
for people without deep knowledge in privacy and data protection, the privacy
risks for data subjects in the context was not sufficiently clear. It proved more
useful to carry out the assessment in a participatory way based on collaborative
identification and analysis of scenarios (see Table 3) which might cause damage
to data subjects.

One implication that emerged from the case studies was that concrete risks to
data subjects were often a function of complex and highly domain- and use case-
specific details of the particular processing activities. Domain/use case experts
with deep knowledge of the details and context of the particular processing activ-
ity – but often limited knowledge of data protection – frequently provided crucial
insights here, based on their deep “everyday knowledge” of the processing and
its context. This suggests that one risk for conducting good DPIAs is excessively
foregrounding the expertise and authority of data protection lawyers and profes-
sionals (who will usually have limited understanding of the use-case details and
context), and downplaying the inputs and expertise of the domain professionals.

5.4 In the DPIA Execution Phase

The choice of words in the risk assessment in particular is very important for
participants. In particular, terms with negative connotations from IT security -
such as “attacker” or “source of risk” - almost lead to the exclusion of internal
stakeholders in the following discussion. In their self-image, they do not perceive
themselves as a “risk factor”. In this regard it is necessary to meet them on the
level of their core expertise. Choosing negative wording could potentially cause
harm in scenarios where the purpose of the processing is only slightly extended
and the parties involved act with the best intentions, i.e., do not intend to cause
any harm. Thus more neutral terms such as “stakeholders”, “triggers for the
scenario” etc. are used to facilitate the brainstorming. Since IT security risks
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caused by external attackers have already been sufficiently considered in most
cases, we have focused on scenarios triggered by internal actors.

Apart from internal attackers, internal data subjects such as employees were
also not always in focus for the DPIA teams in the workshops. Often, privacy
risks were mainly identified and analyzed from the point of view of external
data subjects as customers, users or patients. Risks for internal data subjects,
i.e. employees were considered as of lower priority. When employees such as
data subjects are present, it is important to consider power inequalities in the
DPIA team. Hence, it is advisable to incorporate work council members. Also,
data subjects which are not directly customers, users or patients - e.g. friends
and family - were often overlooked. Therefore, we mainly concentrated on these
types of data subjects. It is important in DPIA execution to raise awareness
concerning these data subjects.

For stakeholders who are involved as data subjects and who are not data
protection experts, the concept of privacy is rather vague and is often misunder-
stood as restricted to confidentiality. We perceived during the workshops that
the data protection goals allowed these stakeholders to formulate their personal
privacy perceptions and priorities. Here, context is particularly important. For
example, in the health care sector, availability and integrity of documented work
processes and activities may be much more important to employees than confi-
dentiality, whereas in HR data management, confidentiality and unlinkability are
paramount. In other cases transparency and intervenability were stated as the
most important goals. The fact that the protection goals are explicitly framed
(and often graphically presented) as counterveiling principles that partially stand
in tension to each other and can require balancing trade-offs proved particularly
helpful in this case, as it seemed to give stakeholders (especially those without
legal expertise) greater confidence to state which risks and protection goals in the
particular use case were of paramount importance to them, and where tradeoffs
to secure these were acceptable.

During the workshops in the DPIA execution phase, many participants asked
for guidance through checklists and risk catalogs. Although the desire for check-
lists is understandable and their use has a practical value, the implementation
of a DPIA must not become a purely mechanical checklist work-through exer-
cise. Because the focus of a DPIA is to identify privacy risks in specific contexts
where innovative technologies, etc. are used, it is important to explore risks
beyond standardized lists. However, it may be useful to provide participants
with illustrative examples to give them an idea of what is understood as risk
for the purposes of the DPIA. In particular, it turns out that a small number
of typical risks - largely independent of the application domain - occur again
and again. These can be reused when similar processing activities in similar con-
texts are investigated and allow a transfer of results from DPIAs to the standard
risk-based approach. Some examples that can serve as illustrations are provided
in [9,18].

Stakeholders with an IT security background, in particular, questioned sev-
eral times why, in our methodology, risks were assessed with a qualitative risk
assessment instead of quantitative approaches as usually employed for security
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risks. It was important to point out that several privacy related risks are so-
called “chilling effects” which always occur - e.g. people feel surveyed because
of the existence of CCTV and therefore feel restricted with regard to exercising
their right to protest [16,32]. In addition, in most cases it is not possible to state
the cost of such an incident for the individual.

5.5 In the DPIA Implementation Phase

During our workshops we concentrated on the initiation, DPIA preparation and
DPIA execution phases. But it was obvious that identifying and assessing the
severity of a risk alone was not enough. For many controllers, the immediate
question arose as to how a risk could best be addressed. At this point, well-
maintained catalogs of reference measures are of great benefit. Fortunately, such
catalogs have already been created by national supervisory authorities such as
the CNIL [9] or the German Data Protection Conference.5

5.6 In the Sustainability Phase

An important point of discussion during the workshops was the question of
how DPIAs can be updated on a regular basis. To this end, it would make
sense to integrate DPIAs into the standard risk assessment and risk management
processes of organizations, as suggested in [8,17,41].6

6 Conclusions

According to first experiences with DPIAs (and many years of experience
with privacy impact assessments), it can be stated that DPIA is basically a
good instrument to support decision-makers and developers, if it is not merely
regarded as a compulsory exercise, but as a useful tool. The systematic identi-
fication of risks is a valuable basis for strategic action by implicated actors for
the continuous improvement of products and services. It also provides an oppor-
tunity to evaluate potentially controversial data processing systems in relation
to which a societal consensus is needed as to which risks should be acceptable
and which should not. DPIA results can provide the basis for this.

But the potential of DPIAs will not unfold automatically. A broad and effec-
tive consultation of stakeholders and data subjects requires a relatively high level
of time, organizational and material effort. The DPIA process developed as part
of our work, and the methods and tools used to engage individuals from diverse
backgrounds, are promising, but also made clear that additional issues need to
be addressed:
5 https://www.datenschutz-mv.de/datenschutz/datenschutzmodell/ (last accessed 30-

07-2021).
6 We have (anecdotal) evidence that this is a challenging task, as it requires a compre-

hensive modelling of the system landscape and data flows that does not exist in most
organizations. Therefore, the solutions we know are either trivial or highly complex.

https://www.datenschutz-mv.de/datenschutz/datenschutzmodell/
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Any specialist knowledge required (in particular technical or legal) must be
communicated to the participants in such a way that it can be understood by
laypersons. In this context, attention must be paid to the effect of different
formulations, which may unintentionally favor technophile participants or those
with legal knowledge, for example. This is important not only from a normative
point of view, but also from a practical perspective: it makes little sense to
conduct a focus group, for example, without ensuring that all group members
can also contribute.

Communication processes both among the participants, and between them
and the organization, must be designed in such a way that communication bar-
riers are reduced, misunderstandings are avoided, and, as far as possible, every-
one can participate to the same extent. Furthermore it has to be taken into
account that some of the participants in the DPIA can be the source of a data
protection risk and the affected data subjects at the same time. Finally most
participants are employees of an organisation or company and therefore have to
act in accordance with what is in the best interests of the business. This can
lead to tensions when they are supposed to assess risks in an unbiased way from
the point of view of the people concerned. Again, this is both a functional and a
practical imperative: stakeholder consultations dominated by a few participants
are rarely appropriate. Here, the use of external facilitators with experience in
consultation processes can be helpful.

Finally, it should not go unmentioned that a DPIA (like any formalized pro-
cedure) also specifies what must remain outside the scope of the assessment. For
this reason, scientifically oriented DPIAs are useful, for example, for the area of
research and development, even if they do not necessarily meet the requirements
of the GDPR for a DPIA. They do, however, make it possible to integrate data
protection issues into the risk management of technology producers and system
operators. This can provide a balance, often missed in technology assessment,
between the desire for normativity on the one hand and operationalization on
the other [20].
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CPS4CIP 2021 Preface

The CPS4CIP workshop is a forum for researchers and practitioners working on cyber-
physical security for critical infrastructures protection that supports finance, energy,
health, air transport, communication, gas, and water. The secure operation of critical
infrastructures is essential to the security of nations and, in an increasingly intercon-
nected world, of unions of states sharing their infrastructures in order to develop their
economies; it is also essential to public health and safety. Security incidents in critical
infrastructures can directly lead to a violation of users’ safety and privacy, physical
damage, interference in the political and social life of citizens, significant economic
impact on individuals and companies, and threats to human life while decreasing trust
in institutions and questioning their social value. Because of the increasing intercon-
nection between the digital and physical worlds, these infrastructures and services are
more critical, sophisticated, and interdependent than ever before. The increased com-
plexity makes each infrastructure increasingly vulnerable to attacks, as confirmed by
the steady rise of cyber-security incidents, such as phishing or ransomware, and cyber-
physical incidents, such as physical violation of devices or facilities in conjunction with
malicious cyber activities. To make the situation even worse, interdependency may
give rise to a domino effect with catastrophic consequences on multiple infrastructures.

To address these challenges, the workshop aims to bring together security
researchers and practitioners from the various verticals of critical infrastructures (such
as the financial, energy, health, air transport, communication, gas, and water domains)
and rethink cyber-physical security in the light of the latest technological developments
(e.g., cloud computing, blockchain, big data, AI, Internet of Things) by developing
novel and effective approaches to increase the resilience of critical infrastructures and
the related ecosystems of services.

The workshop has attracted the attention of the critical infrastructures protection
research communities and stimulated new insights and advances with particular
attention to the integrated cyber and physical aspects of security in critical infras-
tructures. The 2nd International Workshop on Cyber-Physical Security for Critical
Infrastructures Protection (CPS4CIP 2021) was held online. The workshop was
organized in conjunction with the 26th European Symposium on Research in Computer
Security (ESORICS 2021), held in Darmstadt, Germany, during October 4–8, 2021.
The format of the workshop included two keynotes and technical presentations. The
workshop was attended by around 28 people.

The workshop received seven submissions, of which one was withdrawn and six
were sent for review, from authors in four distinct countries. After a thorough peer-
review process, four papers were selected for presentation at the workshop. The review
process focused on the quality of the papers, their scientific novelty, and their appli-
cability to the protection of critical financial infrastructure and services, and the
acceptance rate was 67%. The accepted articles represent an interesting mix of tech-
niques for resilience, security threat, vulnerability, and malware detection. The work-
shop was proactive with one important and stimulating keynote on “Analysing the
Impact of Software Supply Chain Vulnerabilities on Critical Infrastructure”. The



technical presentations were by followed by presentations of preliminary project results
from seven H2020 projects from the ECSCI cluster, CyberSANE (Cyber Security
Incident Handling, Warning and Response System for the European Critical Infras-
tructures - https://www.cybersane-project.eu/), EnergyShield (Integrated Cybersecurity
Solution for the Vulnerability Assessment, Monitoring and Protection of Critical
Energy Infrastructures - https://energy-shield.eu/), ENSURESEC (securing the
e-commerce ecosystem from cyber, physical, and cyber-physical threats - http://www.
ensuresec.eu/), PRECINCT (a collaborative ecosystem platform for increased resilience
of connected critical infrastructures - www.precinct.info), SOTER (human factors in
cybersecurity - https://soterproject.eu/), SPHINX (a universal cyber security toolkit for
the healthcare industry - https://sphinx-project.eu/), and 7SHIELD (a holistic frame-
work to protect ground segments of space systems against cyber, physical, and natural
complex threats - https://www.7shield.eu/).

The workshop was supported by various ECSCI (European Cluster for Securing
Critical Infrastructures) projects (https://www.finsec-project.eu/ecsci), mainly FINSEC
(www.finsec-project.eu/), ANASTACIA (www.anastacia-h2020.eu/), CyberSANE
(https://www.cybersane-project.eu/), DEFENDER (https://defender-project.eu/),
EnergyShield (https://energy-shield.eu/), ENSURESEC (http://www.ensuresec.eu/),
FeatureCloud (https://featurecloud.eu/), IMPETUS (https://www.impetus-project.eu/),
InfraStress (www.infrastress.eu/), PHOENIX (https://phoenix-h2020.eu/), RESISTO
(www.resistoproject.eu/), SAFECARE (www.safecare-project.eu/), SATIE (http://
satie-h2020.eu), SealedGRID (https://www.sgrid.eu/), SecureGas (www.securegas-
project.eu/), SmartResilience (http://www.smartresilience.eu-vri.eu/), SOTER (https://
soterproject.eu/), SPHINX (sphinxproject.eu/), and STOP-IT (stop-it-project.eu/). The
workshop was also supported by two national projects, NORCICS (https://www.ntnu.
edu/norcics) and RESTABILISE4.0 (http://www.restabilise4-0.it/). The organizers
would like to thank these projects for supporting the CPS4CIP 2021 workshop.

Finally, the organizers of the CPS4CIP 2021 workshop would like to thank the
CPS4CIP 2021 Program Committee, whose members made the workshop possible
with their rigorous and timely review process. We would also like to thank the
Fraunhofer Institute for Secure Information Technology and the National Research
Center for Applied Cybersecurity ATHENE in Darmstadt, Germany, for hosting the
workshop and the ESORICS 2021 workshop chairs for valuable help and support.
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Corinna Köpke1(B), Kushal Srivastava1, Natalie Miller1, and Elena Branchini2

1 Fraunhofer Institute for High-Speed Dynamics, Ernst-Mach-Institut, EMI,
Am Klingelberg 1, 79588 Efringen-Kirchen, Germany

Corinna.Koepke@emi.fraunhofer.de
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Abstract. In the EU-H2020 project SATIE (Security of Air Transport
Infrastructure of Europe), a security toolkit is developed to protect air-
port infrastructure from various cyber-physical threats. One of these
tools is the Impact Propagation Simulation (IPS) which is designed to
estimate impacts of incidents in an airport and thus to quantify the
system’s resilience under varying conditions. IPS consists of two main
engines, i.e. a network model and an Agent-Based-Model (ABM). Exem-
plified for Malpensa airport in Milan, a specific cyber-physical threat
scenario is analyzed and the resilience of the impacted systems is dis-
cussed.

Keywords: Resilience · Airport · Impact propagation

1 Introduction

Resilience management and quantification is a development that is based on
classical risk assessment approaches like the nine-step resilience management
process [7], which is an extension of the ISO 31000:2018 [8] from risk manage-
ment to resilience. Resilience, as a concept, recognizes the vitality of the critical
infrastructure and works in a variety of different ways to maintain the function-
ing of these systems before, during and after a crisis event. To this end, the
resilience of the infrastructure can be represented by a resilience cycle [4,13] and
[6]. The resilience cycle consists of five phases, i.e. (1) prepare, which prepares
also for the unexpected, (2) prevent to avoid the worst impact, (3) protect the
most vulnerable and critical, (4) respond to serious situations and (5) recover
fast and learn from it.

The resilience of airport infrastructure has been studied in various previous
works. In [3], airport networks are based on graph theory and resilience strategies
are suggested based on adaptive and permanent modifications to the topology
of air traffic. Further, airport network resilience is analyzed in [2] by considering
both structural and dynamical aspects. Based on the topology, four metrics are
c© Springer Nature Switzerland AG 2022
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suggested for quantifying the performance, i.e. departure delay, system delay,
punctuality and a general resilience index derived from various attributes of
the resilience curve. In [11], malicious attacks in smart airports are discussed.
Different types of threats in the cyber-domain are highlighted and mitigation
is suggested in the form of cyber-security best practices and resilience mea-
sures. The resilience of global air transportation networks is investigated in [12]
with emphasis on different attacking strategies motivated by the topology of
the graph. Functional robustness is assessed by e.g. overall unaffected passen-
gers, available operational routes, the size of connected components and alge-
braic connectivity. In [5], the impact of a global health crisis on resilience and
the recovery of airports is analyzed. Resilience quantification is derived using
performance-based methods such as aircraft movements, passenger throughput,
and freight throughput.

Here, a different modelling approach is followed as compared to the literature
presented above. The systems under consideration are involved from the entry
of the passengers in the airport to the departure of their flights. The physical
topology of these components is not considered, rather their inter-dependencies
are modeled using edges in the network and the focus is on consequences of fail-
ures and associated cascades. In this context, the Impact Propagation Simulation
(IPS) is presented which is part of the toolkit developed in the EU-H2020 project
SATIE (Security of Air Transport Infrastructure of Europe). The IPS consists
of two main simulation engines, i.e. a network model and an Agent-Based Model
(ABM) which have been presented previously e.g. in [9] and [10]. The ABM is
employed in this work to visualize the considered threat scenario and the impact
specifically on the passengers. On the other hand, the network model is used to
estimate the impact of the scenario on the network representation of the airport,
to assess cascading effects and to quantify the systems’ resilience (see Fig. 1).

Fig. 1. IPS architecture. The network model triggers the ABM. Both tools visualize
the airport with different levels of detail. Performance measures can be defined-here,
only demonstrated for the network model-to assess the system’s resilience.
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The structure of the paper is the following. First, in Sect. 2 the threat sce-
nario is presented and modeled using (i) the ABM and (ii) the network model.
In Sect. 3, results of the impact propagation simulation in the network model
and the ABM are visualized and discussed. Further, resilience indicators are
introduced. Finally, in Sect. 4 the findings are summarized and an outlook is
provided.

2 Scenario and Model

The hypothetical scenario that is considered in this work is located in Malpensa
airport in Milan. It is assumed that initiated by social engineering, an attacker
gains access to a workstation in the airport network. From there two systems
are manipulated, i.e. (i) the gate assignments and (ii) the aircraft stand assign-
ments. These cyber-attacks might not only lead to physical consequences for the
passengers and airport personnel but also to huge organizational impacts. All
logistical mechanisms that depend on on- and off-loading of an aircraft will be
disturbed such as personal assignment to gates, bus allocations, and also the
baggage-handling system.

2.1 Network Model

The network model in Fig. 2 presents the network topology of the considered
airport systems. Nodes in the graph represent assets of the airport such as
buildings, rooms, servers, workstations but also personnel and passengers. The
threat scenario is visualized by highlighting the attacked nodes which in this
case is a specific workstation, the gate assignment and the aircraft stand assign-
ment N = {37, 32, 33} which are attacked at the times T = {10, 15, 20} min,
respectively. Starting from these three nodes, the cascade propagates the dam-
age through the network depending on the interconnections between the nodes.

The network model requires the specification of several parameters presented
in Table 1. One of these parameters is the propagation probability. It represents
the opposite of the level of protection of the infrastructure in a generic way. Here,
this propagation probability is assumed initially to be 75% which means that only
very little measures are in place to stop a threat from propagating and thus the
corresponding level of protection is low. Technically, a propagation probability
of 75% means that the impact on one node of the network model propagates
to a connected node if a random number drawn from a uniform distribution
between 0 and 1 is smaller than 0.75. Another parameter, the restoration time
is regenerated randomly for every asset in the beginning of each iteration from
a normal distribution and controls the time an asset takes to recover after being
impacted. The same approach is used to specify the impact delay for each asset
which controls the time it takes until the propagated threat becomes effective
for this asset.
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Fig. 2. Network topology of the airport assets. The attacked nodes are highlighted in
red. (Color figure online)

Table 1. Network model specifications

Parameter Value

Iterations 100

Time steps 300

Time step length 1 min

Propagation probability 75%

Mean of restoration time 60 min

Standard deviation of restoration time 10 min

Mean of impact delay time 10 min

Standard deviation of impact delay time 1 min

In the IPS, if specific nodes of the network model are affected by an attack,
the ABM is triggered to assess the impact specifically on the passengers in more
detail.
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2.2 Agent-Based Model

To simulate the impact of the described scenario on the passengers, ABM can be
used. Generally, ABM is a bottom-up modeling approach that starts by defining
agents and their properties [14]. In the context of airports and in the IPS ABM,
agents represent passengers. Agent properties along with simulation settings are
given in Table 2.

Table 2. ABM agent parameters and simulation specifications

Parameter Value

Non-Schengen agent velocity mean 1.5 m/s

Schengen agent velocity mean 2.5 m/s

Agent velocity standard deviation 0.5 m/s

Agent size 0.8 m

Distance between agents Agent size + 0.8 m

Distance to obstacles Agent size/2 + 0.5 m

Simulation time steps 2000

Time step length 1 s

Spawn rate 1 agent every 4 time steps

Initial number of agents 25

The next step in developing an ABM is the definition of internal rules [14].
The distance between agents, the distance to obstacles and the definition that
passengers after the security are not allowed to re-enter the landside are examples
for such rules. An environment with agents following these rules, leads to an
emergent system behavior that finally can be analyzed.

3 Simulation Results

In this section, the simulation results for the described scenario and the modeling
approaches are presented.

3.1 Resilience Curves

To quantify the system’s resilience, a performance measure needs to be defined.
Here, the number of well-functioning assets has been chosen. Note, this is the
most basic graph-based performance measure but also a very intuitive one for
interpretation. Using all parameters and attacked nodes as input for the simula-
tion, produces resilience curves which are presented in Fig. 3(a). The uncertainty
of the results originates from the randomly generated restoration times, impact
delays and the propagation probability. These three factors lead to the devia-
tions between the 100 iterations. In some very rare cases, the system does not
recover and instead drops into a second low performance period. This is due to
the high connectivity of the network topology.
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(a) 75% of probability for propagation.

(b) 25% of probability for propagation.

Fig. 3. Resilience curves for 100 repeated simulations with different impact propagation
probabilities. The three initial attacks are presented with red dotted vertical lines at
the times of occurrence. A performance of 1.0 stands for 100%.

The assumption of a 75% chance for impact propagation was quite arbi-
trary which motivated a comparative study with different values. Under the
assumption of more effective security measures in place, the impact propagation
probability should be reduced. Thus, in the second step a 25% probability was
chosen to estimate the system’s resilience. The results are presented in Fig. 3(b).
The reduction in propagation leads to a smaller overall impact but the results
are more diverse and the uncertainty in each time-step is increased.

Further, especially in Fig. 3(a) the re-impacting of some assets can be
observed in the curves that present two performance minima. This effect is due
to the large number of connections between the assets and circular dependencies
as presented in Fig. 2. It means that an asset that is impacted in the simulation
and in the process of recovery cannot be impacted during that time. But as soon
as it has fully recovered it can be impacted again still triggered by the cascade
of the initial attacks.
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3.2 Resilience Indicators

To further quantify and compare the difference in resilience when the propaga-
tion probability varies, resilience indicators are introduced, i.e. the area below
the curves and the minimum values observed for the curves. A similar approach
is presented in [1] where the equivalent of the minimum values observed would
be the so-called recovery effectiveness. The area below the curve is a very gen-
eral measure for resilience and summarizes several characteristics of the system
behavior.

The larger the area and the larger the minimum value, the more resilient the
system is. Resilience indicators have been estimated for four different propaga-
tion probabilities P = {100, 75, 50, 25}%. The results are presented in Fig. 4.

(a) Minimum performance. (b) Area below the curve.

Fig. 4. Resilience indicators for 100 repeated simulations and four different impact
propagation probabilities. The horizontal line in the box is the median. The upper and
lower outer bounds of the box represent the upper and lower quartile. The whiskers
present all data within 1.5 times the interquartile range and the circles are outliers. In
(b), the horizontal dotted red line presents the maximum area to be expected when the
system is not impacted. The measurement unit is performance times minute. (Color
figure online)

The results suggest that a protection against threat propagation that reduces
the probability of propagation to 50% does not change the results significantly in
comparison to no protection (100% of propagation). Only with 25%, a significant
change in the system’s resilience can be observed. The visually assessed increase
in uncertainty when the impact propagation is reduced can also be observed in
Fig. 4 with an increased number of outliers in the 50% and 25% case.

The system’s behavior under varying propagation probabilities, is very net-
work specific and needs to be studied in more detail. Further, security measures
need to be implemented in the simulation specifically for each asset to produce
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meaningful results for the airport under consideration. For simplicity, here this
very general level of protection represented by the propagation probability has
been assumed to model the implementation of safety and security measures in
the infrastructure. However, a more realistic model should consider the type of
asset each node represents and specifically modify the node properties dependent
on which measure has been implemented such as e.g. redundancies in place, the
ability to be isolated or to be switched to manual operation in case of failure.

3.3 Agent-Based Simulations

The consequence of the described scenario for passengers simulated using the
ABM is presented in Fig. 5. Parts of the non-Schengen terminal area is pre-
sented with the passport control counters. Normally, only non-Schengen passen-
gers enter this area who are typically not in a hurry as they plan for a longer
trip and consider the extended security checks.

(a) Normal operation. (b) Gate manipulation in second 300.

(c) Crowd formation after 800 seconds. (d) Congestion in the area in second 1990.

Fig. 5. Visualization of the impact of the gate changes on the passengers during four
different time steps estimated by the ABM. Black dots present the non-Schengen pas-
sengers and red dots the Schengen passengers. (Color figure online)

However, during the threat scenario considered in this work, Schengen pas-
sengers are sent to gates in the non-Schengen area. They are in a hurry as they
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have to walk longer distances and were surprised by this change in gates. The
different behavior of the two groups of passengers is reflected in different walking
speeds (see Table 2). During the scenario when both types of passengers are sent
to the same area for the passport check, a crowd is forming because of the addi-
tional passengers. Additionally, most of the Schengen passengers are rejected at
the counters and sent the same way back which finally leads to a huge congestion.

More details on the ABM and analysis approaches of the acquired data,
can be found in previous work [9,10]. Here, the ABM is used for visualization
purposes only and the data is not further analyzed.

4 Conclusion

In this work, the resilience of airport systems has been assessed considering
a specific cyber-physical attack scenario of gate and aircraft stand assignment
manipulation. The analysis has been performed using the IPS which has been
developed as part of the SATIE toolkit. The ABM has been used to visualize
the threat scenario and the network model is employed to estimate the airport’s
resilience. Repeated simulations with different impact propagation probabilities
have been compared to study the impact of potential safety and security mea-
sures to reduce the probability of propagation and thus cascading effects.

As the study is very generic, the results cannot suggest the implementation
of specific measures for the airport under consideration. They have to follow
various standards and regulations and need to be very carefully placed into a
more realistic simulation environment. However, as not only the assets of crit-
ical infrastructure such as airports are highly interconnected but also different
kinds of critical infrastructure are dependent on each other, the generic study
performed in this work sheds some light on the issues of systems with many con-
nections. Impact propagation can lead to the re-impacting of assets that were
already broken during one simulation when enough connections exist. Further,
the reduction of the propagation probability with safety and security measures
might reduce the overall impact and increase the resilience but at the same time
the uncertainty which makes predictions more difficult.
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Abstract. Disaster risks related to natural hazards are evolving gradu-
ally, albeit accelerating over time, the human-made and cyber threats are
changing rapidly exploiting the increasing progress in technologies and
the complex, highly interlinked, modern environment of critical infras-
tructures. Therefore, as these threats have been intensifying, the actions
to strengthen the resilience of critical infrastructures should be step up,
by understanding their complex systems as well as the multi-risks nature.
In this landscape, the aim of this work focuses to propose a framework
enables to identify potential human-made threats, generated by using
physical means, and captured by heterogeneous sources (CCTVs, UAVs
etc.). Advanced machine learning techniques provide analysis of events
and useful information, which are fused semantically and estimate the
severity level of the potential attack, serving the needs for real-time mon-
itoring and mitigating the risk.

Keywords: Risk assessment · Critical infrastructures · Human-made
threats · Video-based object detection · Face detection and
recognition · Knowledge-based representation · Severity level estimation

1 Introduction

Nowadays, the crisis panorama has changed and diversify increasingly from “tra-
ditional” crises generated by natural hazards to technology-driven crises gener-
ated by cyber-attacks, or a combination of them [8,9]. The unexpectedly large
scale of the extreme natural events in terms of their severity and frequency,
the trans-boundary and cross-sectoral nature of new or unprecedented crises,
compose a challenging and changing landscape in disaster and risk manage-
ment [2]. In Global Assessment Report on Disaster Risk Reduction 2019, has
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been underlined the need to move beyond the conventional definition for the
disaster risk, re-examine and re-assess the risk, by taking into consideration
the pluralistic nature of it: in multiple dimensions, at multiple scales and with
multiple impacts [7]. Furthermore, the rise of new technologies, from one side
intensifies the potential threats and attacks and from the other, provides empow-
ered solutions to address them and strengthen the resilience in human societies
and Critical Infrastructures (CI). Recent technological innovations like IoT, 5G,
unmanned aircraft vehicles, and artificial intelligence have brought immense ben-
efits and contributed further efficiencies to CI operations. However, they have
posed serious threats facilitating the malicious actors interested in disrupting CI
operations. Particularly, in the CIs which are becoming increasingly complex,
automated, and interconnected, thereby new vulnerabilities have been intro-
duced exposing them to malicious physical activities [8,9,13].

Object detection is considered one of the fundamental fields of computer
vision. The detectors can be roughly divided into 2 categories: the two phase
ones and the single-phase ones. The former include an extra sub-network which
is responsible for proposing bounding boxes. The more prestigious work in the
former category is Faster R-CNN [19] while for the latter category are Single Shot
Detector (SSD) [17] and You Only Look Once detector (YOLO) [18] (which has
actually spawn a family of detectors). The two-phase detectors are considered
more robust and effective but also less efficient while the single-phase ones are
lighter, more efficient and less effective. Over the years new architectures have
emerged which attempt to combine the best of the practices proposed. Such a
work is EfficientDet [25] which is based on an efficient backbone, EfficientNet
[24] and a bi-directional intra-level feature fusion.

For activity recognition also the focus is on deep learning techniques, since
they provide the state-of-the-art performances. One of the first attempts was
the Two-stream algorithm [22] which combines two different streams (visual and
depth streams in order to increase performance and collect features from both
spectra. Also, another monumental work is 3D ResNet [11] which tries to adopt
the success of ResNet networks [12] to temporal spectrum by expanding 2D
ResNets to the temporal dimension also.

Face recognition depends heavily on deep learning methodologies to achieve
significant boost in performance. In this class of algorithms, deep feature extrac-
tors are used to generate face representations, tuned for pose and illumination
invariance, from the plethora of the available training data rather than from
low-level hand-crafted features. Siamese networks for deep metric learning were
proposed in the work of [4], which was one of the initial attempts to leverage
deep learning. A Siamese network works by extracting features separately from
two modes (inputs), with two identical CNNs, taking the distance between the
outputs of the two CNNs as dissimilarity. In a similar fashion with face detection
works, facial parts were processed separately in cascade networks, as in the work
of [23]. Soon after, the focus shifted heavily towards improving the deep metric
learning methodology, which led to significant performance improvements [6].
Experimentation with novel face similarity measures dominates the undertaken
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effort in these works. Moreover, discriminant face representations are character-
ized by smaller maximal intra-class distance and minimal inter-class distance in
the embedding space, thus, novel CNN loss functions are meticulously explored
as well, in order to find the most appropriate for the task.

Although the application of Machine Learning methodologies to tackle spe-
cific problem areas in disaster risk management dates back to a recent couple of
decades, however, significant challenges still need to be addressed [13]. Machine
Learning methods have penetrated in a descriptive and/or predictive manner
in all the phases of disaster/crisis management, contributing in various ways
to the assessment of the hazard, exposure and vulnerability from natural and
human-made disasters [27]. Hence, one of the main challenges concerns the lack
of required training data which limits the utilisation of the machine learning
algorithms to be trained in order for the latter to be able to predict or assess
the risk of a crisis event. Motivating by this gap, the proposed annotation tool
aims to involve the experts in the Satellite ground segments domain, by mapping
their experience and knowledge into the characterisation of hypothetical extreme
physical (natural or human-made) events in terms of their severity and impact.

The continuous growth of semantic web technologies provides several
ontology-based approaches in several domains. For this task, the categorisation
of the domains includes the events and observations, the crisis management and
the cyber-physical threats and vulnerabilities. In particular some representa-
tive ontologies for each domain respectively, that influenced the process and the
methodological approach for our framework include SSN [5] and SOSA [15] for
mapping of sensors and their observations, properties and features of interest;
MMF [10] an ontology developed in the context of managing sensor assignment
to mission; finally MOAC [16] and SoKNOS [1] with wide field of application
in crisis management and response. Our ontological representation is tailored to
the protection of ground segments of space systems.

In this work, we focus on the detection and monitoring of physical threats
generated by human-made malicious activities on ground segments of space sys-
tems. The potential attacks are classified and assessed in terms of their severity
level and potential consequences in the ground segments, supporting in this way
the decision-making processes to mitigate the risks. Machine learning advances
are the core aspect of our approach as innovative deep-learning methodologies
analyse multimedia content from videos, aiming to detect malicious objects
and suspicious activities of identified and potentially unauthorised persons in
restricted areas. Finally, the semantic fusion of information leads to the real-
time monitoring and assessment of the potential attack’s severity level are car-
ried out by utilising machine learning methods. Due to the lack of adequate
annotated datasets in automatic risk assessment supervised methods, we pro-
pose an annotation tool that aims to engage the community of users and experts
in the domain of the protection of ground segments of space systems.
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2 Methodological Framework for Physical Attack
Detection and Response

In this work, our intention is to highlight some aspects of the above frame-
work, especially those that detect physical attacks, fuse semantically the iden-
tified malicious events, and assess the severity level of those attacks. The pro-
posed framework combines tools (Detection Layer) for detection and recogni-
tion of objects, faces, and activities from video-based content, that obtained
from surveillance systems (CCTVs cameras) or cameras on the UAVs. After
the detection, the generated alerts of the events are combined, homogenised and
semantically indexed in the Knowledge Base (Fusion Layer). The enriched infor-
mation is propagated to the Crisis Classification module which is responsible to
estimate the severity level of the event and propagate the results to the CI oper-
ators (Decision Layer) to support decision-making and mitigation actions for
timely response to the physical threat. In Fig. 1 the workflow of information as
well as the interactions between modules in various levels are illustrated. In the
following subsections a more detailed description of the functionalities of each
module is exhibited.

Fig. 1. The proposed decision support framework

2.1 Video-Based Object Detection and Activity Recognition

The surveillance of ground segments of space systems is a vital issue for their
secure and seamless operation since new threats seem to arise and some of them
especially focusing on those infrastructures. A huge asset to the latter is the
visual understanding of the surrounding area. The Video-based Object Detection
(VOD) and Activity Recognition (AR) modules are efforts to aid towards this
aim.
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Fig. 2. High-level view of combined VOD-AR architecture

First, the VOD module utilise deep learning techniques in order to visually
locate and identify the objects of interest inside the ground segment of space
systems. The input of the module are video streams which are being processed
by large in width but mainly in depth networks. The analysis provide the sys-
tem with an initial interpretation of the monitored area regarding the objects
appearing in it. Although, the initial analysis is performed on a frame level, an
interconnection with consecutive frames is also provided, augmenting the capa-
bilities of the system to clearly isolate true threats from false positive ones. The
actual outcome of the VOD module is a group of bounding boxes around each
detected object of interest accompanied by a confidence score, which reveals
how certain is the network for this detection, and label to denote the class the
object belongs to. Since each detection is performed on a specific frame a spatio-
temporal association of the detected objects across consecutive frames can be
deducted, and, this correlation can be further feed to the relevant AR module.
AR module is responsible for identifying an activity given a specific frame span
(or equivalently a time span and a video from where the temporal boundaries
can be deducted). Thus, VOD can function as a trigger for AR module if certain
conditions are met. Such conditions could be a combination of objects being
detected, such as a person and an object like a bag, a vehicle to specific location
etc. Of course, in a more generic mode, all detected objects involving in potential
activities could be forwarded to the AR to decide the existence of any potential
harmful and suspicious activity. Summarising, the output of the Video-based
Object detection is:

– Awareness of surroundings via detected objects and individuals
– Bounding boxes and class label for each instance of interest

while for Activity Recognition, the output is:

– Awareness of surroundings via recognized activities
– Label for each activity along with the participating objects
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The innovative part of the VOD module is the combined object detection and
activity recognition output. Since, object detector by default do not involve any
temporal information and the activity recognition do not consider any spatial
one, their combination can produce a more thorough analysis of the surround-
ings which could include additional information. The idea of combining the two
submodules is decipted in Fig. 2 where each submodule produces its own outputs
but their is also interconnection between them as VOD feeds AR submodule.

2.2 Face Detection and Recognition

In ground segments of space systems, it is common to restrict access on certain
areas to unauthorised personnel. Typically, access is granted manually by secu-
rity guards, or with electronic access control systems via identity cards. However,
these control mechanisms may be vulnerable to identity fraud attacks. For exam-
ple, someone could get access to a building or an area by using a lost or stolen
card. Therefore, the traditional solutions, when used alone, cannot guarantee
maximum security. Our solution is designed to assist in access control systems
using automatic facial recognition.

The Face Detection and Recognition (FDR) module ensures that restricted
access to facilities is under secure control. At the same time, this module may
also assist in intrusion detection systems, by notifying about unauthorised access
to areas of interest. Within this objective, Satellite Ground Segments and general
Critical Infrastructure are protected from hazardous activities of unauthorised
trespassers while the corresponding personnel and their daily activities are also
secured.

Fig. 3. High-level FDR architecture

The overall approach of FDR is naturally split into its two cooperating tasks
and is shown in Fig. 3. The module is initialized with a video stream and it
is designed to process single video frames in a serial processing pipeline (one
after another). Processing begins on the Face Detection (FD) component. FD
is responsible to detect patches inside the input frame where faces are tightly
enclosed. The acquired face patches are instantly characterized as unknown and
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are immediately provided to the Face Recognition (FR) component for further
processing. FR takes additional input from a pre-existing gallery of known faces
and tries to match the detected faces with the ones from the gallery. The gallery
images belong to authorized personnel with unrestricted access in the area cov-
ered by the CCTV camera. After the recognition process, detailed reports can
be produced with the detection and recognition metadata, e.g., alarm notifica-
tions of potential unauthorised access, list of recognised identities with attached
timestamps for monitoring access to critical assets, enhanced video data with
bounding boxes showing the detected faces for visualisation in command and
control dashboards, etc.

2.3 Semantic Indexing and Linking

The Knowledge Base (KB), is a knowledge representation model for semantically
representing concepts relevant to the cyber-physical threats. The goal of the
KB framework is to research and develop technologies for semantic content and
sensor input modeling, integration, reasoning and question answering.

Fig. 4. High Level overview of 7SHIELD ontology

The models that are created will constitute for the reasoning mechanisms tak-
ing into account the ontology vocabulary and infrastructure for capturing and
storing information related to the 7SHIELD1 application domain, such as: (a)
Observation and Events (e.g. data collection from face recognition/detection,

1 https://www.7shield.eu.

https://www.7shield.eu
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multimodal automated surveillance, drone detection), (b) C/P security (e.g.
cyber detection, correlation services output), (c) Mitigation and response plans
(e.g. First responder teams, UAV neutralisation). The 7SHIELD Knowledge Base
(KB), can be also called 7SHIELD ontology modelling, will be described below.
The 7SHIELD ontology was based on Semantic Sensor Network (SSN) ontology
and the OWL language was used. As we can see from the picture the 7SHIELD
ontology at a high level the classes and its entities that it consists of:

Fig. 5. List of classes as they are viewed in protege

– Data Source: This class represents data that have been analyzed and a
result has been extracted

– Event: This class represents one of the primaries of the overall data model of
the information sharing environment. Event is an abstract entity which has
a subclass, the Observation
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– Location: This class represents the place or position that something is in
or where something happens. The class is further divided into 3 subclasses
(PhysicalLocation, GeoLocation, Unlocation).

– Target: This class represents an object of attention or attack.
– 7SHIELD Platform: This class hosts other entities, particularly Sensors,

Detectors, Samplers
– Report Status: Its purpose is to make a report when trigger from an event.

Finally, the purpose of the data converter module is to receive JSON data
as input and accordingly form the TURTLE Resource Description Framework
(RDF) data as output, for mapping them the RDF triplestore. The JSON data
should be in the appropriate format in order to be converted to semantic data
(RDF triplets).

2.4 Crisis Classification and DSS Module

The main goal of the Crisis Classification (CRCL) & DSS module (Fig. 6) is to
enhance the decision-making processes, by providing real-time assessments of the
severity level of an ongoing physical and/or cyber-attack in critical satellite and
ground segments. To achieve this goal, a multi-level fusion approach is developed
which encompass methodologies for Information and Decision fusion.

Fig. 6. CRCL module in 7SHIELD framework

At the Information Fusion level, the real-time (or “near” real-time) informa-
tion, generated by the fusion of heterogeneous data from detection modules, is
analysed by utilised machine learning techniques that are able to estimate the
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severity level of a malicious event. Then, at the Decision Fusion level, decision-
making approaches will be tailored aiming to enrich the outcomes of the Infor-
mation Fusion level semantically with information extracted from Knowledge
Base. Hence, this process will estimate accurately, interpret and provide assess-
ments in terms of the severity level and classify the crisis events generated by
P/C attacks. This approach and the CRCL module are easily adjustable to fuse
information from various available modules depending on the field of application.

3 Experimental Validation and Evaluation

3.1 Evaluation of the Detection Layer

Visual Object Detection for Activity Recognition. We have been exper-
imenting with various object detection models in order to achieve a working
solution. First, a Faster R-CNN two-phase detector model has been trained on a
specially collected dataset. This model can detect 6 classes: a UAV class, a Car
class, a Bus class, a Truck class (which also include Van instances), a combined
Motorcycle/Bicycle class, and a Person class. We have also experimented with a
lighter (but less effective) model, namely an EfficientDet (φ = 0) model, which
also included 6 classes (but with a few differences): a Car class, a Bus class, a
Truck class, a Bicycle class, a Motorcycle class, and a Person class.

Table 1. VOD results using 2 different architectures

Object detection results using Average Precision (AP)

Faster RCNN

0.75330 (UAV) 0.57315 (bus) 0.75726 (car)

0.73409 (moto-bike) 0.82152 (person) 0.53351 (truck)

mean AP: 0.6954

EfficientDet φ = 0

0.4563 (person) 0.4668 (car) 0.3438 (bicycle)

0.5562 (bus) 0.3968 (motorcycle) 0.3790 (truck)

mean AP: 0.4332

As a first note for the results in Table 1, the results are not completely com-
parable since they include somehow different classes. Nevertheless, it is clear
that the two-fold detector (Faster R-CNN) seems to perform better in the core
detection part. The reported Average Precision values are much higher than
its counterpart EfficientDet. On the other hand regarding the efficiency of the
model EfficientDet is much lighter and faster by one order of magnitude. Regard-
ing the results for AR submodule it is not so easy to be evaluated because they
are highly dependent to the output of the VOD submodule.
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Face Detection and Recognition. The experiments in this section were con-
ducted with the aim to (a) deploy deep learning face detection and recognition
models as a means of testing the development platform, (b) replicate and con-
firm the published evaluation results on public benchmarks and (c) make per-
formance comparisons and draw conclusions about the state-of-the-art. For each
task, three approaches were selected to represent the current state-of-the-art
landscape, i.e., for face detection, (i) TinyFaces [14], (ii) PyramidBox [26], (iii)
DSFD [28] and for face recognition, (i) Facenet [20], (ii) PFE [21], (iii) Arcface
[6]. Each one was evaluated in a benchmark dataset, appropriate for the task.
Specifically, for face detection the WIDER FACE benchmark was selected, and
for face recognition the LFW.

WIDER FACE [29] is a face detection benchmark dataset. It contains over
30000 images which mostly show people participating in various activities of
everyday life based on 61 event classes. The human faces appear with a high
degree of variability in scale, pose and occlusion. For each event class, predefined
splits consisting of 40%/10%/50% of the total amount of data exist as training,
validation and testing sets respectively.

Table 2. Face detection state-of-the-art evaluation

Method Wider face AP (%)

TinyFaces (2017) [14] 90.7

PyramidBox (2018) [26] 94.3

DSFD (2019) [28] 95.5

The Labelled Faces in the Wild (LFW) [3] dataset is a database of face pho-
tographs designed for studying the problem of unconstrained face recognition.
The data set contains more than 13,000 images of faces collected from the web.
The people that appear in this dataset are known public figures like politicians,
athletes, actors, musicians and other various celebrities.

Table 3. Face recognition state-of-the-art evaluation

Method LFW accuracy (%)

Facenet (2015) [20] 99.4

PDE (2019) [21] 99.6

Arcface (2019) [6] 99.7

The evaluation metric for face detection is Average Precision. It is taken by
calculating the area under the Precision-Recall curve. Precision is defined as the
proportion of true positives (TP) out of all the detected faces and Recall as
the proposition of true positives out of all the annotated faces. In other words,
precision measures the accuracy of the detector and recall measures its ability
to retrieve the existing faces. Whether a bounding box detection counts as a
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TP is decided based on its overlap with a ground truth box. The overlap is
measured by the Intersection over Union (IoU) threshold. Thus, detected faces
must have a good alignment with true faces in order to be considered correct. The
Precision and Recall metrics are calculated for every alignment threshold (from
most relaxed to most strict) to draw the Precision-Recall curve. The evaluation
metric for face recognition is Accuracy. The dataset is split to 10 equal parts,
where the first 9 are used for cross validation in order to select the optimal
distance threshold to achieve top accuracy. The 10th part is the test set from
which pairs of queries are given and the model decides if they belong to the
same person or not. This is a standard strategy for evaluating face verification
models, but it is also a good indicator of face recognition performance as well.

Tables 2 and 3 show the performance comparison of face detection and recog-
nition SoA methods respectively. There is an overall good agreement with pub-
lished results, with maximum deviation at 0.3%. Regarding face detection per-
formance in WIDER FACE, the three methods achieve high average precision,
especially the more recent approaches. From the ones that focus on leveraging
surrounding face context, the PyramidBox is the most superior. Regarding face
recognition performance in LFW, all methods perform extremely well, which
may indicate both superior performance of SoA and dataset saturation.

3.2 Validation of the Fusion Layer

We also present the metrics about the current version of the 7SHIELD ontology,
we used the OntoMetrics tool, an online framework that evaluates the ontology
based on predefined metrics. The following tables present the results of the afore-
mentioned process. The Fig. 7 contains the base metrics which show the quantity
of the ontology; numbers of triples, classes, object and datatype properties and
individuals.

Fig. 7. Basic ontology metrics
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3.3 Annotation Tool for the Validation of the Decision Layer

As mentioned above, the main issue in the utilisation of Machine Learning tech-
niques is the lack of annotated datasets, namely datasets that assess the severity
level of an attack with the specific characteristics of the attack (physical or
cyber). To overcome this, we designed and developed the Annotation tool that
aims to capture the knowledge and experience of experts in a qualitative, simple,
fast and user-friendly way. The main idea of this tool is to generate scenarios
of physical/cyber attacks in specific locations/assets in pilot sites and request
experts to characterize those scenarios in terms of likelihood of the attack and
potential consequence of it. Combining these two concepts we can assess the
severity level.

Fig. 8. Annotation tool; (a) Login page, (b) Selection page, (c) Main page, (d) Mon-
goDB

Annotation Tool is a Web Application. The users can access it through a
web browser with an active network connection. The users must first login,
using the credentials that were given to them. Then, at the selection screen, the
specific Satellite Ground Segment and the Event Category (cyber or physical)
can be selected. Based on this selection random scenarios are generated. The
hypothetical scenario is represented under the “Scenario” tag. The users, after
studying the random parameters, must select a “Potential Consequence” and a
“Likelihood” value. Then, the annotated scenario can be submitted and stored
online in the MongoDB database. Automatically, the process continues and the
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next non-annotated scenario appears. Finally, the estimation of the “Severity
level” is carried out, by relying on the risk matrix (Fig. 9), that adjusts to the
project’s needs.

Fig. 9. Risk matrix used to calculate severity level

4 Conclusions

In this work we present an overall framework for the detection, semantic index-
ing and severity level estimation during physical attack scenarios in ground seg-
ments of space systems. Our set of modules includes not only visual analysis
technologies but ontological representation and semantic indexing, coupled with
a crisis classification module that estimates the level of severity during a physical
threat. Finally, the annotation tool which has been developed is planned to be
distributed to operators of ground segments of space systems for the creation
of ground truth data that will be used in training, validating and testing the
future crisis classification algorithms. The annotation tool will also be extended
to cyber/physical threats in other critical infrastructures beyond the considered
ground segments of space systems.
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Abstract. TSX Asynchronous Abort (TAA) vulnerability is a class of
Side-Channel Attack (SCA) that allows an application to leak data from
internal CPU buffers through asynchronous Transactional Synchroniza-
tion Extension (TSX) aborts that are exploited by the recent Microar-
chitectural Data Sampling (MDS) attacks. Cross-core TAA attacks can
be prevented through microcode updates where CPU buffers are flushed
during Operating System (OS) context switching, but there is no solu-
tion to our knowledge that exists for hyper-threaded TAA attacks in
which the attacker leaks data from sibling hardware threads through
asynchronous abort. In this work, we have proposed Diminisher, a Linux
kernel-based detection and mitigation solution for both hyper-threaded
and cross-core TAA attacks. Diminisher can be logically divided into
three phases, i.e., scheduling, detection, and mitigation. Diminisher is a
lightweight tool to prevent TAA vulnerability. The novelty lies in the
methodology that we propose enabling easy extensions to cover other
hyper-threaded attacks for which no satisfactory solutions exist yet.
Diminisher detects and mitigates the TAA attacks around 99% of the
time at a low-performance overhead of 2.5%.

Keywords: Side-channel attacks · Intel’s x86 Architecture · Linux
Kernel · Intel TSX · Hyper-threading · Caches

1 Introduction

Side-Channel Attacks (SCA) have gained a lot of popularity in the last decade,
and there are a variety of threatening attacks [6–9,20–22] that are proposed in
the recent past. One of the most recent developments in the SCA domain is
the advent of transient execution attacks [20–22] in which the attacker leaks the
data by exploiting speculative and out-of-order execution. The Microarchitec-
tural Data Sampling (MDS) vulnerability [4–8] is derived from the same class
of transient execution attacks where data is leaked speculatively from inter-
nal CPU buffers. Data leakage through SCA is also widespread in virtualized
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environments [37–39] where many users are bound to share the same physical
hardware in the form of Virtual Machines (VMs). SCA can be prevented at
various levels including hardware layer, kernel layer, and the application layer.
Kernel-based/OS-based mitigation for SCA is more convenient due to additional
privileges and the kernel ability to access all hardware resources. One of the draw-
backs of hardware-based mitigation is that it requires modifications in hardware,
which makes it inconvenient to implement. Moreover, userspace based mitiga-
tion techniques suffer from lack of privileges and the lack of access to the system
resources.

Recent MDS attacks like Zombieload [7], RIDL [8] and CacheOut [6] exploit
the TAA vulnerability [2] that allows unprivileged speculative access to leak
data from internal CPU buffers by using asynchronous aborts within an Intel
TSX transaction. This vulnerability is present on all Intel CPUs that ship with
Intel TSX extension [31], which is added to aid hardware-based locking. The
TAA vulnerability, when initially proposed, allows applications to leak data from
either cross-core or hyper-threaded core scenarios. Moreover, leaking data from
a sibling hardware thread is easier to exploit due to the same physical socket
sharing between logical cores.

Intel proposed a microcode update where they used the legacy VERW
instruction to overwrite the internal CPU buffers, which Linux uses during con-
text switching to mitigate cross-core TAA attacks [11,12]. However, this mitiga-
tion is not viable for hyper-threaded TAA attacks, where data can be leaked well
before context switching [12]. The only workaround that Intel has suggested for
this is to either turn off hyper-threading or disable Intel TSX extensions. How-
ever, both of these options serve a considerable performance penalty, i.e., Intel
hyper-threading provides a performance boost up to 30% [32] and similarly, the
Intel TSX provides a performance boost up to 40% [36].

In this work, we propose Diminisher, a Linux kernel-based detection and
mitigation solution for the TAA vulnerability. To our best knowledge, there is
no prior work published on TAA mitigation. This paper represents the first step
towards full TAA mitigation. Our proposed model is divided into three phases,
i.e., scheduling, detection, and mitigation. Scheduling utilizes the Intel hyper-
threading feature to schedule Linux kernel threads on all available cores in the
system to detect the TAA vulnerability on the sibling hardware threads. Detec-
tion is performed by monitoring the features that cause TSX abort, which is
followed by the mitigation phase. We have proposed two different techniques for
mitigation, in the first technique, we terminate execution of the attacker’s pro-
cess. Alternatively, in the second technique, we replace the vulnerable instruc-
tions in the attacker’s address space. Since the kernel is the most privileged
software in the system, it is advantageous to handle runtime detection and mit-
igation in the kernel space. Diminisher is loaded as a Linux kernel module and
covers the scope of the TAA vulnerability [6–8]. In this paper, we make three
main contributions:

1. We present Diminisher, a Linux kernel-based countermeasure for hyper-
threaded and cross-core TAA vulnerability.
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2. We demonstrate the capability of Diminisher to detect and mitigate the TAA
vulnerability with high accuracy, low-performance overhead, low latency, and
high scalability.

3. We demonstrate that the Diminisher is resilient to the noise generated by the
system under various loads.

Diminisher successfully mitigates the TAA vulnerability around 99% of the time
at a performance overhead of 2.5%. We have tested our solution under various
system load scenarios. In Diminisher, the scheduling and mitigation phases are
generic, but the detection phase is specific to the TAA vulnerability. We have
designed a scalable solution to enhance it for other hyper-threaded attacks as
future work. To add support for a new side-channel attack in Diminisher, only
the detection part needs to be updated by analyzing the features according to the
nature of the attack. For instance, to add support for Flush+Reload attack [9]
in Diminisher, kernel threads can be facilitated to monitor the number of cache
flushes by reading the hardware performance counters [24–30], considering the
attacker is leaking the data from a sibling hyper-threaded core.

The rest of the paper is organized as follows: Sect. 2 provides the neces-
sary background to demonstrate the TAA vulnerability. Section 3 describes the
methodology for Diminisher. Section 4 demonstrates the experimental results.
Section 5 elaborates the discussion and finally, we conclude our paper in Sect. 6.

2 Background

2.1 Intel TSX

To support transactional memory for speeding up multithreaded applications,
Intel introduced Transaction Synchronization Extensions (TSX) as part of the
x86 instruction set for hardware transactional memory [13], which is introduced
in the Haswell Architecture. TSX allows memory transactions to be set up
through XBEGIN and XEND instructions and the code is placed between these
instructions to execute transactionally. Transactions are either committed or
aborted, committed to the CPU only when all instructions within a transaction
are completed successfully. When a transaction is aborted, the microarchitec-
ture state is rolled back to the previous point, i.e., before the transaction, and
all executed operations within the transaction are reverted. Transaction aborts
can be caused due to various reasons; most commonly, due to memory address
conflicts with the sibling hardware thread, where the other sibling hardware
thread tries to read or modify the same address used in the transaction. Some
instructions and system events like SMIs also abort the transaction [13]. More-
over, the amount of data accessed within a transaction should not exceed L1
and last level cache, respectively [14].
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2.2 LFB

Line Fill Buffers (LFBs) are internal CPU buffers along with load and store
buffers to keep track of L1 cache misses at the cache line level. LFB entry is
allocated for each L1 data cache miss to retrieve data from higher-level cache.
This is implemented to avoid cache line stall when multiple load and store misses
happen on the same cache line. Instead, waiting happens within the LFB entry
until data is retrieved [10,15]. Despite fetching data from L1 data cache, there
also exists an undocumented path, where data evicted from the L1 data cache
occasionally ends up inside the Line Fill Buffers (LFBs) [6].

2.3 TAA Vulnerability

A cache line conflict during a clflush operation is one of the reasons for the
TSX transaction to abort [1]. Reading the same address that is recently flushed
by the clflush instruction causes a TSX abort. In TSX Asynchronous Aborts
(TAA) [2,6–8], the attacker first flushes the address and then attempts to read
the data from the flushed cache line, which causes the transaction to abort.
However, the processor already allocates an LFB entry for the load instruction
just before the faulting load. When the transaction aborts, the load instruction
is allowed to proceed speculatively with data from LFB. Since the load is never
completed, the load proceeds with the stale value from LFB, which might be
the previous memory address loaded by the victim, allowing the attacker to
sample LFB data [2,3]. The processor state reverts back to a point before the
transaction, but this leaves a footprint in the cache that can be retrieved by a
timing attack such as Flush + Reload [9]. Figure 1 depicts the TAA vulnerability
where the attacker process is continuously leaking the secret data that is accessed
by the victim process through the faulting load.

The TAA vulnerability is exploited by multiple MDS attacks [6–8]. RIDL [8]
leaks the data from LFBs and mainly focuses on hyper-threaded attacks
where the attacker leaks the data from sibling hardware threads as the vic-
tim accesses it. RIDL implemented a TAA attack to recover passwords from
Linux /etc/shadow file by passively listening to all LFB entries and matching
the data with previous observations. By this approach, RIDL was able to recover
26 characters from the shadow file after 24 h. Zombieload [7] extends the RIDL
findings to show leakage even without faulting loads. Zombieload also demon-
strates LFB leakage from the Cascade architecture, which Intel claimed to be
the first MDS-resistant architecture. Zombieload argued that the leakage from
TAA is negligible and limited to 0.1 bytes per second. CacheOut [6] also leaks
data from LFB but provides an attacker the additional control over LFB entries
by selecting the cache line with leakage rate peeks out at 2.85 KiB/s. CacheOut
claimed itself to be the first attack to mount the TAA on Whiskey Lake that
Intel shipped with MDS mitigation at the hardware layer. In the TAA vulner-
ability [6–8], the data is leaked from the internal CPU buffers. To address the
buffer leakage issue in existing CPUs, Intel released a microcode update that
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Fig. 1. TAA vulnerability

reused the legacy VERW instruction to clear the CPU buffers. Operating Sys-
tems (OS) like Linux, issue the VERW instruction on each context switch to
flush entries in CPU buffers [11,12]. According to Intel, Whiskey Lake architec-
ture contains the hardware mitigation for MDS attacks, but CacheOut claims
to mount a TAA attack due to its ability to select the entry in LFB [6].

However, for hyper-threaded TAA attacks, the buffer overwrite countermea-
sure is not sufficient as hyper-threading provides the attacker an opportunity
to mount the TAA attack well before context switching. Intel suggested that
TAA can be mitigated by ensuring only trusted code is ever executed in the
sibling threads [8]. However, this strategy introduces nontrivial complexity, as it
requires scheduler modifications as well as synchronization at system call entry
points. It is also insufficient to protect sandbox applications and SGX enclaves.
As a last resort for TAA mitigation in hyper-threaded environments, Intel pro-
posed to disable either the hyper-threading or the TSX component, but both of
these options come at the cost of substantial performance overhead [32,36].

OS-based solutions for side-channel attacks are widespread. Hardware per-
formance counters keep track of all system-level activities like cache hits, cache
misses, branch misprediction, etc., which is the reason that they are widely used
for SCA detection [24–30,40,41]. SmokeBomb [18] protects the sensitive code by
manipulating the cache lines in such a way that the attacker is not able to leak
the sensitive data. StealthMem [19] is a solution to mitigate cache-based SCA in
a cloud environment by locking the cache lines. However, none of the OS-based
solutions are proposed for the TAA vulnerability. There are some inspirations
from SOA which can be opted for mitigation in OS-based solutions [16,17].
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Thus, the available solutions for these recent attacks (2020–2021) are not sat-
isfactory. Accordingly, in this paper, we propose Diminisher, which is the first
OS-based solution that resolves the TAA vulnerability through a novel approach.
Diminisher is a lightweight solution that efficiently works for both cross-core and
hyper-threaded attack scenarios. The novelty lies in the methodology that we
propose for hyper-threaded TAA attacks, where our solution is scalable enough
to be expanded for various other side-channel attacks in hyper-threaded envi-
ronments. Moreover, the proposed mitigation can be separately used to mitigate
most of side-channel attacks from the Linux kernel.

3 Methodology

Fig. 2. System methodology

Our proposed methodology is illustrated in Fig. 2. The upper part of Fig. 2
shows the hyper-threaded core architecture, where the same color cores represent
sibling cores, i.e., Core-0 shares the same physical socket with Core-4, Core-1
with Core-5, and so on. The middle part of Fig. 2 represents the architecture
of Diminisher, which is logically separated into three phases, i.e., scheduling,
detection, and mitigation. Scheduling relies on Intel hyper-threading in which
the kernel threads schedule on all available cores in the system. Once scheduled,
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the next phase is detection which is performed by monitoring the TAA aborts.
After the successful detection, the final phase is the mitigation. For mitigation,
we have proposed two approaches, i.e., SIGKILL to the attacker’s process, and
the vulnerable instructions replacement. The lower part of Fig. 2 represents the
userspace layer, where the attacker mounts a TAA attack by running on the
victim’s sibling hardware thread. However, as soon as the Diminisher is scheduled
on Core-4, it detects the TAA attack mounted on Core-0 and instantly applies
the mitigation, which prevents the attacker to leak any further data.

3.1 Scheduling

Diminisher loads as a Linux kernel module and relies on Intel hyper-threading
for scheduling. Hyper-threading is a hardware innovation that allows more than
one hardware thread to run on the same physical socket to aid parallel processing
through multi-threaded applications [32]. Since hyper-threaded cores share the
same physical socket, if an attacker’s process is scheduled on one logical core, and
one of the kernel threads is scheduled on its sibling hardware thread, that kernel
thread can detect the vulnerable process by analyzing the attacker’s execution
patterns.

Fig. 3. OS-Based scheduling

As shown on the left-hand side of Fig. 3, we have affined separate kernel
threads (T0 to T7) to all available logical cores (C0 to C7) in the system. C0
and C4 belong to the same physical socket, and so on. Hence, a kernel thread
running on C0 may analyze the application’s execution patterns running on C4.
Since we have four physical cores and eight logical cores in our test machine,
we have spawned eight kernel threads (T0 to T7) that are associated with the
logical cores (C0 to C8). We have divided the kernel threads into two groups,
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i.e., thread-group-0 (TG0) and thread-group-1 (TG1). T0 to T3 are assigned to
TG0, whereas T4 to T7 are assigned to TG1.

The scheduling algorithm is based on a Boolean flag which makes two thread
groups (TG0 and TG1) to toggle. We schedule TG0 on C0–C3 and detect the
attacker’s processes on the sibling cores (C4–C7) for a time quantum. Once
the time quantum is expired, we toggle the boolean flag which lets TG1 to
execute, and TG0 has to wait. This alternate switching is maintained as long
as the kernel module is loaded, as shown on the right-hand side of Fig. 3. The
scheduling algorithm that we have proposed monitors all cores efficiently with
the condition that the processor must support Intel hyper-threading technology.

3.2 Detection

After scheduling, the second phase is a TAA attack detection. Detection is per-
formed by monitoring the number of cache conflicts observed by a kernel thread
that is caused due to the sibling hyperthreaded core. In the kernel thread, we
continuously mount the TSX transactions to check for cache conflicts, consid-
ering that the attacker is running on its sibling hyperthreaded core to leak the
data through a TAA attack. If the kernel thread observes a large number of
cache conflicts that exceed our calculated threshold, which will be discussed in
Sect. 4.2, then the detection module decides that the TAA attack is mounted on
its sibling hardware thread.

We are using three features that are provided as the input to the detection
module for efficient detection. We are relying on cache conflicts for TAA-based
detection, which are monitored through TSX aborts. Let us suppose that the
attacker’s process is running on Core-0, the kernel thread instantly detects a TAA
attack when it is scheduled on Core-4 by taking into account the thresholds for
all three features. Following are the details of the three features:

1. Feature-1 provides the total number of cache conflicts on all the cache sets.
This feature provides an overall count of cache conflicts that always exceeds
a certain threshold whenever an attack is mounted.

2. Feature-2 provides the aborts count for a particular cache set that observes
the maximum number of cache conflicts. When a TAA attack is mounted,
few cache sets observe a considerably larger number of aborts than the rest
of the cache sets, which are exploited in this feature.

3. Feature-3 provides the aborts count for a cache set that observes minimum
cache conflicts. This feature provides a measurement for the cache set that is
least affected by a TAA attack, as some cache sets observe a lesser number
of conflicts than the rest of the cache sets when the TAA attack is mounted.

The proposed detection framework is reliable because it takes all three features
into account, and then it also takes at least 3 consecutive detection decisions
to conclude that the system is under attack, thus reducing the chances of false
positives. We have calculated separate thresholds for each of the features which
will be discussed in Sect. 4.2.
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Detection Implementation. Algorithm 1 presents the abstract pseudocode
for the TAA detection.

Algorithm 1: TAA Attack Detection
abrt ← 0, no abrt ← 0, abrt per set[SETS] ← 0, samples ← 0
while samples ≤ 50000 do

for set ← 0 to 64 by 1 do
Begin TSX Transaction();
Access All Ways(set);
End TSX Transaction();
if ABORT REASON CACHE CONFLICT then

abrt ← abrt + 1;
abrt per set[set] ← abrt per set[set] + 1;

else if NO ABORT then
no abrt ← no abrt + 1;

samples ← samples + 1;
Sleep Detection();

if ((abrt / noabrt)*50000 ≥ F1 THRESHOLD &&
Get Max(abrt per set) ≥ F2 THRESHOLD &&
Get Min(abrt per set) ≥ F3 THRESHOLD) then

/* Attack Detected */
return 1;

/* No-Attack Detected */
return 0;

We are collecting 50,000 samples for each detection, which is a hypothetical
limit that is decided after performing the bulk of experimentation. If we go
below this limit, we must compromise on accuracy. Similarly, going above this
limit increases the latency. Hence, 50 thousand samples are suitable for the TAA
detection. For every detection sample, we check for cache conflicts in each of the
cache sets. For this, we start the TSX Transaction, access all ways of a particular
cache set, and end the transaction. If we get a TSX abort due to cache conflict,
the abort count and per set abort count are incremented, otherwise we increment
no abort count. After each sample, we suspend the kernel thread to avoid CPU
starvation. After collecting all samples, the detection framework makes a valid
detection decision by taking into account the measurements of all three features
as a mandatory requirement.

3.3 Mitigation

Mitigation is the final phase of our proposed solution. We have proposed two
approaches for mitigation that are specific to the Linux kernel and rely on the
Linux process descriptor. Our proposed mitigations are not dependent on any
hardware resource or a TAA vulnerability, thus, can be used as an independent
solution to mitigate most of the side-channel attacks from the Linux kernel.
Following are details of the proposed mitigations:
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3.4 Mitigation-1 (SIGKILL to the Attacker’s Process)

Linux kernel has control over all userspace processes running in the sys-
tem including their execution state. After the successful detection, we post
a SIGKILL signal from the kernel thread to terminate the execution of the
attacker’s process.

Algorithm 2 shows the pseudocode for mitigation-1. After getting the task
list of the attacker’s processes, we lock the task structure and send the SIGKILL
signal to the userspace attacker’s process. As soon as the attacker application
gets the SIGKILL signal, it has no choice but to terminate its execution. Finally,
we unlock the task structure and conclude the mitigation. The termination of
vulnerable applications avoids any further leakage.

Algorithm 2: Mitigation-1 (SIGKILL to Vulnerable Process)

if Is TAA Detected() then
task struct ← Get Task Struct();
Task Lock(task struct);
ret ← Send SIG KILL Signal(task struct);
Task Unlock(task struct);
if ret == SUCCESS then

/* Killed vulnerable process */
return 1;

/* Unable to kill vulnerable process */
return 0;

3.5 Mitigation-2 (Instruction Replacement)

In Linux, each of the instructions that a userspace process executes reside in the
code section of the process descriptor. In this mitigation technique, we parse the
code section of the attacker’s process and check for the vulnerable instructions
that cause the attack. As discussed in Sect. 2.1, XBEGIN and XEND instruc-
tions are used to mount the transaction in the case of a TAA attack, i.e., both
these instructions are vulnerable in our scenario. Thus, we replace XBEGIN and
XEND instructions with the NOP instructions. A NOP instruction in Intel ISA
is a harmless instruction that does not update the program flow, which makes
it the best choice for the replacement.

Algorithm 3 presents the pseudocode for mitigation-2. We first iterate
through the process list to get the task structure of the vulnerable process for
the detected core. Afterwards, we acquire the task lock to avoid any race con-
dition and get the userspace pages for the text section of the detected process.
Subsequently, we map the user pages to the kernel space, followed by the exami-
nation of vulnerable instructions by parsing the code section. For the TAA case,
we look for XBEGIN and XEND instructions. We replace all vulnerable instruc-
tions with NOP instructions to mitigate the attack. Finally, we unmap the kernel
mapping and release the task lock and return.
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Algorithm 3: Mitigation-2 (Vulnerable Instruction Replacement)

if Is TAA Detected() then
task struct ← Get Task Struct();
Task Lock(task struct);
user pages ← Read Text Section(task struct);
text ptr ← Map Kernel Space(user pages);
for i ← 0 to code size by 1 do

if text ptr[i] == VULNERABLE INSTRUCTION then
Replace To NOP(text ptr[i]);
ret ← SUCCESS;

Unmap And Release Pages(user pages);
Task Unlock(task struct);
if ret == SUCCESS then

/* Replaced Vulnerable Instruction */
return 1;

/* Unable to find Vulnerable Instruction */
return 0;

The overall mitigation framework deals with two key challenges; firstly, the
possibility of innocent processes being killed due to false positives, and secondly,
the possibility that the attacker figures out the presence of mitigation. The first
issue is dealt with by a high accuracy detection framework that yields minimum
false positives, while for the second challenge, we further improve the mitigation
process using the instruction replacement feature as discussed in this section.

4 Experimental Results

4.1 System Model

We have tested the proposed solution on Intel’s Core i7-6700 CPU running on
Linux Ubuntu 18.04.5 LTS with kernel version 5.4.0-74 at 3.40-GHz. Our threat
model is an open-source TAA attack code that leaks the data from sibling hard-
ware threads. The attack is mounted with all the latest mitigation in place for
both BIOS and the Linux kernel. The results are obtained by running the TAA
attack 25,000 times on different hardware cores and relying on the Diminisher
to detect and mitigate the TAA attack.

We observed some variation in the readings for the loaded system compared
to the idle system. We call the system loaded when there are 100+ userspace
processes running, although we could not reproduce the loaded system sce-
nario with standard stress tester tools. For the loaded system, we executed 40+
Google Chrome tabs, each running YouTube videos, video players, Skype call
with video and screen sharing, and various other applications. For the idle sys-
tem, no additional userspace applications were running except the Diminisher
module, attacker process, and the victim process.
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4.2 Detection Threshold

As a first step, we calculated the detection thresholds for each of the features.
Figure 4, 5 and 6 show detection thresholds for all three features. The right-
hand side of each graph shows the stable readings for the idle system scenario.
We hardly get any abort when no TAA attack is mounted for the idle system
scenario and in the case of the TAA attack, we mostly get constant readings. In
the case of a TAA attack mounted on an idle system, Fig. 4 shows a constant
reading line at around 150 value, Fig. 5 shows some variation around 700 value,
and the Fig. 6 shows some variations at around 280 value.

In the left-hand graph of Fig. 4, the variations in the readings can be seen for
the loaded system. There are quite a few aborts in the case of no TAA attack
scenario as cache conflicts are higher when a lot of applications are running in
parallel, which causes transactions to abort. If we specifically talk about Fig. 4,
after analyzing both loaded and idle graphs, we chose a lower bound of 90 from
the loaded scenario, when no attack is mounted, and chose the upper bound of
150 from the idle scenario, where the TAA attack is mounted. Between the lower
bound and upper bound, it is safe to detect the attack, so we choose a mid-value
of 120 for the feature-1 detection threshold. Similarly, for feature-2 and feature-
3, we have calculated the detection thresholds as 500 and 200, respectively, by
analyzing Fig. 5 and Fig. 6. Since the behaviors of attack and no attack are quite
discernible, a simple threshold determination is very helpful to detect the attack
even in load conditions. We have calculated the offline thresholds for all system
loads and used the calculated thresholds for the run-time detection.

Fig. 4. Feature-1 Threshold detection
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Fig. 5. Feature-2 Threshold detection

Fig. 6. Feature-3 Threshold detection

4.3 Results

We have evaluated the proposed solution for both detection and mitigation
as shown in Table 1. The readings are taken for the loaded system and idle
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system separately. Diminisher takes three consecutive detections before report-
ing an attack and extensive experimentation elaborated that on average, 3-times
detection results are sufficient to report the attack with reduced inaccuracies in
the results. The performance metrics as depicted in Table 1, which shows that
the detection proved to be fast and efficient in terms of latency, FPs, and FNs.

Table 1. Experimental results

System state Type Accuracy (%) FP (%) FN (%) Overhead (%) Latency (us)

IDLE Detection 97.31 2.64 0.03 2.5 5264232

Mitigation-2 99.94 0.03 0 306

Mitigation-1 99.85 0.03 0.18 86

LOADED Detection 98.26 1.73 0.03 2.5 6916110

Mitigation-2 99.91 0.03 0.06 452

Mitigation-1 99.82 0.03 0.21 106

Accuracy. Accuracy is the most convenient way to measure the effectiveness
of any runtime detection tool. We have used percentages to demonstrate the
accuracy results. We have used the same number of samples for loaded-system,
idle-system, attack-mounted, and no attack-mounted scenarios. We have calcu-
lated the accuracy in terms of False Positives (FP) and False Negatives (FN).
FP is the condition that shows the presence of an attack when there is no attack
mounted. On the other hand, FN shows no attack even though when there is
an attack mounted. FNs are more critical than FPs as in the case of FNs, the
attacker can continue to mount the attack without being detected or mitigated.

Table 1 shows the experimental results for both detection and mitigation. We
are getting an overall accuracy of around 99% with very few false positives and
false negatives for both detection and mitigation scenarios. To reduce the false
positives for detection, the detector module detects three consecutive times in a
row before making a decision.

Latency. Latency is also an essential parameter for the detection and mitiga-
tion of any Side-Channel Attack. Latency should be good enough to detect and
mitigate the attack before its completion. Latency is also directly related to the
performance overhead, i.e., a faster solution would generally cause some per-
formance overhead. This is because the CPU is utilized the most for the faster
solutions, which depletes the CPU resources for general-purpose tasks.

The TAA attack is slower by nature as it takes around 24 h to leak the root
password for the RIDL attack as discussed in Sect. 2.3. Therefore, latency is not a
very big concern for us. Detection takes around 5 s in idle conditions and around
7 s when the system is loaded. Moreover, our proposed mitigation techniques are
significantly faster, i.e., mitigation-2 takes around 500 uS on average as we have
to parse the code section, whereas mitigation-1 is even quicker as we just have
to post a SIGKILL signal to the vulnerable process.
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Overhead. Another important design parameter for scheduling and mitigation
tools is the performance overhead. The runtime detection tools should keep the
overhead minimum, i.e., there should be no significant effect on general-purpose
applications running in the system. Furthermore, the adaptability and scalability
of the scheduling and mitigation solution are highly dependent on the perfor-
mance overhead. As discussed earlier, going more fine-grained would result in a
faster response but that comes at the cost of higher performance overhead.

We measure the performance overhead based on the CPU utilization after
loading the kernel module. The performance overhead of Diminisher is very
low, i.e., 2.5% on average. The low system overhead is because we do not let
kernel threads to run continuously for all the samples, instead we unschedule
the threads after we do a single round of detection on the whole L1 cache. We
also did not find performance degradation for any user-space application while
Diminisher was loaded.

5 Discussion

Experimental results show that the Diminisher efficiently detects and mitigates
the TAA vulnerability with 99% accuracy at 2.5% of performance overhead.
Moreover, 2.5% overhead is acceptable as it does not cause any performance
degradation in the overall system and Diminisher has a very low count of false
positives and false negatives. Threshold-based detection proves to be useful to
counter the noise under system load as we perform offline analysis for both the
loaded system and the idle system cases to select the appropriate threshold.
Since we already know the thresholds for both the load/noise case and idle case,
detecting in between the two limits helps us to mitigate the noise. Diminisher is
equally effective for both cross-core and hyperthreaded core scenarios.

As discussed in Sect. 3 there is no prior mitigation proposed for the TAA vul-
nerability except for the Intel microcode update, however, the microcode update
is not effective for hyper-threaded TAA attacks. There are some proposed miti-
gations for SCAs, e.g., Jonathan Behrens [33] proposed a mitigation for transient
attacks and proposed a novel kernel design that is safe for the process to expose.
SmokeBomb [18] and StealthMem [19] proposed the mitigations for cache-based
Side Channel attacks, but no mitigation is proposed for hyper-threaded TAA
attacks or MDS attacks. Hyper-threaded attacks are hard to mitigate because
of the sibling core architecture, due to which there is no satisfactory solution for
such attacks until now. Therefore, it is usually suggested to disable the hyper-
threading feature to promote secure computing [34].

Diminisher successfully accomplishes all three objectives that were discussed
in Sect. 2 with the following novelties:

– Diminisher resolves the TAA vulnerability with very promising results of over
99% accuracy at 2.5% latency.

– Diminisher can efficiently mitigate hyper-threaded TAA attacks and it is scal-
able enough to be expanded for other hyper-threaded attacks.
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– Proposed mitigation techniques can be used independently to mitigate most
of the SCAs from the Linux kernel.

– The mitigation-2 technique helps to reduce DOS attacks as the attacker is
unable to figure out the presence of the mitigation framework in the case of
this technique.

– Since kernel-based solutions are more autonomous than userspace due to
higher privileges, Diminisher effectively detects and mitigates the userspace
applications from kernel space.

– We provide simplicity, i.e., Diminisher is simply loaded as a kernel module
and does not require any change in kernel code.

Although the proposed solution efficiently resolves the TAA vulnerability,
there are some possible improvements that we would like to discuss. Firstly,
the TAA detection phase is slower and takes between three and five seconds on
average due to the collection of a large number of samples and the detection
functionality, which utilizes an iteration of three consecutive detections. Sec-
ondly, the CPU buffer monitoring can be added to make TAA detection more
robust, which can also help to detect other MDS attacks. Lastly, Diminisher is
limited to kernel space only, i.e., it cannot mitigate cross VM SCAs, which can
be opted as an extension to this work.

As a future work, we are planning to extend Diminisher to cover other side-
channel attacks. The proposed module is efficient in terms of scalability, i.e.,
more Side-Channel Attacks like Flush+Reload, Prime+Probe, etc., can be added
to our module, and for that, only the detection phase needs to be updated
according to the type of attack. We were able to successfully run recent transient
execution attacks including Spectre [20], Meltdown [21], and Foreshadow [22] in
our environment, and Diminisher can be expanded for such attacks as a future
work. Diminisher can also be expanded to the hypervisor layer to mitigate cross
VM SCAs. There can also be some work done to make the current solution more
efficient, i.e., detection latency improvement, feature addition, and performance
improvement.

6 Conclusion

In this paper, we have proposed a solution for the TAA vulnerability that works
very efficiently at a low-performance overhead of around 2.5% and the accuracy
of over 99%. Furthermore, the experimental results depict that there are very few
false positives and false negatives in the case of both detection and mitigation.
Generally, hyper-threaded attacks are hard to mitigate since multiple logical
cores share the same physical socket, and an attacker using one hyper-threaded
core can leak data from its sibling hardware thread without being noticed by the
OS. With the proposed solution, we can efficiently mitigate hyper-threaded and
cross-core TAA attacks, and the solution is scalable enough to mitigate other
attacks with some modification in the detection phase. The proposed mitigations
can also be used as standalone mitigation techniques for future research.
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Abstract. Cyber attacks against Industrial Control Systems are one of
the major concerns for worldwide manufacturing companies. With the
growth of emerging technologies, protecting large-scale Critical Infras-
tructures has become a considerable research topic in the past decade.
Nowadays, software used to monitor Industrial Control Systems might
be malicious and cause harm not only to physical processes but also
to people working in industrial environments. To that end, integrat-
ing safety and security in Industrial Control Systems requires a well-
developed understanding of malware-based cyber attacks.

In this paper, we present a comparative analysis framework of ICS
Malware in a bi-layered approach: A cyber threat intelligence layer based
on the ICS cyber kill chain and a hybrid analysis layer based on a
static and dynamic analysis of ICS malware. We evaluated our proposed
method by experimenting five well-known ICS malware: Stuxnet, Havex,
BlackEnergy2, CrashOverride, and TRISIS. Our comparative analysis
results show different and similar strategies used by each ICS malware
to disrupt the ICS environment.

Keywords: Industrial control system · Malware · Cyber attack ·
Hybrid analysis · ICS cyber kill chain

1 Introduction

The industrial revolution in the 21st century has created a plethora of cyber-
physical attacks against plants and critical infrastructures. They are one of the
significant threats to the public and private sectors. The ICS threat landscape
has changed thoroughly, and the adversaries are becoming increasingly numerous
[10,21]. The CIA security characteristics, known as Confidentiality, Integrity, and
Availability, are the most crucial goals of cybersecurity. In contrast, their priority
level differs from the Information Technology (IT) to the Operation Technology
(OT) networks. The principal concern of IT is data protection, while safety and
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availability are OT’s priorities. Targeting Critical Infrastructures (CIs) such as
power plants or gas pipelines damages industrial devices, physical processes and
exposes people working in the manufacturing industry to safety issues. Therefore,
the safety and security of ICSs turned out into a high level of importance for
the industrial environment. Malware targeting industrial plants are becoming
bolder with a destructive capability to damage industrial devices [17]. Legacy
industrial control systems are known to be insecure since they are not built with
a security-by-design approach. The convergence between IT and OT networks
and the robust integration of the Industrial Internet of Things (IIoT) exposes
ICS systems to potential cyber attacks [2].

Nowadays, ICS environments are prone to hardware and software vulner-
abilities due to their lack of basic security requirements. Detecting malicious
intrusion activities in ICS environments is a complex process to handle. In par-
ticular, ICS malware targeting specific industrial devices, also known as ICS-
tailored malware. Identifying these types of illegitimate ICS software is a chal-
lenging task for industrial companies and ICS security teams. Moreover, under-
standing modern ICS malware requires advanced knowledge of the supporting
infrastructure. Therefore, the adversaries have a broader window to compro-
mise ICS devices because each cyber attack targets a particular ICS device. To
help identify the behavior of these types of malicious intrusion activities, we are
motivated to investigate existing ICS-tailored malware in the wild over the past
decade through a comparative analysis.

In this context, prior works cover different aspects related to modeling and
analysis of malicious industrial intrusions [4,5,13,16,22]. However, existing works
cannot illustrate the detailed analysis of ICS malware attacks. Ani et al. [5]
reviewed the cybersecurity issues in critical industrial infrastructure, the authors
provided a taxonomical presentation of ICS cybersecurity issues and potential
mitigation techniques. Similarly, in [13], the authors presented a comprehensive
analysis of cyber security issues for ICS. In particular, different adversarial ICS
threats, attacks, and existing solutions to secure such systems. Alladi et al. [4]
presented case studies on major ICS attacks in the last 20 years. For each of
these attacks, the authors described the attack methodology used and suggested
potential mitigation techniques. In [16], the authors carried out a comparative
analysis of three malware targeting operational technology systems. However, the
authors only considered finding similar attack properties at a high level between
ICS malware and discussed possible mitigation strategies based on these similar-
ities. However, they did not consider each ICS malware’s unique characteristics
and behaviors, and their proposed method to prevent similar cyber attacks in
the future cannot guarantee that the threats will be fully identified.

To the best of our knowledge, we provide an exhaustive comparative anal-
ysis framework of ICS malware for the first time. Our work also introduces a
taxonomy of ICS malware that provides a systematic approach to categorize
the malicious intrusion activity in the ICS environment. During our analysis,
we explore five well-known ICS-tailored malware: Stuxnet, Havex, BlackEnergy2,
CrashOverride, and TRISIS. Moreover, we provide a security analysis evaluation
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to learn about the similarities and differences between ICS malware. Our pro-
posed comparative framework can develop a set of expectations for future ICS
malware-based cyber attacks. Furthermore, we believe that learning from previ-
ous ICS cyber attacks can help to provide a better defense mechanism for ICS
cybersecurity.

Research Questions. Throughout our paper, we emphasize the practical use-
fulness of comparing ICS malware by answering the following research questions:

– RQ1. What is our understanding of the existing ICS malware threats and
their development during the past decade?

– RQ2. How do the adversaries operate in OT networks?

We present the core of our comparative framework in two layers: the Cyber
Threat Intelligence Layer and the Hybrid Analysis Layer. In the Cyber Threat
Intelligence Layer, we comparatively model existing ICS malware using the ICS
Cyber Kill Chain model [6]. In the Hybrid Analysis Layer, we analyze each ICS
malware’s main features and behaviors. Then, we provide a set of comparative
analysis to describe and explain the consequences of ICS malware-based cyber
attacks.

Contribution. The novelty and contributions of our work are summarized as
follows:

– We develop an original comparative analysis framework for ICS malware in
a bi-layered approach: the Cyber Threat Intelligence Layer and the Hybrid
Analysis Layer.

– We provide a classification of ICS malware based on the targeted system.
– We evaluate our proposed framework for five well-known ICS malware in the

past decade: Stuxnet, Havex, BlackEnergy2, CrashOverride, and TRISIS.
– From the outcomes of our results, we provide a set of comparative analysis

to understand the strategies used for each ICS malware.

Organization. The remainder of this paper is organized as follows. In Sect. 2,
we provide an overview of the fundamental concepts of cyber threat intelligence
and malware analysis for industrial environments. In Sect. 3, we present our
method for a comparative analysis of ICS malware. Then, we evaluate our pro-
posed framework using five experimental ICS malware in Sect. 4. Finally, Sect. 5
concludes the paper.

2 Background

In the manufacturing industry, the Purdue Model [29] is the reference model of
IT and OT, illustrating the architecture of ICS. The Purdue model consists of
five zones: Enterprise Zone, demilitarized Zone, Manufacturing Zone, Cell/Area
Zone, and Safety Zone, including six levels of operations across these zones.
The systems with similar functions or requirements are in the same zone with
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different levels [23]. Different characteristics between the IT environment and
control systems environment open new security challenges to professionals and
organizations, leading to various attacks [14]. According to Kaspersky Lab’s
Industrial CERT report [9], industrial malware are exponentially growing, and
organized cyber attacks are increasingly common. Consequently, their detection
becomes difficult. The same laboratory confirmed that the risk of chance infec-
tions between computers on corporate networks and those on industrial networks
are equal [20]. In this section, we state the background of cyber threat intelligence
for the industrial environment that is useful to understand the Cyber Threat
Intelligence Layer of our proposed framework (Sect. 2.1). Then, we overview the
fundamental concepts of industrial malware analysis (Sect. 2.2).

2.1 Cyber Threat Intelligence for Industrial Environment

To protect critical infrastructures from potential cyber attacks, we need to under-
stand the life cycle of malicious intrusion activity. Cyber threat intelligence is
the process of gathering a complete understanding of a cyber threat posed by
an adversary. Different approaches enable the description and characterization
of such threats in the ICS environment. Examples include the ATT&CK for ICS
knowledge base model that consists of understanding the tactics and techniques
used by an adversary within an ICS network [3], and the ICS cyber kill chain
model [6], which is an extension of the cyber kill chain for IT networks [19].
In our paper, we rely on the ICS cyber kill chain. It is a two-stage-based ICS
threat model that describes an ICS malware intrusion. The first stage of an
ICS cyber attack represents a cyber intrusion preparation stage and consists of
five phases that could be mapped to a traditional cyber kill chain [19]. These
phases are: (i) planning, (ii) preparation, (iii) Cyber intrusion, (iv) management
and enablement, and (v) development and execution. Based on the knowledge
gained in the first stage, the adversary can develop and test a capability over an
infrastructure to execute the ICS attack against the victim. The second stage
is a mapping of the first stage of the ICS Cyber Kill Chain. It represents an
ICS attack development and execution and consists of three phases: (i) attack
development and tuning, (ii) validation, and (iii) ICS attack.

2.2 Industrial Malware Analysis

The growth of ICS malware-based cyber attacks triggered the need to analyze
ICS malware samples. However, performing such analysis in industrial networks
might not guarantee their safety and could accidentally harm third parties.
Therefore, we have to guarantee a safe, controlled and isolated environment for
exploring ICS Malware behaviors. Cybersecurity researchers from both academia
and industry can rely on sandboxing technology to satisfy these conditions. It
provides a better security mechanism to analyze ICS malware behaviors.

To that end, we rely on two different approaches to analyze ICS malware [24]:
Static analysis and Dynamic analysis. The static analysis aims to gather static-
related information of ICS malware without its execution. We use the control
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flow and data flow analysis to conclude the functionality of the malware. We
apply different techniques to extract static ICS features: String analysis, reverse
engineering and fingerprinting. However, the standalone static feature extraction
is not effective in analyzing the complete behavior of ICS malware. The second
approach is dynamic analysis, and it is an efficient way to identify the function-
ality of a malicious process. The dynamic analysis focuses on gathering dynamic-
related information of the ICS malware during its execution. Dynamic analysis
techniques include function call analysis, execution control such as debugging,
flow tracking, and tracing. In addition, we can supervise and monitor the net-
work traffic and monitor the interaction of the ICS malware with the executing
environment. In our framework, we use sandboxing technology to analyze our
ICS malware samples. Moreover, we leverage both static and dynamic analy-
sis to increase the performance and accuracy of extracting hybrid ICS malware
features.

3 A Framework for Comparative Analysis

In this section, we present our comparative analysis framework for ICS malware.
We define the proposed methodology in a bi-layered approach for a set of n
industrial malware, and Fig. 1 illustrates these layers. We model in the Cyber
Threat Intelligence Layer (Sect. 3.2) the industrial malware using the ICS Cyber
Kill Chain model. Afterward, we perform in the Hybrid Analysis Layer (Sect.
3.3) a static and dynamic analysis for the given ICS malware. Then, we handle
both results from these layers to a comparative analysis process (Sect. 3.4).

Fig. 1. Proposed comparative framework for ICS malware
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3.1 ICS Malware Classification

The increased number of ICS malware in the wild has attracted research inter-
est for the scientific community [18,28]. Therefore, the most common way to
understand ICS malware is to classify them by targeted systems [1]. As depicted
in Fig. 2, we categorize ICS malware in two broad categories: Non-Targeted ICS
malware and Targeted ICS malware.

Non-Targeted ICS malware are not designed to target and gain access to ICS
environments. Their structure is similar to classical malware, and they mainly
target the IT network operating in an ICS environment. However, with the
convergence of the IT and OT networks, the non-targeted ICS malware could
indirectly compromise the OT networks and disrupt the ICS’s normal state.

The main functionality of Targeted ICS malware is to gain a foothold in the
industrial environment. In this case, the adversaries target the ICS operators by
delivering ICS-themed malware or ICS-tailored malware. ICS-themed malware
are disguised as legitimate ICS software such as Human Machine Interface (HMI)
installers, and they are available from public internet domains. ICS-themed mal-
ware are specifically designed to fool the ICS operators and infiltrate the OT
network. Recently, there have been very few public cases of ICS-themed mal-
ware [1].

An interesting category of ICS malware intrusions includes ICS-tailored mal-
ware. They are designed to target particular components of the ICS-related envi-
ronments, such as Programmable Logic Controllers (PLCs) and Safety Instru-
mented Systems (SIS). In addition, it is challenging to detect ICS-tailored mal-
ware because they exploit vulnerabilities of a specific ICS-product. However,
ICS-tailored malware are costly in development, and the adversary needs proper
ICS knowledge to develop such malware.

Fig. 2. Proposed classification of ICS malware

3.2 Cyber Threat Intelligence Layer

The Cyber Threat Intelligence Layer aims to understand the adversary’s tactics,
techniques, and procedures to target a victim. We model each of n industrial mal-
ware using the two stages of the ICS Cyber Kill Chain [6]. In the first stage, we
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explore the cyber intrusion preparation and execution of the malicious activity.
We categorize this stage as an intelligence operation that an adversary performs
to gather important information about the ICS environment. In the second stage,
we analyze the ICS cyber attack development and execution through different
activities. In this stage, the adversary can deploy his capabilities to compromise
the industrial processes.

3.3 Hybrid Analysis Layer

For a set of n ICS malware, we perform in the Hybrid Analysis Layer a static and
dynamic analysis in a black box setting to gather information about the indus-
trial intrusion activity [24]. We use COTS (Commercial-Off-The-Shelf) malware
analysis solution enabling the hybrid analysis, namely Cuckoo Sandbox [7]. It
is an open-source automated malware analysis solution that includes static and
dynamic analysis of malicious code inside an isolated environment. Cuckoo can
analyze different malicious files, trace API calls and the general behavior of the
malware, dump and analyze the network traffic, and perform advanced memory
analysis. By combining both static and dynamic analysis, we increase the rate of
feature extraction. In static analysis, we dissect the ICS malware to extract static
features such as Dynamic Linked Libraries (DLLs), file headers, and registries.
Then, we perform dynamic analysis to investigate ICS malware behaviors and
functionalities. In the dynamic analysis, we extract dynamic features to gener-
ate the execution graph for each ICS malware. Dynamic features are extracted
by monitoring the processes and analyzing the dropped files. Network analysis
can also be applied during dynamic execution to capture malicious packets. The
main functionality of the Hybrid Analysis Layer is to gather the maximum of
information associated with the behavior of ICS malware.

3.4 Comparative Analysis

Based on the Cyber Threat Intelligence Layer and the Hybrid Analysis Layer,
we present and describe through a set of comparative tables the similarities and
differences between ICS malware cyber attacks. In this process, we compare and
evaluate each characteristic of ICS malware using our framework to understand
their behaviors. In the Cyber Threat Intelligence Layer, we compare the indus-
trial malicious intrusion activities and their complexity through different phases
of the ICS Cyber Kill Chain. In the Hybrid Analysis Layer, we analyze the rela-
tionship between the hybrid features of the ICS malware to gather knowledge
about the occurrence of industrial cyber attacks.

4 Evaluation and Results

In this section, we overview the industrial malware used in this paper and present
the results of our comparative analysis. In our study, we consider n = 5, and we
evaluate our comparative analysis framework for five well-known ICS Malware
obtained from public sources.
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4.1 Experimental Industrial Malware

We devote this subsection to describe the experimental ICS malware used
in our comparative framework. In particular, Stuxnet, Havex, BlackEnergy2,
CrashOverride, and TRISIS.

Stuxnet. It was the first public ICS malware discovered in 2010. It has a phys-
ical payload capable of destroying a nuclear enrichment center and is one of the
most sophisticated malware with several features and components [15]. It is also
a worm that exploited four 0-days in Windows machines and targeted indus-
trial devices by reprogramming their PLCs (Programmable Logic Controllers).
From a high-level structure, the malware contains three main modules: a worm
executing the payload attack, a link file for automatic execution of propagated
copies of the worm, and a rootkit for hiding malicious files and processes. We
consider Stuxnet as the first well-known PLC rootkit.

Havex. As part of an espionage campaign, Havex is a Remote Access Trojan
(RAT). It targets energy grid operators and impacts thousands of critical infras-
tructures over the United States and Europe [25]. Given the wide-scale of its
targets, Havex used three principal attack vectors shifted over time: Watering
hole attack, email spear Phishing, and trojanizing software downloaded from
ICS vendors [8].

BlackEnergy2. It is a malware family expanded over time from an HTTP-based
botnet for DDoS (Distributed Deny of Service) attacks to a plugin-based mal-
ware with a robust modular architecture [26]. BlackEnergy2 targeted industrial
control systems and was involved in the recent Ukraine power grid attack. It con-
tains exploits for particular types of HMI (Human-Machine Interface) applica-
tions such as Siemens SIMATIC and GE CIMPLICITY. The structure and flow
of BlackEnergy2 is a dropper that uses rootkit/process-injection capabilities.
The BlackEnergy2 framework provides extra functionalities for network scan-
ning, fraud, and cyber-espionage. It relies on local files execution, self-updates
with C&C servers, downloading/executing remote files, and die or destroy com-
mands execution.

CrashOverride. It is also known as Industroyer. It is more sophisticated than
BlackEnergy2. CrashOverride is the first ICS malware designed to attack indus-
trial protocols used in electrical substations [11]. It is a modular malware that
supports four different ICS protocols. The main backdoor is one of the core
components of CrashOverride. It provides access to the industrial environment.
The initial backdoor installs the launcher module inside the infected system
and enables four payloads targeting specific industrial communications protocols
(IEC 60870-5-101, IEC 60870-5-104, IEC 61850, and OLE for Process Control
Data Access).

TRISIS. It is the first ICS malware targeting Schneider Electric’s Triconex
safety instrumented system (SIS) [12]. It compromises the security of SIS by
enabling the replacement of ladder logic. Using possible social engineering tech-
niques, the adversaries injected the main dropper of TRISIS to the engineering



504 Y. Mekdad et al.

workstation of SIS with logging capabilities. Afterward, they obtained a direct
interaction and remote control of the targeted SIS device, leading to compromise
its safety. It is worth mentioning that TRISIS functionality depends on a full
understanding of Triconex Safety Instrumented Systems.

4.2 Cyber Threat Intelligence Layer Evaluation

In what follows, we evaluate our five ICS malware using the ICS cyber kill chain
model [6]. Across both ICS cyber kill chain stages, we comparatively analyze
different malicious threat actors and their operations in IT and OT networks.

ICS Cyber Kill Chain - Stage 1. We map the first stage of the cyber threat
intelligence layer to the classical cyber kill chain [19]. Then, we evaluate our
industrial malware by comparing different malicious activities for each phase
across the first stage of the ICS cyber kill chain.

During the planning and reconnaissance phase, each adversary conducts his
way of gathering information from the victim given different types of industrial
targets. In the Stuxnet case, the adversaries stole two valid digital certificates,
then conducted a reconnaissance of the potential computing environment in the
facility, such as the design documents of the ICS target network. For Havex
cyber attack, the attackers gathered information and collected documents of the
targeted victims and their ICS vendors. Whereas in TRISIS and BlackEnergy2
malware, the adversaries conducted an open-source intelligence of the targeted
IT and OT Network. In the CrashOverride cyber attack, the planning and recon-
naissance phase is unknown. However, given the modular architecture and design
of CrashOverride, we believe that the adversaries gathered knowledge about the
industrial protocols used in the victim’s electric power systems [27].

In the preparation phase, the adversaries performed various types of attacks
by weaponizing specific files containing an exploit or targeting potential victims
inside the facility. Stuxnet attackers have possibly purchased 0-days from the
black market [30]. Then, they developed the Stuxnet Windows Rootkit and the
Stuxnet PLC Rootkit. Afterward, they signed their malicious code with the two
previous valid digital certificates to evade antivirus detection [30]. Alternatively,
Havex and BlackEnergy2 adversaries performed a spear-phishing mail attack by
sending malicious PDF in mail attachments to the victim. The BlackEnergy2
malware infiltrated the ICS environment easily while Havex malware needed an
additional delivery method. Moving forward, Havex adversaries compromised
energy-related websites of victim’s ICS vendors using a watering hole attack
and redirected the victim to another compromised website hosting the hello
exploit kit. Finally, they accessed the ICS vendor’s websites and injected the
malicious code into legitimate software updates. In the CrashOverride attack, the
adversaries leveraged a phishing campaign to capture sensitive ICS credentials.
The TRISIS attackers performed a different approach by reverse-engineering the
SIS software of targeted victims and developing the corresponding ICS malware.



The Rise of ICS Malware: A Comparative Analysis 505

Throughout the cyber intrusion phase, the main objective is to gain initial
access to the victim’s network. In the Stuxnet cyber attack, the adversaries deliv-
ered the malware using an insider by infecting a third party who has access to the
victim’s facility. The removable drive was then used as support for the delivery to
spread Stuxnet over the LAN network (MS10-061 and MS08-067 vulnerability).
Once Stuxnet propagates inside the industrial facility (MS10-046 vulnerability),
it infects a specific device of SIMATIC Field PG (Industrial Programming Device
for PLCs). Then, Stuxnet installs the Windows Rootkit (MS10-73 and MS10-
92). With stolen VPN credentials, BlackEnergy2 attackers infected HMIs victims
through the crafted archive in the email attachment. The capabilities of Black-
Energy2 include downloading and executing remote files, executing local files,
updating the malware, and die on command. Similarly, CrashOverride attackers
created an attacker account using the stolen VPN credentials and consequently
pivoting to the ICS environment. For the Havex case, the victim downloads
either the PDF in mail attachments or the trojanized software. In the TRISIS
cyber attack, the delivery method developed by the adversaries is still unknown.

In the management and enablement phase, the adversary establishes a com-
mand and control process to ensure his persistence and therefore update and
execute the malicious code. Stuxnet connects to a Command and Control server
for updating and executing the malicious code. For Havex, the command and
control nodes are established between the adversary servers and the victim. In
the CrashOverride case, the attacker account is operational and connected to
the control systems. The BlackEnergy2 adversaries used privilege escalation and
lateral movement inside the network to enable the command and control servers.
However, in the TRISIS cyber attack, the command and control process is still
unknown.

In the execution phase, which is the last phase of the first stage of the ICS
cyber kill chain, the adversary already has the knowledge and capability to com-
promise the OT network. Stuxnet injected the PLC rootkit after finding the
suitable Industrial Programming Device. Then, infected the machines outside
the target organization. Havex software modules are installed and executed: the
OPC scanning module and the network scanning module. The adversary gathers
the victim’s system information through the OPC standard. The CrashOver-
ride malware remotely pivoted to the ICS through the historian, a centralized
database in the control system. The BlackEnergy2 malware established authen-
ticated access to the SCADA workstations. For TRISIS, the adversary identified
and had access to the target system, which is ready to communicate with the
SIS.

ICS Cyber Kill Chain - Stage 2. In the second stage of the ICS cyber
kill chain, the adversary performs the ICS attack development and execution
using the knowledge and capabilities acquired from the first stage. We mention
that although Havex malware is not designed to disrupt or destroy industrial
systems, the data collected from the victim’s industrial devices could help design



506 Y. Mekdad et al.

and develop specific cyber attacks. Therefore, we consider Havex as a Stage 1
malware-based intrusion attack.

In the attack development and tuning phase, the adversary develops a tai-
lored capability to target specific ICS devices. Stuxnet’s adversaries developed
the latest version of the malware, while in the CrashOverride cyber attack, the
adversaries developed an electric transmission protocol capable of compromis-
ing electric power systems. The malicious actors of BlackEnergy2 developed a
backdoor for remote administration of SCADA workstations. For TRISIS, the
attackers developed the malware with logic and ladder replacement. Then, they
disguised the TRISIS malware as Trilogger (Software for analyzing SIS logs).
During the validation phase, the adversary tests his capability on a similar ICS
scenario to validate his malicious intrusion. However, this phase is challenging
and requires the acquisition of costly ICS devices. Moreover, identifying the vali-
dation phase for ICS malware is very difficult due to the complexity of the cyber
attacks and the availability of evidence.

In the ICS attack phase, the adversary disrupts and compromises the ICS
environment. Stuxnet sends updates through the Command and Control servers
and modifies the code in the PLCs. Afterward, the ICS attack is executed by
slowing down and speeding up the motor to different rates at different times,
causing the centrifuge overpressure. The BlackEnergy2 adversaries executed the
ICS cyber attack by opening the circuit breakers through the HMIs, which led
to the power outage across multiple substations. The CrashOverride attackers
created a malicious service to compromise configuration files of HMIs, impacting
the electric grid operations. For the TRISIS cyber attack, the ICS malware
targets the memory location and uploads the initializing code. Then TRISIS
uploads and replaces the logic ladder, entering the SIS into a fail-safe mode.

4.3 Hybrid Analysis Layer Evaluation

This layer aims to perform a hybrid analysis for the given ICS malware samples.
And thus, through static and dynamic analysis. First, we extract the static
features of each ICS malware. Then we gather knowledge about the behavior of
our ICS malware samples using dynamic analysis.

Static ICS Malware Analysis. For each ICS malware sample, we extracted
the imported dynamic linked libraries. Analyzing such libraries helps us under-
stand each ICS malware’s behavior during the execution of the malicious code.
We found that KERNEL32.dll is a very common DLL used by our samples.
It contains core functionality such as manipulation of files, memory, hardware,
and access. Stuxnet uses more linked libraries than other ICS malware. How-
ever, all of them except TRISIS have some similar DLLs such as SHELL32.dll
and USER32.dll libraries. SHELL32.dll is a Windows shell commonly used for
API functions and loaded into the main memory, while USER32.dll contains
Windows API functions related to the user interface. We found that TRISIS
imports only two DLL files: MSVCR90.dll and KERNEL32.dll. MSVCR90.dll is
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a part of Windows out-of-box experience, mainly used to setup a process and
initiate a configuration to prepare the users for the first use of a specific software
product (Schneider’s Triconex SIS software). On the other hand, Havex is the
only ICS malware that imports GDI32.dll and COMCTL32.dll libraries. Indeed,
Havex uses GDI32.dll to export Windows Graphics Device Interface (GDI) func-
tions for possible spear-phishing through PDFs. These functions are also used
by COMCTL32.dll which is responsible for standard Windows controls. A par-
ticular characteristic of BlackEnergy2 is the import of WINHTTP.dll, resulting
that BlackEnergy2 uses essential system files. Furthermore, given its predeces-
sor, an HTTP-based botnet, we can state that BlackEnergy2 operates under
the Windows HTTP services. CrashOverride leverages cryptographic messaging
functions using CRYPT32.dll to encrypt its malicious industrial communications
through the ICS network.

Dynamic ICS Malware Analysis. We explore the behavior of our ICS mal-
ware samples by executing them in a safe, controlled, and isolated environment
using the Cuckoo sandbox solution [7]. Then, we generate the execution graph of
each ICS malware sample and compare the percentage of their execution across
different categories. In Table 1, we report the percentage of each ICS malware
execution by categories.

Table 1. Dynamic graph execution for each ICS malware

Categories (%) S H B C T

Exception 1.08 0 0 0.18 1.43

Resource 0 0.52 0 0.36 4.29

Process 25.27 2.79 31.43 5.83 8.57

System 51.61 5.36 41.43 31.33 31.43

Registry 9.14 17.02 11.43 35.52 50

File 4.3 5.88 10 6.74 2.86

Synchronisation 6.99 66.14 5.71 4.55 1.43

Object linking 0 0.22 0 0 0

User interface 1.61 1.94 0 0 0

Services 0 0.03 0 0 0

Network 0 0.09 0 15.48 0

S: Stuxnet H: Havex B: BlackEnergy2 C: CrashOver-
ride T: TRISIS

The dynamic ICS malware analysis shows that the high execution of Stuxnet
and BlackEnergy2 occurs in the operating system, while CrashOverride and
TRISIS have high execution in the registry. In particular, TRISIS attack was
focused on Schneider Electrics Triconex safety instrumented system (SIS). The
high execution of the malware was in the registry. For the Stuxnet case, we
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explain the high execution on the system because most of the vulnerabilities
exploited by Stuxnet targeted ICSs through the operating system. On the oppo-
site, a low percentage of Havex execution is on the system because Havex targets
the victims using cyber-espionage against energy suppliers. The results gathered
through dynamic execution shows that each ICS malware targets a specific cat-
egory of execution. Therefore, we are facing tailored ICS cyber attacks.

We summarize the main characteristics of each ICS malware in Table 2. We
remark that the size of malicious code is decreasing, and bypassing antiviruses
is no more a challenge for ICS malware authors. Moreover, ICS malware-based
cyber attacks target specific industrial devices. We also remark that industrial
malware with a physical payload do not perform actions on files and registries.

Table 2. Comparison of ICS Malware characteristics

S H B C T

Size 1.2 MB 2.4 MB 717.0
KB

10.5 KB 21.0 KB

Date of disclosure July, 2010 February, 2013 October,
2014

June, 2017 December,
2017

Type Worm RAT Trojan Backdoor TRISIS
malware

Number of 0-Days 5 0 0 0 1

Number of rootkits 3 0 1 0 1

Targeted systems Siemens
Simatic S7-300
PLC

ICS Software HMIs
products
of ICS

ICS Protocols for
electrical
engineering and
power system
automation

Schneider
Electric’s
Triconex
SIS

Payload type Physical Software Software Software Physical

Targeted countries Iran USA and
Europe

Asia and
Europe

Ukraine Saudi
Arabia

Antivirus Bypass Two
certificates
(Realtek and
Jmicron)

Certificate
looks like
signed by IBM

code
obfusca-
tion

N/A N/A

File modification No Yes Yes No No

File deletion No Yes No Yes No

Registry modification No yes No No No

Registry deletion No yes No No No

Number of sections 7 5 5 5 4

Number of imported Dlls 16 8 8 7 2

Number of functions 3359 79 164 46 74

S: Stuxnet H: Havex B: BlackEnergy2 C: CrashOverride T: TRISIS

On the other hand, the number of 0-days and rootkits decreased in the past
decade. Additionally, the number of imported DLLs and functions used by each
ICS malware decreased, thus confirming the lightweight process of industrial
malware. The comparative results show that malware authors are lightweighting
their malicious code while maintaining physical damage to ICSs.
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4.4 Security Discussion

The interconnection between IT and OT networks brings new security challenges
for industrial practitioners, such as ICS malware-based cyber attacks. Therefore,
we need a better understanding of the general behavior of these cyber attacks.
The necessity to adopt ICS cybersecurity standards such as IEC 62443, BSI
Grundschutz, and VDI/VDE 2182 cannot entirely prevent the ICS environment
from being compromised. Indeed, the experimental results of our study showed
that most of existing ICS malware in the wild target specific industrial devices or
software: Stuxnet (Siemens Simatic S7-300 PLC), TRISIS (Schneider Electric’s
Triconex SIS), Havex (ICS software), BlackEnergy2 (HMI products). Therefore,
each organization must consider a specific defense-in-depth strategy according
to its existing ICS architecture. Moreover, since most ICS Malware are IT-based
malware, they infect corporate networks before infecting the industrial ones.
To that end, We can claim that ICS Malware are built upon the combination
of inside knowledge, advanced skills, and vast resources. From the outcome of
our investigation, it is possible to indicate that future ICS malware-based cyber
attacks will likely focus on specific industrial devices. Therefore, the authors of
ICS malicious code will easily evade most of the existing defense mechanisms in
IT and OT networks.

5 Conclusions

In our work, we presented the first comparative analysis framework of ICS Mal-
ware cyber attacks in a bi-layered approach. We have comparatively analyzed five
well-known ICS malware from two different points of view: A Cyber Threat Intel-
ligence Layer and a Hybrid Analysis Layer. The evaluation of our comparative
analysis framework demonstrated that performing a cyber threat intelligence is
helpful to understand the general behavior of ICS malware. On the other hand,
the hybrid ICS malware analysis reinforces our study to correlate the obtained
results. Furthermore, our investigation can help to develop a standardized set of
expectations for the next generations of ICS malware-based cyber attacks. We
can use our approach to ascend from case studies to general theoretical models.
Our comparative analysis framework for ICS malware demonstrates that the best
defense mechanism is to use proven security best practices for ICS cybersecurity
and learn from previous cyber attacks.
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The increasing digitalization of the public and private sectors emphasizes the reliance
on network and information systems on everyday life. Their pervasive interconnect-
edness is expanding the attack surface for malicious cyber activities. It is of particular
interest to analyze which cyber defence technologies could lead to an information
advantage, enabled in part by network-centric architectures and enhanced data fusion
approaches. The instrumentalization of this advantage must consider a resilient com-
munications infrastructure at the network edge. This edge is the last physical or logical
boundary where all the external network integrations and interfaces happen. According
to the new EU Cybersecurity Strategy, it will be critical that the Member States
increase their ability to prevent and respond to cyber threats on such surfaces, which
highlighted the need to boost the development of state-of-the-art cyber defence capa-
bilities through different EU policies and instruments. A clear example of these
intentions can be observed in the degree of ambition inherent in the European Defence
Fund (EDF) on related topics, as with the case of the previous European Defence
Industrial Development Programme (EDIDP), which demands cooperation between
partners thorough a cross-sectorial and multi-stakeholder community. On the other
hand, achieving the EU’s digital strategic autonomy and thus digital sovereignty have
become priorities, which require an overarching vision of the information and com-
munications technology landscape and prompt necessary research priorities on related
topics, where cyber defence stands out and demands joint multi-sectorial efforts. Theses
urgent actions together with the emergence of innovative concepts in the field of secure
communications, notably at the network edge, evidences a necessary coordination and
synchronization to balance common interests and dual use endeavors. In this context,
most of the EU cybersecurity and cyber defence forums are currently not cross-sectorial
and therefore it is difficult to find dual-use related discussions to engage the civil and
military research community.

In this context, the 1st International Workshop on Cyber Defence Technologies and
Secure Communications at the Network Edge (CDT&SECOMANE 2021) aimed to
close this gap by opening a forum where both communities exchange information for a
mutual benefit. Hence, the 26th European Symposium on Research in Computer
Security (ESORICS 2021) community could openly contribute and participate in cyber
defence and secure network dual-use related discussions contributing to enrich and
enlarge participation. The result is a collection of high-quality scientific contributions
from leading-edge researchers in academia and industry, showing the latest research
results in the targeted fields. This volume contains revised versions of the selected
papers that were presented at CDT&SECOMANE 2021.
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Abstract. There are several factors that make cyber operations stress-
ful, which include their complexity, unpredictability, and a continuum
of decisions involving high risk and fast cost-benefit reasoning. Thus, in
this context, defining a working methodology or framework to assess and
quantify the impact of stress during decision making can be extremely
useful both in real operations and in cyber exercises (to enhance decision
making skills). Defining this framework is not a trivial task due to the
complexity of stress and the innumerable subjective nuances associated
with it, which correspond to the characteristics of each individual.

This paper presents stress understood as a disease and introduces
the main current biometric systems that allow inferring and quantifying
the stress level of an individual. Secondly, the main methodologies that
allow to evaluate the stress level of a person are presented. Thirdly, a
framework composed of five stages (monitoring, visualization, risk man-
agement, evaluation, decision making) is defined to model and standard-
ize a methodology for assessing the level of stress in cyber-operations.
Fourthly, a validation scenario is proposed to test the proposed frame-
work. Finally, the procedure for the use of the methodology is defined
and future directions for the continuation of this research are proposed.

Keywords: Cyber decision making · Stress as adversarial factor ·
Evaluation methodologies · Cyberoperations · Biometric systems

1 Introduction

Nowadays we live in a world in constant change where digitalization processes are
becoming more and more important and are being taken to all levels of industry.

This research has received funding from the European Defence Industrial Development
Programme (EDIDP) under the grant agreement Number EDIDP-CSAMN-SSC-2019-
022-ECYSAP (European Cyber SituationalAwareness Platform).

c© Springer Nature Switzerland AG 2022
S. Katsikas et al. (Eds.): ESORICS 2021 Workshops, LNCS 13106, pp. 517–536, 2022.
https://doi.org/10.1007/978-3-030-95484-0_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95484-0_30&domain=pdf
https://doi.org/10.1007/978-3-030-95484-0_30


518 D. Sandoval Rodŕıguez-Bermejo et al.

Thus, in this new interconnected world, the factor of human decisions takes on
a critical nuance due to the impact of the repercussions that bad decisions can
entail.

Regardless of whether we work in military or industrial domains, the cognitive
domain is directly dependent on the human factors that underpin the decisions
made. Among the main causes that negatively affect the decision-making process,
the following prevail: lack of information, stress and anxiety [1]. Although it is
true that there is a strong interrelation between these factors, stress is the main
risk associated with making bad decisions.

In the context of cybersecurity, due to the high level of digitization in today’s
society, operator stress [2], is a common, persistent and disabling effect of cyber
operations and a major risk factor for performance, safety and employee burnout;
which propagates through the cyber decision loop and requires in-depth related
investigative action. Hence, as stated in [3] “the process of decision making in
and of itself can be stressful, such as when a decision involves high risk and its
outcome is uncertain. Thus, the relationship between stress and decision mak-
ing can be bidirectional because stress may affect the quality of the decision and
also be evoked by the decision-making process”. In addition to this relationship
between stress and decision making, a third variable comes into play: informa-
tion. While possessing information is critical in any sector, this dimension takes
on greater importance in the military context [4].

Thus, in the military context, a new concept appears called cybersituational
awareness and defined in [5] as a process that allows us to perceive the ele-
ments of the environment within a spatial and temporal context in order to
be able to infer their meaning and predict the projection of their state in the
near future [6]. Among the possible methodologies existing in the current liter-
ature, what is known as Boyd’s cycle or OODA loop (observe-oriented-decide-
act) predominates to model acquisition process of cybersituational awareness.
Originally designed to support decision-making in uncertain and chaotic envi-
ronments, Boyd’s cycle adapts the scientific method to solve the problems of
identifying, selecting and executing countermeasures (or safeguards). Hence, the
observation phase resembles the acquisition of preliminary factual knowledge;
the guidance-decision stage seeks to propose the best hypothesis in the face of
an incident; and, finally, the action stage aims to test and contrast the assumed
hypothesis [7].

The objective of this paper is to present a framework to assess and quantify
the level of stress to which cybersecurity professionals are subjected in their
daily activities and how this stress affects the acquisition of cybersituational
awareness and the decision-making process.

The paper is structured in seven sections that address a general introduc-
tion to stress, biometric systems and assessment methodologies (Sect. 2); the
design principles on which the work is based (Sect. 3); the proposed framework
(Sect. 4); the case study to validate the framework (Sect. 5); the challenges and
opportunities detected (Sect. 6) and some final conclusions (Sect. 7).
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2 Background

In this section, stress is approached from three different perspectives. First, stress
as a disease is presented, exposing the main models that coexist today as well
as the physiological responses of this state. Secondly, the different families of
biometric systems that allow the quantification of physiological responses in
order to detect the state of stress are introduced. Thirdly, the different existing
methodologies to induce stress and to quantify the effort or mental load are
presented.

2.1 The Stress as a Disease

Despite being one of the most widespread diseases today, stress continues to be
studied by many professionals in the areas of medicine and psychology. Due to
its complexity, the causes that trigger it and its effects are still not well known,
and there are different theories about its origin [8]. Among the most extended
currents stand out the theories based on: the response [9,10], the stimulus [11],
the interaction [12,13] and the process [8].

In this paper we will use the model proposed in [8], which understands stress
as a process made up of seven stages (psycho-social demands, cognitive assess-
ment, stress response, coping, personal characteristics, social support and health
status) that are related to each other through mediation and modulation rela-
tionships.

On the other hand, regarding the physiological responses associated with
stress, we must distinguish two important moments. In the first instance, during
what is known as the shock phase, the organism adopts a defensive posture
to protect itself from the action of the noxious agent (tachycardia, decrease in
temperature, decrease in blood pressure and loss of tone). In a second moment,
during what is known as the counter shock phase, the organism undergoes a
complementary response to the previous phase, producing an equivalent response
of opposite sign (hypertension, hyperglycemia and hyperthermia).

It is especially interesting to study the physiological response experienced by
the facial region. In the face of a threat or situation of high effort, the body must
provide the muscles with a greater quantity of nutrients. For this purpose, blood
flow is increased and, consequently, the facial temperature increases. The areas
corresponding to the periorbital [14] and supraorbital [15] regions have a greater
predisposition to increase temperature to minimize the effect of stressors. For
this purpose, blood flow is redirected from the cheek area [16] to the area of
the ocular musculature. In this way, the cheeks are cooled and the ocular areas
are warmed. In turn, the increase in temperature and, therefore, in blood flow,
contributes to minimize ocular response times.

Thus, from a biological point of view, thermal changes are mainly observed
through changes in subcutaneous vasoconstrictors and body sweating. In a
threatening situation, epinephrine is released into the bloodstream reducing its
blood volume. In this way, the human body protects itself against excessive
blood loss. On the other hand, when the threat is the threat, there is a muscular
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relaxation accompanied by a gradual increase in temperature, a consequence of
parasympathetic recovery.

All these indicators will be extremely useful to quantify the physiological
response using different biometric systems and to identify a stress situation in
the person.

2.2 Biometrics Systems to Measure the Stress

Faced with an unfavorable situation involving a high level of stress or anxiety,
people tend to experience different physiological responses depending on their
life experience, their coping strategies and their ability to minimize stressors.
Having an external monitoring system to quantify the physiological response
can help to train the response to certain stressful situations and to enhance
these types of skills.

There is a wide range of biometric devices that can be classified into different
categories depending on the type of response they measure. These families focus
on the quantification of changes in heart rate, skin conductivity, brain activity,
temperature, and changes in biometrics based on facial expressions.

Among the devices focused on quantifying heart rate variations, three types
of solutions predominate (HRV, ECG, plethysmography). These solutions, based
on the measurement of cardiac changes allow us to know firsthand the state of
stress or anxiety suffered by an individual [17,18]. With the current proliferation
of wereables, these solutions are really affordable although their accuracy is not
too high.

In a situation of anxiety or high stress [19], people often experience sweating
and an increase in average temperature. This biological response acts as a defense
and allows the individual to react more quickly in an attempt to deal with the
situation. To quantify this type of response, GSR devices provide an inexpensive
but inaccurate and noise-prone solution.

Among the systems based on quantifying brain activity, EEG solutions pre-
dominate. These systems have good temporal resolution and are extremely useful
for studying cognitive load [20] and emotions based on the activation of differ-
ent regions of the brain. From the activation of different regions of the brain.
Currently, the line of brain-computer interfaces (BCI) is becoming very relevant
and has an extremely high potential.

In the field of facial biometrics, we are currently working on different lines of
research such as ocular analysis (eye arrangement [21], pupil dilation [22] or eye
tracking [22]); thermal response of the face [23]; speech analysis and recognition;
or the study of facial microexpressions.

To conclude this section, it is necessary to comment that since not all users
respond in the same way (from a physiological point of view) to the same event,
it is necessary to make an important effort to study and calibrate this type of
devices (regardless of the selected technology) in order to identify the user’s
expected footprint or type of response and to obtain conclusive results.
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2.3 Evaluation Methodologies

This section reviews the main existing methodologies to: induce stress; to quan-
tify the level of cognitive load and to quantify the degree of acquired cybersitu-
ational awareness.

Stress Induction Systems. In [24,25] it is presented an exhaustive review of
some of the many techniques or approaches existing today to induce stress in an
artificial and controlled way in a person is presented. This type of methodologies
allow us to study the stress response of a person in an experimental or laboratory
environment with the aim of being able to extract valid results from our study.

Among the most used techniques are the Stroop test [26], the social stress
test [27] and the arithmetic stress test [28]. It is important to emphasize that,
although these methodologies are standardized, the effect that they generate on
people depends on numerous factors among which the coping of each person
introduced in the previous section stands out.

Stroop’s test originally proposed in [29], is a test widely used [30] as a gen-
erator of psychological stress. In [26] it is demonstrated that this test fulfills the
four basic criteria or physiological changes necessary to induce stress: increase in
the sensation of distress; stimulation of the adrenal sympathetic system (increas-
ing adrenaline levels); activation of the fight-flight mechanism and changes at
the cognitive-neuronal level. In [30] and [31] the validity of this stress system is
demonstrated by contrasting the (active) confrontation of the stress situation (of
the threat) with the changes of the heart rate and the cardiovascular reactivity.

Trier social stress test (TSST) [27]. It is a test that is characterized by forcing
a person to speak for 10 min in front of a relatively large audience. In [27], this
approach was shown to satisfy the four basic criteria.

Arithmetic stress test. It is another widely used approach to stress generation.
In this line, there are many different tests (mathematical tests, puzzles, ques-
tionnaires to measure IQ, etc.) that allow generating stress levels with different
intensities as in [32,33].

Mental Effort (or Cognitive Load) Measurement Systems. In the area
of cyber-situational awareness it is important to assess and try to quantify in
some way the level of cognitive load or effort that a person has during the
decision stage. In this context, a new line of research emerges (human cognitive
load) [34] to measure and explore the interaction of people with other individuals
and systems [35]. Thus, evaluating cognitive effort allows us to quantify the cost
associated with performing a cognitive task in order to predict the performance
of the operator and/or the system [36]. Numerous studies have shown that both
the excess and lack of cognitive load can slow down the decision-making process,
as well as decrease the effectiveness of the same [37]. Generally, the increase in
mental effort is associated with different external circumstances that generate
an increase in the level of anxiety or stress in the individual.

The Fig. 1 schematically represents the typical decision-making process (in
line with Boyd’s cycle). It takes into account both the changes in context and
the impact of these changes on the mental effort supported by the individual.
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Fig. 1. Stages of the decision making process

To maximize the benefit obtained in the decision-making process, it is neces-
sary to rigorously and consistently evaluate the mental effort supported by the
decision-maker. In this line of work, different approaches arise to study both the
cognitive load and the level of knowledge acquired during the decision-making
process. Among the most widespread solutions, they stand out: the SUS [38]; the
NASATLX [39]; the SWAT [40]; the WP [41]; the RSME [42]; or the SWDT [43]
among others.

In addition to the studies presented previously, there are two methodolo-
gies [44] of special relevance that apply to the operational and military context,
whose purpose is to know both the level of cognitive load and the capacity to
assimilate information and, in short, the situational awareness acquired before
(SAGAT) and after (SART) the execution of the mission.

The first methodology, SAGAT [45], consists of a preliminary mission assess-
ment and focuses on quantifying the skills and knowledge acquired by the individ-
ual during the planning phase. On the other hand, the SART [46] methodology
focuses on the study of the awareness of the situation acquired by the individual
after the mission and applies extraordinarily well to the interests of our work.

Methodologies for Evaluating Acquired Cyber-Situational Awareness.
The SART methodology [46] is a subjective a posteriori qualification technique
widely used in operational and military contexts to measure the degree of knowl-
edge that an operator possesses when making decisions or, what is the same, it
measures if these decisions have been made with knowledge of cause and with
the minimum of possible interference, for example, all those caused by a stress
situation. The methodology is quantified from ten dimensions grouped into three
different domains: the attention demanded (AD), to measure the degree of atten-
tion required by the context; the attention paid (AP), to measure how right are
the decisions taken according to the level of stress/mental capacity of the person
who takes them in a given moment; and the understanding (U), to measure how
much of the information that reaches the user is being processed and understood
correctly).
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Each of the dimensions (regardless of the domain to which they are associ-
ated) is quantified using a numerical scale defined between 1 (little) and 7 (lot).
The final degree of the cyber-situational awareness adquired (DCSA) during the
operation is calculated as DCSA = U − (AD − AP ). Typically, this value is
usually normalized to a scale between 0 and 100.

3 Design Principles

This paper aims to address the current need for a proven framework to assess
the impact of stress in the context of cybersecurity. Although it is true that
it can be used for both industrial and military purposes, it is more focused on
military environments where the impact of the decisions taken and stress play a
more critical role in most situations.

In addition to the evaluation of the impact of stress, the evaluation of the
degree of cybersituational awareness acquired during the exercise will also be
assessed.

The proposed model is purely theoretical and could not be put into practice
due to the limitations of the COVID19.

The main and secondary objectives, functional requirements and limitations
of the work are detailed in more detail below.

– Main objective. To define a framework to assess the impact of stress on
cyberexercises and decision making.

– Secondary objective. To be able to use the framework as a complementary
system to improve decision making for cybersecurity professionals under high
stress conditions.

– Functional requirements. To have a working environment (validation sce-
nario) on which to perform the cyber exercises; have a list identifying the
possible risks associated with the working environment in order to be able to
better perform the decision-making process.

– Limitations. Due to COVID-19 restrictions, it has not been possible to test
this methodology on an experimental basis; it is expected that the method-
ology will be tested with an initial battery of 50 users.

4 Framework

This section proposes the action protocol on which to execute the framework;
a block model of the proposed system/framework and the interrelationship
between the different blocks and the cybersituational awareness acquisition pro-
cess based on Boyd’s cycle.

4.1 Action Protocol

This section describes the proposed performance protocol to obtain the database
to evaluate the decision-making process performed by the study participant
under stress conditions.
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Due to people react differently to the same stimulus, it is necessary to perform
a previous calibration to calibrate the biometric acquisition device to the study
participant. Once the devices have been calibrated, the protocol can be executed.

4.1.1 Protocol Acceptance Requirements
For the calibration process and the application of the proposed work protocol,
it is necessary to include a series of restrictions to define which people can
participate in the study and under what circumstances they should/can leave
the study. In addition, it is necessary to contemplate a series of environmental
restrictions to homogenize the acquisition of data for all participants. These
requirements are described below according to different criteria.

Inclusion criteria: no chronic diseases or psychiatric history; age between
18 and 55 years; knowledge and/or experience related to the area of application
of the study.

Exclusion criteria: diagnosis of psychiatric or neurological disorder; use
of psychotropic drugs or psychotropic substances of any kind; use of tobacco,
alcohol or nervous system excitatory substances (caffeine, theine, etc.) 8 h before
the test; excessively high signs of stress; if the participant considers that he/she
has a higher baseline stress level than usual.

Sufficient conditions for exclusion after starting the study: at the
subject’s request; presenting adverse reactions; presenting a clinical condition
that could modify some of the parameters measured.

Requirements for taking the test: no consumption of any psychotropic
substance in the last 24 h prior to the study; wake up at least two hours before
the test; eat a light breakfast and low-sugar food; no alcohol in the 12 h prior
to the study; no smoking or caffeine in the 8 h prior to the test; no strenuous
exercise before the time of the study; and preferably wear comfortable clothing.

Regarding environmental conditions: the temperature of the room
should be adequate (22–25 ◦C); air flows directed towards the test area (doors
and windows) should be avoided; and constant illumination should be main-
tained.

4.1.2 System Calibration
The system calibration protocol has been designed to recreate stress situations
similar to those the subject might encounter on a daily basis in order to calibrate
the stress detection system. Specifically, the protocol focuses on three key stages:
the Stroop test, a memory test and a mathematical reasoning test. In addition,
we will have an initial contact stage (Acclimatization) and a final stage of return
to the basal state (Recovery).

The order of the proposed stages is critical and must be respected at all
costs since the Stroop test allows a high amount of stress to be generated in the
subject that will be maintained (at least in a residual way) during the rest of the
test. With this test, the aim is to recreate a stressful situation of high intensity
in order to calibrate this type of responses. In the memorization stage, the aim
is to quantify the retention capacity that a person has in a stressful situation.
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Finally, in the stage of logical-mathematical reasoning, the aim is to measure
the critical reasoning capacity of a person subjected to high stress.

A more detailed description of the protocol is given in the Annex Table 1.
This template should be used by the tester to collect the results obtained during
the test.

4.1.3 Cyber-Situational Awareness Questionnaire
With the objective of quantifying the degree of cyber-situational awareness
acquired during the evaluation methodology, a transposition of the SART
methodology detailed in Table 2 [46] is proposed as a template to be used in
the Proof of Concept.

For each of the different dimensions you must answer from 1 (little) to 7
(a lot) to the questions proposed in the evaluation methodology of the degree
of cyber-situational awareness acquired. Subsequently, the values provided for
each of the domains will be grouped from their respective dimensions and the
degree of cyber-situational consciousness acquired will be calculated with the
mathematical expression presented.

4.2 Framework Architecture

The system architecture proposed to validate the evaluation methodology is
modular and is subdivided into the following blocks: monitoring; risk manage-
ment; decision support system; evaluation; and system visualization. The rela-
tionship between the different components of the system is presented in Fig. 2.

It is important to emphasize that this architecture is a generic design and,
therefore, all components can be replaced by others based on a different tech-
nology stack (see Sect. 2.2) as long as they maintain a similar performance at a
high level.

Monitoring. This block, together with the display block, corresponds to the
observation stage of Boyd’s cycle. Its objective is to monitor and diagnose the
system in order to provide the most complete and realistic image of it. To do
this, this module will use different monitoring tools such as SIEM or IDS as well
as other applications for data processing and representation.

Regarding the relationship of this first block with the rest of the system,
we can observe how it impacts directly on the visualization module and on the
biometric evaluator module, feeding them with the complete vision of the current
situation of the system.
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Fig. 2. Framework architecture

Visualization. The visualization module seeks to present the information
obtained by the monitoring component in an attractive and useful way for the
user, so that he can work with it easily. This component can reuse the visu-
alization capabilities provided by the own systems used in the previous stage
(SIEM, IDS, etc.) or offer a new view from other tools such as the technology
stack ELK [47].

As regards the relationship with the other components, this module provides
the risk management module with an enriched and aggregated view of all the
information collected during the monitoring phase.

To enrich this information, the visualization component is modulated by the
evaluation components (biometrics and system), so that it can change the views
according to the existing demands in the system from a technical (of the system
itself) and human (of the biometrics module) point of view.

An example of the change in behavior of this module would be the following:
let’s suppose that the operator is monitoring a system in a SOC and starts
receiving a high number of alerts that make his stress level skyrocket. To make his
work easier, the biometric evaluation module informs the visualization module
of the operator’s current status, which results in a reduction of the low-level
alerts that reach the operator so that he can focus correctly on the problem and
gradually reduce his stress level.

Risk Management. This component receives information on the current state
of the system through the display module. It is important to emphasize that the
information obtained is related both to the technical level (of the system) and
to the human level (operator/biometrics).

From the information obtained, an assessment of the existing threats can be
made, studying which assets are affected and which are the possible safeguards
to be adopted. Thus, it is possible to pre-select a safeguard and send that infor-
mation to the evaluation modules to assess the goodness of that decision.
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Evaluation. The evaluation component corresponds to the decision stage of
Boyd’s cycle. Its objective is to assess whether or not the safeguards adopted in
the previous stage are adequate in light of the current situation of the system
or, in other words, whether we are making the best decision. To do this, the
component is divided into two smaller ones according to the information they
handle

System Evaluation. This component seeks to somehow simulate the impact that
applying the selected safeguard would have on the system. Ideally, it should be
used as an impact calculator so that a set of safeguards can be consulted and,
based on evaluation criteria defined by the user, these can be evaluated to obtain
the most appropriate one at each moment. This evaluation will be sent to the
decision-making component that will be responsible for carrying out our choice.

Biometric Evaluation. This component is the most critical of all and constitutes
the main and differentiating element of the proposed solution in relation to
the existing commercial solutions today for the identification, management and
mitigation of threats.

As has been commented throughout this work, the human factor in decision
making is very critical. Being able to correctly assess the decision-making capac-
ity that a person has at a given time can have a high impact on the repercussions
of their actions. Therefore, this component must be able to monitor the current
state of the person to evaluate and assess the goodness of their decision.

As can be seen in the Fig. 2, this component impacts directly on decision
making (like the evaluation system) but also mediates the scope of the visualiza-
tion module allowing it to adapt to the needs of the operator, such as the level
of stress.

Decision Making. It constitutes the last component of the system and corre-
sponds to the performance stage of Boyd’s cycle. The objective of this component
is to allow the user to choose which decision to make based on the previously
selected safeguards and the assessment made by the evaluation component (on
a technical and human level).

As can be seen in Fig. 2, the impact of this component on the system is
quite high, mediating the behavior of visualization and risk management, by
modifying the context from the decisions made.

5 Case of Study

5.1 Validation Scenario

To validate the evaluation methodology proposed in this work, a small use case is
proposed to simulate the work that should be performed by a person in charge of
monitoring and responding to incidents that appear in a simulated environment
with a topology similar to the one proposed in the Fig. 3.
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Fig. 3. Validation scenario

The demonstration scenario will be a simple environment (as shown in Fig. 3)
in which there will be 2 server machines hosting a set of web applications and
distributed network service. These machines will be located in the DMZ of the
system. In addition, in the network topology, two other sub-nets of interest can be
distinguished, one to host user equipment and the other for the administrator’s
equipment. Finally, all systems will be protected with 2 levels of firewall and it
is assumed that notification systems will be deployed in all of them to monitor
the status of the equipment and detect new threats (SIEM environments, IDS,
NIDS, etc.).

5.2 Vulnerabilities List

The vulnerabilities have been grouped into two classes according to the nature
of the machines. On the one hand, we will have a set of vulnerabilities that will
affect user machines and, on the other hand, we will have vulnerabilities whose
scope is more related to web and server environments. The following are some
examples of vulnerabilities belonging to these two classes.

Attacks to User Machines: attacks to user machines [48]; attacks due to miscon-
figurations; privilege escalation through capabilities; privilege escalation through
the sudoers configuration; path hijack; and weak passwords.
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Web Server Attacks: Remote Code Execution; Remote File Inclusion; Path
Traversal; XSS Attacks; disclosure of information via Robots.txt; disclosure of
information via Server-status; CookieHttpOnly based attacks.

5.3 Methodology Application Proposal

As shown in Fig. 3, the validation process will involve two kind of users: the
system administrator (study participant) and an attacker who will be responsible
for carrying out a series of predefined attacks that the administrator will have to
deal with and repel. To maintain tension during the exercise and make it more
attractive to the participants, a gamification strategy will be adopted so that
points will be obtained for each attack avoided and/or threats neutralized.

On the other hand, to homogenize the data acquisition process of the study
(analogous to the calibration protocol proposal), minimizing the interaction with
the test subject is very important. Therefore, it is proposed to automate the
attacks so that all study participants can face the same scenario under equal
conditions.

The steps that should be followed in order to obtain conclusive results that
would allow us to validate the proposed methodology are presented below:

1. The participant must be submitted to the calibration protocol presented
in Sect. 4.1. The proposed templates for data collection should be used
(see Table 1). Among these data, it is very important to collect the socio-
demographic part in order to be able to elaborate a profile of the participants
in the study.

2. The topology of the scenario, the rules and the objectives of the proof of
concept will be explained to the participant by means of a video. In addition,
a pre-analysis will be provided with indications (safeguards) to be performed
in case of some of the attacks already foreseen. Not all previously presented
vulnerabilities will have an associated safeguard.

3. The cyber-exercise whose topology is shown in Fig. 3 will be performed, in
which the participant will acquire the role of system administrator and will
have to repel the attacks carried out by the attackers.

4. At the end of the exercise the participant will be provided with a questionnaire
similar to the one presented in Table 2 to assess the degree of cybersituational
awareness acquired during the cyber-exercise. The questions presented in that
template are extensible and can be further tailored to the exercise proposed.

5. With all the data obtained, the proposed methodology will be validated and
the pertinent conclusions will be drawn.
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6 Challenges and Opportunities

Among the main challenges to be faced when implementing this framework and
continuing with this line of research are the following:

– Degree of user acceptance. This is the first challenge to solve and is related
to the distrust that users have of being monitored by biometric systems. There
is a natural suspicion among users who fear being penalized or even fired if it
is shown that any of their errors could have been prevented or mitigated or
if it is shown that they do not perform adequately under stressful situations.

– Biometric device selection. It will be necessary to properly choose the bio-
metric devices that will profile the user’s response. Depending on the devices
chosen, their degree of intrusiveness, their accuracy, their noise tolerance,
etc., we will have to make more effort in the calibration process, in the post-
processing of the data, etc. The intrusiveness of the devices is directly related
to the degree of user rejection.

– Calibration process. It constitutes the third challenge to be solved and
is probably one of the most complicated to resolve. As has been mentioned
throughout this work, not all people respond in the same way from a phys-
iological point of view to the same stressor agent. Therefore, it is necessary
to identify the user’s response pattern in order to adapt the results to this
pattern and thus obtain conclusive results.

– Testing of the proposed methodology. It is necessary to generate a suf-
ficiently large dataset that allows us to validate the proposed methodology,
thus giving it added value.

– Real-world application. After validating the methodology and testing its
usefulness in simulated or training environments, it will be necessary to take
the solution to the next level of maturity and include it in real operational
environments. Of particular relevance are all those solutions related to rapid
response centers (CERTs) and military environments. To reach this level of
maturity, we will have to overcome the previous challenges and develop a
framework that can be integrated with the systems currently used by our
customers.
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7 Conclusions

This work has reviewed the main lines of research related to cybersitua-
tional awareness, decision making and stress, highlighting the close relationship
between these three areas and how they constitute a whole in the context of
cybersecurity.

The proposal contained in the paper seeks to reflect a need currently existing
in the market and to propose a theoretical solution as to how it should be solved.
Due to COVID-19 limitations, it has not been possible to implement this solution
and obtain a dataset generated with real users.

As future lines of research it is proposed to implement the proposed frame-
work and test it with a small number of users (50–60) to draw some initial
conclusions in order to see in which lines of research to make more efforts. It is
also proposed to play with different technologies of biometric systems and even
combine technology families to see which of them have a greater acceptance by
the user, greater accuracy...

To conclude, it should be noted that the applications of this type of solutions
in military environments can lead to significant improvements in cyber opera-
tions, improving the decision making process and the stress tolerance of cyber
operators through different simulations and training exercises through which
they are provided with adequate feedback that allows them to improve as pro-
fessionals.
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Appendix

Table 1. Appendix A - Biometric calibration template

Socio-demographic data

1. Id:

2. Role:

3. Name:

4. Surname:

5. Age:

6. Sex (M/F):

Acclimation

1. Do you consider that you are currently under a higher level of stress than usual? (1. No, 2. Yes).

2. If yes, please indicate the main reason(s) you consider to cause such stress (e.g., family reasons, studies,

job-related, personal situation, etc.):

3. Indicate your current level being 0 no stress at all and 100 absolutely stressed.

Stage II: Stroop’s test

1. No of successes: 2. Perceived stress level (0 to 100)

Stage III: Memorization

– Story 1: Many /of the children/ of a school /in northern /Lilliput/ were killed /or seriously injured/

and others /seriously hurt/ when a bomb/ exploded/ in the village school./ The children/ were blown/

over a ravine/ up a hill/ a considerable distance/ from the school./ Only two children/ were unharmed.

1. No of memories S1 (min 10) 2. Perceived stress level at the end of the

test (from 0 to 100)

Stage IV: Logical-mathematical reasoning

– Sequence to be followed by the subject.1022, 1009, 996, 983, 970, 957, 944, 931, 918, 905, 892, 879,

866, 853, 840, 827, 814, 801, 788, 775, 762, 749, 736, 723, 710, 697, 684, 671, 658, 645, 632, 619,

606, 593, 580, 567, 554, 541, 528, 515, 502, 489, 476, 463, 450, 437, 424, 411, 398, 385, 372, 359,

346, 333, 320, 307, 294, 281, 268, 255, 242, 229, 216, 203, 190, 177, 164, 151, 138, 125, 112, 99, 86,

73, 60, 47, 34, 21, 8, -5, -18, -31, -44

1. Number of errors

2. Last value reached

3. Perceived stress level at the end of the

test (from 0 to 100)

Stage V: Recovering

Answer from 1 (a little) to 5 (a lot) according to your perception of your current state.

1. I feel palpitations
2. I feel my mouth dry
3. I feel a stiff neck.
4. I feel short of breath, I sigh frequently.

5. I feel I sweat
6. I feel chills
7. I feel like I have nerves in my stomach.

8. I feel my face blushing
9. I feel dizzy

10. I make a lot of mistakes

11. I don’t want to talk

12. I feel angry

13. I feel that I am easily distracted or do not

concentrate.

14. I feel on the edge

15. I feel annoyed by everything

16. I don’t feel motivated to do things

17. I feel I get impatient easily

18. I feel agitated and/or restless
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Table 2. Appendix B - SART template

Attention Demanded (AD)

– Level of situation’s stability degree

• Question (Q): Is the current situation prone to sudden changes (7) or does it seem to remain
stable (1)?

• Response (R):

– Level of situation’s variability

• Q: How many variables are changing in the current context? Are there a high number of factors

that change (7) or do they tend to remain unchanged (1)?

• R:

– Level of situation’s complexity level

• Q: How would you rate the degree of complexity of the situation: are there many interrelated

components or circumstances (7) or is the situation simple and straightforward (1)?

• R:

Attention Paid (AP)

– Excitement level

• Q: How alert do you feel you are right now? Do you consider your level of arousal to be high (7)

and are you ready for the activity you are doing or, on the contrary, do you maintain a low level

of alertness (1)?

• R:

– Cognitive capacity available
• Q: How much cognitive capacity do you have in the current situation to deal with many variables?

(7, a lot of capacity; 1, you have nothing to spare).

• R:

– Concentration level

• Q: How focused are you right now? Are you concentrating on many aspects of the situation (7) or

just one (1)?

• R:

– Attention level

• Q: How much is your attention divided in the current situation? Are you concentrating on many

aspects of the situation (7) or just one (1)?

• R:

Understanding (U)

– Amount of information

• Q: How much information have you obtained about the situation? Have you been able to receive

and understand a great deal of knowledge (High) or very little (Low)?

• R:

– Degree of information quality
• Q: How reliable is the information obtained and how good (high, 7; low, 1) is it?

• R:

– Level of familiarity

• Q: How familiar are you with the situation, do you feel you have a lot of relevant experience (7)

or is it a new situation (1)?

• R:

Degree of the cybersituational awareness adquired (DCSA: U − (AD −AP ))

– AP:

– AD:

– U:

– DCSA:
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9. Selye, H.: The Stress of Life. McGran-Hill Book Company, New York (1956)

10. Cannon, W.B.: The wisdom of the body, New York (1932). Harvey’s work with
bodily circulation looms over this book. In his chapter “Feedback and Oscillation,”
Norbert Wierner redefined homeostasis in terms of information: cybernetics, or
control and communication in the animal and the machine, (Cambridge, Mass.,
1961), esp, pp. 114–15 (1932)

11. Cox, T.: Stress: a review of theories, causes and effects of stress in the light of
empirical research (1978)

12. Lazarus, R.S., Folkman, S.: Stress, Appraisal, and Coping. Springer, New York
(1984)

13. Lazarus, R.S.: Coping theory and research: past, present, and future. In: Fifty
Years of the Research and Theory of RS Lazarus: An Analysis of Historical and
Perennial Issues, pp. 366–388 (1993)

14. Levine, J.A., Pavlidis, I., Cooper, M.: The face of fear. The Lancet 357(9270),
1757 (2001)

15. Puri, C., Olson, L., Pavlidis, I., Levine, J., Starren, J.: StressCam: non-contact
measurement of users’ emotional states through thermal imaging. In: CHI 2005
Extended Abstracts on Human Factors in Computing Systems, pp. 1725–1728
(2005)

16. Merla, A., Romani, G.L.: Thermal signatures of emotional arousal: a functional
infrared imaging study. In: 2007 29th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society, pp. 247–249. IEEE (2007)

17. Ballinger, B., et al.: DeepHeart: semi-supervised sequence learning for cardiovas-
cular risk prediction. arXiv preprint arXiv:1802.02511 (2018)

18. Mousavi, S., Afghah, F., Razi, A., Acharya, U.R.: ECGNET: learning where to
attend for detection of atrial fibrillation with deep visual attention. In: 2019 IEEE
EMBS International Conference on Biomedical & Health Informatics (BHI), pp.
1–4. IEEE (2019)

https://www.usenix.org/conference/cset18/presentation/dykstra
https://www.usenix.org/conference/cset18/presentation/dykstra
https://doi.org/10.1007/s10484-016-9347-8
https://doi.org/10.1007/s10484-016-9347-8
http://arxiv.org/abs/1802.02511


Framework Proposal to Measure the Stress as Adversarial Factor 535

19. Mundell, C., Vielma, J.P., Zaman, T.: Predicting performance under stressful con-
ditions using galvanic skin response. arXiv preprint arXiv:1606.01836 (2016)

20. Hernandez-Ortega, J., Daza, R., Morales, A., Fierrez, J., Ortega-Garcia, J.:
edBB: biometrics and behavior for assessing remote education. arXiv preprint
arXiv:1912.04786 (2019)

21. Mequanint, E., Zhang, S., Forutanpour, B., Qi, Y., Bi, N.: Weakly-supervised
degree of eye-closeness estimation. In: Proceedings of the IEEE International Con-
ference on Computer Vision Workshops (2019)

22. Minadakis, G., Lohan, K.: Using pupil diameter to measure cognitive load. arXiv
preprint arXiv:1812.07653 (2018)
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Abstract. The adoption of the latest advances in Information and Com-
munication Technologies (ICT) at the military operational edge raises
promising points of disruption, emphasizing significant improvements in
decision support, information sharing, and situational awareness acqui-
sition. Among these, tactical clouds are perceived as necessary assets for
achieving information and cyberspace sovereignty, serving as backbone
for other cyber functionalities and their connectivity to the kinetic world.
However, the attacks against the sustainability of tactical clouds, com-
monly referred to as Tactical Denial of Sustainability attacks (TDoS),
pose one of the challenges that is mostly attracting the attention of the
research community, mainly due to its asymmetric nature and cross-
domain implications. Hence, the TDoS concept has been conceptually
explored and analyzed through vignettes and case of study; but to date
no previous work has addressed the problem of its measurement and
quantification. With the aim of their understanding, this paper presents
a research work that addressed the problem of identifying and analyz-
ing mission-centric Measures of Effectives (MOEs), Measure of Perfor-
mance (MOPs) and quantitative/qualitative Performance Indicators (PI)
able to detect and assess TDoS situations. These measurements embrace
capacity, technological, socio-cognitive and energetic aspects, discussing
their possible application at offensive and defensive thinking.

Keywords: Cloud computing · Cyber defence · Denial of
sustainability · Operational assessment · Risk management

1 Introduction

The rapid development and consolidation of emerging and disruptive technolo-
gies (EDT) comes hand in hand with the digitalization of society and the means
of production, thus affecting all sectors and aspects of life. This resulted in the
coining and popularization of the expression Society 5.0 [8], which beyond the
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cross-sectional sharing of knowledge and information achieved by the 4.0 concept,
emphasizes the role of the cyber persons as human operators on the cyberspace
[14]. In line with the social and industrial developments, the adoption of the lat-
est advances in Communication and Information Systems (CIS) at the military
operational edge raises promising points of disruption, emphasizing significant
improvements in decision support, information sharing, and situational aware-
ness acquisition. As suggested by the NATO Emerging and Disruptive Technol-
ogy Implementation Roadmap for the next decade [16], and recently agreed at
the NATO Summit in Brussels [15]: “The speed of technological change has never
been higher, creating both new opportunities and risks in the security environ-
ment and to the way NATO operates. We (NATO) are determined to preserve
our technological edge, and ensure Alliance interoperability, in order to main-
tain the credibility of our deterrence and defence posture”. Among these, the
tactical clouds are perceived as necessary assets for achieving information and
cyberspace sovereignty, serving as backbone for other cyber functionalities and
their dependencies. Consequently, the cloud computing paradigm bring unique
capabilities to the tactical edge, prompting end-to-end communication and tac-
tical synchronization between commander and effectors, allowing to increase
and smart allocate computational resource for high priority operational mis-
sions thorough automatic scaling and expandability by design [2]; and enabling
layered Big Data and Artificial Intelligence, the latter serving the rapid analysis
of the situation and support decision-making. But the development, mainte-
nance and operation of tactical cloud is not exempt of challenges concerning
synchronization and orchestration, operability, constant adaptation to changes
in the CIS ecosystem, or the smart balancing of features and adjustment of the
desired performance indicators against their counterpart [37]. According to [5]
the defence sector must prepare across all disciplines to embrace the capabilities
enabled by tactical clouds, where the biggest challenges will not be technological
but related with changes in the culture that drives their design, deployment and
operation. This results in a cross-disciplinary challenges that puts the person in
the middle, and which affects their sustainability at all dimensions: technological,
operational, socio-cognitive, doctrine, resource optimization, etc. In this context,
the attacks against the sustainability of tactical clouds, commonly referred to
as Tactical Denial of Sustainability (TDoS), pose holistic challenges that due to
their asymmetric nature and cross-domain implications, are recently attracted
the attention of the research community mostly [12,25].

As indicated in [12], “the TDoS situations target to impact on the tactical
level of war by jeopardizing the sustainability of the capabilities provisioned by
the tactical clouds, so they embrace tactical-level actuations focused on jeopar-
dizing the decisions and actions that shall originally create advantages when in
contact with or in proximity to the enemy”. By exploiting the cross-disciplinary
inherent in tactical clouds, they threatened hybrid dimensions mostly referring to
the economics, safety, security, energy efficiency or socio-technical features of the
supported missions; being the Economic Denial of Sustainability (EDoS) attack
vectors the most referred in the bibliography [26]. On these grounds, the TDoS
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concept has been conceptually explored and analyzed through vignettes and case
of study; but to date no previous work has addressed the problem of its mea-
surement and quantification [12]. With the aim of facilitate their understanding,
this paper presents a research work that addressed the problem of identifying
and analyzing mission-centric Measures of Effectives (MOEs), Measure of Perfor-
mance (MOPs) and quantitative/qualitative Performance Indicators (PI) which
shall be able to detect and assess TDoS situations. These measurements embrace
capacity, technological, socio-cognitive and energetic aspects; being proposed a
framework for their unification and possible application at offensive and defen-
sive thinking. The most differentiating aspects of the research presented in this
paper are enumerated below.

– A review of the recent contributions and state-of-the-art on tactical denial of
sustainability has been conducted, summarizing key concepts, trends, chal-
lenges, and opportunities

– A reference model for mapping the cross-domain indicators of TDoS is pre-
sented, which describes the horizontal and vertical dependencies between the
scoped dimensions (technical/capabilities, cognitive and energy) and planes
(Mission-level, CIS-Level)

– A base set of Measures of Effectiveness (MOE), Measures of Performance
(MOP) and Performance Indicators (PI) for TDoS assessment has been iden-
tified and analyzed. The proposed measures are mission-centric, so they are
consistent with the current military culture and doctrines.

– In-depth discussions and reflection on TDoS assessment is spread throughout
the paper, concluding in guidelines and recommendation for TDoS assessment
applied at offensive and defensive military thinking scenarios.

The paper is organized into eight sections, being the first of them the
present introduction. Section 2 reviews the state of the art on the digitaliza-
tion of the military sector, tactical denial of sustainability and mission-centred
operational assessment. Section 3 summarized the design principles of the con-
ducted research, including objectives, assumptions, hypothesis, and limitations.
Section 4 defines and analyzes a base set of MOEs, MOPs and PIs for operational-
based TDoS assessment on military operations. Section 5 for socio-cognitive
aspects and Sect. 6 for technical features. Section 7 analizes the measurements
in terms of military thinking. Finally, Sect. 8 highlights the achieved conclusions
and most promising future research lines.

2 Background

2.1 Threatening the Sustainability of the Digital Tactical Edge

Throughout the last decades, cutting-edge technological advances have emerged
spanning several areas of our society. The digitalization phenomena have led to
not only transformations in the underlying ICT supporting the business pro-
cesses of the value chain, but also transformations in the human factor involve-
ment in the cyber-space. Among the areas of disruptive immersion of ICT is also
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the defence sector in the road to attain combat capabilities to cope with forth-
coming next-generation warfare scenarios [25]. The technological landscape has
shifted to a high complex scenario where several emerging trends have converged
in the digitalization race in defense. Such is the case of artificial intelligence
and data analytics for assisting commanders in the decision-making process,
advanced network communication systems with growing presence of IP-based
platforms, Human-computer interaction and immersive systems or a bunch of
virtualization-based solutions to extend the capabilities of physical resources
[18]. The latter playing a critical role in today’s “on-demand” service provision-
ing models, moving the “everything as a service” principle exploited by cloud
computing ahead in several areas of presence. With that principle in mind, the
tactical cloud pursues the rollout of digital capabilities embracing those for
logistic coordination, intelligence, surveillance, and reconnaissance, in support
of kinetic tactical operations [27]. However, having a purely centralized cloud is
far from being effective in the tactical domain since accessing the digital capa-
bilities offered from a centralized datacenter is constrained by the surrounding
environment of the end user location, which can be multi-hop and miles-away
distant from the central datacenter, being subjected to adverse (sometimes hos-
tile) conditions in the operational edge as is the case of Delayed, Intermittent
and Low-bandwidth (DIL) environments [3].

The orchestration of digital capabilities in the tactical edge is thereby cru-
cial to provide critical communications and service delivery closer to the end
user, leveraging the computing, storage, and networking capabilities of the tech-
nological assets in proximity, at one-hop in the best case [6]. The tactical edge
supports heterogeneous communication protocols, mobile networks based on dif-
ferent waveforms, efficient use of processing and communication nodes and, more
importantly, the scalability of the computational resources [23]. Regardless of the
tactical edge location, the pooling of physical resources and the abstraction of
physical resources should be leveraged in the maximum possible extent, paving
the way for an elastic provisioning of on-demand digital capabilities orchestrated
in proximity to the end-user. Managing the end-to-end communications from the
tactical cloud is closely bound to cutting-edge technologies like Network Func-
tion Virtualization (NFV), Software-defined Networking (SDN), Cloudlets or
Ground-Centric Networking (GCN) harmonized to drive self-management capa-
bilities, commonly referred as Self-organizing Networks (SON) [9]. NFV is a
paradigm where conventional hardware-based networking functions (e.g. load
balancers, firewalls, proxies) are decoupled from the underlying hardware and
represented as virtualized instances that can be dynamically orchestrated across
different locations in the tactical edge. NFV deployments require high levels of
automatism and programmability of the network when facing the configuration
of multiple traffic flows for chaining virtualized functions, which is provided by
SDN [17]. In a software-defined network the functions of the control plane are
logically centralized in the SDN controller which interfaces with software applica-
tions that ultimately steer the forwarding nodes in the data plane. The synergy of
NFV and SDN allows the optimization of the network traffic reducing complexity
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of the network management whilst boosting self-organizing capabilities as widely
addressed by emerging architectures like 5G or by the tactical cloud itself [10].
Moving digital capabilities closer to the tactical edge poses a trade-off between
the availability high processing capacity on the central cloud versus the commu-
nication delay/latency reduction stem from deploying services at the edge. For
this reason, keeping the SWAP (Space, Weight and Power) ratio in acceptable
conditions becomes critical to preserve the sustainability of the physical and
virtual infrastructure on which tactical capabilities are deployed. Nevertheless,
the advantages of allocating services in the tactical edge outnumber the draw-
backs of having a unique-centralized cloud as they boost the chances for an end
operator to execute a mission smoothly but brings other security concerns into
stage, among them, threats towards the sustainability of the tactical edge. In
this line, recent research has been conducted to elaborate a thorough definition
of the Tactical Denial of Sustainability (TDoS) delving into its formalization
and cases of study, which has grounds on the Economical Denial of Sustainabil-
ity (EDoS) concept widely covered by the literature, and the research presented
here deepens into their assessment from the eyes of military operations aligned
to the NATO doctrine.

2.2 Assessment of Military Operations

Operation assessment (OA) refers specifically to the process used during plan-
ning and execution to measure progress toward accomplishing tasks, creating
conditions or effects, and achieving objectives. During the process staff moni-
tors key factors that can influence operations and provide the commander with
the information needed for decisions. As one can guess, assessment and learn-
ing enable incremental improvements to the commander’s operational approach
to the campaign. The aim is to understand the problem and develop effective
actions to address it. Once the problem is understood and the needs for success
are identified, means to assess effectiveness and the related information require-
ments that support assessment must be followed. This feedback becomes the
basis for learning, adaptation, and subsequent adjustment [32]. OA is a continu-
ous process that measures the overall effectiveness of employing force capabilities
during military operations. It involves monitoring and evaluating the current sit-
uation and progress toward mission completion. Assessments can help determine
whether a particular activity contributes to progress with respect to a set of stan-
dards or desired objective or end state [34]. Therefore, maintaining and secur-
ing this activity is crucial for the mission, nevertheless, in today’s operations,
due to the high dependency of communications on digital systems, an especial
effort must be shown to reduce this human-induced vulnerability. OA depends
on the correct and efficient functioning of cyberspace making its protection a
priority. Key OA metrics and indicators can be included in the Commanders
Critical Information Requirements (CCIRs) process to provide timely support
to the planning and execution decisions. These include measures of effectiveness
(MOEs), measures of performance (MOPs) and indicators. Which are developed
at all levels of the mission to track progress towards accomplishment [35]. MOEs
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help answer the question, “Are we creating the effect(s) or conditions in the OE
that we desire?” MOPs help answer the question, “Are we accomplishing tasks to
standard?”. More precisely, an MOE is a measurement of results/effects/purpose
accomplishment (change in system state). It’s more subjective and there’s no
direct control over items measured by it. They focus on the results or conse-
quences of task execution and provide information that guides decisions to take
additional or alternate actions. Additionally, MOE assess the impact of actions
of behaviour, capability, operational environment but does not measure task per-
formance. The metrics used must be relevant, measurable, responsive (sensible to
change), resourced, scientific, objective (reducible to quantity), independent and
auditable. On the other hand, a MOP is a measurement of activity or action/task
accomplishment. It’s more objective and focuses on answering: Are the actions
being executed as planned? What amount of effort is being input into a situa-
tion? At the most basic level, every soldier assigned a task maintains a formal or
informal checklist to track task completion. The items on that checklist are MOP.
At battalion level and above, command posts monitor MOP for assigned tasks
[20]. They measure actions necessary to achieve the end state, objectives, DCs
and effects. They can be expressed as speed, payload, range, time-on-station,
frequency, or other distinctly quantifiable performance features. They measure
the status of own-force actions, but does not measure the changes that result
from those actions (MOE). Therefore, there’s direct control over items measured
by the MOP. Finally, in order to facilitate the tracking of progress, the use of
indicators is recommended. FM 3-07 [4] describes them as items of information
that provide insight into an MOE or MOP. An indicator is an event that serves
as evidence that an effect is being accomplished or, for an MOP, that an output
outcome is being achieved. MOE, MOP and Indicators must be repeatedly mea-
sured over time to determine changes in system states/progress and it’s essential
to identify MOE and MOP thresholds prior to any data gathering activity. On a
cautionary note, it’s not recommended to link MOPs with MOEs. Doing things
right does not necessarily mean you are doing the right things [32].

3 Design Principles

This section presents the key considerations adopted during the conducted
research, which describe the objectives, premises, operational requirements and
constraints.

3.1 Tactical Denial of Sustainability Threats

This research adopts the TDoS definition cited in the Introduction and refer-
enced from [12]. Accordingly, let the state A that models the expected oper-
ability of a digital capability deployed at the military operational edge, if the
B real observation on the field is inconsistent with A, so the maintenance cost
of A and/or the number of technical instances that enable A is/are significantly
higher than in B due to malicious intervention, it is possible to conclude that a
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TDoS vector is impacting on the covered capabilities. According to [25] there are
different vectors able to jeopardize a tactical cloud sustainability, raging from
technical (e.g. EDoS attacks, fraudulent resource consumption vulnerabilities,
conventional malware and remote control software, etc.), up to physical but less
likely situations, such as over-stimulation of sensors, exposure to environmental
factors (heat, water, etc.), electromagnetic emanation, etc. But despite previ-
ous work, the state of the art reveals virtually nothing quantitative/qualitative
about TDoS impact dimensions or how to measure and assess such situations,
which is the focus of the main motivation of this paper.

3.2 Research Objectives and Hypothesis

The main objective of the conducted research has been to act as spearhead in
the materialisation of pragmatic solutions against TDoS threats, thus explor-
ing and discussing its impacts in different battlefield dimensions while analysing
how they can be quantitative/qualitative measured. This has been expected to
be fulfilled by addressing the following secondary goals: 1) Identification of the
most relevant operational dimensions for TDoS assessment; 2) creating list of
candidate MOEs, MOPs and PIs for TDoS evidence measurement; 3) devel-
oping a unified framework for their correlation and joint consideration; and 4)
widely discuss the implications of TDoS assessment at military-thinking, the
latter demanding strong consistencies with the existing operational assessment
doctrines and field manuals.

3.3 Premises and Operational Requirements

The research has been addressed by addressing the following operational base-
line:

1. Doctrinal aspects have been taken into account from a NATO and European
perspective, as well as the recommendations for just war set out in the Tallinn
manifesto [20] and similar reflections. The proposed operational assessment
discussions and measurements are aligned with JDN 1-15 [33] and related
notes from the EU region.

2. The tactical cloud concept referred thorough the research is based on appli-
cation of paradigms like edge computing, cloudlets, network virtualization,
etc. and their principles inherited from the dual domain [22], to their tactical
application during military conflict and emergency situations.

3. The intended impact of TDoS attacks is expected to go beyond the deple-
tion and/or misuse of resources, thus this research exploring more concrete
defence-level objectives such as their ability to weaken the commander’s
decision-making flexibility, jeopardize the surprise factor of an operation, or
demoralisation of troops at socio-cognitive level.

4. The conducted research adopted a mission-centred perspective, where each
analysis, valuation, cyber terrain identification or horizontal/vertical propa-
gation directly assumes the characteristics of a mission, its objectives, and
the breakdown of tasks and Courses of Action (CoA) that elaborate it.
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5. Although this research has the tactical cloud concept as its gravitational cen-
tre, the assessment of TDoS situations has taken into account its escalation
to the different battle levels: strategic, operational, tactical and technologi-
cal; so it is possible to properly study the TDoS implications at cross-side
dimensions like economic, politics, regulations, ethics, etc.

6. In analogy with [25], it is assumed that TDoS targets military Digital Tactical
Capabilities as entry attack surfaces. They are considered as the result of
the adoption of the technological enablers that support the digitalization of
the tactical edge, thus including services, networks, virtualizations, software
repositories, cross-domain policies, etc.

3.4 Assumed Limitations and Constraints

In order to narrow down the scope of the research work and its understanding,
the following limitations/constraints has been intentionally postponed for further
research, so their implications in terms of TDoS measurements shall be reviewed
a posteriori:

1. The research undertaken does not cover and has not taken into account the
safeguarding aspects of the process of capturing and reporting indicators.

2. As a continuation of the previous bullet, it is worth mentioning that the pos-
sible use of counter-intelligence techniques, adversarial artificial intelligence
[11] or data poisoning has also not been taken into account [7,13]; there-
fore, the authors have not explored cases in which an adversary might try to
“force” situations in its favour derived from decisions made on intentionally
manipulated indicators.

3. Considerations related to the presence of private, protected or sensitive infor-
mation have not been taken into account when identifying and developing
measures. Neither the possibility of dealing with different indicators accord-
ing to the level of protection of sensitive information manageable by the level
of risk and criticality of the mission [36].

4. The technical and tactical feasibility of capturing and processing the intro-
duced measurements have not been addressed. Therefore, this research
assumes an omniscient view of the operational environment that will require
to be particularised as real options for its application lead to more in-depth
analysis and lessons learned.

5. The paper does not delve into the management of uncertainty when measuring
and analyzing TDoS indicators. However, it is understood that their treat-
ment is inherent to real sampling, thus opening up a wide range of options
for future research oriented to their stochastic treatment via data mining and
decision support research outcomes [1].

6. The conducted research ignored the country-specific and cultural differences
between armies, military agencies and cyber defence related actors. Given
the available bibliography, it is therefore possible to assume bias towards
the NATO/EU vision but without going into details at country or regional
level. Based on this, it should be emphasised that the views of the authors
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are their own, and that any bias will originate in the bibliographic sources
they consulted, and not in intentional attempts to generate biased opinions
or technological perspectives.

3.5 Overall Vision

As the mission-centric cyber situational awareness related bibliography suggests
[12], the conducted research explored both mission level and CIS level dimen-
sions, which correlation is semantically illustrated at Fig. 1.

Mission-level

CIS-level

Cross-dimensional measurements

Cross-dimensional measurements

OperationalSocio-cognitive

Indivual

Organization

Enterprise

TDoS Measurements

Maintainance

Deployment

Energy

W-EDoS I-EDoS Cloud/Edge

Technical Indicators

Fig. 1. Studied measurement dimensions for TDoS assessment.



546 P. Ramón y Cajal Ramo et al.

Accordingly, Socio-cognitive and Operational observation shall be visible at
both mission level and its CIS dimensions (in the second case, taggled to the
cyber person concept [30]). Socio-cognitive aspects are linked to the [21] human
physical experience, perceived job performance, perceived fairness of appraisal,
social relationships, and emotional aspects of the mission supported by Digi-
tal Tactical services. They are differentiated as suggested in [30] and discussed
in [24]: Enterprise, Organizational and Individual. The first refers to the army
human capital lifecycle management (recruiting, trusting, educating, etc.); the
second to accelerating communication, decision-making, and DOTMLPF-P inte-
gration for military human resource management [25]; and the third to the
independent actions of each individual within the army. On the other hand,
the Operational dimensions refers to the Maintenance, Deployment and Energy
concepts within the supported operations. Indicators about Maintenance facili-
tate the assessment of situations targeting to maintain and preserve the mission
assets in such a condition that they may be readily restored to operable condi-
tion in a minimum time [5]. Deployment related indicators conventionally refer
the movement of armed forces and their logistical support infrastructure, which
may include kinetic assets but also cybernetic actions (e.g. service reallocation,
data distribution, instantiation of new services, virtual functions, host machines,
etc.). The Energy concept embraces all features mainly linked to the energy sup-
ply, utilisation, and environmental efficiency of the operational edge [28], which
as discussed in are targeted by TDoS [25].

In contrast with the aforementioned indicators, the technical TDoS assess-
ment measurements only comprise indications observable at the CIS environ-
ment. Some of them were directly presented at the EDoS related bibliography
[26], which as pointed out in [12], entail the original and most evident TDoS vec-
tors. In this context, Workload-based EDoS (W-EDoS) recognition is addressed
by computing metrics that evidence auto-scaling features of the systems that
host Digital Tactical services; while Instantiation-based EDoS (I-EDoS) can be
evidenced by analyzing the behaviour and productivity of the functions/service
that instantiate them. The TDoS Technological indicators can also be present in
conventional Cloud/Edge Computing metrics and Key Performance Indicators
(KPIs), like efficiency, security, connectivity, latency, intelligence, etc. most of
them widely adopted by the recent advanced in 5G/6G networks [9].

4 Operational Measures for TDoS Assessment

4.1 Maintenance Related Factors

As is known, maintenance will remain the cornerstone of readiness and logistics
will remain the muscle that enables the first to strike. The goal of the mainte-
nance effort is to fix as far forward as possible damaged systems that can be
quickly returned to a unit in combat-ready condition. Its phases normally consist
of inspecting, servicing, lubricating, and adjusting. Among the many possible ones,
for its analysis and verification the following measures are proposed (Table 1).
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Table 1. Maintenance related measurements for TDoS assessment.

MOE MOP Indicator

1. Maximize asset availability
2. Enhanced equipment main-
tenance
3. Consistent critical asset
availability
4. Efficient and effective MRO
5. Reduce unpredicted risk
6. Maintain service reliability
7. Minimize transportation
requirements
8. Deal with unexpected work
9. Improve flexibility
10. Reduce maintenance cost
11. Reduce latency
sensitiveness

% of automatism
No of quality controls
Personnel/material adequacy
No of dedicated facili-
ties/assets
No of assets restored
Frequency of tasks
No of Internal Defensive Mea-
sures (IDM)
No of Defensive Response
Actions (DRA)

Equipment
Weather
Stock
Audit trail
Failure Rate
Time

4.2 Deployment Related Factors

Deployment refers to activities required to move military personnel and materials
from a home installation to a specified destination. It also refers to the placement
in battle formation or appropriate positions within operational areas. The related
indicators must study kinetic assets but also cybernetic actions in order to have
a clear picture of the deployment needs (Table 2).

Table 2. Deployment related measurements for TDoS assessment.

MOE MOP Indicator

1. Maximize CIS availability
2. Reduce deployment cost
3. Consistent critical asset
availability
4. Effective and efficient logis-
tics
5. Reliable and redundant
capabilities
6. Reduce local resistance
7. Improve data distribution
8. Support mobility

Speed
No of prioritized tactical ser-
vices
No of avenues of withdrawal
% of Cloud stability
No of enemy obstacles
destroyed
No of new services
No of host machines

Timescale/schedule
Feasibility analysis
Failure Rate
Risk threshold
Territory

4.3 Energy Related Factors

Energy’s primary objectives are mission assurance and creation of decisive
advantage on the battlefield. It combines concern for energy economics and
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affordability with a desire for environmental protection and assured energy secu-
rity. The intention is to create the desired levels of performance, range and readi-
ness whilst environmental regulations are followed [19]. For these reasons energy
measurements and indicators are of vast importance (Table 3).

Table 3. Energy related measurements for TDoS assessment.

MOE MOP Indicator

1. Maintain connectivity
2. Improved orchestration
3. Improved scalability of the
ICT resources
4. Reduce resource intensive-
ness
5. Effective resource manage-
ment
6. Sustainable development
7. Restore optimal system
performance

No of controlled tactical nodes
% Cloud availability
No of incidents
% of connectivity
Personnel/material adequacy
No of systems restored

Money
Weather
People
Timescale/schedule
Supply
% of proximity

5 Socio-cognitive Measures for TDoS Assessment

5.1 Individual Related Factors

Throughout combat operations the individuals within the force will routinely
make discretionary judgments and take appropriate action. They must be pre-
pared and given the adequate material and environment to endure their tasks
correctly. Cyberspace is often full of unexpected situations and therefore indi-
viduals need to be capable to react appropriately. Some measurements to assess
this capacity are recommended (Table 4).

5.2 Organization Related Factors

The objective of any military mission is to achieve the expected outcome in a
planned and effective manner. To this end, it is essential that rapid and stable
communication is maintained to enable timely decision-making. Successful man-
power management supports both attack and defence, provides the opportunity
to maintain a steady rhythm and encourages the retention of initiative.
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Table 4. Individual related measurements for TDoS assessment.

MOE MOP Indicator

1. Enhance skill acquisition
2. Improve vigilance and
threat detection
3. Improve situation aware-
ness
4. Emotional control
5. Reduce cognitive overload
6. Maintain ability to use Tac-
tical Cloud
7. Maintain action proximity
8. Regain initiative

% completed educational level
Work experience
Specificity of tasks
No of threats detected
No of COA accomplished

Productivity
Well-being
Confidence

Table 5. Organization related measurements for TDoS assessment.

MOE MOP Indicator

1. Controlled target reachabil-
ity
2. Controlled propagation
3. Proactive and open commu-
nication
4. Fighting spirit development
5. Maintain Battle Rhythm
6. Unrelented pressure
7. Exacerbate enemy disorga-
nization
8. Enhanced resilience
9. External information
integration

No of targets reached
% of desired effects
No of COA accomplished
No of deception tactics
% of mission accomplishment
% of facts/suppositions
No of dedicated facili-
ties/assets
% of automatism

Success
Speed
Level of trust
Risk threshold
Latency

5.3 Enterprise Related Factors

The army human capital lifecycle management binds individual members
together in a common moral purpose to do the right thing for the right reason
in the right way [29]. It provides standards, accepted and upheld by all mem-
bers, to sustain trust. This is of special importance for the military profession
given the lethality inherent in its expertise. The pursuit of expert knowledge,
of honourable work, camaraderie and value of service should be motivated and
measured (Tables 5 and 6).
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Table 6. Enterprise related measurements for TDoS assessment.

MOE MOP Indicator

1. Enable and maintain operational
assessment
2. Improved training/education
3. Enhanced and specific recruiting
process
4. Credibility and transparency
5. Attitude/opinion/behavioral
changes

% of Cloud availability
No of educational tasks
Personnel/material adequacy
Level of specialization
Expenses on education

Timeframe
Failure Rate
Money
Opinion

6 Technical Measures for TDoS Assessment

Due to the tight relationship between the technical layout and the principles of
“on-demand” service delivery, the main substrates of the technical layout are
analyzed from the standpoint of the broader cloud/edge platforms. They, differ-
entiating three levels of intervention: infrastructure, platform and application.

6.1 Infrastructure Related Factors

Infrastructure factors bring the first building block of the underlying techno-
logical assets. Proper operational conditions are vital at this level since their
availability is rather limited when supporting the deployment of tactical services
in the edge (Table 7).

Table 7. Infrastructure-related measurements for TDoS assessment.

MOE MOP Indicator

1. Higher energy consumption
2. Increased downtime
3. Higher operational costs.
4. Increased hardware mainte-
nance
5. Hardware life-time
6. Performance per Watt
7. SWAP (Space, Weight and
Power) ratio

Network throughput
Disc utilization
CPU utilization
Power consumption
Operation cost
Heating overhead
Number of pooled nodes
RTT delay

Money units
Temperature
Cost
Time
% Occupation
Failure Rate
Bytes per second

6.2 Virtualized Platform Related Factors

As the digital capabilities are not directly bind to physical elements, the interme-
diate virtualized platform provides an abstraction of general-purpose computing,
storage and networking capacities and the orchestration of virtualized functions
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at the tactical edge. Therefore, threatening its sustainability compromises the
operational performance of both, the subjacent hardware and the services run-
ning on top (Table 8).

Table 8. Virtualized-platform related measurements for TDoS assessment.

MOE MOP Indicator

1. Processing overhead of vir-
tual CPUs
2. Increased downtime
3. Higher configuration time
4. Higher number of virtual-
ized entities
5. Scaling thresholds viola-
tions
6. Traffic burden
7. Low VNF productivity
8. Increased convergence time

Available memory
Processing nodes overhead
Disc consumption
No of running instances or
containers
I/O requests per time unit
Virtual link’s delay
Virtual links throughput
% NFVI availability
Network coverage
Handover requests

Time
Failure Rate
Money
Log entries
Audit trails
Bytes per second

6.3 Service-Related Factors

Digital services are the core elements ultimately supporting defence forces when
courses of actions are planned and executed. Their primary role demand oper-
ational conditions matching the expectations of commanders as first-line sens-
ing, decision-making and actuation elements intended to accomplish the mission
goals. Understood as streamlined virtual entities, digital services’ sustainability
must comply with the desired service levels conditions on which the following
indicators shall be considered (Table 9):

Table 9. Service-related measurements for TDoS assessment.

MOE MOP Indicator

1. Service-level non-
compliance
2. Delayed Service Response
time
3. Unexpected service
behaviour
4. Service down-time
5. Cluster size increment
6. Persistent connected users
7. Over scaled service
8. Billing increments

% CPU demand per VNF
% RAM demand per VNF
Cache hit/miss rate
Latency
Cluster occupation
% Service availability
Service cost
No connected users
Service reachability

Time
Availability Rate
Money
Audit trails
Opinion
Success rate
Signal intensity
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7 Considerations at Military Thinking

Offensive action is the key to achieving decisive results. Commanders conduct
the offense to defeat enemy forces or gain control of terrain to produce the
effects required. Circumstances may require defending; however, tactical success
normally requires shifting to the offense as soon as possible. The offense is the
ultimate means commanders have of imposing their will on enemy forces. When
conducting the offense Commanders seize, retain, and exploit the initiative. The
main characteristics to be exploited in order to success are audacity, concentra-
tion, surprise and tempo. If these are studied and promoted the Commander will
be able to manoeuvre forces to advantageous positions and regain the initiative.
Furthermore, an adequate offensive thinking must have the willingness to take
bold risks and dispel uncertainty by acting decisively. Opportunities must be
exploited, and continuous pressure must be shown to seize the initiative. A com-
petent offensive thinking must focus on adjusting tempo to create opportunities,
reduce friendly vulnerabilities and deny the enemy forces to rest or synchronize
their combat power. On the other hand, a defensive operation pretends to defeat
an enemy attack, gain time, economize forces, and develop conditions favourable
for offensive or stability operations (ADP 3-0). The inherent strengths of the
defence are the defender’s ability to occupy positions before an attack and use the
available time to improve those defences. Even during combat, a defending force
takes the opportunities afforded by lulls in action to improve its positions and
repair combat damage [31]. Furthermore, defensive thinking aggressively seeks
ways of attriting and weakening enemy forces before close combat begins. Forces
must pressure the enemy to manoeuvre into a position of disadvantage and attack
them at every opportunity. Additionally, disruption, flexibility, manoeuvre, mass
concentration, operations in depth, preparation, and security are characteristics
that should be considered in defensive thinking in order to regain the initiative
and seek to transition to the offense.

7.1 TDoS Assessment at Offensive Thinking

TDoS attack capabilities shall create fires in and thorough cyberspace, occasion-
ally leading to physical alterations and deriving in cascading and collateral effects
in the rest of kinetic warfare domains. These actions shall typically aim on jeop-
ardizing the sustainability of adversary digital tactical capabilities or triggering
first-order sustainability effects to initiate carefully controlled circuitous situa-
tions at strategical, operational or tactical levels. In this sense, offensive TDoS
assessment must measure the ability to degrade, disrupt, destroy or manipu-
late enemy Cloud capability, as well as the capacity to cause deception, decoy-
ing, conditioning, spoofing, and other similar effects. Furthermore, the princi-
pal aspirations embedded in offensive thinking shall include the idea of getting
inside the enemy’s decision cycle, attacking adversary sensing grids, attacking
an adversary’s long-range strike systems, rapidly attriting adversary forces and
forcing horizontal escalation. Finally, TDoS may force adversarial capabilities
to distribute over the theatre of operations and/or move from specific terrains,
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so allies can exploit the triggered situation for reorient their efforts and address
high-value regions. Socio-technical TDoS actions and attacks reducing the auton-
omy, energy or digital resources of the tactical cloud and/or its sensors grids
entail promising support for these actions.

7.2 TDoS Assessment at Defensive Thinking

The adoption of a defensive thinking posture may be subject to different condi-
tions, including military superiority, tactical restrictions or strict Rules of Engage-
ment (ROE). As occurs with conventional cyber situations, attackers have the
advantage of surprise, and plenty of time to gather the cyber threat intelligence
needed to success on the TDoS actions (discovery of vulnerabilities, customiza-
tion of exploits, etc.). The goal of tactical cloud defence is to defeat the threat of a
specific adversary and/or return the cloud or the affected digital tactical services
to a secure and functional state. According to the NATO JP3-20 [2], defensive
actions on tactical clouds may entail Internal Defensive Measures (IDM), Defen-
sive Response Actions (DRA), or the combination of both of them at owned or ally
cyberspace. The idea focuses on preventing the fraudulent scaling of the compu-
tational resources expenditures while removing and isolating those that may con-
tribute to the horizontal propagation of the threats. Active defence against TDoS
shall focalize on the sources of the hostile activities and block, trace and neutral-
ize them. All the actions exposed are heavily supported by proper digital tactical
capabilities deployed at the edge by a Tactical Cloud. In this context, the concept
of Tactical Denial of Sustainability (TDoS) includes two raw technical variations:
Maintenance-based Tactical Denial of Sustainability (U-TDoS) and Deployment-
based Tactical Denial of Sustainability (D-TDoS); and their horizontal/vertical
socio-technical propagations as Enterprise (E-TDoS), Organizational (O-TDoS)
and Individual (I-TDoS) levels. It’s also revealed the close synergy between TDoS
and energy efficiency situations, as well as how the latter may jeopardize the tac-
tical availability of tactical clouds [8].

8 Conclusions

As it is known, the adoption of the latest advances in Communication and Infor-
mation Systems (CIS) at the military operational edge raises promising points of
disruption, affirming significant improvements in decision support, information
sharing, and situational awareness acquisition. More precisely, tactical clouds
are now perceived as necessary assets for achieving information and cyberspace
sovereignty, serving as backbone for other cyber functionalities and their con-
nectivity to the kinetic world. Nowadays, attacks against the sustainability of
tactical clouds, referred to as Tactical Denial of Sustainability attacks (TDoS),
pose one of the greatest risks for mission accomplishment and for this reason
they must be carefully monitored during operation assessment.

Throughout this research a mission-centric and CIS approach have been
presented to tackle this matter. Focusing the study on the identification of
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Measures of Effectives (MOEs), Measure of Performance (MOPs) and quan-
titative/qualitative Performance Indicators (PI) able to detect and assess TDoS
situations. These measurements embrace capacity, technological, socio-cognitive,
technical and energetic aspects, discussing their possible application at offensive
and defensive thinking. Socio-cognitive (Enterprise, Organizational and Individ-
ual) and Operational (Maintenance, Deployment and Energy) observation shall
be visible at both mission level and CIS dimensions. This is of great importance
due to the cross-domain implications; the horizontal and vertical dependencies
between the scoped dimensions and planes; and the danger of undesired prop-
agation. The maintenance of reliable cloud capability is essential to regain the
initiative, succeed both offensively and defensively and maintain the credibility
of our deterrence and defense posture. Therefore, it is necessary to develop and
monitor measures and indicators to demonstrate that the tactical cloud will be
able to cope with forthcoming next-generation warfare scenarios and will have
the capacity to produce the effects required. Future lines of research are clearly
meant to extend the conceptualization, formalization and validation of the pro-
posed measurements.
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Abstract. Security operation centers (SOCs) all over the world are
tasked with reacting to cybersecurity alerts ranging in severity. Secu-
rity Orchestration, Automation, and Response (SOAR) tools streamline
cybersecurity alert responses by SOC operators. SOAR tool adoption is
expensive both in effort and finances. Hence, it is crucial to limit adoption
to those most worthwhile; yet no research evaluating or comparing SOAR
tools exists. The goal of this work is to evaluate several SOAR tools using
specific criteria pertaining to their usability. SOC operators were asked to
first complete a survey about what SOAR tool aspects are most important.
Operators were then assigned a set of SOAR tools for which they viewed
demonstration and overview videos, and then operators completed a sec-
ond survey wherein they were tasked with evaluating each of the tools on
the aspects from the first survey. In addition, operators provided an overall
rating to each of their assigned tools, and provided a ranking of their tools
in order of preference. Due to time constraints on SOC operators for thor-
ough testing, we provide a systematic method of downselecting a large pool
of SOAR tools to a select few that merit next-step hands-on evaluation by
SOC operators. Furthermore, the analyses conducted in this survey help to
inform future development of SOAR tools to ensure that the appropriate
functions are available for use in a SOC.

Keywords: SOAR tools · User study · Cybersecurity

1 Introduction and Background

The term security operations center (SOC) refers to the subteam of an organiza-
tion’s IT department tasked with maintaining the network’s cyber health—the
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confidentiality, integrity, and availability of the enterprise’s data and systems.
SOCs are now equipped with a widespread collection of data from a vast array
of sensors feeding logs, alerts, and raw data to a security information and event
management system (SIEM). SIEMs and back-end infrastructure generally pro-
vide SOCs customizable, real-time dashboards and rapid data query. However,
the process of identifying incidents, responding appropriately, and documenting
findings remains to be done by the operators. The SIEM, along with the many
other SOC tools, can only provide limited awareness, leading to extended threat
detection and response times and reduced ability to prevent or quickly mitigate
an attack [1,2].

Further, SOC efficiency suffers due to time spent documenting findings, col-
lecting evidence across an array of sources, and completing other administrative-
type procedures [3]. Security orchestration, automation, and response (SOAR)
tools—the term coined by Gartner in 2017 [3]—are the newest generation of soft-
ware tools designed to enable SOC operators to more efficiently and uniformly
detect and address cybersecurity threats. While orchestration and automation
are often marketed together, they do have distinct functions and can be dis-
tinguished [2] as follows: orchestration specifically refers to the integration of
separate tools with different functions into a single platform to streamline and
accelerate the investigation of a threat; automation refers to reducing the manual
effort required by SOC operators during investigation and threat response phase
[4]. SOAR tools aim to help by automating parts of an investigation and helping
SOC operators prioritize alerts to investigate. A SOAR tool has the following
defining capabilities: (1) ingests a wide variety of SOC data, (2) assists in prior-
itizing, organizing, and displaying the data to the users, (3) allows customizable
workflows or “playbooks” to standardize SOC procedures, (4) provides automa-
tion to expedite the SOC’s procedures, (5) integrates with a ticketing system,
and (6) facilitates collaboration of operators, potentially in disparate geographic
locations or networks. The capabilities of a SOAR tool are observed with the
integration of a SOAR mechanism to secure energy microgrids—wherein the tool
collects and contextualizes security data from multiple sources in the microgrid,
performs an overall sweep of the system to identify present vulnerabilities, and
initialize or engage a response to detected threats [5].

SOAR tools are a transformational and centerpiece tool for a SOC promising
measurable gains in effectiveness and efficiency; as such, they require substantial
investments. In addition to monetary costs, configuration depends on standard-
izing and codifying workflows, and incurring technological and organizational
debt. Hence, efforts to find the right SOAR tool for a SOC are warranted, yet
because SOAR tools are so new, there is little research assessing their usability or
the degree to which they improve SOC operators’ ability to respond to threats.
This work will provide an in-progress report on the first-ever user study to assess
and compare user preferences of SOAR tools with the aim of downselecting to a
smaller number of tools to be extensively tested. Our goal is to provide scientific
assistance to an organization to winnow the wide variety of SOAR tools to the
best one for the organization’s needs.
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A first step for evaluating SOAR tools, and the focus of this work, is down-
sampling the variety of tools to a subset worthy of the costly hands-on evaluation
without discarding a potentially desired tool. We describe both our experimental
design methodology and anonymized results—as a prerequisite, SOAR vendors
agreed to providing licenses and support for this study in exchange for anonymity
of their results and participation—of actual SOC operators evaluating 11 market-
leading SOAR tools based on vendor-supplied technological overviews. Previous
work has used game theory to aid in decisions of mid-size enterprises on cyber-
security tools [6], or conducted user studies questioning users why they do (not)
employ specific cybersecurity measures [7]. Yet none of this work addresses how
users perceive current market leading tools that are available to them.

In terms of understanding usability of SOAR tools, this work aids in under-
standing what defining capabilities are most desired by SOC operators and how
this affects their preferences. Our unique pipeline provides a method for nar-
rowing down to only the tools that are most preferred by SOC operators. This
pipeline’s many unique and modular components could be applicable to future
user studies, in particular: statistical simulations to quantify confidence of results
under varying number of participants; a novel algorithm for optimizing partic-
ipant assignments; a framework for optimizing combinations and variants of
multi-criteria recommender system (for predicting missing ratings) to the data
at hand that outperforms the previous versions; an evaluation of supervised
regressors for predicting overall ratings from aspect ratings is provided (and ver-
ifies that this is a needed step as it greatly out-performs predictions from the
recommender system); many methods for ranking the tools based on the data
are provided side-by-side including a novel application of PageRank to convert
ratings data to ranking data; statistical analyses that investigate correlations
present. To assist the community in reusing any of these methods, code will be
released here once open-source copyright is gained.

In summation, this work will present a novel pipeline of ingesting sparse data
and using a mathematically sound method to fully populate the matrix of data.
Novel methods are then applied to create multiple views of data along with the
statistical relevance of demographic factors. This paper will fill a gap in knowl-
edge where we start with a survey of what the users of these tools actually want,
and will proceed to an in depth user study of what the tools deliver. We first
present our methods, beginning with study design and progressing through our
algorithms and machine learning techniques for handling missing data and pre-
dicting overall ratings. We then detail our use of PageRank for rank aggregation,
along with statistical methods to analyze demographic impact on user responses.

2 Methodology

In total, 11 SOAR tools are included in this study. Before the study, operators
were asked to provide an ordered ranking of the defining capabilities (listed in
the SOAR definition above) in order of importance. Participants watched two
vendor-prepared videos, one that gives of their tool and one that provides a
demonstration. We provided general guidelines regarding the videos, wherein

https://github.com/noremsa/SurveyAnalysisFramework
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the overview must include information on the technical approach of the tool
(architecture, deployment, algorithms, etc.) as well as the novelty of the tool. We
requested that the demonstration video provide an introduction to the platform
with examples of users viewing events, using playbooks, collaborating, along with
capabilities to automatically populate tickets and orchestrate multiple incidents.
Participants then provided per-capability Likert scale ratings (1 to 5), an overall
tool rating, and ranked all tools viewed.

2.1 Data Collection

Survey Design. Prior to the survey in which the operators evaluated the tools
in this study, we collected information from the operators about which defin-
ing capabilities of SOAR tools are most important to them. Four SOCs par-
ticipated in this preliminary conversation and informed the questions we asked
in our Internal Review Board1 approved full survey. The capabilities in ques-
tion included: the ability to rank/sort alerts so that high priority alerts are
emphasized, ability to automate common tasks, easy of playbook creation and
modification, ability to provide a unified experience across geographic locations,
ability to ingest disparate data sources, and ability to pre-populate alerts and
tickets with additional context. These same aspects were the criteria by which
the operators evaluated the SOAR tools. For each question, answers followed the
1–5 Likert scale, with an additional option for “Can’t Tell”.

Before the set of SOAR tool videos and surveys were administered, a set of
demographic questions were posed to each participant including how long they
had been in their role, what their role was, the level of familiarity they had with
each specific SOAR tool, and finally, asking them to rank by importance the
defining capabilities of a SOAR tool.

After viewing all SOAR tool videos and completing the per-tool surveys,
users were asked to rank the tools they had reviewed. The survey was provided
online via a secured website to protect the sensitive nature of both SOAR tool
privacy videos as well as information provided by SOC analysts. The full survey
can be found in Table 4.

How Many Participants to Recruit? In general, unless the differences
between the groups are rather extreme, small sample sizes do not yield enough
statistical power. We begin this study by choosing an appropriate sample size to
ensure validity of the results. We design and run a simple (two-tool, single-rating)
simulation to quantify the sensitivity of statistical significance to number of par-
ticipants. Although our actual user study will include several tools and ratings,
this simple exercise will be sufficient to provide quantifiable reasoning about the
number of participants to target.

For the simulation, we consider two scenarios in which a pair of tools are rated
on the Likert scale: (1) a pair of tools are rated differently (tool 2 preferred to tool
1) and (2) a pair of tools are rated the same (no preference for tool 1 over tool
1 The IRB works to ensure the rights of participants in any human subject study are

fully protected.
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2, or vice versa). We sample m = 5, 10, . . . , 40 participants’ overall ratings of the
two tools—one overall rating sampled per user per tool–from two distributions
over sample space {1, 2, . . . , 5}. We then compare results of different hypothesis
tests that assess whether the ratings are sampled from the same distribution.

First, we examine the number (m) of pairwise tool reviews needed to have
confidence that tool 2 is preferred over tool 1 given distribution means of μ = 3.65
and μ = 2.93, and variances of σ2 = 1.17 and σ2 = 0.923 for tool 2 and tool
1, respectively. Second, we examine the number of reviews needed to tell with
confidence that tool 2 is preferred equally to tool 1 by using the same distribution
(μ = 3.65, σ2 = 1.17) for both. In both scenarios, we run the simulation 100
times and for each compute a two-sided t test. We use Welch’s t test assuming
variances are not equal for the first scenario.

Next we convert the Likert data to binary data using a threshold of 2.5
such that (1, 2 �→ 0; 3, 4, 5 �→ 1), and with a threshold of 3.5 where (1, 2, 3 �→
0; 4, 5 �→ 1). We compute the z-score on difference of means, a χ2 test with
Yates’ correction on the difference in proportions of 0 and 1s, and two binomial
tests (first hypothesis is tool 2 is sampled from tool 1’s distribution, second is
vice-versa) for each. The statistical tests in this section were designed based on
Loveland [8] and applications of Sauro and Lewis [9].

Our results (Table 1) confirm that more reviews provide higher, or at least
negligibly worse, percentages of correct conclusions in all cases. Our results show
that the z test and Binomial test under both thresholds are poor at identifying
when tools are the same, whereas the χ2 test with threshold of 2.5 is poor at
telling when they are different. However, the t test has good performance in both
scenarios, as does the χ2 test with threshold of 3.5, so we use these results for
our target number. These estimates are based only on the specific distributions
used in the two scenarios (which may not match real-world data we obtain), but
are reasonable assumptions to provide a quantitative approach to reasoning how
many operators are needed.

Table 1. For each simulated number of participants, the table reports the percent of the
simulations for which the hypothesis test confirmed the two tool’s data were different.
For example, a result of 0.67 implies that test provided at least 95% confidence that the
tool 2 rating was different from the tool 1 rating in 67% of the simulations. For the z-
, χ2-, and Binomial tests, Likert values {1, . . . , 5} are converted to binary {0, 1} using
thresholds 2.5, then 3.5. Both results are given in the form of (%{thresh = 2.5}, %{thresh
= 3.5}). Since these tests were testing the null hypothesis that the ratings were sampled
from the same distribution, higher (lower) percentages in the top (bottom) half when the
distributions were different imply high (low) performance by the test, respectively.

#reviews/pair 10 15 25 30 35 40

Different z test (0.88, 0.96) (0.89, 0.99) (0.95, 1.0) (0.97, 1.0) (0.98, 1.0) (0.98, 1.0)

χ2 test (0.04, 0.23) (0.06, 0.37) (0.17, 0.71) (0.24, 0.81) (0.29, 0.88) (0.34, 0.91)

Bin. test (0.36, 0.68) (0.42, 0.8) (0.57, 0.93) (0.63, 0.97) (0.66, 0.97) (0.71, 0.99)

Same t-test 0.04 0.05 0.05 0.03 0.05 0.06

z-test (0.73, 0.82) (0.79, 0.86) (0.81, 0.89) (0.83, 0.89) (0.86, 0.91) (0.86, 0.91)

χ2-test (0.0, 0.02) (0.0, 0.01) (0.01, 0.03) (0.01, 0.01) (0.01, 0.02) (0.02, 0.02)

Bin.-test (0.1, 0.18) (0.13, 0.18) (0.19, 0.19) (0.2, 0.21) (0.2, 0.17) (0.23, 0.21)
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We presented these statistical results to the sponsor organization allowing
them to quantifiably reason about the balance between their operator’s time and
statistical power of the results desired. Note that there are 11 total tools, and
thus [11 choose 2] = 55 unique pairs of tools, and secondly that each participant
will be asked to rate eight of 11 tools to respect their time, yielding [8 choose 2] =
28 pairwise reviews. Thus, 1,650 desired total desired pairwise reviews divided by
28 pairwise reviews per participant yields a target of 59 participants. After being
presented with this information along with Table 1 our sponsoring organization
decided that nineteen participants was sufficient.

How to Assign Reviews to Each Participant? Since we only will require
8 of 11 tools to be reviewed by each participant, the problem of which 8 tools
to assign to each participant arises because the assignment of tools to reviewers
affects how many pair reviews we obtain. We seek to maximize the number of
reviews for every pair of tools given a fixed number of participants. Further, the
algorithm must accommodate more/less participants than is desired to accom-
modate optimistic/realistic participation.

Note that independent of the assignment, for n total tools, m participants,
and l reviews per participant there will be an average of μ := m× [l choose 2]/[n
choose 2] ratings of each pair of tools. Our assignment algorithm seeks to find
m different l-tuples of tools so that each pair of tools occurs in as close to μ of
the tuples as possible (each pair is assigned to exactly μ participants). For our
case (m = 59, l = 8, n = 11) we seek μ = 59 × 28/55∼30 reviews for each pair.

For each l-tuple, we enumerate the [l choose 2] pairs in the l-tuple, and
for each pair, we track the number of times that tuple has already occurred.
Initially all counts are 0, and we define the score for the l-tuple as the sum of
these tallies. While the set of assignments is less than m, the algorithm sorts
all l-tuples by score, and picks the next participant’s assignment uniformly at
random from those l-tuples with minimal score, then updates the tallies and
scores of all l-tuples. Once an assignment is given (a list of m total l-tuples), we
define the assignment error as the average absolute difference of the number of
pairwise assignments from μ. Although this algorithm may not find an optimal
assignment, it is usually close. We set m larger than the desired number of
users, to optimistically accommodate over-recruitment, and run the algorithm
100 times (10 s), keeping only the best assignment. Since the recruitment in
practice yielded only 19 participants, we note that because the algorithm is
greedy, using the first 19 assignments is also close to optimal. In our case of
n = 11,m = 59, l = 8, we have μ = 30.036, and the resulting assignment
produced 6 pairs with 29, 41 pairs with 30, and 8 pairs with 31 reviews for an
average error of ∼0.28.

Sentiment Analysis. After watching the videos for each tool, participants were
asked to complete the free response question, “Is there anything else about this
tool that you would like to share?” The problem for analyzing this feedback is
it is text, i.e., not numerical. In order to convert text feedback into a numerical
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rating, our algorithm takes the average of two sentiment analyzers, VADER2

[10], which provides a polarity score based on heuristics leveraging sentiWordnet
[11], and roBERTa3 [12], a sentiment analyzer that uses BERT [13] and is trained
on sentiment-labeled tweets to produce a polarity score. The average of these
scores provides a polarity (in [−1, 1]), which we map to [1, 5] Likert scale. Finally,
we included a check for similarity of the VADER and roBERTa scores, manually
inspecting if they differed more than .5, which never occurred herein. Overall,
the free responses are parsed into strings and converted to a Likert value using
sentiment analysis, which can be analyzed similar to the other numeric feedback.

2.2 Predicting Missing Ratings

Since operators recruited for this survey were assigned a subset of the tools to
review, this means that we have missing data since every operator did not com-
plete the survey for each tool. This section provides a linear progression of pre-
vious research that informs our approach followed by our algorithm for filling in
missing values to populate a complete dataset. Our contributions include provid-
ing a simple Bayesian technique for computing similarities dependent on unseen
ratings and a method to optimally weight multiple predicted ratings, which, at
least on our data, outperforms previous methods. Consider a vector, �r(u, t, :),
that comprises the ratings assigned by user u to tool t; i.e., {�r(u, t, i)}u,t,i is a
tensor, �r with the third dimension representing the ratings.

Relevant Recommender System Literature. Breese et al. [14] considers the
single-criteria problem where �r(u, t, :) = r(u, t) is a scalar, equiv. r is a matrix.
Unknown values are defined as follows,

�r(u, t, :) :=
1

∑
v∈Users sim(u, v)

∑

v∈Users

sim(u, v)�r(v, t, :) (1)

where sim(u, v) is a similarity measure of users u and v computed with a standard
similarity measure (e.g., cosine, inverse Euclidean, Pearson correlation) applied
to the vector of ratings from u and v on the set of items both users rated.

Adomavicius and Kwon (AK) [15] extend this framework to multi-criteria
ratings where �r(u, t) is a vector with �r(u, t, n) user u’s overall rating of
tool t on the nth aspect. Setting a distance on rating vectors, dR(�r(u, t, :
), �r(v, s, :)), AK defines the distance between two users, u, v, as dU (u, v) =∑

t∈Tu,v
dR(�r(u, t), �r(v, t, :))/|Tu,v|,where Tu,v := {tools t rated by both u and

v}. The similarity of two users is simply an inverse function of their distance such
that sim(u, v) := 1/(1 + dU (u, v)). Notably, the general framework is symmetric
in users and items; hence, item similarity could just as easily produce predicted
missing values. Finally, for each missing aspect rating (j = 1, ..., n−1), the output

2 https://www.nltk.org/ modules/nltk/sentiment/vader.html.
3 https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment.

https://www.nltk.org/_modules/nltk/sentiment/vader.html
https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment
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�r(u, t, j) is predicted according to Eg. 1, supervised learning techniques are sug-
gested for learning �r(u, t, n) from the aspect ratings {�r(u, t, j) : j = 1, ..., n − 1}.
The progression of the research literature diverged from these “instance-based”
methods to develop “model-based” methods, e.g., [16–18], which seek Bayesian
network models that include latent variables designed to encode clusters of sim-
ilar users and of items. Results of Sahoo et al. [18] conclude that model-based
methods excel (in precision-recall balance and in precision-rank balance) when �r
is sparse (common, e.g., in online marketplaces with a huge inventory of items),
whereas, the instance-based method of AK excels for dense �r, which is the case
in this study.

Predicting Aspect Ratings. For each user, u, and for each tool, t, we have a
vector of numeric responses �r(u, t, :) of length eight, with the first seven entries
as the aspect ratings—the six questions on the SOAR tool’s capabilities and the
numerically-converted text comments field—and the last entry the overall rating
by user u for tool t. Hence, �r is a stack of eight 19 × 11 matrices. As each user
was assigned a minimum of eight tools (of 11 total), on average we expect 3
tools × 8 ratings missing, leaving a whole vector �r(u, t, :) empty. In addition to
empty entries due to how tools were assigned, some entries were empty due to an
operator leaving a question blank for a tool that they were assigned to evaluate.
In all there were approximately one third missing values. Following the results
of Sahoo et al. [18], we use the AK workflow with tailored modifications.

From our data we define and compute three different similarities. Each pro-
duces predictions for all unknown values following Eq. 1, and we learn an optimal
convex combination of the three as our prediction. The first two similarities are
simply the user similarity simU (u, v) and tool similarity simT (s, t) from the
ratings matrix. To compute these, we first need a distance on the rating vec-
tors. We use �p distance and test four distances, p = 0, 1, 2,∞, where p = 0
denotes counting the number of unequal entries in the two input vectors. For
our implementation, we define simU (u, v) := exp (−‖�r(u, :, :) − �r(v, :, :)‖p), and
simI(s, t) := exp (−‖�r(:, s, :) − �r(:, t, :)‖p).

When computing simU , the original work of AK ignored items that were
not rated by both users. We tested both the naive rating distances against a
Bayesian version. To compute the Bayesian distance between two vectors that
may be missing values, we simply marginalize over a uniform distribution on the
set of all possible missing values, (uniform on {1, ..., 5}). Upon training we will
have eight ratings distances to consider parameterized by p ∈ {0, 1, 2,∞} and
each using the naive or Bayesian approach.

Recall from Sect. 2.1 our survey asked each participant to rank the aspects
of a SOAR tool in advance of seeing and rating any of the tools. This is valuable
information for understanding each user’s preferences, and we take this into
account by providing a second user similarity (third similarity in total) from
this data, which in turn provides a prediction of unknown ratings. We simply
define simUrank

(u, v) = (1+kendalltau(u, v))/2 where the function kendalltau
computes the Kendall Tau correlation [19] of the two users’ aspect rankings.
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As kendalltau(u, v) ∈ [−1, 1] this similarity achieves its minimum of −1 with
opposite rankings input, and maximum of 1 with identical rankings input.

Let �rU , �rI , and �rUrank
denote the populated tensors with previously miss-

ing values now predictions from simU , simT , simUrank
, respectively. Define the

unknown ratings as �r := (1 − a − b)�rU + b�rI + a�rUrank
, where a ∈ [0, 1], and

b ∈ [a, 1] are weight parameters to be learned. To learn the parameters, we grid
search over a, b, p and across using naive vs. Bayesian ratings distances. For each
set of parameters, we compute the macro-averaged error over a 20-fold cross val-
idation to find the most accurate combination. We use 20-fold cross validation
so that each fold has only 5% known but hidden values used for testing.

Our optimal parameters were found to use the Bayesian ratings distance
computation with p = 1, a = 0.2, and b = 0.2, which exhibited the (lowest)
average error of 0.682. Since we used a grid search, the previous methods (non-
Bayesian distances, using only a single similarity) are included in the results, and
hence our advancements to provide greater accuracy than previous methods.

Predicting Overall Ratings. While overall ratings were included in the pre-
dictions above, we suspect (as AK [15] suggests) that overall ratings are more
accurately predicted from the seven aspect ratings (for that tool by that user).
To this end, we test a wide variety of supervised machine learning algorithms
for regressing the overall ratings from the corresponding learning algorithms on
a held out test set.

After creating fully populated ratings for each aspect of each tool for each
user, we first take the data that has a user-given overall ranking. We use this
populated data to train and test ten machine learning regression algorithms.
We then do a five-fold cross-validation on each model to determine which has
the smallest error. We use the results from the model that produced the lowest
average mean squared error (MSE) across the five folds. The model with the
lowest MSE is then trained on all the available user given rankings. We then use
the predicted aspect ratings to predict the overall rating.

2.3 PageRank

Using the predicted overall rating, we developed a directed graph. Each vertex
of the directed graph represents a tool. The edges between each node are drawn
with an arrow, where the arrow points to higher rated tools based on each user.
For example, if a user rated Tool A: 5; Tool B: 3; Tool C: 1, there would be
directed edges as follows: C → B, C → A, B → A. In cases where a user
rates tools with the same number, no edges are drawn between those tools that
would indicate which one is higher rated. In the case of duplicate links, the
edges become weighted. A single edge has a weight of 1, if the directed edge
is duplicated then 1 is added to the weight for every duplicate. If the converse
directed edges is added, then 1 is deducted from the weight of the edge. This
method was particularly applicable because we considering filling in missing data
in a pairwise fashion, and this algorithm compares the tools pairwise.
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After developing a weighted directed graph, we use the PageRank algorithm
to measure the importance of each node [20]. To implement the PageRank algo-
rithm we used the NetworkX PageRank link analysis toolbox [21].

2.4 Statistical Analyses

When we interpret results, we need to consider them in the context of certain
demographics if it is shown that these factors have an impact on how operators
are rating these SOAR tools. Through these univariate and multivariate analyses,
we sought to determine the strength of four relationships:

1. Tool rating and operator experience (in years)
2. Tool rating and operator occupation (security operator or other)
3. Tool rating and operator familiarity with the tool
4. Tool rating and perceived video quality by the operator

We employed three tools to conduct these analyses: linear regression, Kruskal-
Wallis Test, and multivariate analysis of variance (MANOVA). Each of these
methods are described briefly below.

Linear Regression. For each tool, we regressed its overall rating onto years of
experience the operator has. After a line is fit to the data, Wald’s Chi-Squared
Test is to determine whether years of experience has an impact on the rating
of the tool. Here, the null hypothesis is that the slope of the line that we fit to
the data is zero, indicating that there is no relationship at all between years of
experience and tool rating. Based on a 5% error rate, a sufficiently small p-value
(<0.05) from Wald’s Chi-Squared Test indicates that the slope of the best fit
line is not zero and there is likely a relationship between the variables.

Kruskal-Wallis. In our analysis of the impact of tool familiarity on tool rating,
we sought to address the question “Do users assign higher ratings to tools with
which they have more familiarity?” Familiarity had five categories that users
could mark for the tools they reviewed: Currently use it often, Used it at least
once, Used it often in the past, Heard of it, Never heard of it.

For this analysis, we use a non-parametric Kruskal-Wallis test to compare
the median overall tool scores of each of these five groups. All tool scores from
every group are put into a single vector and sorted in ascending order. The tools
are then ranked by their position in order from 1...n, where n is the number
of observations. For each of the five group, a sum of the ranks from each of
its observations are calculated. These sums, along with the sample size and
number of groups, are used to calculate an H statistic. The H statistic then gets
compared to a critical chi-squared value at a certain error rate. Should the H
statistic be greater than the critical value, the null hypothesis (“the medians of
these five groups are the same”) is rejected in favor of the alternate hypothesis
(“the medians of the five groups are not the same”).

A Kruskal-Wallis Test was also performed to answer the question “Does
perceived video quality impact tool ratings?” After watching the overview and
demonstration videos about the tools, users specified whether they felt the video
was Great, Okay, Terrible.
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MANOVA. We use a MANOVA test to determine whether a user’s occupation
impacts how they rated tools, and whether certain occupations preferred specific
tools. MANOVA is useful for testing the effects that one explanatory variable
(occupation) has on two or more dependent variables (ratings of tools 1–11) and
compares the means of multiple dependent variables across two or groups.

3 Results

3.1 Results from Raw Data

Survey results were collected from four different SOCs, for a total of 19 SOC
operators and 158 reviews (10–17 reviews per tool). The survey had two sections:
evaluation of what users wanted most out of a SOAR tool (aspect ratings), eval-
uation of how users scored each of their assigned SOAR tools on these aspects,
and how they ranked them in order of preference (tool ratings and rankings).

Tool Results. Each SOC operator watched a tool overview video and a tool
demonstration video. Following completion of the video reviews, the operators
completed our survey that asked questions about each aspect of the tool, pro-
vided an overall tool ranking (1: most preferred), and then rated (scored) all of
the tools (1: lowest score).

Fig. 1. Each aspect’s rank of importance from
1 (very important) to 6 (not important)

Before investigating individual
tools, we asked each operator to
rank six aspects, or tasks that
a SOAR tool could perform, in
order of descending importance. In
Fig. 1, we plot how many times
each tool was ranked in each posi-
tion. In this grouped bar chart, we
see that playbooks are ranked first
by ten operators, indicating that
operators prioritize playbooks and
workflows that are easy to man-
age. In second place, most opera-
tors voted that automating com-
mon tasks was important, followed
by pre-populating tickets in third and ranking alerts in fourth. Fifth and sixth
places are less clear, but we can conclude the last two places are reserved for
collaboration ability and ingestion of data from various sources.

Aspect Ratings. Before investigating individual tools, we asked each opera-
tor to rank six aspects, or tasks that a SOAR tool could perform, in order of
descending importance. In Fig. 1, we plot how many times each tool was ranked
in each position. In this grouped bar chart, we see that playbooks are ranked first
by ten operators, indicating that operators prioritize playbooks and workflows
that are easy to manage. In second place, most operators voted that automating
common tasks was important, followed by pre-populating tickets in third and
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ranking alerts in fourth. Fifth and sixth places are less clear, but we can conclude
the last two places are reserved for collaboration ability and ingestion of data
from various sources.

Fig. 2. Summary of all of the raw survey scores. Each tool
is on the X-axis, and the score is on the Y-axis. The unique
colors represent a specific aspect of the survey.

In Fig. 2, we note
that Tool 6 is scored
the highest on average
with a mean rating of
4.36 out of 5. Con-
trarily, Tool 7 is rated
the lowest on average
with a mean rating of
3.27. Operators ranked
playbook management
as the most impor-
tant aspect (Fig. 1) and
the tools received an
average score of 3.56
on this aspect. Tool 9
performed the best on
their playbook aspect,
and scored a 4.07, while
Tool 10 performed the
worst. Operators rank automation as the second most important feature of a
SOAR tool, and we found that on average our tools received a rating of 3.75.
We again see Tool 9 perform the best, and Tool 7 perform the worst.

Fig. 3. PageRank graphical network from raw
data.

We performed a PageRank
analysis on the tool rankings to
identify the most preferred tool
based on the user’s rankings alone,
given the seemingly inconsistent
ratings and rankings of the tools.
The directed PageRank graph
(Fig. 3) is based on user rankings,
and we note that Tool 6 has the
most inward weights, which indi-
cates that most users ranked this
tool as the best. Analogously, we
see Tool 0 has the most outward
weights, indicating that most users
ranked this tool last.

3.2 Results from Populated Data

The following results are derived from the populated data, or the data for which
we have filled in all the missing aspect ratings and used these to predict the
missing overall ratings. With the populated data, we have a total of 197 complete
tool reviews.
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Fig. 4. Tool 0 score summary based on user defined results and predicted results. In the
left panel, the distribution of the user defined results (green) and the predicted results
(red). In the right panel, comparison of the results (green/red dots, respectively) with
the average scores across all tools (grey box plot). (Color figure online)

Predicted Responses. In Fig. 4 we highlight how our predicted responses
compare the user defined responses in this single example of Tool 0. Analogous
plots are available for each tool. In Fig. 4 (left), the green region is the user-
defined ratings for the six aspects and the overall score of the tool. The red
region is the predicted ratings for the overall score and aspects our algorithm
filled in for missing user responses. Importantly, our predicted values fall well
within in the middle quartiles, indicating that our predictions are not skewing
the overall tool ratings. In Fig. 4 (right), we compare the results of all of the
tools to the responses for the individual tool. The green/red dots are the user-
defined/predicted scores.
Table 2. Ten machine learning algo-
rithms compared based on cross val-
idation mean squared error.

Model MSE

SGD 0.2733

Bayesian Ridge 0.2735

Kernel Ridge 0.2736

Linear Regression 0.2762

Support Vector 0.3567

Random Forest 0.3786

Gradient Boost 0.3887

CatBoost 0.4375

AK Modeling 0.7379

Elastic Net 0.7623

After having a complete user pro-
file, we used 10 machine learning regres-
sion algorithms to predict an overall tool
score (Table 2). Because Stochastic Gradient
Descent Regression had the highest accu-
racy, we used this algorithm to complete the
missing values in the overall scores.

As previously mentioned, some users
rank tools differently then how they have
rated them, and we implement PageRank to
account for these discrepancies (see Fig. 5).
As we did on the raw data with missing val-
ues, we create the same directed graph for
the populated data to identify the most pre-
ferred tool using only rankings. Following
the pipeline we now have a complete pic-
ture of user overall scores of a tool and how
that translates to user tool rankings. When

calculating the overall rankings with our predicted data, we assume users rank
tools based on the overall score they give a tool. If a user gives 2 tools the same
overall score we then deflect to the initial tool ranking. As with the raw data,
we find Tool 6 to be the most preferred tool and Tool 7 to be the least preferred
tool using the populated data.
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Fig. 5. PageRank graphical network from
populated data based on ML algorithms.

Statistical Analysis of Demo-
graphic Impact. In this section we
present the results related to user
demographics and their correlation
to overall tool rating. We selected
these demographics—years of experi-
ence, occupation, and tool familiarity
—, along with one factor pertaining
to video quality, because these demo-
graphics are most likely to influence
tool ratings and rankings. First, we
note in Fig. 6 that there is no relation-
ship between a tool’s rating and the
years of experience a user has. Simi-
larly, we find that a user’s occupation
has no impact on tool rating, with no
discernible preference for one tool over another by users of specific occupation.
As such, we need not consider the effects of these factors moving forward.

However, we did identify two factors that did correlate to how a tool was rated
(Fig. 7). The first factor we found that influences tool rating is the familiarity
a user has with a tool. We found that tools were generally rated higher by
users when the user had used the tool before. The second of these was perceived
quality of the submitted video. In this case, tools with higher quality videos were
subsequently rated higher. It is not necessarily true that a low quality video is
related to a tool’s performance, and caution must be taken to ensure that the
best tools are selected to move to Phase 2. Similarly, we need to account for the
fact that if an operator is familiar with a tool then they likely will rate it higher.

Fig. 6. There is no relationship between operator years of experience or occupation and
how a tool was rated. This confirms that there is no decision bias based on experience
or occupation, and even operators with similar backgrounds have different visions for
SOCs.
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3.3 Overall Results

Fig. 7. In the left panel we see there is a relationship
between overall score and user familiarity. In the right panel
we see a relationship between video quality and overall
score.

We have two sets of
data, the raw data with
missing values and the
populated data, and
we have two ways of
evaluating tool pref-
erences, ratings and
rankings. As previously
mentioned, there were
some discrepancies in
how a user rated the
tool and how a user
ranked the same tool.
Here, we present the
results of four anal-
yses we implemented
to determine tool pref-
erences (Fig. 8 and
Table 3). Note that the first two columns are from the raw data, and the last
two columns are from the populated data.

Fig. 8. Heat map summary of all four methods
used to report or derive overall ratings of the tools.
Raw score: average of user-defined ratings; PR:
average of overall ratings derived from PageRank
algorithm on the raw data; ML: average of overall
ratings derived from machine learning predictions
on populated data; ML + PR: average of overall
ratings derived from machine learning and PageR-
ank algorithm on populated data.

We note that in every anal-
ysis, Tool 7 was the bottom
performer, and for three out
of four analyses, we note that
Tool 2 is the second to last per-
former. Similarly, Tool 6 is the
top performer in three out of
four cases, and only dropping
to a lowest preference of third
place in the PageRank analysis
on raw data. It is worth not-
ing, too, that for three of the
four analyses, we have the same
tools in the top three places:
Tool 0, Tool 6, and Tool 9.
The middle placements shuf-
fle around considerably, but the
top performers remain consis-
tent.

4 Discussion

In this work, we (1) provide a summary of features operators value in a SOAR
tool, and (2) develop a method for down-selection when survey data is limited.
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Our multi-faceted approach for downselection is specifically applicable here, for
progressing a subset of tools for secondary testing. This approach was centered
around analysis of survey results collected from SOC operators after they viewed
demonstration and overview videos on the SOAR tools. The goal of the survey
was to limit thorough testing to only tools that contained many of the features
that SOC operators require.

Prior to data collection, we ran simulations to obtain an estimate for how
much data and how many participants we needed to have statistically valid
comparisons. Because not every operator rated every tool, machine learning was
used to fill in the missing data and generate a fully populated dataset. Care was
taken to address possible demographic impact, such as operator occupation and
years of experience.

We note that the two most important features operators are looking for in a
SOAR tool are (1) its ability to automate common tasks and (2) functionality
of playbooks. More than half of the participants voted that playbooks were the
most important aspect of a SOAR tool, followed by task automation, ticketing,
and ranking of alerts in a clear second, third, and fourth order, respectively. This
survey, even with its limitations, provides a starting point for SOAR tool vendors
to focus their efforts on aspects that are most beneficial to SOC function.

Another survey aspect that affected our analysis of operator preferences were
the discrepancies between how an operator rated tools vs ranked tools. For exam-
ple, in many instances operators would rate Tool 0 at a 5/5 and Tool 1 at a
3/5, but then would rank Tool 1 better than Tool 0. Due to the numerous dis-
crepancies between ranking and rating we implemented the PageRank analysis
algorithm to develop a scoring metric for the ratings. This algorithm allowed us
to predict which node is the most preferred even with the user discrepancies.

Because participants viewed videos created by SOAR tool vendors rather
than using the tools directly, it is possible that their opinions were influenced by
either video quality or prior knowledge of a particular tool. We asked participants
to provide their opinion of video quality and their prior experience with each
tool in our survey, and we discuss correlations between these factors and our
results in Sect. 3.2. It is also possible that their opinion of the tool would change
if they had the opportunity to use it in an operational context, which is the
next phase of our research. However, the largest limitation to our study was the
number of participants. We recognize that in an ideal world we would have had
more participants, however given the information we found about how many
participants would provide what confidence, our sponsor determined they were
satisfied with nineteen for this phase of down-selecting.
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Based on this analysis, we are equipped to identify a subset of these 11 tools
that will be thoroughly tested. Operators will use these tools in several realistic
scenarios and will be asked to complete a survey after regarding their experi-
ence. Furthermore specific performance metrics will be collected to measure the
improvement to efficiency and effectiveness by usage of SOAR tools in a SOC.
While this framework was developed in the context of SOC survey responses
and downselecting a large sample, the impacts of this study are far-reaching.
In general the framework we present provides designers of user studies with the
ability to quantify the statistical power of their analyses based on their sam-
ple size, and furthermore provides a reliable method of populating missing user
data. If there are multiple methods of evaluation, such as scores and ranking,
we demonstrate a novel method of reconciling differences between the two for a
more clear interpretation and meaningful results.
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A Appendix

Table 3. Four methods used to report or derive overall ratings of the tools. Raw score:
average of user-defined ratings; PR: average of overall ratings derived from PageRank
algorithm on the raw data; ML: average of overall ratings derived from machine learning
predictions on populated data; ML + PR: average of overall ratings derived from
machine learning and PageRank algorithm on populated data.

Raw score [1 − 5] PR [0 − 1] ML [1 − 5] ML + PR [0 − 1]

Tool 6 (4.363) Tool 0 (.341) Tool 6 (4.23) Tool 6 (.207)

Tool 9 (4.071) Tool 1 (.114) Tool 9 (4.06) Tool 9 (.192)

Tool 0 (4.071) Tool 6 (.097) Tool 0 (4.04) Tool 0 (.146)

Tool 1 (3.813) Tool 9 (.085) Tool 5 (3.77) Tool 1 (.070)

Tool 5 (3.750) Tool 3 (.057) Tool 4 (3.75) Tool 5 (.061)

Tool 4 (3.636) Tool 2 (.052) Tool 1 (3.75) Tool 3 (.055)

Tool 3 (3.571) Tool 4 (.048) Tool 3 (3.66) Tool 4 (.054)

Tool 2 (3.438) Tool 5 (.043) Tool 2 (3.47) Tool 2 (.046)

Tool 7 (3.273) Tool 7 (.042) Tool 7 (3.44) Tool 7 (.046)
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Table 4. Survey questionnaire given to the SOC operators. The survey was delivered
electronically and included 4 pre-survey questions, 10 questions about the specific tools
(including their aspects), and 1 question about the overall ranking. All ratings questions
were scored 1–5, with 1 being the worst and 5 being the best. On the two ranking
questions, the operators ranked their most preferred aspect/tool as 1 and their least
preferred as the highest value.

Question # Question type Question

1 Pre-Survey How familiar are you with SOAR tools?

2 Pre-Survey Which of these best fits your role?

3 Pre-Survey How many years have you been in that role?

4 Pre-Survey Please rank the following capabilities in order of
importance, with 1 being the most important and 7
being the least important in your SOC

1 Familiarity How familiar are you with this tool?

2 Quality What do you think of the quality of these videos?

3 Overall score What is you overall impression of this tool?

4 Ranking Does the tool present and prioritize data in a way
that is beneficial?

5 Ingestion Do you think this tool could effectively ingest the
data in your SOC?

6 Playbooks Does the tool provide steps (playbook, workflow) that
guide tier 1 or junior analysts through common tasks?

7 Ticketing Does the tool automate tasks in a way that would
increase efficiency?

8 Collaboration Does the tool enable multiple analysts to effectively
collaborate (simultaneously)?

9 Automation Does the tool enable a hand off of investigations (for
example, between two shifts or across SOCs)?

10 Free response Is there anything else about this tool that you would
like to share?

N/A Overall ranking Please rank the tools that you reviewed by order of
preference, where 1 indicates the tool that you would
most like to see used in your SOC. You can drag and
drop the tool names to reorder them
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