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Preface

The 26th edition of the European Symposium on Research in Computer Security
(ESORICS 2021) was held as an online event in Darmstadt, Germany, during October
4-8, 2021. In addition to the main conference, 11 workshops were organized and held
in the same time period.

This volume includes the accepted contributions, in total 31 full papers and one short
paper, to six of these workshops, as follows:

e 7th Workshop on the Security of Industrial Control Systems and of Cyber-Physical
Systems (CyberICPS 2021);

e 5th International Workshop on Security and Privacy Requirements Engineering
(SECPRE 2021);

e 4th International Workshop on Attacks and Defenses for Internet-of-Things (ADIoT
2021);

e 3rd Workshop on Security, Privacy, Organizations, and Systems Engineering (SPOSE
2021);

e 2nd International Workshop on Cyber-Physical Security for Critical Infrastructures
Protection (CPS4CIP 2021); and

e Ist International Workshop on Cyber Defence Technologies and Secure
Communications at the Network Edge (CDT&SECOMANE 2021).

While each of the workshops had a high-quality program of its own, the organizers
opted to publish the proceedings jointly; these are included in this volume. The authors
improved and extended these papers based on the reviewers’ feedback as well as the
discussions at the workshops.

We would like to thank each and every person who was involved in the organization
of the ESORICS 2021 workshops. Special thanks go to the ESORICS 2021 Workshops
Chairs and to all the workshop organizers and their respective Program Committees
who contributed to making the ESORICS 2021 workshops a real success. We would
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also like to thank the Organizing Committee for supporting the day-to-day operation
and execution of the workshops.
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CyberICPS 2021 Preface

This part contains revised versions of the papers presented at the 7th Workshop on
Security of Industrial Control Systems and Cyber-Physical Systems (CyberICPS 2021).
The workshop was co-located with the 26th European Symposium on Research in
Computer Security (ESORICS 2021) and was held online as a virtual event on October
8, 2021.

Cyber-physical systems (CPSs) are physical and engineered systems that interact
with the physical environment, whose operations are monitored, coordinated, con-
trolled, and integrated by information and communication technologies. These systems
exist everywhere around us, and range in size, complexity, and criticality, from
embedded systems used in smart vehicles to SCADA systems in smart grids, control
systems in water distribution systems, smart transportation systems, plant control
systems, engineering workstations, substation equipment, programmable logic con-
trollers (PLCs), and other industrial control systems (ICSs). These systems also include
the emerging trend of the Industrial Internet of Things (IloT) that will be the central
part of the fourth industrial revolution. As ICSs and CPSs proliferate, and increasingly
interact with us and affect our lives, their security becomes of paramount importance.

CyberICPS 2021 brought together researchers, engineers, and governmental actors
with an interest in the security of ICSs and CPSs in the context of their increasing
exposure to cyberspace by offering a forum for discussion on all issues related to their
cyber security. CyberICPS 2021 attracted 18 high-quality submissions, each of which
was assigned to three referees for review; the review process resulted in seven papers
being accepted to be presented and included in the proceedings. These cover topics
related to threats, vulnerabilities, and risks that cyber-physical systems and industrial
control systems face; cyber attacks that may be launched against such systems; and
ways of detecting and responding to such attacks.

We would like to express our thanks to all those who assisted us in organizing the
event and putting together the program. We are very grateful to the members of the
Program Committee for their timely and rigorous reviews. Thanks are also due to the
event’s Organizing Committee and to the ESORICS Organizing Committee. Last but
by no means least, we would like to thank all the authors who submitted their work to
the workshop and contributed to an interesting set of proceedings.

November 2021 Costas Lambrinoudakis
Nora Cuppens

Sokratis Katsikas

Frédéric Cuppens
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Communication and Cybersecurity
Testbed for Autonomous Passenger Ship

Ahmed Amro®) and Vasileios Gkioulos

Norwegian University of Science and Technology, Gjovik, Norway
{ahmed.amro,vasileios.gkioulos}@ntnu.no

Abstract. Many industrial sectors are undergoing a digital transforma-
tion, including maritime. New technological advancements and modes
of operations are being introduced to maritime infrastructure, which
includes ships, ports, and other facilities. Digital transformation in mar-
itime has among its goals reducing human involvement and improving
remote connectivity. The achievement of these goals hinges on several
components, including communication technologies and cybersecurity.
Consequently, maritime-related communication and cybersecurity solu-
tions are in high demand. This paper targets the development of a
maritime-themed testbed utilized to evaluate and analyze several mar-
itime use cases, including autonomous passenger ships (APS) with a
prime focus on the communication and cybersecurity aspects. We have
proposed abstraction of processes guiding the utilization of the testbed
capabilities. Also, we proposed an approach for replicating the target sys-
tem of analysis which facilitates the analysis and evaluation activities.
The proposed testbed and its processes have been evaluated by discussing
some of the projects that utilized it, including evaluating communica-
tion and cybersecurity architectures for an APS use case. Additionally,
after comparison with the state-of-the-art in cybersecurity testbeds, the
testbed was found to be supporting the majority of the concepts and
properties observed in the literature while the missing elements were
highlighted and designated as suggestions for future work. Moreover, we
provide a discussion of the challenges in cybersecurity evaluation in mar-
itime in general and autonomous ships in particular.

Keywords: Cybersecurity + Communication - Testbed + Autonomous
passenger ship - ICS

1 Introduction

In the modern era, technological advancements are enriching several aspects
of our lives. Innovations in the maritime domain have found their application
in passenger transportation in inland waterways. Several projects are undergo-
ing aiming to develop autonomous passenger ships or ferries in three regions
in Norway [6] including a project named Autoferry which aims to develop an
Autonomous all-electric Passenger Ship (APS) for inland water transport in the

© Springer Nature Switzerland AG 2022
S. Katsikas et al. (Eds.): ESORICS 2021 Workshops, LNCS 13106, pp. 5-22, 2022.
https://doi.org/10.1007/978-3-030-95484-0_1
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city of Trondheim [2]. The new APS operates within a new operational mode
called autoremote, this entails that the APS will be mainly autonomous, with
human supervision from a remote control center (RCC) [9]. Although this uncon-
ventional mode of operation is expected to improve the provisioning of naviga-
tional services, it introduces a wide range of cyber threats with possible safety
impacts as it relies on a group of interconnected Industrial Control Systems
(ICS) as well as several communication technologies.

Communication and cybersecurity are considered among the biggest chal-
lenges for the advancement of the autonomous shipping concept [9]. This is
based on the fact that improper communication is the main factor for mar-
itime casualties [1] and cybersecurity has been considered among the most sig-
nificant challenges in the usage of unmanned ships according to seafarers [23].
Therefore, there is a growing interest in the development of communication and
cybersecurity-related solutions for autonomous ships. Cyber ranges and testbeds
are commonly utilized for the evaluation of the developed solution as well as for
training and awareness [26,27]. However, during this study, we have observed
a lack in the literature regarding the utility of cyber ranges or testbeds for the
evaluation of cybersecurity solutions in the maritime domain in general and in
autonomous shipping in particular. In the remainder of this paper, we use the
terms cyber range and testbed interchangeably.

This paper proposes a testbed suitable for the analysis and evaluation of sev-
eral maritime use cases focusing on cybersecurity and communication aspects. Ini-
tially, a literature review is conducted to identify relevant artifacts and approaches
utilized in similar testbeds. Then the testbed is developed following the ISO 15288
standard [17]. Finally, the identified state-of-the-art is utilized to evaluate the
testbed focusing on the comprehensiveness and utility of the included capabili-
ties. Our contributions in this work can be summarised as follow:

— We propose a communication and cybersecurity testbed for several maritime
use cases. The testbed capabilities are comprehensive compared to the state-
of-the-art and provide a novel introduction for such testbed in the maritime
domain.

— We propose an abstraction of three processes that can be followed during
the utilization of cybersecurity testbeds namely, system replication, system
analysis, and technical management.

— We propose an approach for the system replication process based on stan-
dardized system elements. The system elements can be utilized as guidelines
for replicating the target system for analysis.

2 Background and Related Work

In this section, we provide a brief background regarding the motivation for this
study as well as several relevant works regarding cybersecurity testbeds in general
and in maritime in particular. Regarding the motivation, the testbed proposed
in this paper is mainly developed to evaluate artifacts that were designed based
on a group of established communication and cybersecurity requirements for



Communication and Cybersecurity Testbed for Autonomous Passenger Ship 7

an autonomous passenger ship or ferry (APS). The requirements were collected
from several APS stakeholders, analyzed, and adopted in our earlier work [9]. The
communication requirements were utilized to define and design a communica-
tion architecture for the APS that allows it to communicate with its operational
context and support several navigational services such as autonomous naviga-
tion and autonomous engine monitoring and control [10]. On the other hand,
the cybersecurity requirements in addition to a group of risk analysis processes
for the APS as a cyber physical system [8,11] were utilized to define and design
a cybersecurity architecture for the APS [7]. Additionally, the testbed capabil-
ities enable the exploration of additional use cases allowing the advancement
of cybersecurity research in maritime. Moreover, the testbed is evaluated using
qualitative functional evaluation and through comparison with the state-of-the-
art. The captured state-of-the-art of cybersecurity testbeds relies on the works
summarized in the remainder of this section since a comprehensive literature
survey is outside the scope of this paper.

Yamin et al. [27] conducted a systematic literature survey (SLR) and
presented the state-of-the-art in cyber ranges and cybersecurity testbeds by
highlighting several aspects such as environment building, scenarios, monitor-
ing, learning, teaming, and management. Moreover, the authors discussed the
observed approaches for testbed evaluation. We mapped our testbed capabilities,
processes, and evaluation based on the artifacts highlighted in this work.

Kavak et al. [19] surveyed several works and presented the state-of-the-art
related to the utility of simulation in the cybersecurity domain. The authors have
highlighted the efforts observed in the literature during the construction of the
testing environment which is referred to as “Representative environment build-
ing” and the utility of both physical equipment as well as virtual equipment in
both simulating or emulating cyber exercises in security evaluation and testing.

Tam et al. [26] have discussed the concept of cyber ranges in the maritime
context. The authors aimed to enhance the state-of-the-art by discussing cyber
ranges in a maritime context, scalability, and the coordination of cyber ranges
(i.e. federation). Regarding inserting the maritime context into cyber ranges,
the authors have presented a layer representation of ships and ports compo-
nents in maritime to aid the development of cyber ranges. This demonstrates
the utility of the concept of facilities in cyber ranges in maritime, which refers
to the separation of the different arrangement of components based on their
geographical location or functionality. Regarding scalability, the authors have
discussed the utilization of both simulation/emulation components in addition
to real equipment in an attempt to maintain a balance between cost, scalability,
repeatability, and realism. Finally, the authors have highlighted the utility of
cyber ranges for generating data that can be used to enhance other processes
such as risk assessment and machine learning algorithms.

3 Testbed Architecture

The testbed is aimed to include a group of capabilities that allow the analysis and
evaluation of design and implementation artifacts for several maritime use cases
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focusing on communication and cybersecurity aspects. These use cases currently
include an autonomous passenger ship and traditional integrated bridge systems.
Considering the undergoing digitalization in maritime, the testbed is aimed to
have a flexible design in order to accommodate several traditional and futuristic
ship models and operational modes. The testbed model is a hybrid; consisting
of both physical and virtual components. Moreover, the testbed provides both
remote and on-site testing capabilities in addition to having a mobility feature.

3.1 Concepts and Processes

Figure 1 reflects a view of the testbed processes. It includes three main processes
inspired from the ISO 15288 standard [17], namely, system replication, system
analysis, and technical management.

System Replication System Analysis
(Environment)

Virtual |

[ Virtual Replica | Use cases Ji

Testbed 2
E | |
| Emulate and/or Simulate g i
ey <« _ -
"o || “umans | M50 | Frocedures || %% [ scnrs ]
SW Humans Procedures =
| Emulate and/or Simulate
X |
s " Physical i
[ Physical Replica | Testbed | Use cases |i
| Manage | Manage
Technical Management | Maintenance I [ Data Storage

Fig. 1. Process view of the testbed

System Replication: Also referred to as “Representative environment build-
ing” [19] during this process, the Narrowest System of Interest (NSol) is con-
structed utilizing physical and/or virtual components emulating and or simulat-
ing the real system under investigation. The system description is intended to be
comprehensive to facilitate the system analysis process. The ISO 15288 standard
[17] details the different system elements that can describe the manner in which
a system is configured. As a guideline for capturing each NSol, we propose using
this system element abstraction. The outcome of this process is a constructed
replica of the NSol as well as an architecture description of it. The different
system elements and their replication mechanisms are depicted in Table 1.

The use of simulation and emulation in cybersecurity testbeds and exercises
is widely common as indicated in the literature [19,26,27]. Such tools can be
utilized to replicate several system elements such as hardware or data streams.
Yamin et al. [27] highlighted the utilization of traffic generation and behavior
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Table 1. Replication mechanisms for the different system elements

System element

Replication mechanism

Example

Hardware - Simulation/Emulation tool Automatic Identification System (AIS)
- Physical equipment replicated using physical equipment or
a AIS simulator software
Software - Tool OpenCPN chart plotter software
Data - Simulation/Emulation tool Captured sensor data (e.g. lidar)
- Physical equipment transmitted through a traffic
- Traffic generation tools (e.g. generation tool (e.g. Tcpreplay)
stubs, fuzzing, replay)
Humans - Human A Remote operator role emulated

- User behavior generation tool

using a human or a user behavior
generation tool

Processes, and | - Scenarios Ship-to-Ship communication emulated
procedures - Tools using a group of physical equipment
- Physical equipment with relevant technology (e.g. VHF),
- Human people at another ship (i.e. facility),
- User behavior generation tool | following a certain scenario for
- Facilities collision avoidance
Facilities - Physical location Sites 1 and 2 shown in Fig. 2

- Arrangement of physical

equipment and tools

generation tools. The traffic generation tools are utilized for generating realis-
tic data streams for creating different attack and normal operational scenarios
while the user behavior generation tools are utilized to emulate human behavior.
Additionally, Tam et al. [26] have highlighted the different types of data gener-
ated in cyber ranges, particularly, data needed to meet minimum requirements
and allow services to function (i.e. stubs), data simulating all types of input
to systems without applying logic (i.e. fuzzing), more realistic data based on
simulation, and date that is replayed after being captured. Our testbed aims to
provide data replication capabilities based on the data generation mechanisms
discussed in [26,27] and focus on data streams that are relevant to the maritime
domain.

Additionally, several maritime processes and procedures are addressed includ-
ing the different communication functions specified in the APS communication
architecture [10], namely, Ship-to-Shore, Ship-to-Ship, and Internal Communi-
cation. Ship-to-Shore communication targets the communication links between
the ship and the shore for remote monitoring, control, and maintenance. Ship-
to-Ship communication focuses on the communication channels between the ship
and other ships for safe navigation. Internal communication focuses on the com-
munication between internal ship systems. The ship systems include Information
Technology (IT) as well as Operational Technology (OT). Examples of such sys-
tems are control servers (e.g. Dynamic Positioning System), and Programmable
Logic Controllers (PLC) for controlling several safety systems. More details can
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be found in our earlier work [10]. Moreover, the representation of system’s facil-
ities in maritime has been observed to provide improved system analysis capa-
bilities.

Materials and naturally occurring entities are other physical system elements
discussed in the ISO 15288 standard [17]. Nevertheless, they have been found
to be irrelevant to the current objectives of our testbed as the later focuses on
cybersecurity and communication aspects of maritime use cases.

System Analysis. This process consists of a group of activities to analyze the
constructed replica of the NSol. In our testbed, the system analysis can follow
two main directions, particularly, communication or cybersecurity analysis. Dif-
ferent aspects are relevant for each direction. Brief discussion for each aspect is
provided below:

— Methods: Several methods for communication analysis are observed in the
literature such as wireless coverage analysis [18] and performance analysis [22].
On the other hand, cybersecurity analysis methods include; among others,
risk assessment, adversary emulation, and evaluation of security solutions [7].
Additionally, the cybersecurity analysis approaches; depending on the use
case under analysis, can be conducted using black box, grey box, or white
box analysis techniques [20].

— Scenarios: a scenario describes the storyline which specifies the steps for
conducting a test or training exercise [27]. Scenario definitions should include
a purpose, environment, storyline, type, domain, and tools. For the cyberse-
curity analysis, scenario types should include both normal operation scenarios
(e.g. navigational scenario) as well as attack scenarios.

— Monitoring: this includes the methods, tools, and focus of the real-time
monitoring of the exercise. In our testbed, this is mostly related to docu-
mentation and data collection. Network traffic capture, screen capture, and
manual documentation are among the supported monitoring methods.

— Teaming: Cybersecurity analysis can be conducted through the utilizing of
the concept of teaming. Several teaming formations have been observed in
the literature including red teams conducting offensive security testing, blue
teams conducting defensive security, white teams responsible for scenario cre-
ation, green teams involved in monitoring the scenarios, and autonomous
teams utilized for automating the roles of other teams [27]. Additionally, a
recent teaming concept, namely purple teaming [24], integrates the activities
of red and blue teams extending the exercises toward further evaluation and
improvement of the security posture of the target system. In our testbed, we
aim to include several formations of such teams within different cybersecu-
rity operations, namely, offensive security, defensive security, and offensive
defense. Moreover, these cybersecurity operations are supported by white
teams and autonomous teams for creating and automating the analysis pro-
cess.

o Offensive Security: This includes the identification and implementation
of attack scenarios within the testbed components by conducting various
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penetration testing activities (i.e. red team activities). The ATT&CK
framework [25] is utilized to structure and formalize the description of
these activities. ATT&CK was chosen based on our earlier works [7,8] due
to its comprehensive threat model and updated common knowledge. Addi-
tionally, the utility of the ICS matrix in ATT&C K has been demonstrated
in our earlier work [8] and resulted in several ICS specific attack scenarios
which are target for analysis in our testbed. For instance, the manipula-
tion of view [5] and denial of view [3] are two identified attack techniques
with considerable risk against the APS system. Their risk is being eval-
uated in one of the project utilizing the testbed (refer to Sect.4.2). The
testbed provides capabilities to conduct attack techniques across the dif-
ferent cyber kill chain phases, including; among others, reconnaissance,
initial access, discovery, impair process control, and inhibit response func-
tion. Performing these activities within the maritime context is expected
to identify and evaluate novel and relevant attack techniques.

e Defensive Security: This includes the identification and implementa-
tion of defensive capabilities within the testbed (i.e. blue team activ-
ities). The NIST framework as well as the defense-in-depth strategies
are both considered for mapping and updating the defensive capabili-
ties to facilitate defensive operations. For instance, the testbed includes
defensive capabilities allowing for threat identification, protection, and
detection as well as capabilities for incident response and recovery from
cyber-attacks. The choice for NIST and defense-in-depth is based on our
previous work [7] which identified both among the most referenced risk
management strategies. Performing these activities within the maritime
context is expected to identify and evaluate novel and relevant defensive
capabilities.

e Offensive Defense: This includes the implementation and analysis of
the purple teaming concept in which red team and blue team activities
are intertwined toward improving the security posture of a target system
[24]. To the best of our knowledge, the introduction of this concept in the
maritime domain is novel.

The outcome of this process is data and information for understanding the
technical aspects of the NSol. This allows for informed decision-making regarding
the system development throughout its life cycle as well as support research
activities in maritime communication and cybersecurity.

Technical Management. This process includes several management activities
related to both the system replication and the system analysis processes for each
project (i.e. test), such as; among others, resource management, maintenance,
role management, and data storage. Brief discussion for each activity is provided
below:

— Resource Management: this entails the identification and allocation of
computational resources (e.g. memory), disk storage, and required compo-
nents for conducting tests [27].
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— Role Management: this entails the specification and distribution of roles
during the different tests. For instance, during an attack scenario targeting
a certain navigational operation, an attacker role is expected as well as a
navigational role (e.g. Officer on Watch OOW).

— Maintenance: management of the testbed equipment such as inventory,
licensing, and support.

— Data Storage: the management of any data related to the testbed. This
includes the generated data during the analysis process, the different software
binaries as well as backups of the different devices.

3.2 Tools and Equipment

External Enabling Systems

GNSS Satellites
—> AlS > VHF bl AlS ", NMEA < GPS
Network
4G/LTE <«—> Mobile Network <——» 4G/LTE
I Internet I
En.d hand toad <—> |Internal Network <+—» e > En.d
Device Balancer Balancer Device
L——»  WiFi Wi-Fi I
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w site 1 = = Site 2 0w
¢ =R ¢t =% ¢ = R
Integration
Physical Testbed Virtual Testbed Physical Testbed

Fig. 2. Layout view of the testbed

Figure 2 depicts a layout view of the testbed reflecting the different physical and
logical components that are utilized during the different processes discussed in
Sect. 3.1. The components can be organized in different configurations in order
to emulate several use cases. Overall, the testbed is organized into three main
sections, a physical testbed, a virtual testbed, and an integration of both. The
virtual testbed consists of a group of workstations with several tools providing
different capabilities. A summary of the included tools is depicted in Table 2
highlighting their categories and the process during which they are mainly uti-
lized. On the other hand, the physical testbed consists of a group of hardware
equipment providing different capabilities. A summary of the included equip-
ment is depicted in Table 3. Finally, both the physical and virtual testbeds have
advantages and disadvantages which are depicted in Table 4. Therefore, an inte-
gration between the two sections is proposed to enrich the system replication
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and analysis processes. The virtual and physical testbeds are integrated through
a group of interfaces utilizing different technologies such as USB, Wi-Fi, Blue-
tooth, and Ethernet.

Table 2. Tools utilized in the virtual testbed

Process Category Tools Description
System Emulation/ Bridgecommand | Customizing and building cooperative navigational
replication | Simulation scenarios

NMEASimulator | Customization of navigational scenarios

GNS3 Generation of complex networks and functional
component through virtualization technology. It can
be used to emulate the network and configuration of

the NSol
VMWare Utilized alone or along with the GNS3 simulator to
create virtual machines
Virtualbox
Navigation OpenCPN A chart plotter software
Traffic Tcpreplay Replay recorded packet capture containing sensor
generation data or other types of traffic

Python Scripts

IMU 4+ GPS Generate and transmit Inertia measurements and
GPS information from a mobile app

PacketSender Transmit data or recorded packet capture over the
network
Cybersecurity Snort Open-source Intrusion Detection System (IDS)
controls
Wazuh Open-source Security Information and Event
Management (SIEM)
Duo Two Factor Authentication (2FA) software from
Cisco
OpenLDAP Role-Based Access Control (RBAC) software for
access management
ClamAV Antivirus software
BorgBackup Backup software supporting encryption and
compression as well as remote storage
System Monitoring Wireshark Packet capture and analysis
analysis
Screen Recorder Record video and snapshots during experiments
Cybersecurity Ettercap Man-in-the-middle tool
testing
Kali Linux Utilized as an attacker node
Nmap Network scanner tools
Caldera Breach and attack simulation platform for
automating and emulating adversarial behavior (i.e.
autonomous team)
Scikit-learn Machine learning library for python programming.
Utilized for model building, training, and evaluation
toward anomaly detection solutions
Communication | Iperf Network performance measurements
testing

NetAnalyzer App for analyzing Wi-Fi signals and LAN networks

WiFiAnalyzer App for analyzing Wi-Fi signals
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Table 3. Equipment utilized in the physical testbed
Process Category Equipment (Quantity) Description
System Maritime AIS A200 (1) Class A Automatic Identification
replication equipment System with external GNSS and
VHF antenna
AIS B921 (1) Class B Automatic Identification
System with internal GNSS and
VHF antenna
Furunu GP 170 (1) Marine GPS with external GPS
antenna
Garmin NMEA 2000 network NMEA 2000 network
starter kit (1)
Garmin NMEA 2000 Network
Updater (1)
Maretron IPG100 (2) NMEA Internet Protocol Gateway
Network Cisco Aironet 1532E (3) Wi-Fi outdoor lightweight access
equipment points with external directional and
Omni antennas
Cisco Wireless Controller 3504 (1) | For the management of the Wi-Fi
network
Netgear Nighthawk Mobile LTE/4G router
Hotspot Router (3)
Cisco RV042G (2) Load balancer, VPN router, and
firewall
Portable Omnicharge Ultimate (7) Portable power source with 38400
power sources mAh. Providing DC, AC, and USB
output.
9V power bank (3) Additional power sources
System Software SDRplay RSPdx (1) Wideband SDR
analysis Defined
Radio (SDR) [ADALM-PLUTO (4) Active SDR. learning module
Technical Data backup |LaCie 2TB (1) 2TB External Hard drive
management

4 Evaluation

In this section, we present a qualitative functional evaluation for our testbed
through the discussion of some of the past and ongoing use cases utilizing it,
namely, the analysis of communication and a cybersecurity architecture for an
APS as well as an analysis of the security of sensor data in NMEA message
format. Additionally, we provide a comparison of our testbed with the several
aspects observed in the state of the art in cybersecurity testbeds. We demon-
strate the utility of the testbed capabilities utilized during the system replication,

system analysis, and technical management processes (refer to Sect. 3.1)
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Table 4. Advantages and disadvantages of our physical and virtual testbeds

Advantages Disadvantages

Physical | Wireless communication testing is Security attacks emulation is restricted
possible using several technologies due to limited possible configurations
Built as mobile units to capture real Wired communication testing is limited

measurements in different environments | due to the lack of ethernet switches
(e.g. marine traffic)

cost of testing autonomous navigation
and control components is high due to
expensive physical components (e.g.
radar, lidar, cameras, etc.)

Virtual |Security attack emulation is flexible due | No capabilities for wireless

to virtualization communication testing

Wired communication testing is possible | Real measurements (e.g.marine traffic)

with advanced capabilities cannot be effectively captured during
experiments

Autonomous navigation and control
components can be simulated

4.1 APS Communication and Cybersecurity Architecture

As discussed in Sect. 2, the main motivation for this testbed is the evaluation of a
communication architecture [10] and a cybersecurity architecture [7] proposed in
our earlier works based on a group of predefined communication and cybersecurity
requirements in [9] for an autonomous passenger ship (APS). The testbed in both
works was utilized for the evaluation of the proposed architectures to demonstrate
their fulfillment of the stakeholders’ requirements and concerns. Table 5 summa-
rizes the processes and the different aspects regarding the evaluation of both pro-
posed architectures. A prototype of the communication architecture was imple-
mented using the GNS3 simulator consisting of several emulated network devices
with network protocols to support ship-to-ship and internal communication func-
tions. The implementation included two networks representing both a remote con-
trol center and an APS. The role of the human operator was emulated to evaluate
the provisioning of the required capabilities. Then, the implementation was sub-
ject to a test scenario to evaluate the implementation performance considering
aspects such as redundancy, fault tolerance, and remote access. More details can
be found in [10]. On the other hand, a prototype of cybersecurity architecture was
implemented extending the implemented communication architecture. Additional
equipment included two workstations emulating the two facilities for improved
resource management in addition to two physical gateways (RV042G). More-
over, a group of required cybersecurity controls was implemented (see Table 2)
to evaluate their integration feasibility. Also, some sensor data was emulated
using traffic generation tools. Then, the implemented architecture was evaluated
using adversary emulation following 3 attack scenarios including red and blue
team activities. The attack included several techniques including network sniffing,
service scanning, ARP cache poisoning, gather victim information, and internet
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accessible devices using valid accounts. Although the attacks are not unique to
the APS network, they were intended to evaluate the concept of layered defences
within the context of the autoremote operational mode.

The testbed was found to be sufficient in evaluating the feasibility of inte-
grating several architectural components and adequate in providing offensive
security and defensive security analysis capabilities. However, the GNS3 simu-
lator was found to be unsuitable for comprehensive performance analysis due to
high latency related to virtualization.

Table 5. Use case 1: architecture evaluation

Process Aspect Communication architecture | Cybersecurity architecture
System Hardware Workstation, GNS3, Workstation, GNS3, VMWare, Virtualbox,
replication VMWare Cisco RV042G
Software Cyber security Controls
Data Python scripts, IMU+GPS, Packet Sender
Humans Human (e.g. operator) Human
Processes, and | Ship-to-Shore, internal Ship-to-Shore, internal communication,
Procedures communication cybersecurity functions and protocols, sensor
data collection.
Facilities Remote Control Center, Remote Control Center, APS
APS
System Tools Kali Linux, Nmap, Iperf
analysis Methods Performance analysis Feasibility of security solutions, Adversary
Emulation, Performance Analysis
Scenarios 1 Scenario 3 Scenarios
Teaming Red team, Blue team
Technical Resource Each facility at a dedicated workstation
management |management
Role Human Human, attacker
management
Maintenance v v
Data Storage Local, Cloud Local, Cloud and External HDD

4.2 NMEA Security

Several maritime-related protocols operate within the testbed components such
as the National Marine Electronics Association (NMEA) protocol which is a
standard for the communication among marine equipment including sensor data.
A study is being conducted to analyze the security of NMEA messages in two
use cases, the APS as well as Integrated Navigation Systems (INS) in tradi-
tional vessels [12]. Initially, a system emulating the INS and its equivalent in
the APS is constructed using several tools that emit NMEA messages includ-
ing the bridgecommand' simulator, NMEA simulator?, and a physical GPS or
Automatic Identification System (AIS) device. Additionally, the OpenCPN chart
plotter software® is used and configured to receive the transmitted NMEA mes-
sages. Additional scripts are utilized to transmit NMEA messages in certain

! https://www.bridgecommand.co.uk (accessed July 2021).
2 https://cutt.ly/NMEASimulator (accessed July 2021).
3 https://opencpn.org (accessed July 2021).
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scenarios. Several navigational procedures are emulated such as collision avoid-
ance. Then the developed system is used to study the NMEA messages, their
structure, behavior, and security. Several attack scenarios are carried as well as
normal operational scenarios. This allowed for the generation of both normal and
attack traffic for the application of machine learning techniques utilizing several
modules in the Scikit-learn including some pre-processing modules and classi-
fiers (e.g. decision trees) [21]. The analysis included offensive security, defensive
security as well as a offensive defense by interchanging the red team and blue
team activities toward an improved anomaly detection solution. The offensive
security activities included several attacks among them are attacks against mar-
itime sensor data including variations of Manipulation of View [5] and Denial of
View [3] attack techniques. Table 6 depicts a summary of the processes and the
different aspects related the activities in this project.

Table 6. Use case 2: NMEA security

Process Aspect APS, INS
System Hardware ‘Workstation, Virtualbox, Bridgecommand Simulator, NMEA
replication Simulator, Furunu GP 170
Software OpenCPN chart plotter
Data Simulated GPS, Python scripts
Humans Officer on Watch (OOW)
Processes, and | Navigation status, route planning, collision avoidance, internal
procedures communication
Facilities Vessel
System Tools Kali Linux, ettercap, Scikit-learn
analysis Methods Adversary emulation, anomaly detection, risk analysis
Scenarios Many navigational scenarios, many attack scenarios
Monitoring Wireshark, Screen recorder
Teaming Red, blue, and purple teaming
Technical Resource
management management
Role Attacker, OOW
management
Maintenance v
Data Storage Local, cloud, external HDD

4.3 Relevance to the State-of-the-Art

Table 7 depicts a summary of the comparison between our testbed and the con-
cepts and properties observed in the state-of-the-art of cybersecurity testbeds
captured by the literature discussed in Sect.2. The comparison highlights the
comprehensive nature of our testbeds capabilities as it supports most of the
common concepts and properties. However, this comparison points to the areas
of limitations. First of all, our testbed does not include components dedicated to
cybersecurity learning; which is adopted by 25% of the surveyed works by Yamin
et al. [27], this is because no requirements for such component have been com-
municated by the stakeholders. This also justifies the lack of education-related
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scenarios, scoring tools, and a green team. Additionally, no user behavior gener-
ation tools or dedicated or special management tools are utilized in our testbed.
The management process is supported by several general-purpose tools such as
Microsoft office word, excel, as well as commercial data backup software.

Table 7. Comparison between our proposed testbed and the concepts and properties
observed in the state-of-the-art

Concepts and properties Our Concepts and properties Our
testbed testbed
Scenario | Purpose | Testing v Environment | Emulation v
Education X Simulation v
Experiment v Real Equipment v
Type Dynamic v Hybrid v
Static X Tools Emulation tools v
Domain | Hybrid network v Simulation tools v
applications
Networking v Management tools X
SCADA systems X Monitoring tools v
Social engineering X Traffic generation v
IoT systems X User behavior generation | X
Critical infrastructure |X Scoring tools X
Cloud based systems X Security testing tools v
Autonomous systems v Teaming Red team v
Management v Blue team v
Learning X White team v
Monitoring v Green team X
Remote access v Autonomous team v
Mobility v Purple teaming v
Scalability Restricted

The state-of-the-art captured by Yamin et al. [27] does not capture the con-
cept of testbed mobility. Additionally, purple teaming and remote access are
discussed as concepts but the number of works that implement them were not
tracked. Moreover, scalability is discussed only as a direction for future work.
However, Tam et al. [26] discussed testbed mobility and its utility in maritime
testbeds. Also, the authors addressed scalability as a main direction for devel-
oping maritime-specific cyber ranges. Our testbed includes solutions for remote
access, mobility, scalability, as well as activities implementing purple teaming.
The remote access component is carried using the TeamViewer software con-
figured with the roles defined during the role management process (Sect.3.1).
The utility of TeamViewer for remote laboratories and collaborative learning
has been discussed in the literature (e.g. [15,16]) and is found adequate in our
testbed especially during the pandemic. Our testbed includes a mobility feature
allowing it to be relocated to other indoor and outdoor locations. The mobility
is supported through portable power sources allowing for extended experimen-
tation periods, compact workstations in addition to specialized suite cases and
mountable equipment, as well as certain waterproof equipment. Regarding scal-
ability, our virtual testbed includes elements supporting scalabilities such as
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the GNS3 simulator, virtualization technology, and other simulation tools. This
allows for the expansion, replication, and exportation of test scenarios. However,
the scalability is restricted by the resources allowed by the testbed and identified
during the resource management process (Sect.3.1). The integration of a cloud-
based component for the generation and execution of test scenarios is a future
research direction. Lastly, the purple teaming concept has been applied in our
testbed in a project targeting NMEA security (Sect.4.2). This is supported by
the integration of capabilities supporting red teams activities (e.g. Kali, Caldera,
etc.) as well as blue team activities through the different security controls.

5 Challenges and Future Work

The testbed proposed in this paper aims to support research regarding commu-
nication and cybersecurity of an autonomous passenger ship (APS) and other
related maritime use cases. The novelty of the autonomous shipping domain
introduces both temporal and contextual complexity that impacts our research.
The contextual complexity is related to the lack of legal framework governing
the technology while the temporal complexity is related to the lack of a unified
industrial vision regarding the technology. The International Maritime Orga-
nization (IMO) has just recently completed a regulatory scoping exercise for
the Maritime Autonomous Surface Ship (MASS); the ship class under which
the APS falls. Plans for the next steps are yet undecided [4]. Moreover, several
projects are undergoing regarding the development of autonomous passenger
ships or ferries [6] including the Autoferry project [2] which is the prime focus
of this testbed. This means that the current envisaged technology posture is
subject to change because most of the components governing and supporting
autonomous operations are yet under development. This leads to the possibility
that certain communication and cybersecurity testing capabilities supported by
the testbed might not be of relevance in the future. The contextual complexity
can be addressed in the same manner when addressing the temporal complex-
ity, particularly by using a divide and conquer approach [14]. This entails the
formulation of a specific operational context (i.e. use case) containing several
design alternatives to be analyzed. Then, the data generated by the analysis
can lead to the generation of new possible use cases or technology adaptation of
the analyzed technology. For this sake, our testbed included several components
from several providers, using several technologies, and providing several capa-
bilities. This flexible design aims to circumvent the challenges inflected by the
aforementioned complexity aspects.

Additional challenges are related to the usage of licensed communication fre-
quencies for ship-to-ship, and ship-to-shore communication. Our testbed includes
two AIS devices for supporting ship-to-ship communication. AIS operates over
Very High Frequency (VHF) which requires a license to operate in Norway. Thus,
restricted testing capabilities. We have deferred to other means for getting AIS
and NMEA data through utilizing simulators and previously captured data.
On the other hand, the LTE routers supporting ship-to-shore communication
requires monthly data subscription which adds additional management cost.
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In maritime, safety and cybersecurity are inter-related aspects, recently, IMO
has issued resolution MSC.428(98) dictating that ship owners and operators
must address cybersecurity in their safety management system [13]. Integrating
capabilities for safety management within the testbed is a future direction. This
is intended to support the efforts of integrating cybersecurity capabilities in such
management systems toward the development of an Integrated Ship Safety and
Security Management System (IS3MS). In addition to this, several use cases
are expected to be utilized in the testbed including AIS security and Breach and
Attack Simulation (BAS) platforms in the maritime context. Finally, the testbed
is still under development and not available for public access at this moment.
However, we can provide demonstrations of certain scenarios and capabilities.

6 Conclusion

The maritime domain is undergoing major digitization through the integration
of technology and new operational aspects. Communication and cybersecurity
are considered crucial aspects that could impact this major change in the indus-
try. Therefore, in this paper, we proposed a testbed that can be utilized for
the evaluation of several maritime use cases including the autonomous passen-
ger ships (APS), and focusing on the communication and cybersecurity aspects.
The testbed development is based on the observed state-of-the-art in cyberse-
curity testbeds and is inspired by several processes from the ISO 15288 system
development standard. Our proposition includes an abstraction of three pro-
cesses that can be followed for the utilization of the testbed namely, system
replication, system analysis, and technical management. Moreover, we propose
a system engineering approach for the system replication process that relies on
standardized system elements. The three processes were followed during two
projects (Sects.4.1 and 4.2) and found to help guide the progress throughout
the projects. Additionally, the utilization of standardized system elements as
guidelines during the system replication process led to the development of a
realistic replica of the systems targeted for analysis.

Also, after comparing our testbed to the state-of-the-art it was found to
be comprehensive in the inclusion of a set of capabilities covering most of the
observed concepts and properties. In addition to that, the testbed includes addi-
tional less observed features such as remote access, mobility, and purple teaming.
Nevertheless, the testbed was found to be lacking some of the observed aspects
such as having a learning component, user behavior generation tools, automated
environment building tools, and dedicated management system tools in addition
to restricted scalability. However, such limitations can induce future research
directions.
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Abstract. The goal of this paper is to define an extended cybersecurity
ontology, which may be used to assist in targeted information gathering
and risk assessment procedures applied on complex cyber-physical sys-
tems. The proposed ontology unifies information from an extensive col-
lection of known cybersecurity datasets, semi-structured or unstructured
(text) data from public security reports, environmental security informa-
tion gathered from network security tools that may be applied in net-
works and systems under assessment, as well as information about threat
actors and valid users of existing infrastructures. In order to demonstrate
the efficiency and the applicability of the proposed cybersecurity ontol-
ogy, we have implemented part of the ontology as a knowledge graph
using Python and Neo4J. To validate the efficacy of such a security ontol-
ogy in practical security assessments of complex cyber-physical systems,
two practical application and validation scenarios are presented. In the
first case we apply our ontology to fill in some gaps into the National Vul-
nerability Database, by utilizing a logistic classifier trained by a subset
of the NVD, with the purpose of predicting missing values for recorded
vulnerabilities. In the second validation scenario, we demonstrate how to
extract additional connections and relationships between known security
catalogues and databases such as NVD, CWE, CAPEC and Intel-TAL.

Keywords: Security ontology - Cyber threat intelligence - Risk
knowledge graph

1 Introduction

In our era, IT infrastructures and cyber-physical systems are continuously
expanded and integrated by adding new layers of equipment and software in an
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effort to increase automation, productivity and efficiency. This integration how-
ever raises numerous security issues, since unique combinations of software and
hardware occur daily, which can produce previously unobserved attack paths in
the underlying infrastructures. To explore existing risks in such complex cyber-
physical systems, security specialists must gather security related information
from various sources and feed them in targeted risk assessment tools, in an effort
to proactively mitigate potential risks against their organizations. Procuring and
combining all relevant threat and vulnerability information is a strenuous task
that stretches along numerous knowledge fields like security controls, security
policies, threat agent libraries and taxonomies, vulnerability databases, network
monitoring data and open source cyber threat intelligence reports (OSCTI) [21].

Each knowledge field presents different challenges since the available informa-
tion can be either vast or limited depending on the case. For a comprehensive
view, a top to bottom architecture is required, ranging from a high level view of
human actors, IT infrastructures, devices and networks, to a low level technical
view, where all entities are decomposed to smaller entities and all possible connec-
tions residing in the available information map are calculated. This procedure will
allow us to view existing connections between interacting entities from a cyber-
security perspective, and possibly unveil new types of interactions between those
entities, with the end goal of automating the calculation of security risks, threats
and vulnerability scores in specific environments at a specific time.

Motivation. In our previous work [20], a risk assessment methodology is devel-
oped to identify and assess attack paths against critical components of complex
cyber-physical systems. The algorithm uses CVSSv3.1! scores as input for the vul-
nerability assessment and threat agent libraries for the threat assessment. How-
ever, although various catalogues and databases do exist, such as CPE [2] , CVE
[7], CWE [4] and CAPEC [1] along with their interconnections [13], which may be
utilized to support the assessment of the risk produced by a vulnerability found
in an asset, multiple false positives might be produced, if such input is not prop-
erly modified in the context of a specific system under examination. As stated in
the CVSS documentation [3], the CVSS base score only sets a paradigm for a vul-
nerability, but does not fully characterize it. Therefore it is the researcher’s job
to specify environmental and temporal metrics depending on the specific applica-
tion environment the vulnerability resides in, and the time of vulnerability iden-
tification respectively. Indeed, as proposed by the CVSS framework, the security
experts should define the environmental and temporal modifications for the sys-
tems under examination and apply them to the base score already provided by
the NIST National Vulnerability Database (NVD). Such work is usually a man-
ual, expert-driven and timely process. And although some efforts exist in the lit-
erature to automate this process [10,13,15] none of the existing works propose a
holistic security ontology along with a knowledge extraction process, that may be
used to automate this process with high accuracy.

! https://nvd.nist.gov /vuln-metrics/cvss/v3-calculator.
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Contribution. Towards this direction, our main goal in this paper is to design a
cybersecurity ontology that will integrate and correlate information that may be
utilized in assessing the security risk of systems. The ontology will model infor-
mation related with all the phases of a risk assessment such as: (i) vulnerability
information (including base, environmental and temporal metrics as defined in
CVSS); (ii) threat information such as threats categories (e.g. CAPEC, CWE),
threat agents (such as INTEL-TAL [9]); (iii) information related with tempo-
ral characteristics and security impact for various environments, sectors and
application domains based on Open Source Cyber Threat Intelligence (OSCTI)
reports. To cover the security characteristics of complex cyber-physical systems,
we utilize low-level entities such as devices and networks, and attempt to connect
them to relevant data sources, such as:

— DS1: Vulnerability Databases & Related Catalogues.

DS2: Security Policies & Controls.

— DS3: Threat Agent Libraries-Geolocation & Crime types.

DS4: Network Security Configurations & Monitoring Data.

— DS5: Temporal Data-Open Source Cyber Threat Intelligence Reports.

This approach supports the mapping of additional characteristics for cyber
and physical entities that reside in infrastructures undergoing assessment proce-
dures. Such an ontology would be an important step towards automating existing
risk assessment methodologies, thus enabling their continuous implementation.

To validate the applicability of the proposed ontology in solving real problems,
we design and apply two application scenarios. In the first case we utilize the ontol-
ogy by implementing a machine learning classification pipeline that helps us pre-
dict missing values for older CVE’s. Utilizing this pipeline we produced a custom
NVD dataset that we filled with CVSS v3.1 values for CVEs that were previously
catalogued only with CVSS v2 values. In the second test case, we implement and
validate a knowledge graph containing the NVD, the CPE, CWE and CAPEC
catalogues along with the Threat Agent Library (TAL) from Intel.

Paper Structure. The rest of this paper is structured as follows: In Sect.2 we
ponder upon existing state-of-the-art security ontologies, and we consider the
main challenges identified in the literature. In Sect.3 we present the architec-
ture and background of our security ontology, while in Sect.4 we present our
knowledge graph and machine learning implementations. In Sect.5 we present
two application scenarios that were utilized to validate the knowledge graph.
Finally, Sect. 6 concludes this paper.

2 Related Work

In the literature, several research efforts related with the definition of security
ontologies are found, although they may differ in their goal and scope. Depending
on the investigated problem, each ontology might focus on subjects as specific as
security entities like threats [1,4], vulnerabilities [7], threat agents [9], intrusion
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detection systems, attacks [6] and countermeasures [5], or as broad as security
policies, network security and network management, information security man-
agement systems etc.

One of the most recent security ontologies presented in [10] emphasizes on
information derived from existing OSCTI gathering and management platforms,
which they focus on low level indicators of compromise (IOC). To bridge the
existing gap of higher level IOCs, a knowledge graph called SecurityKG is pre-
sented in [10], which is essentially a system for automated OSCTI gathering
and management. SecurityKG is capable of extracting information from semi-
structured text reports through the use of AI and NLP.

In [13] a security ontology that connects known security databases such as
NVD, CVE, CWE and ATT&CK [6] is presented. An aggregate data graph
called BRON is presented, which enables the bi-directional, relational path trac-
ing within entities. BRON is then used to identify attack patterns, tactics, and
techniques that exploit CVEs. Furthermore, BRON is able to support a hypothe-
sis expressed in plaintext that refers to information that can be indexed through
the data graph.

Another recent approach presented in [17] provides a framework that enables
access control policy updating within the Cloud infrastructure using Cyber
Threat Intelligence. Furthermore, it considers updating access control policies
using collaborative knowledge in the latest cyber activities of an infrastructure.
To describe the correlation between security policies and security reports a com-
bination of the DOLCE-spray ontology [16] and STIX? is utilized.

In [11] the steady growth in IoT as a rising threat to security is assessed,
since security in IoT is not a mature field yet. They present DS410T, a data secu-
rity ontology that covers the representation of data-security concepts. Another
research effort presented in [15] underlines the importance of constructing knowl-
edge graphs as a cybersecurity knowledge base. Their approach entails a knowl-
edge base along with a set of deduction rules supporting a quintuple model.
A strong relation towards NVD, MITRE and the known Asset-Vulnerability-
Threat model is observed in this paradigm. In [21] various network security
ontologies are identified and structured under eight distinct categories: Threats,
IDS, Alerts, Attacks, Vulnerabilities, Countermeasures, Security policies and
Network Management.

The Exploit Prediction Scoring System (EPSS) presented in [14] is an open,
data-driven framework for assessing vulnerabilities, in the context of calculating
the probability that a vulnerability will be exploited in the wild within the first
twelve months after public disclosure. This scoring system is designed to be sim-
ple and flexible, while providing accurate estimates of exploitation. Moreover, the
implementation is intended for scalability, so it can be updated while more and
better data becomes available, in this context it already allows users to either
search the probability of exploitation for recorded CVEs, or to create a custom
vulnerability by setting the corresponding attributes manually. A functional ver-
sion of the EPSS calculator® resides in the kenna research website.

2 https://docs.oasis-open.org/cti/stix/v2.0/stix-v2.0-part2-stix-objects.html.
3 https://www.kennaresearch.com/tools/epss-calculator/.
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Finally in [19] a security ontology for modeling enterprise level risk assessment
is defined. The ontology contains entities for core risk assesment elements such as
Threats, Vulnerabilities, Security Mechanisms and Assets along with their inter-
connections. However, the model is only conceptual and it is not supported by any
implementation or data sources of either structured or unstructured format. The
security ontology presented in this paper integrates and extends the above related
work by proposing a holistic security ontology that combines information derived
from (see Table 1): (a) known security taxonomies and vulnerability databases, as
in [13]; (b) network security information gathering tools, which are able to collect
environmental information regarding the network and software security state and
connect them to known taxonomies; and (c) semi-structured and unstructured
text derived from OSCTI reports and relevant sources, as in [10].

Table 1. Related work, data sources and applications.

Related work

[17)] [13] | [10] | [14] | [15] | [21] | Our ontology
Data sources
DS1 X X X X X [X
DS2 X X X X X
DS3 X X X
DS4 X X
DS5 X X |[X |[X X X
Applications
Security ontology X | X |[X X |[X |[X
Integration of X X X
vulnerability4threat databases
Risk assessment X X X
Integration of security policy X X X
elicitation
Integration of temporal data X X [ X X
Integration of environmental data X

3 Security Ontology

The first step towards defining and implementing our security ontology is to
specify the knowledge fields that will be involved into its construction. We define
two layers of information: In the fist layer we define all the core elements that
may be used to model complex cyber-physical systems. The core elements of
this layer are: devices, networks and human actors. The data sources for the
entities defined in this layer are unstructured security-related data like reports
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and policies, as well as organization specific cyber physical information, which
can be harvested through monitoring tools, scanners, implants and other sources.

In the second layer we express the information related with vulnerabilities,
threats, exploits and threat agents, derived from public sources of structured
information, as well as in relation to the first layer. In a sense we utilize the struc-
ture of the CVSS model that characterizes vulnerabilities utilizing Base, Envi-
ronmental and Temporal vectors of characteristics, along with known intercon-
nections to shape this layer. In particular, environmental characteristics for vul-
nerabilities residing in a specific environment can be filled in through Device and
Network Information harvested from the corresponding infrastructures. Further-
more, threat agents that might be active throughout the infrastructure under-
going risk assessment, can be connected to information about human entities
recorded in the upper layer, which are acting in the same environment. Further
information related to temporal characteristics of vulnerabilities like the state of
exploit or patch as well as the report confidence can be pulled from open sources.

We attempt to create a detailed sub-graph for each element and create end-
nodes that may ultimately be interconnected in various ways, and finally procure
ways to automatically produce CVSS environmental and temporal metrics. Fol-
lowing this approach we aim to establish a knowledge base that will enhance
the detail-orientation and provide automation to our previous risk assessment
approach.

3.1 Architecture

Each of the core elements mentioned above present different sources of informa-
tion that require targeted handling; through our ontology we present the sources
we identify along with an implementation for a subset of them.

Devices. In our paradigm, devices act as containers for further entities; one
device may contain multiple interconnected assets that fall under the categories
of hardware, or software, while the latter may be defined in sub-categories such
as operating systems or application software. Attributes of devices that should
also be taken into account are their type, which might range from single use
device to composite, along with their physical location and the access controls
tied to it. The device’s attributes can be used as anchors to define physical
interactions among devices, which in turn may be used to define and assess the
risk of cyber-physical attack paths as in [20].

Devices may also contain specific slots for network interfaces that enable
connectivity among devices and networks, while users can utilize functionality
based on their privileges on specific components of a device. We utilize the CPE
catalogue to detect the various components of devices since multiple scanning
tools can identify an asset and connect it to a CPE identifier. Then, the con-
nection between the CPE and the NVD catalogues can be used to enumerate
the vulnerabilities of a particular asset. A final step here is to enumerate the
relationships of assets contained in a single device.
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Networks. Networks act as enablers for device connectivity, by providing com-
munication channels that allow devices to exchange traffic. At the same time
networks act as filtering entities that implement network security controls, that
entail access controls, authentication controls and other rules derived from high
level security policies. The network security controls are implemented through
the use of systems like firewalls, Intrusion Detection Systems, monitoring appli-
cations and other network traffic management systems. Physical attributes of
networks that should be taken into account include their access type in the
essence of being internal or external, the technology or protocol they utilize, the
frequency they broadcast and receive and finally their specific physical location
along with the corresponding access controls.

Human Entities. Human entities are utilized in our ontology to express entities
having access, authentication and execution rights to devices and more specifi-
cally towards components contained in devices. For example, consider a user hav-
ing specific execution rights (user or admin) on an application that is installed on
an operating system running on the hardware of a desktop or laptop computer.
By mapping human actors this way, it is possible to catalogue user roles and
to extend threat modeling in risk assessment approaches. Essentially, user roles
may be used to represent an additional layer of abstraction in the identification
of potential attack paths (e.g. [20]).

3.2 Data Sources and Challenges

In order to feed the security ontology we use various existing data sources. We
identify the following challenges for the relevant data sources:

— DS1: Vulnerability databases and other related catalogues. While NVD con-
tains abundant information for a wide set of security vulnerabilities, a signif-
icant portion of the dataset is not complete. More specifically a significant
subset of the NVD, containing vulnerabilities published before 2016 is incom-
plete, since it procures the CVSS base score in CVSS v2.0 format, which is
considered deprecated, and not the current CVSS v3.1 format.

— DS2: Security Policies and Controls. There is a direct line between secu-
rity policies containing access controls, user roles/user execution rights and
threat agents that can activate certain attack paths by compromising certain
accounts. This connection should be investigated.

— DS8: Threat Agent Libraries, Geolocation and Crime types. Depending on the
location and type of an organization, various threat agent profiles conducting
divergent crime types can be encountered. The question that arises here is
which threat agent profiles have the motive and the resources to target critical
structures and assets inside organizations.

— DS}: Network Security-Network Traffic and Monitoring Data. Another vast
challenge is to produce a way to define the security states of networks and
translate them to the corresponding CVSS environmental vectors. This can
be implemented by analyzing Network Traffic and by parsing active Firewall
and Intrusion Detection System rulesets (Fig. 1).
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— DS5: Temporal Data-Open Source Cyber Threat Intelligence Reports. Finally
a resource that can be found in abundance for further analysis are OSCTI
reports. We recognize three types of reports that require three different
approaches to achieve information extraction and transformation:

e Structured Reports like the information found in exploit db.

e Semi Structured Reports as produced by Nessus, OWASP ZAP and other
similar tools.

o Unstructured Reports that usually refers to plaintext, like posts found in
blogs etc.

e FExploits Prediction. Exploit prediction can be implemented through the
analysis of reports about vulnerabilities being exploited in the wild, and the
parsing of exploit catalogues for proof of concept code and working exploits.
EPSS [14] is a characteristic example of exploit prediction (Table 2).

Table 2. Data sources connected to ontology elements.

Data sources Devices | Networks | Human entities
DS1: Vulnerability Databases & Related |X X

Catalogues

DS2: Security Policies and Controls X X X

DS3: Threat Agent Libraries-Geolocation X

and Crime types

DS4: Network Security-Network Traffic X X

and Monitoring Data

DS5: Temporal Data-Open Source Cyber | X X X

Threat Intelligence Reports

For the blocks we build, a variety of options is presented for information har-
vesting; structured information from public catalogues like NVD can be directly
inserted into our knowledge base, while semi-structured or unstructured text
based documents like OSCTI reports, relevant blog posts and information har-
vested from social media require further filtering and analysis. Going into envi-
ronmental information we suggest the use of multiple monitoring and scanning
tools that can recover information and represent it based on the attack vectors
of malicious users.

4 Knowledge Graph Implementation

The security ontology presented in Sect.3 has been partially implemented as
a Knowledge Graph containing specific blocks of the ontology, based on open
sources. A visual demonstration of the implemented knowledge graph can be
found in [12], while an open repository of the alpha version of our tool can be
found in [8].



32 C. Grigoriadis et al.

4.1 Implementation Architecture

We present an initial knowledge graph, which incorporates a subset of the pre-
sented security ontology. Our implementation is based on known catalogues,
similar to the work presented in [13]. The implemented blocks include: (i) CPE,
(ii) vulnerabilities, (iii) recorded base score and characteristics, (iv) NVD/CVSS
scores, (v) weaknesses, (vi) attack patterns, (vii) CVSS scores through regres-
sion and classification and finally (viii) the threat agent library block. The blocks
‘CVSS scores through regression and classification’ and ‘threat agent library’ are
produced by properly addressing the attributes contained in the assessed open
sources. Our implementation consists of a set of functionalities implemented
through a set of modules (scripts) as shown in Fig. 2.

Sources

Middleware Output
s Threat & X
¥ Vulnerability ———> {json}
Requests Open Sources
<xml />
BeautifuJ;:up
Threat & Vulnerability
Attributes
Cypher & vizualization
Parser

@®neoyj
[
Threat & - Python
—— Vulnerability —— @

@ Nodes P Q

@ Graphlytic

Fig. 2. Implementation architecture: workflow of the knowledge graph implementation
components

— A middleware script that collects datasets from known API’s. In this case
python’s requests* and beautiful soup® libraries are utilized to collect data
from NIST’s API that contains the National Vulnerability Database along
with the CPE catalogue and MITRE’s website that contains the CWE and
CAPEC catalogues.

* https://docs.python-requests.org/en/latest /.
5 https://www.crummy.com/software/BeautifulSoup,/bs4/doc/.
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— A parsing script that gathers a set of attributes from each collected dataset.
In this case two python libraries are utilized in order to access and adjust the
attributes, xml2dict® and json”.

— A cypher script that takes as input the parsed attributes and inserts them
into a neo4j graph database. In this case the APOC library® is utilized for
the cypher functions it contains, since they enable faster insert times for the

graph database entries.

— Finally the neodj graphlytic extension® is utilized in order to apply further
graphics to the already implemented knowledge graph.

The source, the format and the number of entries included in the files down-
loaded by our middleware are presented in Table 3. Our parser component utilizes
multiple components to handle the various formats found in different repositories

successfully.

Table 3. Number of entries per parsed catalogue

Catalogue | Number of entries | Source format
NVD 169.388 JSON

CPE 719.072 XML

CWE 1.298 CSV /XML
CAPEC | 667 CSV/XML

4.2 Building Custom Blocks Based on Machine Learning

Besides the publicly available data sources, custom blocks were also generated for
specific cases. In order to create custom blocks for the implemented knowledge
graph, the datasets mentioned in the previous section are pulled and appropri-
ately modified, to produce the vectors required for machine learning applications.

— A middleware script that collects datasets from known API’s. In this case
python’s requests and beautiful soup libraries are utilized to collect data
from NIST’s API that contains the National Vulnerability Database. Utilizing
python’s json, zipfile'® and bytesIO'! libraries the set of json files provided
for the vulnerabilities disclosed every year by NIST are combined into a single

json file (Fig. 3).

5 https://pypi.org/project/XML2Dict/.
" https://docs.python.org/3/library/json.html.
8 https://neodj.com/developer/neodj-apoc/.

9 https://graphlytic.biz/.

19 https://docs.python.org/3/library /zipfile.html.
" https://docs.python.org/3/library /io.html.
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Fig. 3. Implementation architecture: workflow of the machine learning implementation
components

— A conversion script that takes as input the json file produced by the mid-
dleware script and provides a flattened version containing all characteristics
in different columns. This script utilizes python’s pandas library which con-
tains the function json.normalize, that takes as input a json file and outputs
a dataframe that contains a flattened format of the json attributes.

— A filtering script that gathers all the NVD entries from the created dataframe
that have no CVSSv2 and CVSSv3 missing values in order to create a com-
plete training subset from the initial dataset.

— A transformer script/preprocessor to bring the dataset in the required format
called OneHotEncoder'?; OHE takes as input an array-like of integers or
strings, denoting the values taken on by categorical features. The features
are encoded using a ‘one-of-K’ or ‘dummy’ encoding scheme. This creates a
binary column for each category, in this case each available option for the
existing CVSS attributes, and returns a sparse matrix or dense array.

— A logistic regression classifier'® provided by python’s scikit-learn library,
which utilizes the one-vs-rest (OvR) scheme in its training algorithm for the
multi-class problem we tackle. It implements regularized logistic regression
for our classes using the ‘Ibfgs’ solver.

2 https://scikit-learn.org/stable/modules/generated /sklearn.preprocessing. OneHot E
ncoder.html.

13 https://scikit-learn.org/stable/modules/generated /sklearn.linear_model.LogisticRe
gression.html.
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4.3 Deducing Relationships Between Existing Blocks

For most of the ontology blocks, their relationships can be directly pulled from
the catalogued open sources, extracted from the corresponding datasets and
inserted into our knowledge graph. This for example holds for the Vulnerability,
Weakness, and Attack Patterns blocks. For other blocks however, such as the
Threat Agent Profiles, their relationships with the rest of the ontology entities
are not directly extractable. To enable the implementation of those relation-
ships we examine their attributes and attempt to discover common characteris-
tics with other entities that can be successfully compared. Furthermore, we look
into multiple approaches to expressing threat agent profiles, with the purpose of
extending the initial attribute vectors that broadly describe the entries. Follow-
ing this approach the scope of relationship extraction is also broadened, making
it more likely to yield accurate results for specific instances. A practical scenario
of relationship extraction between threat agents, CWEs, CVEs and CPEs by
utilizing CAPEC as a stepping stone, is presented in Sect. 5.2.

5 Application Scenarios — Validation

To validate the functionality of the implemented knowledge graph we test it
with two application scenarios. In our first validation scenario, we will utilize
the catalogued information that resides in the implemented knowledge graph
in order to produce an extended version of NVD, where we supplement older
vulnerabilities with CVSSv3.1 vectors. This approach can be utilized to support
Risk Assessment methodologies that rely only on a specific version of the CVSS
scoring system, such as MITIGATE [18].

In our second scenario, we were able to unveil previously unregistered con-
nections between threat agent profiles and attack patterns, while utilizing open
sources to find real world examples of threat agents executing attacks. We derive
this connection from background work [20], where threat agents were expressed
as CVSS capability vectors and from some common characteristics between
CAPEC and TAL.

5.1 Using the Ontology to Predict CVSS Scores

We used a similar approach to the one used to insert the CVEs pulled from
NIST’s NVD into our knowledge graph, to create a pandas Dataframe. By apply-
ing filtering rules we derive that while almost 170.000 CVEs are catalogued, only
a subset of them is characterized by CVSSv3.1 vectors, while older entries are in
many cases characterized only by CVSSv2. To complete the missing values we
utilized a subset of NVD that contains vectors for both versions of the CVSS as
a training set for a logistic regression classification model.

The first step towards implementing our pipeline is to adjust our dataset
for the logistic regression model; Considering the format of the CVSS vector it
becomes apparent that we are dealing with a multiclass, multilabel classification



36 C. Grigoriadis et al.

cepm(nzcanon_mmoco\
v«“\*&

T
s, ote®Available_interfaces
i

@ Has_Dey @
Netvor&™_ —@® Cury_Polices
2

%
\Se, Authenticated_Devices 0.
@k coua Be—>(i)._, e, 5

'
(®-, o
Ademal, o Lo iy \ st ®

. Pagy Exp Security_States

- s YA

& oo = s_Equipeq Produc® /AIEHS

A Nehvork_s Lwitn —O—
Accounts_Privieges s
@ @ ~&0u, Intrusion_Detection_Systems
Human_Entitie; Malicious S e y,,
: o, ©
N %, S~

wih—
figured- Rules
- Confid

Has %
Intemal — %

o Firewalls
Rolés_Privileges o capEC

4.8
Galouloted-BY o Probing_Monitoring_Logs

CTE Security_States_Networks

3 NVD_cfSs_scores

o
@
wnug”s|
Belongs.
~6x
8

@
—— ui"porel

ated I " %
‘ Broadcasted_gy s _Enumer cPE .
Physical_Frequencies ol

Machine_Learning_Score
Tnterfaces

sen

»
&
<

—
Is Exprossed gy

Environmental_Score- Calculated_By ————>|

Connectivity

Is 4 Security_States_Device Device_Scanning_Logs
~ fi‘sc,sd
18,

WS,Af[ec[edisy \ 0 ped_By @
Temporal_Score Threat_Acton Threat_Agent_Library
Bt
“d g,

% &, T,
Sy, o
g 7 6
g, -8

Socil_edia
%
,
e
&“\r
€, ©
¢ <
%, Offcial_Report
&, Observed Impact o icial_Reports
%, o
e b y\, ©
Reports
Exploit Caluiarey g,
Explof_DB

Patch

Caleulateq g,
O]

Vendor

Fig. 4. Security ontology knowledge graph.

problem. To bring the dataset in the required format we utilize the transformer
script mentioned in Sect. 4.2. By default, the encoder derives the categories based
on the unique values in each feature. Having brought the training subset of NVD
in the appropriate format we instantiate our model for all the characteristics
of the CVSSv3 except for the Attack Vector which remains the same across
different versions of the scoring system, while CVSSv3 provides an extra option
for physical vectors. We achieved an accuracy rate of over 90% for all metrics
while testing the classifiers, which we later used to predict the missing values.
The accuracy per characteristic is shown in Table 4. We achieved different results
in each metric due to the changes in the CVSS vectors across versions and due

to the changes in the security analyst perspective throughout the years. More
specifically (Fig. 4):
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— We achieve very high accuracy results on the prediction of the Attack Com-
plezity metric, while the scale itself changed from a three tier [Low, Medium,
High] to a two tier [Low, High] for CVSSv2 and CVSSv3 respectively, we
observe that most values set as High in the three tier system kept their status
while Low and Medium mostly became Low in the predicted dataset.

— Authentication can be considered the equivalent metric from CVSSv2 for
Privileges Required used in CVSSv3. We yield a lower accuracy of 91,7%
for the Privileges Required predicted values. Both the Authentication and
the Privileges Required metrics present three options, [None, Single,
Multiple] and [None, Low, High] respectively. Since the metrics do not
represent identical paradigms in both versions a small decline is expected to
occur.

— User interaction while not catalogued as part of the CVSSv2 vector, it was
listed in CVSSv2 entries in the NVD as an extra attribute. In CVSSv2 the
metric User Interaction Required could be True or False while in the CVSSv3
User Interaction is either Required or Not Required.

— Scope can be considered the ability of a vulnerability in one software com-
ponent to impact resources beyond its means and privileges. While not cat-
alogued as part of the CVSSv2 vector, we identify and utilize three CVSSv2
attributes derived from NVD entries to predict if the scope is changed or
unchanged: (a) obtainAllPrivilege, (b) obtainUserPrivilege, and (c) obtain-
OtherPrivilege. Since the metrics do not represent identical para-digms in
both versions a small decline is expected to occur.

— For the Impact (CIA) metrics, while the usage in the different CVSS versions
is almost identical we observe lower prediction accuracy, especially for the
Confidentiality Impact. This decline occurs due to the nature of the dataset,
which contains vulnerability entries recorded between 1999 to 2021. From this
we derive that the perception of vulnerabilities and their impact that were
initially catalogued in CVSSv2 possibly changed until their CVSSv3 charac-
terization, thus introducing some inconsistent patterns into the datasets.

Table 4. Achieved accuracy of prediction for CVSS metrics.

CVSSv3.1 Attack Privileges | User Scope |Confidentiality | Integrity Availability
metrics complexity |required interaction impact impact impact
Accuracy of 98.44% 91,7% 99.19% 93.42% | 90.29% 93.01% 95.12%
prediction

5.2 Using the Ontology to Correlate Threat Agents with Attacks
and Vulnerabilities

In order to map threat agents in our methodology, our initial approach is to repli-
cate the matrix presented in Intel’s TAL. Furthermore, we extend the attribute
vectors of TAL profiles with CVSS capability vectors as in [20]. The attributes
provided by Intel for threat agents include resources, skills and objectives. Sim-
ilar characteristics are observed in the CAPEC dataset, as illustrated in Table 5
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to express the requirements for the execution of recorded attack patterns. The
required skills to activate an attack pattern can be tied directly to the skills an
attacker may have. The other attributes presented in Table 5 require further pro-
cessing in order to be matched, due to their descriptive nature. This especially
holds for attributes like the ‘resources required’ and the ‘consequences’, which
also include a description along with their scope. Utilizing this common ground,
we extract further relationships between the ‘threat agents’ we have inherited in
our knowledge graph from TAL and individual CAPEC entries.

Table 5. Similar attributes of Intel’s TAL and CAPEC

TAL CAPEC

Skills Resources Objective | Skills Resources | Typical Consequences
required |required severity scope

None Individual Copy None Description | Very low | Confidentiality

Minimal Club Deny Low - Low Integrity

Operational | Contest Destroy |Medium |- Medium | Availability

Adept Team Damage |High - High -

— Organization | Take — - Very high |-

- Government | All/None |- - - -

In [20] similar characteristics are presented for threat agent profiles specific
to the healthcare environment, with a slight twist. Instead of utilizing a [Low,
High] scale for the capabilities of an attacker, in this case the skills are presented
as a CVSS capability vector that can be directly compared to the CVSS vulner-
ability vectors of recorded vulnerabilities. This approach is utilized to extend
TAL’s threat agent profiles, thus enabling the deduction of relationships between
the catalogued threat agents and vulnerabilities in our knowledge graph.

6 Conclusions

In this paper we present our approach for a holistic cyber security ontology
to support risk assessment processes and relevant methodologies. The proposed
ontology is built and filled in as a knowledge graph consisting of a plethora of
modules. Such a knowledge graph may assist a risk assessor to harvest further
information in a semi-autonomous manner by extracting knowledge and rela-
tions between the entities, and thus enhance current risk assessment procedures.
Through our application scenarios we proved both paradigms by applying knowl-
edge extraction in the already catalogued CVEs from NIST and relationship
extraction by connecting CAPEC and Intel’s TAL through common character-
istics. Such approaches can enhance already existing risk assessment schemes
by presenting extra layers of calculation complexity, by adjusting vulnerability
characteristics based on environmental and temporal factors and by providing
complete datasets for existing tools that utilize one out of the two versions of
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CVSS. In future work we would like to extend our knowledge graph towards envi-
ronmental and temporal characteristics which we plan to harvest and translate
through multiple data sources.
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Abstract. The continuously advancing digitization has provided
answers to the bureaucratic problems faced by eGovernance services.
This innovation led them to an era of automation, broadened the attack
surface and made them a popular target for cyber attacks. eGovernance
services utilize the internet, which is a location addressed system in which
whoever controls its location controls not only the content itself but also
the integrity and the access of that content. We propose GLASS, a decen-
tralized solution that combines the InterPlanetary File System with Dis-
tributed Ledger Technology and Smart Contracts to secure eGovernance
services. We also created a testbed environment where we measure the
system’s performance.

Keywords: eGovernance - Security - DLT - IPFS - DHT - Kademlia

1 Introduction

The rapid evolution of digital technologies, including mobile communications,
cloud computing infrastructures, and distributed applications, has created an
extended impact on society while also enabling the establishment of novel eGov-
ernance models. The need for an inclusive eGovernance model with integrated
multi-actor governance services is apparent and a key element towards a Euro-
pean Single Market. Digital transformation of public services can remove existing
digital and physical barriers, reduce administrative burdens, enhance govern-
ments’ productivity, minimize the extra cost of traditional means to increase
capacity, and eventually improve the overall quality of interactions with (and
within) public administrations.

eGovernance includes novel and digital by default public services aiming for
administrative efficiency and minimization of bureaucratic processes, enabling
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open government capabilities, behavior and professionalism, improved trust and
confidence in governmental transactions. Towards the modernization of public
services, public administrations need to transform their manual business flows
and upgrade their existing internal processes and services.

However, the digitization of eGovernance services has also expanded the attack
surface, thus making them attractive to malicious third parties. In 2017 the
National Health Service of the United Kingdom suffered from the WannaCry
ransomware, which resulted in missed appointments, deaths, and fiscal costs [1].
Recently, in May 2021 the American oil pipeline system suffered a ransomware
cyberattack that impacted all the computerized equipment managing the pipeline.
The company paid a ransom of 75 Bitcoins, approximately $5 million, to the hack-
ers in exchange for a decryption tool which eventually proved so slow that Colo-
nial’s own backups were used to bring the system back to service [2].

As the need for privacy-preserving and secure solutions in eGovernance ser-
vices is imminent, our decentralized solution, namely GLASS, moves towards
that direction by examining the effectiveness and efficiency of distributed cutting
edge technologies, demonstrating the capacity of a public, distributed infrastruc-
ture, based on the InterPlanetary File System (IPFS). Our contributions can be
summarised as follows:

— We analyze the threat landscape in the context of an eGovernance use case.

— We create a distributed testbed environment based on IPFS and detail our
methodology.

— We analyze and critically evaluate the runtime performance of our
implementation.

The structure of the rest of the paper is organized as follows: Sect. 2 builds
the background on distributed models and presents the related literature, while
Sect. 3 details the GLASS architecture while briefly explaining the threat land-
scape in the context of an eGovernance services use case scenario. Section 4 con-
sists of our methodology and implementation used to conduct the main experi-
mental activity of our work, while Sect. 5 presents and evaluates the performance
results of our experimental activity. Finally, Sect. 6 draws the conclusions, giving
some pointers for future work.

2 Background and Related Literature

2.1 Kademlia

In 2001 Maymounkov and Mazieres published Kademlia, a Distributed Hash
Table (DHT) that offered multiple features that were currently not available
simultaneously in any other DHT [3]. The paper introduced a novel XOR metric
to calculate the distance between nodes in the key space and a node Id routing
algorithm that enabled nodes to locate other nodes close to a given target key
efficiently. The presented single routing algorithm was more optimal compared to
other algorithms such as Pastry [4], Tapestry [5] and Plaxton [6] that all required
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secondary routing tables. Kademlia was outlined as easily optimised with a base
other than 2 with no need for secondary routing tables. The k-bucket table was
configured so as to approach the target b (initial implementation was b = 5)
bits per hop. With one bucket being used for nodes within distance range of
[j2160=C+10) (5 4 1)2160-(G+1P] from the initial node for each 0 < j < 2 and
0 <4 < 160/b based on a SHA1 160 bit address space. At any point, it is
expected that there would be no more than (2% — 1)logs» buckets with entries.
The k-buckets were described as being resistant to certain DoS attacks [3] due
to the inability to flood the system with new nodes, as Kademlia only inserts
new nodes once old ones leave.

In 2008 Baumgart and Mies introduced S/Kademlia [7] which offered several
further security enhancements designed to improve on the original specification.
They examined various attacks that peer-to-peer (P2P) networks were vulnera-
ble to and offered practical solutions to protect against them. The key attacks
identified by them were: a) Eclipse Attack, b) Sybil Attack, and ¢) Adversarial
Routing. In 2020 Priinster et al. [8] highlighted the need for further implemen-
tation of S/Kademlia mitigations by demonstrating an effective eclipse attack.
They were able to generate a large number of ephemeral identities and poison
multiple nodes routing tables for very little expense, and CVE-2020-10937 was
assigned to the demonstrated attack.

2.2 IPFS

The IPFS is a distributed system based on a P2P protocol that provides public
data storage services to transform the web into a new decentralized and more
efficient tool. Its primary purpose is to replace the HT'TP protocol for document
transactions by solving HTTP’s most limiting problems like availability, cost,
and centralization of data in data centers.

IPFS is based on a Merkle Directed Acyclic Graph (DAG) [9], the data struc-
ture to keep track of the location its data chunks are stored and the correlation
between them. Each data block has a unique content identifier (CID) fabricated
by hashing its content in this peculiar data structure. In case the content of a
node’s child changes, the CID of the parent node changes as well. For someone
to access a file, knowing its unique Content Identifier, constructed by the hash of
the data contained within it, is essential. Each participating node (user) keeps a
list of the CIDs it hosts in a Distributed Hash Table (DHT) implemented using
the Kademlia protocol [10]. Each user “advertises” the CIDs they store in the
DHT, resulting in a distributed “dictionary” used for looking up content. When
a user tries to access a specific file, IPFS crawls the DHTs to locate the file by
matching the unique content identifier. Using content-based addressing instead
of location-based addressing serves in preventing saving duplicate files in the
network and tracking down a file by its content rather than by its address.

IPFS enables its users to store and distribute data globally in a secure,
resilient and efficient way. Each file uploaded on IPFS is fragmented into chunks
of 256 KB and hashed before being scattered in participating nodes around the
globe. Following the aforementioned methodology, data integrity is ensured since
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no one can tamper with a data block without affecting its unique hash. Further-
more, data resilience is ensured by placing the same data block in more than
one participating node.

Mukne et al. [11] are using IPFS and Hyperledger Fabric augmented to per-
form secure documentation of land record management. Andreev and Daskalov
[12] are using IPFS to keep students’ personal information off-chain in a solution
that manages students’ data through blockchain. Singh [13] created an architec-
ture for open government data where proof-of-concept uses Ethereum for decen-
tralized processing and BigchainDB and IPFS for storage of large volumes of
data and files, respectively.

2.3 Distributed Ledger

A Distributed Ledger is a distributed database architecture that enables multiple
members to maintain their own identical copy of information without the need for
validation from a central entity while ensuring data integrity. Transaction data are
scattered among multiple nodes using the P2P protocol principles and are syn-
chronized simultaneously in all nodes. By providing Identification Management
through DLTs, it is ensured that the user has control of their identity records since
the information is stored publicly on the ledger instead of the systems of a cen-
tral authority. Furthermore, since editing information on past transactions on a
blockchain system is not supported, protection against unauthorized alteration of
the identity records is established. Finally, having a single record of identity infor-
mation that the user can utilize on multiple occasions minimizes the data duplica-
tion on multiple databases [14]. The second generation of blockchain technologies
introduced the smart contracts that act as mini-programs used to automate code
deployment when some pre-defined terms are met.

Our solution, GLASS, combines the advantages of IPFS with those offered by
the Distributed Ledgers and Smart Contracts, thus creating a distributed scal-
able and secure eGovernance infrastructure. Moving towards the first steps of our
implementation, we create an IPFS based testbed environment and empirically
evaluate its runtime performance.

3 Architecture

We propose a combination of IPFS with Distributed Ledger and Smart Con-
tracts which are proven to be beneficial for recording massive volumes of trans-
actions. Extracting helpful information efficiently has significant computational
challenges, such as analysing, aggregating, visualising, and storing data collected
in distributed ledgers. More specifically, the volume and velocity of the data make
it difficult for typical algorithms to scale while querying the ledger might come
at high computation costs. State-of-the-art efforts seek to introduce new models
that deal with such large-scale, distributed data queries to reduce data volume
transferred over the network via adaptive sampling that maintains certain accu-
racy guarantees [15]. As the ledgers (and thus the data) keep getting bigger,
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a challenge is to make sense of the collected data for the users and perform
analytics leveraging big data processing engines (i.e., Spark) that can deliver
results quickly and efficiently. In order to adequately protect data resources, it
is paramount to encrypt data in such a way that no one other than intended
parties should be able to get the original data.

A simple use case presenting a European Union’s citizen, Alice, getting a job
abroad from Greece to another member state, Portugal, using GLASS ecosystem,
is presented in Algorithm 1. The current practice compared to our approach can
be seen in Fig. 1. The entities of the figure represent governmental departments
such as the Ministry of Digital Governance (MoDG), Ministry of Justice (MolJ),
University of Patras (UoP), a Bank, and a Company.

Algorithm 1. Alice getting a job to Portugal
1: Starting from Greece, Alice finds a vacant job position in Portugal. She

applies for the job, and thankfully she gets hired.

2: In Portugal, she has to deal with a series of bureaucratic processes (ID card,
social security number, open a bank account).

3: To obtain a Portuguese Residence title, rent an apartment and open a bank
account, Alice needs to present at least a validated ID documentation, birth
certificate, nationality certification validated by a Greek Authority and proof
that she works in Portugal.

4: Adopting the GLASS solution, Alice can request the proof of ID and the
validated data from the Ministry of Digital Governance (MoDG).

5: The MoDG can issue the document, and after Alice’s permission, the docu-
ment can be forwarded to the Ministry of Justice (MoJ).

6: After this transaction is completed, Alice can access and securely share her
Portuguese social security number through her Wallet.

7: Then Alice’s employer in Portugal can directly get the validated social secu-
rity number from the MolJ, after her approval, to register her credentials to
their internal payroll system.

8: Using a decentralized application of the GLASS ecosystem, Alice can use
her validated digital identity to request remotely the required documenta-
tion from the respective Greek Authority (MoDG), the Portuguese authority
(MoJ) and her employer.

9: MoDG can digitally issue and validate the documentation and transmit the
encrypted data into the distributed network while the transaction among
the users is being recorded.

10: All the transactions, including requests, notifications, and permissions, can

be monitored and stored, protecting Alice’s (and each participant’s) privacy.
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3.1 Threat Landscape

Distributed file systems, such as IPFS, need to solve several challenges related
to the security and privacy of the stored data, the infrastructure’s scalability,
the decentralized applications and big data complexities. However, there is a
number of promising solutions that aim to settle some of these hurdles.

Security and Privacy Challenges. The key challenge of distributed file sys-
tems, including IPFS, is that when new peers participate in the system, they
can access any stored file, including sensitive documents. Hence, the security
and privacy of the system remain an open question, especially due to General
Data Protection Regulation (GDPR) [17] in the European Union. A prominent
solution to that is the application of smart contract-based Access Control (AC)
policies [18-21], and further encryption mechanisms [22].

Current State Proposed Approach
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Fig. 1. Current practice compared to our approach [16].

Another security and privacy challenge is related to file erasure. By their
nature, distributed file systems distribute all the stored files and documents
among their participating peers. Hence, when data owners transmit “erasure
commands” to the distributed network, it is not clear if all the peers would
obey this command and delete their version of the “deleted” file or document.
A solution to this data replication issue can be a common technique commonly
present in data centers, such as Reed-Solomon Coding [23,24].

Scalability Challenges. Since GLASS aims to create an eGovernance frame-
work to be followed by all European Union’s member states, the infrastructure’s
scalability poses a real threat. According to [25,26], one of the scalability issues
on IPFS is the bandwidth limit in each IPFS instance due to the P2P nature of
the system. Each participant needs to connect to another IPFS node to read or
download the data objects. [27] proposed a combination of IPFS and blockchain
technology, namely BlockIPFS, to improve the traceability of all the occurred
access events on IPFS. The authors measured the latency of each event, such
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as storing, reading, downloading, by varying the number of IPFS nodes and
presented that even incorporating large numbers of IPFS nodes does not sig-
nificantly improve the latency of all the IPFS actions. However, the authors’
experiments were limited to a maximum of 27 nodes; hence, the latency mea-
surement on a vast scale remains an open question.

For the storage optimization, two prominent solutions can be applied:

— Storing data off-chain. The concept of utilising smart contracts off-chain
and use IPFS as a storage database is storage efficient since the IPFS nodes
need to exchange only hash values of the data [28-30].

— Utilize erasure codes. In erasure codes, a file is divided into smaller batches
and these batches are encoded [31-33]. Following that, each batch can be
decoded and reconstruct the full file. [34] utilized erasure codes in a scenario
combining blockchain and IPFS.

Decentralized Applications Complexities. Multiple novel decentralized
applications have already been developed on top of IPFS, with luminous exam-
ples, a music streaming platform, and an open-access research publication
repository [35,36]. Distributing seemingly centralized applications offer multi-
ple advantages, such as rewarding the creators of music or research publications
directly without involving any trusted intermediaries and is feasible with the
assistance of blockchain technologies [37].

Within the GLASS ecosystem, it is critical to clearly define where these
decentralized applications would be developed and executed to avoid obstacles
due to the complexities of the underlying technologies. A potential solution is to
carry out the execution of the decentralized applications off-chain [37], similarly
to other popular decentralized applications ecosystems, such as Blockstack [38].

4 Methodology and Implementation

As seen in the previous sections, IPFS comes with its own complexities and
characteristics. Hence, a detailed presentation of each used feature within our
implementation is required for a sufficient understanding of our work.

IPFS uses Libp2p' library as it’s base. Originally Libp2p was part of the
IPFS project but has since become standalone. This library provides all of
the transport abstractions and the Kad-DHT functionality. The main release
is written in Go, with ports to Rust and JavaScript. To look at the implemen-
tation of the DHT, JavaScript was chosen as it natively would not rely on a
multi-threading approach but instead asynchronous I/O and an event-driven
programming model.

For the local testing of the DHT, a Libp2p node was created 40 times? to
monitor the host machine?, and the associated ports differentiate each node. The

! Lib2p: https://github.com/libp2p/js-libp2p.

2 Code can be found at: https://github.com/aa0i990/ipfs-kad-dht-evaluation.

3 The host machine was a VM which ran on Ubuntu 20.04 x64 OS, with 4 CPU cores,
8 GB of RAM, and a 40 GB HDD.
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DHT configuration* is the standard recommended Libp2p Kad-DHT configura-
tion with all standard defaults applied. The exception being the DHT random
walk - which is not enabled by default but does allow for random host discovery.
The connection encryption used is Noise protocol®.

When a new node is initialized, it knows no peers. Typically in IPFS, this
issue is solved by bootstrapping the node - providing it with a set of long-serving
core nodes that have fully populated routing tables ready to share. In this case,
to provide some basic routing entries, the initial node is populated by the address
of the next created node, ensuring that each node knows of at least one other but
only the next node. Although enabled, the random walk would be an untenable
solution to peer discovery in such a small set of nodes given that the Libp2p
implementation of the random walk involves dialling a random peerld created
from a sha256 multi hash of 16 random bytes.

The last node initialized is then chosen to host the content. To transform the
content into a CID, it is first hashed with the standard sha256 algorithm, and
then a multi hash is created from this. As we are using CIDv0, the multi hash
is then base 58 encoded (CIDv1 is base 32 encoded)and provided to the js-cids
library to create the CID.

Once the CID is created, the final node starts providing it to the network.
The content routing class of the Kad-DHT will then distribute the pointer to
the nodes closest to the key itself. Each node DHT will then begin searching for
other nodes and populating its routing table entries. The peer discovery process
is best witnessed by examining the debug log for the Kad-DHT by starting the
program with the following: DEBUG="1ibp2p:dht:*" node index.js.

Each instance of the Kad-DHT is initialized with an instance of the Providers
class that manages all known providers - a peer known to have the content for
a given CID. The providers class is initialized with an instance of the datastore,
which houses the records of providers in the format of a key-value pair, with the
key being created from the array of the CID and PeerID and the value being the
time the record was entered into the store.

When the class is created, it spawns its own cleanup service. The service is
a set interval clean up that runs and keeps the list of providers healthy. It is
important to note at this point that although a list of providers are stored in the
datastore, to ensure access is fast, there is an LRU (least recently used) cache in
front of it which speeds up the process of not only cleaning up expired providers
but accessing active ones as well. The default constant for the LRU size is 256,
and the default cleanup interval is one hour. The cleanup service retrieves all
provider entries from the datastore, checks the time of entry against the current
time, and batch deletes any which have been in the store for longer than the
one-hour window.

The getClosestPeers query is a direct query of the peers taken from the
DHT’s RoutingTable class, which is responsible for managing the kBuckets. The
query looks through all nodes in the kBuckets and returns the closest 20 (as the

* DHT configuration: https://github.com/libp2p/js-libp2p-kad-dht.
5 Noise Protocol: https://noiseprotocol.org/.
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default bucket size in IPFS is 20). Libp2p uses the javascript implementation
k-bucket® to handle the management of the buckets. The function does a raw
calculation of the XOR distances by comparing each Peerld in the bucket as
a unit8aray to the CID as a uint8array and then orders them from nearest to
furthest.

With a populated routing table, it is now possible to query the network to
find any provider of the created CID. In this instance, the very first initialised
node - who only had contact details for the second initialised node - can query
the DHT using the built-in findProviders function. The result of the promise
is an array containing the details of any node providing the requested content.
More details on the system’s configuration can be found in Appendix A.

5 Evaluation

To evaluate the runtime performance of the JavaScript implementation of the
Kad-DHT, we can examine the flame graph of the running processes. Figure 2
shows the performance of the entire program from start to finish. Each rect-
angle represents a stack frame, with the y-axis showing the number of frames
on the stack - the stack depth. The bottom of each icicle shows the function
on-CPU, with everything above it being the function ancestry. The x-axis spans
the entirety of the sample population grouped alphabetically. The total width of
each rectangle is the total time it was on-CPU or part of the ancestry that was
on-CPU; the wider the rectangle, the more CPU consumed per execution. It is
worth noting that time is not represented in flame graphs. The Graphs and the
logs used to generate them can be found in the corresponding git repo”.
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jmul (lib) redh
diffA (lib) (lib)

Fig. 2. All processes - with Kad-DHT processes shown in green (Color figure online)

5 K-bucket: https://github.com /tristanls/k-bucket.
" Code can be found at: https://github.com/aa0i990/ipfs-kad-dht-evaluation/tree/
main/perf.
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Table1 and Fig.2 illustrate that unsurprisingly the vast majority of CPU
usage was spent in the crypto functions, either performing handshakes between
nodes or in the functions that support the key generation process.

Table 1. CPU time by package based on Fig. 2.

Package Function Percentage
libp2p-noise | performXXhandshake | 28.9
libp2p-noise | exchange 18.87
libp2p-noise | finish 10.07
peer-id createFromPubKey 4.86
libp2p encryptOutbound 2.43
libp2p encryptInbound 2.005

The key generation for a basic Libp2p2 node is a base64 encoded string
of a protobuf containing a DER-encoded buffer. A node buffer is then used
to pass the base64 protobuf to the multi hash function for the final Peerld
generation. By default, the public key is 2048 bit RSA. As suggested in the
security improvements in [7], peerld generation should be an expensive process
in order to mitigate the ease of performing Sybil attacks, and although it was
expensive compared to the overall effort of the program, this was primarily
because of the default usage of RSA. If EC had been used as per CVE-2020-
10937 [8], the CPU overhead would have been significantly lower. Table2 and
Fig. 3 illustrate one of the full stack depths with Kad-DHT ancestry.
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~sendRequest ~_findPeerSingle ./node_| p2p-kad: P js:111:27 (0.68%, 281 samples) Classls
~connectToPee .fnode /libp2p-kad-dht/src/network.js:123:21 (0.67%, 276 samples)
- createDilTa ~connectloPeer Jnode modules/ibpZplscidlerindexjs 109:23 (0.63% 259 samples)  rew
~getMultiadors  ~ createDialargt Jnode_modles/ibp2plsrldialerindex 514227 (063%, 259 samples)
() o ~put ~getMultisdcrsForpeer node_modues/iop2p/Srlpeerstore/adaressbook 323,26 (0.62%, 256 samy
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Fig. 3. Some of the Kad-DHT specific processes
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Table 2. CPU time by DHT component based on Fig. 3.

Package Function Percentage
Network writeReadMessage 1.08
Worker-queue | processNext 0.87
Peer-routing | closerPeersSingle 0.4
Rrouting Add 0.1

Index nearestPeersToQuery | 0.1

Overall the Kad-DHT functions occupied a very low percentage of the CPU
time, consistently presenting at less than 3.00%, with the highest usage coming
from network functions. The test code being run is a simple start - provide -
find - stop sequence, meaning the bulk of the work is being done to configure,
connect and route the nodes. It is expected that the longer the program runs,
the greater percentage of time the Kad-DHT functions would occupy due to
the routing table maintenance functions. During normal operations, the Kad-
DHT will force a refresh every 10 min by default. During this, each bucket is
gone through - from bucket 0 up until the highest bucket that contains a peer
(currently capped at 15). A random address from the address space that could
fit in the chosen bucket is then selected, and a lookup is done to find the k closest
peers to that random address. This constantly ensures that each bucket is filled
with as many peers that will fit. Figure 4 results from timing the original code
to run for an one-hour window, enabling multiple routing table refreshes. In the
timed run, Kad-DHT functions accounted for 11.58% of CPU usage up from the
initial program run of 2.55%, which is a 354% increase in the amount of time
spent in functions with Kad-DHT ancestry.

~perform ~exchange ./ ~finish ~writeRe (anc (ano(ano  decot performXXHandsh: exch write
~exch ~recvM recvl ~deseria write ~exchz ~finexchi recvl
~send ~readM dh ./ (lib) decc (lib) ~sen dh ./
~write ~dh .fi fron ~writ deriy
~dh. deriv jmul
jmul diff

diffA

Fig. 4. Kad-DHT processes over an one-hour window
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6 Conclusions

eGovernance presents unique challenges in terms of privacy-preserving and pro-
viding secure solutions in eGovernance services. Precisely when the utilized data
is derived from industrial control systems and sensors. In this paper, we present
GLASS, our decentralized solution, that moves towards that direction by exam-
ining the effectiveness and efficiency of distributed cutting-edge technologies and
demonstrates the capacity of a public, distributed infrastructure based on the
IPFS. Potential challenges on the adoption of a system similar to the proposed
one would involve the consensus among the participating entities and the scala-
bility of a decentralized system such as the proposed one.

One practical implementation of the GLASS concept is being done within the
aims of the GLASS project, highlighting how the GLASS concept can potentially
be integrated into a broad field of use cases. Our proposed GLASS-oriented
approach is a decentralized solution that combines the IPFS with Distributed
Ledger Technology and Smart Contracts to secure eGovernance services. We
show in this paper how our approach can be used to fulfil the needs of the GLASS
concept. Finally, and on top of the above, we created a testbed environment to
measure the IPFS performance.

Acknowledgments. The research leading to these results has been partially funded
by the European Union’s Horizon 2020 research and innovation programme, through
funding of the GLASS project (Grant Agreement No. 959879).

A Appendices

A.1 Libp2p Node Initialisation

const node = await Libp2p.create({
addresses: {
listen: [’/ip4/0.0.0.0/tcp/0’]
modules: {
transport: [TCP],
streamMuxer: [Mplex],
connEncryption: [NOISE],
dht: KadDHT,
5
config: {
dht: {
kBucketSize: 20,
enabled: true,
randomWalk: {
enabled: true,
interval: 300e3,
timeout: 10e3
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Listing 1.1. Libp2p node initialisation.

A.2 Random Walk Peerld Creation

const digest = await multihashing(
crypto.randomBytes(16), 'sha2—256")
const id = new PeerId(digest)

Listing 1.2. Random walk Peerld creation.

A.3 Transforming Content to a CID

const hash = crypto.createHash(’sha2567)
.update(’hello world!”).digest()

const encoded = multihash.encode(hash, 'sha2—2567)

const cid = new CID(multihash.toB58String(encoded))

Listing 1.3. Transforming content to a CID.

A.4 A Node Providing Content

await node.contentRouting.provide(cid)

Listing 1.4. A node providing content.

A.5 Distributing Content to the Closest Peers

async provide (key) {
dht. log(‘provide: ${key}‘)

/xx Qtype {Error[]} x/
const errors = [

// Add peer as provider
console.log(’starting to provide’)
await dht.providers.addProvider(key, dht.peerld)
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const multiaddrs = dht.libp2p ? dht.libp2p.multiaddrs : ]
const msg = new Message(Message. TYPES.ADD_PROVIDER, key.bytes, 0)
msg.providerPeers = [{

id: dht.peerld,

multiaddrs

H

async function mapPeer (peer) {
dht. log(‘putProvider ${key} to ${peer.toB58String()}*)
try {
await dht.network.sendMessage(peer, msg)
} catch (err) {
errors.push(err)
}
}

// Notify closest peers
await utils.mapParallel(dht.getClosestPeers(key.bytes), mapPeer)

if (errors.length) {
throw errcode(new Error(‘Failed to provide to ${errors.length} of ${dht.<
kBucketSize} peers‘), ' ERR-SOME_PROVIDES_FAILED’, { errors })
}
I3

Listing 1.5. Distributing content to the closest peers.

A.6 Creation of the Datastore

const dsKey = [
makeProviderKey(cid),’/’,
utils.encodeBase32(peer.id)].join("")

const key = new Key(dsKey)

const buffer = Uint8Array.from(
varint.encode(time.get Time()))

store.put(key, buffer)

Listing 1.6. Creation of the datastore.
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A.7 Calculating the Closest Peers Using the XOR Metric

closest (id, n = Infinity) {
ensurelnt8(’id’, id)

if (('Number.isInteger(n) && n !== Infinity) || n <= 0) {
throw new TypeError('n is not positive number’)

let contacts = [|

for (let nodes = [this.root],
bitIndex = 0; nodes.length > 0 && contacts.length < n;) {

const node = nodes.pop()
if (node.contacts === null) {
const detNode = this._determineNode(
node, id, bitIndex++)
nodes.push(

node.left === detNode ? node.right : node.left)
nodes.push(detNode)
} else {
contacts = contacts.concat(node.contacts)

}
}

return contacts
.map(a => [this.distance(a.id, id), a])
sort((a, b) => a[0] — b[0])
slice(0, n)
.map(a => a[l])

Listing 1.7. Calculating the closest Peers using the XOR metric.

A.8 Finding Providers

await all(nodes[0].contentRouting
findProviders(cid))

Listing 1.8. Finding providers.
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A.9 Result of the “Finding Providers” Query

id: Peerld {
-id: <Buffer 12 20 83 42 7 0e 33 90 d1 c4 41 d0 80 d7 16 63 be 43 95 20 3¢ «
bl 79 5e 23 d7 28 12 3e 4a 0f aa d9 d3>,
_idB58String: *QmXB3LoMkXQh3HzQolfy—
9UEJZZQw2MmJKWRhG4ntbTR7Qe’,
_privKey: undefined,
_pubKey: undefined

fr’mltiaddrs: I
}
Listing 1.9. Result of the findProviders query.
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Abstract. Systems-Theoretic Process Analysis (STPA) helps mitigate
identified safety hazards leading to unfortunate situations. Usually, a
systematic step-by-step approach is followed by safety experts irrespec-
tive of any software based tool-support, but identified hazards should be
associated with security risks and human factors issues. In this paper, a
design framework using Integrating Requirements and Information Secu-
rity (IRIS) and open source Computer Aided Integration of Require-
ments and Information Security (CAIRIS) tool-support is used to facili-
tate the application of STPA. Our design framework lays the foundation
for resolving safety, security and human factors issues for critical infras-
tructures. We have illustrated this approach with a case study based on
real life Cambrian Coast Line Railway incident.

Keywords: STPA - Safety hazards - Security risks -+ Human factors -
IRIS - CAIRIS - Rail infrastructure

1 Introduction

Systems-Theoretic Process Analysis (STPA) is used to identify control actions
and causal factors behind accidents to improve system design [21]. The approach
revolves around a series of pre-defined steps followed by experts. Using STPA
analysis, the identified safety hazards can also mitigate security risks. For exam-
ple, poor design decisions may lead operators to make human errors or mistakes
where rules are un-intentionally disobeyed [19]. Consequently, the system safety
and security may be compromised due to human intervention in the form of errors
or violations.

Integrating Requirements and Information Security (IRIS) framework has
been used to identify security risks leading to safety hazards for identifying human
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factors issues [3]. This is achieved by identifying and modelling assets associations,
roles and personas, vulnerabilities, threats, risks, tasks and goals [13]. Based on
the IRIS framework and complementary Computer Aided Integration of Require-
ments and Information Security (CAIRIS) platform, assumptions about security
concerns and human factors issues are explicated for critical infrastructures. The
framework allows complementary human factors approaches to be used to derive
use case specifications based task analysis modelling to determine human failure
levels leading to errors or mistakes [4]. These failure levels are used to identify asso-
ciated safety and security design solutions by identifying potential hazards.

An extended design framework can be formulated by integrating these human
factors and security methods for facilitating safety analysis using STPA. By con-
ducting STPA using the IRIS framework and CAIRIS platform. This aims to
resolve safety, security and human factors design concerns for critical infras-
tructures. To demonstrate this approach, we have used the real life incident of
Cambrian Railway. This case study serves as a guide for human factors, safety
and security experts to deal with human factors issues, associated safety hazards
and potential security risks.

The rest of the paper is structured as follows. Section 2 describes the related
work and Sect. 3 describes our proposed design framework. Our design framework
is demonstrated by applying it for case study in Sect.4. This is followed by
discussion and conclusion for future directions of our work in Sect. 5.

2 Related Work

2.1 Security and Safety Engineering

There are commonalities between safety and security engineering, with both
communities now working to bridge their gaps [17]. Safety engineering can be
considered from a security mindset [10], and the International Electro-technical
Commission (IEC) has suggested a framework TC 65/AHG 1 for coordinating
safety and security together [16].

Several existing approaches in safety and security engineering are comple-
mentary due to inter-linked concepts. The Defence-in-Depth (DiD) approach,
which is also applied in security, was derived from a safety design of nuclear
plants [27]. In security, the graphical representation of attacks related to attack-
ers using attack trees was derived from fault trees for safety of systems [30]. A
Hazard and Operability Study (HAZOP) is a structured and systematic app-
roach used to identify and evaluate risk problems in safety. The concept has
been applied to security because of risk dealing with security properties (con-
fidentiality, integrity, availability) was discovered as a linking factor [36]. Simi-
larly, Failure Mode and Effects Analysis (FMEA) approach from safety has been
applied in security as Intrusion Modes and Effects Analysis (IMEA) [7].

Systems-Theoretic Process Analysis. A consistent design approach for
safety and security can be based on identifying safety hazards using Systems-
Theoretic Process Analysis (STPA) [37]. STPA is a safety hazard analysis process
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model for identifying control actions for possible hazards and accidents in causal
scenarios [21]. STPA is derived from Systems-Theoretic Accident Model and Pro-
cesses (STAMP) process model. STAMP revolves around examining components
which operate independently and together by playing their part in a system. The
accident causal models are derived by studying patterns and investigating acci-
dents from a safety engineering perspective. The processes and components when
interacting with each other give rise to safety and security emergent properties.
The control actions and feedback required for controlling these emergent proper-
ties based on algorithms leads to recognition of controllers. These control actions
and controllers (processes) are subsequently mapped. During design, these activ-
ities are considered as high-level functional safety requirements for system. An
incorrect process model may lead to an accident, where four types of unsafe
control actions may occur; these control actions may occur too soon, too late,
incorrect or altogether are missing. This is also known as identification of causal
scenarios for unsafe control actions [20].

Safety experts should consider security along with safety as part of STPA
[26]; the cyber security considerations in STPA are expanded into the STPA-Sec
development method for safety critical systems [25]. Using STPA-Sec, system
and component level requirements are dissected to identify safety constraints.
These safety constraints help identify hazard scenarios leading to violations.
These violations are weaknesses or vulnerabilities in system that allow the loss
(accident) to happen [34]. Usually, hazards may also be based on human and
system interactions, especially human error [22] which is not acknowledged by
STPA-Sec.

The UK’s National Cyber Security Centre has introduced the application of
STAMP/STPA in various case studies for improving risk framework for cyber
security problems. The cyber security risk toolbox have been modified to include
STPA approach for enterprise IT infrastructure including automated/ connected
products, industrial control systems and critical national infrastructure [5].
These case studies are used to inform about safety and security requirements
in a socio-technical environment by considering the human involvement. These
requirements further motivate the consideration of human factors for identifying
human error source as an impacting factor behind cyber security.

STPA can potentially be used to identify human factors issues as a result of
interactions with system, such as human error sources from human behaviour,
and the labelling design flaws along with system hazard analysis. The unsafe
behaviours behind system automation could be used to connect causal scenarios
with hazard analysis. The causal scenarios helps to generate a series of possi-
bilities with cause and effect relationship as a result of human interaction with
system. Furthermore, this argument has been supported by applying this app-
roach for case study of Automated Parking Driving System [15].
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2.2 Safety and Human Factors Engineering

Human safety in critical infrastructures like rail is sometimes compromised due
to the occurrence of human error [8,24], so its identification during the design of
safety critical systems should be a priority. The rail standard EN 50126-1 empha-
sises the consideration of human factors during rail system’s design process along
with Reliability, Availability, Maintainability and Safety (RAMS) [1]. Addition-
ally, the risk assessment for design of safety of systems like transportation indus-
try prescribes the use of a Human Reliability Analysis (HRA)approach [18].

Based on the Swiss Cheese Model of accident causation [29], multiple layers
of defence exist within a system or an organisation to protect against emergent
errors or mistakes that lead to accidents. The model takes the inspiration from
a slice of cheese where the holes represent the human weaknesses and different
slices act as the barriers. Some holes are active failures whereas some are latent
failures; all holes must be aligned at the same time for the accident to occur.
Latent failures originates from active failures and usually have same catastrophic
effects on human life [29]. Due to the complexity of consequences of incidents,
there is no well-defined methodology for determining the sources of these fail-
ures [32]. The human is the most important aspect of this model, whose intent
and capabilities are typically variable. Therefore, not all possible holes can be
generalised before time. Based on Reason’s error taxonomy [29] of cognitive,
behavioural, personal and organisational factors, the Human Factors Analysis
and Classification System (HFACS) framework represents four levels of failures
and error sources [35].

Task Analysis Approach. Tasks are performed by users to achieve goals.
These are assumptions made about the behavioural specifications of users
involved and how they are supposed to interact with the system [12]. Task Anal-
ysis (TA) determines the set of tasks to be performed by users under observation.
The TA is conducted by identifying the task for analysis, determining the associ-
ated sub-tasks and writing a step-by-step narrative for sequence of actions to be
performed [2]. Previous work has shown how User Experience (UX) techniques
can be used to conduct TA, using a combination of Cognitive Task Analysis
(CTA) and Hierarchical Task Analysis (HTA) [4]. CTA identifies different types
and values of cognitive reactions, which influence human performance during
completion of tasks. HTA identifies task dependencies and sequences as a hier-
archy, where high-level use cases are refined into low-level use cases. Using the
use-case specifications format, different levels of human failures are then identi-
fied using tool-support [4].

2.3 Human Factors and Security Engineering

The threat to a system in an environment is usually caused by an attacker: the
human element responsible for compromising the security [31]. This identifies
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humans as the biggest source for human error [29]. Similarly, the security engi-
neers now prioritise the human dimension of system during design phases by
considering the usability attributes during asset identification, threat scenario,
misuse case, task duration, responsibility modelling etc. [14]. Therefore, the con-
cept of effective information security revolves around the idea of Human Com-
puter Interaction - Security (HCI-security) of the system using a user-centered
approach [33].

Integrating Requirements and Information Security. The Integrating
Requirements and Information Security (IRIS) process framework [13] was
devised to understand how design concepts associated with security, usability,
and software engineering could be aligned. It is complemented by the Computer
Aided Integration of Requirements and Information Security (CAIRIS) platform,
which acts as an exemplar for tool-support to manage and analyse design data
collected when applying an IRIS process.

Using IRIS, vulnerabilities and threats contribute to potential risks, and
threats are contingent on attacker’s intent [3]. CAIRIS facilitates the creation
of personas — narratives of archetypal users that embody their goals and expec-
tations [23] — and the online data analysis that contributes to the specifica-
tion of their characteristics as argumentation models [14]. Personas narratives
are specified based on these characteristics, and supported by the narratives,
analysts can identify the tasks and goals using the Knowledge Acquisition in
autOmated Specification (KAOS) goal modelling language [11]). Collectively,
these help determine human factors issues in the form of human errors (active
failures). Personas narrative also contribute towards understanding capability,
intent, action and motivation for stakeholder roles, and goal and task models
help the security engineers better understand the system threat model on the
basis of obstacles that obstruct to system goals. CAIRIS also helps to model
use-cases and information assets as Data Flow Diagrams (DFDs) where differ-
ent trust boundaries display various levels of privilege operating within system.
Consequently, although not explicitly designed with safety in mind, IRIS and
CAIRIS provides a foundation for integrating safety, security and human factors
engineering.

3 Approach

Our design framework comprises of human factors informed safety analysis and
security engineering. The human factors approach draws on the identification
of roles, persona building, and the generation of task models and use-case spec-
ifications to apply a partial-STPA assessment. The process begins by identi-
fying an accident or loss, where an unplanned situation during performance of
tasks by specified roles or use-case actors may lead to catastrophic consequences.
The safety engineers work to minimise these occurrences by incorporating safety
checks and goals in system design whereas a security engineer focuses on vul-
nerability and threat recognition for risk analysis. Using CAIRIS, STPA models
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include a KAOS goal model to show goals and obstacles contributing to the
scenario behind the accident.

Pre-requisite. Before applying STPA, the stakeholder roles are defined within
system. The roles are further used to identify specific personas describing the
archetypical behaviour of system actors. Personas are created by following the
approach described by [6]. Persona narrative play a significant role in determin-
ing the actors intent and capabilities which contribute towards understanding
task. Using personas narrative, the concerned tasks within imagined scenarios
are elicited based on roles. These elicited tasks form the basis of system and user
level goals. Tasks are defined as narrative text, with additional details on their
dependencies, consequences, and benefits. The narrative helps to understand the
objective of task along with its procedural description, but the persona plays a
major role behind the recognition of tasks.

Using CAIRIS, a Task Participation Form relates personas with task using
usability attributes such as duration, frequency, demands and goal conflict. The
usability attributes with different values highlight tasks with different colours
during task models. These task models comprise of tasks against specified roles
and personas which facilitate the specification for use case actors and use cases
for human factors analysis. These models also help relate associated assets,
threats and vulnerabilities, which assist experts during security analysis.

With the help of personas narrative and task models, use case specifications
are defined. Each use case specification comes with an objective, actor, pre-
conditions, steps (task sequence), post-conditions and exceptions. The use-case
actors can also be linked with task models, showing relationship between role,
persona, task and use-case. These elaborate task models help experts to visualise
design of system along with specified environment by conducting TA using use-
case specification format [4].

Step 1: Accident, Hazard and Constraint. The STPA process begins by
defining the accidents (losses) in relation to identified hazards [21]. The system-
level constraints are also defined at this stage. During TA, the tasks with High
level of human failures are analysed for identifying accident (loss) and hazard.
Using CAIRIS, the goal and obstacle modelling in KAOS captures accident,
hazard and constraints. The obstacle with the type “loss” is used to model
accident whereas type “hazard” models associated hazard. The constraints are
modelled as goal. The visual representation of these linked concepts provide more
meaning and understanding for further analysis by domain experts.

Step 2: Model Control Structure. At this stage, a control structure of the
major components and controllers within system, along with the commands used
between them is sketched. The commands between components and controllers
are usually labelled as control or feedback [21]. An effective way for modelling
these control structures within CAIRIS is by using DFD. Using DFDs, the trust
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boundary may variate between controller, controlled process, sensor or actuator.
The processes and data stores are defined using use cases and information assets,
and CAIRIS automatically visualises a control structure model as a DFD.

Step 3: Unsafe Control Action. The worst case scenarios leading to hazards
are recognised by defining unsafe control actions. An unsafe control action is a
control action which is either applied too early or too late. The safety constraints
are determined for minimising these unsafe control actions [21]. In CAIRIS, an
unsafe control action is presented using obstacle and the safety constraint is
modelled by associating these obstacles with DFDs.

Step 4: Causal Factor. The causal factors are identified by analysing the
controllers, processes, feedback and control paths [21]. In CAIRIS, the identified
tasks during human factors analysis, are linked-up with hazards and system-
level constraints using KAOS goal refinement associations. Here, the task model
and personas narrative might also contain the detail for an occurrence of event
known as causal factor. The model generated is known as the controller process
model, which highlights the design-level issues leading to accident scenarios as
a result of hazard. By using these models vulnerability, threat and risk analysis
can help resolve security, safety and human factors design issues.

Step 5: Risk Analysis Model. These identified causal factors are also defined
as system vulnerabilities leading to hazards (accidents). The vulnerabilities are
also system weaknesses, which, if exploited by attackers as threats, contribute
to the realisation of risks. The core IRIS concepts are used for modelling risk
elements in the form of attacker, threat and vulnerability. The assets and their
associations already defined during STPA are used in this risk analysis. Using
risk analysis, the likelihood and severity of an incident is determined based on
the ability of an attacker, and the value of assets that need to be protected.
Threat scenarios (misuse cases) are also defined to evaluate the rating of each
risk. CAIRIS generates visual risk models based on this analysis, which are used
as the basis of further security analysis.

4 Case Study - Cambrian Incident Investigation

The real life incident of Cambrian Railway is used to conduct a case study
based on qualitative evaluation of presented design framework'. The incident
took place in October 2017 on the Cambrian Coast Line in Wales, where a
train oversped due to technical failure [9]. The train was following the route
of Cambrian Coast Line. During service between Barmouth and Llanaber, the

! The final model created, including references to online sources used, is available at
GitHub repository: https://github.com/s5121191/CyberICPS_21. This relies on the
CAIRIS fork at https://github.com/s5121191/cairis.
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train travelled at three times of its normal speed. The over-speeding was timely
observed by its train driver, who immediately reported the fault to concerned
authority. Following this, manual routing was conducted by the train driver
and signaller until the fault was rectified. No accidents occurred and no human
was harmed during this incident. A formal investigation was conducted by Rail
Accident Investigation Branch (RAIB) and five recommendations were suggested
to Network Rail [28].

We chose this incident based on multiple factors like signalling system, ser-
vice type, form of rail transit, and design implementation. The Cambrian Coast
Line implemented the Furopean Railway Traffic Management System (ERTMS).
ERTMS is based on European Train Control System (ETCS) as a rail signalling
system, which ensures reliability, optimised capability and automation. Achieve-
ment of these qualities in ERTMS depends on safe, secure and usable design
goals. The service type is Passenger Train, which is safety critical, and the goal
is to ensure safety and security of human life. The Light Rail is preferred as the
form of rail transit because of rapid speed, inter-city passenger travel (familiarity
of routes) and usable design features.

The Cambrian Incident? case study application of the integrated design
framework begun with data collection. All open source (online) documentation
and literature was collected and surveyed. Moreover, the relevant stakeholders
were determined. This included safety expert for STPA process support, security
expert for understanding causal factors (including risk analysis) and human fac-
tors expert for advise during goal-obstacle modelling, task and personas scenar-
ios. For this project, two environments were identified namely, peak and off-peak
hours. The Peak Hours were defined from Monday-Friday 0630-0930 and 1600—
1900 hours, whereas the Off-Peak Hours were from Monday-Friday at all other
times (minus Peak Hours) including all day on Weekends and Bank Holidays.

The Cambrian Incident case study was modelled using KAOS to show a gen-
eral scenario behind the accident [28]. For this purpose, 6 goals and 4 obstacles
were identified and their associations were defined as shown in Fig.1, where
different shades of obstacles were due to varying probability of occurrence; the
darker the shade, the higher the probability. The model stated the major goal
of Auto Signalling Computer Restart being obstructed by obstacle of No Indi-
cation of an Abnormal IT Condition. This goal was associated with sub-goal
of Temporary Speed Restriction (TSR) Data Uploaded, where the obstruction
was caused due to Missing Independent Check. The TSR data was displayed
on Driver Machine Interface (DMI) available to train drivers. Therefore, come
the sub-goal of DMI Used for Operational Control Display, this goal had two
sub-goals defined along with an obstacle where Speed Restriction Not Uploaded
caused a problem during its goal fulfilment. The sub-goal when Fourth Passenger
Train Service Operated lead to obstacle where normal service delivery was com-
promised because of 2J03 Passed TSR from 30 km per hour to 80 km per hour.

2 This case study is applied for demonstration purpose only and in no way undermines
any previous findings or studies.
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This fault was timely reported by train driver to the IT technicians. Therefore,
the goal of Reported Fault on Train 2J03 Service was fulfilled.

Goal Auto Signalling
Computer Restart
AND

e N . No Indication of an Abnormal
: IT Condition
Temporary Speed Restriction
Data Uploaded

Obstacle

DMI Used for Operational
Control Display

First Three Passenger Train Fourth Passenger Train
Services Operated Service Operated

2103 Passed TSR from 30km per hour

to 80km per hour
Reported Fault on Train
2J03 Service

Fig. 1. Goal-obstacle model for Cambrian Incident case study

Pre-requisite. The train driver and signaller roles were important in this inci-
dent. The train driver identified and reported the fault, then reverted to manual
routing in order to ensure safety of passengers and normal service delivery. Along-
side, the signaller was responsible for doing an independent check of upload of
correct TSR. Upon recognition of fault, signaller reported it to technician and
co-ordinated routes with train driver for no disruption of service.

Using CAIRIS, a total of 5 roles were identified including on-board staff, on-
board passenger, signaller, train driver and train maintainer. Two personas, Ray
and Neil, were created for the role of train driver and signaller respectively. Ray
was based on 22 argumentation models.

Neil’s persona was based on 18 argumentation models. These argumentation
models were used to understand persona characteristics, which formed the nar-
rative for personas. This narrative and underpinning data analysis contributed
to the identification of task models for further analysis.

A total of 19 tasks were created in CAIRIS; 11 were derived from Ray, and
8 from Neil. For example, the task of Perform ETCS Self-Test Function was
found from persona characteristic of activities for Ray as shown by the bold text
in the scenario below.
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Ray as train driver begins his job, by booking on and getting updated infor-
mation on his laptop. This is based on documentation received about book-
ing depot and preparing train for service. Also, before operating train
Ray is going to perform an on-board European Train Control
System (ETCS) self-test function for finding faults and failures.
He is going to produce a failure report and proceed only if the
status of train for service is Safe and Fit.

With the help of personas narrative and task models, 17 use-case specifica-
tions were defined.

Step 1: Accident, Hazard and Constraint. During TA, 3 use cases Com-
bining Workstations, Granting Off-Peak Blockage and Conflict Prediction and
Resolution corresponded with High levels of human failure. Using these tasks,
the accidents were defined using obstacle with type loss. In the given scenario
2 accidents were defined as Collision Between Two or More Trains and Train
Derailment. The former was due to loss of operational control data for controlling
trains and a cause of concern for road traffic, on-board passengers, staff, train
driver and other trains. The latter occurred due to over-speeding where along
with on-board passengers, staff, and train driver other concerns included were
like movement authority signals, DMI, TSR and driver advisory information.

This was followed by recognition of 4 hazards with respect to these identi-
fied accidents, where each hazard was responsible for specified concerns in the
form of assets. For example, the hazard of Train Enters Uncontrolled State was
dependent on occurrence of accident of Train Derailment.

Al - Collision Between Two or
More Trains

H1 - Loss of Safety Critical Signalling Data H2 - Minimum Separation
Standard Violation
Installation of Modified Use of Error Messages for Alerting SIL to Ensure RBC Contains Correct
Equipment Potential Failures TSR after Rollover

Fig. 2. KAOS association between accident, hazard and constraint

At this point the constraints were modelled as goals. There were 8 constraints
for preventing these hazards. For example, the hazard of Loss of Safety Critical
Signalling Data had 3 constraints identified as Installation of Modified Equip-
ment, Use of Error Messages for Alerting Potential Failures and Safety Integrity
Level (SIL) to Ensure Radio Block Center (RBC) Contains Correct TSR after
Rollover as shown in Fig. 2.
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ERTMS - Signaller Workstation EAST

Status of
RBC Data Feedback
oces ) Model
______________________ ——————————— | Temporary Speed Restriction (TSR) Driver Machine Interface Control Actions
| ERTMS - Signaller Workstation WEST Max Radio Block Center (RBC) oM
i Speed _yp——
! L Control Actions
! Confitn Movement
[ Dol Speed of Tram

Fig. 3. DFD of control structure model using CAIRIS

ERTMS Train Driver
Signaller Workstation EAST
Control -
Algorithm
Control Process
Algorithm (Mental) Model
Process
(Mental) Model
Confirm Movement Status of RBC
Authority Data
Radio Block Control
Center (RBC) Feedback Actions
Temporary Speed Status of RBC
Restriction Data Max
Speed
| Driver Machine
Control Process Interface (DMI)
Algorithm (Mental) Model
Speed
Signaller Workstation WEST °f_
Train .
Train

Fig. 4. High-level control structure model

Step 2: Model Control Structure. Using 17 use-cases and 29 information
assets, the control structure was modelled. In CAIRIS the DFD for this case
study consisted of three main elements: ERTMS, Train Driver and Train, where
the flow of information between each element was taking place in order to display
flow of control between processes as shown in Fig. 4. For example, behind the
DFD element of Train Driver there are control actions and feedback of informa-
tion flowing between control algorithms of Driver Machine Interface and Status
of RBC Data. The DFD in CAIRIS, shown in Fig. 3, was also used to construct
high-level control structure model as shown in Fig. 4.

Step 3: Unsafe Control Action. Using UCA keyword, the unsafe control
actions were defined in CAIRIS as obstacles. UCA1 - ETCS Failure and UCA2
- Reliance on Procedures to Ensure TSR Application were defined as 2 UCAs for
this incident. UCA1 was related to ERTMS signalling control system and due to
safety issues. UCA2 was related to RBC and occurred during RBC rollover. Using
KAOS, these UCAs were linked to hazards. Therefore, the hazard of Train Enters
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Uncontrolled State was related to UCA1 and Minimum Separation Standard
Violation was related to UCA2 (Table 1).

Table 1. Unsafe control action corresponding to accident, hazard and constraint

Accident (Loss) Hazard Constraint Unsafe control action
A1l - Collision Between |HI1 - Loss of Safety Critical Installation of Modified Reliance on Procedures to
Two or More Trains Signalling Data Equipment Ensure TSR Application

Use of Error Messages for
Alerting

Potential Failures

SIL to Ensure RBC Contains

Correct

TSR after Rollover
H2 - Minimum Separation Implement a  Mandatory | ETCS Failure
Standard Violation Safety

Assurance Procedure
A2 - Train Derailment | H3 - Trains Enter Uncontrolled | Inclusion of defensive Pro-| ETCS Failure
State gramming

(SQL) to Protect Against
Unsafe State

Good Safety Management

Engineering
H4 - Operational Planning Capture and Retention of | Reliance on Procedures to
Violation Data for Ensure TSR Application

Investigating Failures

Robust Configuration
Management

Step 4: Causal Factor. At this stage, the identified tasks within human fac-
tors analysis were associated with constraints (goals). The model generated was
known as the controller process model, where the tasks carry an explanation
for unsafe control actions. For example, the constraint defined as Implement
a Mandatory Safety Assurance Procedure was complemented by a task known
as Send Movement Authority. The delay or incorrect Movement Authority had
catastrophic consequences.

Step 5: Risk Analysis Model. Using causal factors, risk modelling elements
in the form of attacker, threat and vulnerability were also found. An hypotheti-
cal attacker was someone defined with capabilities such as knowledge, education
and training of software and technology, with a motivation to breach system.
2 vulnerabilities with configuration type and critical severity were identified as
Lack of Safety Integrity Level and No Error Messages for Alerting Potential Fail-
ures. Using these vulnerabilities, 2 electronic and malware type of threats were
found namely, Threat of ERTMS Safety Related Failure and Threat of Loss of
Data Packets. Each threat was assigned assets and valued for security properties
including confidentiality, integrity and availability.

Consequently, these vulnerabilities and threats contributed to 2 risks with
misuse cases as Risk of Loss of Life due to Train Collision or Derailment and
Risk of Failure of Signalling Network over ERTMS as shown in Fig.5. In the
risk model, the elements were filled with different colours based on values of
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security properties, threat and vulnerability type and risk scoring. Like obsta-
cles, the darker the shade, the more likely, severe, and impactful is the threat,
vulnerability, and risk respectively.

Attacker

Threat
Vulnerability

No Error Messages for Alerting Potential
Failures

Integrity Level

‘ Lack of Safety

Threat of Loss of Data Threat of ERTMS Safety Related
Packets Failure

Ris
Risk of Failure of Signalling Risk of Loss of Life due to Train Colision
Network over ERTM: or Derailment

Fig. 5. Risk model based on attacker, threat and vulnerability

5 Discussion and Conclusion

In this paper, STPA process model was derived using the IRIS framework and
CAIRIS platform. As a result, three signification contributions are made. First,
we demonstrate how the STPA process model is aligned with IRIS and CAIRIS,
providing a single platform for all elements and contributing factors related to
hazard analysis. These elements comprise of accident (loss), hazard, system con-
straint, component (control algorithm), process (mental) model, unsafe control
action (obstacle) leading to causal factors. Second, we show how the causal fac-
tors including tasks can identify vulnerabilities, threats and risks present within
system. This can be visualised using a security risk analysis model in CAIRIS.
The risk model enlists tasks related to roles and personas which can be further
analysed for use case specifications based task analysis as a combination of CTA
and HTA leading to human error sources unlike STPA-Sec. Furthermore, the
human error sources has the tendency to contribute towards potential safety
hazards. Finally, the approach focused on bringing security and human factors
methods support to STPA. Initially, the STPA process model is suggested by
keeping in mind the safety where several case study applications suggested the
involvement of human element. This human element is considerable in a socio-
technical environment, where the system weaknesses (vulnerabilities) are high-
lighted by recognising human error sources. These human error sources establish
grounds for understanding potential hazard scenarios and model better risk anal-
ysis. Hence, this research builds the scope of connection and integration between
safety, security and human factors.

Using this integrated design framework, safety goals (safety constraints),
security risks and human factors concerns (levels of human error) are highlighted.
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The STPA process model is derived from human factors approach which con-
tribute towards the identification of potential safety hazards. These safety haz-
ards are then used for identifying control actions and causal factors behind acci-
dents for improving system design. The IRIS framework concepts alignment with
STPA lead to better outcome as human perspective (task model and analysis)
is understood in more detail. The risk model arising from STPA analysis facili-
tates security experts as well. Moreover, by using CAIRIS, the effort required by
safety, security and human factors experts is minimised by providing automated
and efficient design solutions. These efficient design solutions enable experts from
different domains to accomplish different tasks by combined and reduced effort.

For demonstration purposes, STPA method is applied using the case study of
Cambrian Incident. The human factors approach such as identification of roles
and personas, task analysis and use-cases are used to understand processes,
asset associations and goal-obstacle models. In return, KAOS models and DFDs
(processes and datastores) are used to apply STPA, where risk analysis based
on recognition of attackers, threats, vulnerabilities, risks and misuse cases are
done simultaneously. This helps to evaluate an integration of concepts between
safety and security, security and human factors, and human factors and safety.
This lays the foundation for overlapping concepts between three domains.

As future work, the application of safe, secure and usable design framework
will be done on an industrial live project. For this purpose, safety, security and
human factors experts will be consulted for validation of data and process behind
approach.

Acknowledgements. The work described in this paper was funded by the BU stu-
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Abstract. The increasing integration of information technology with
operational technology leads to the formation of Cyber-Physical Sys-
tems (CPSs) that intertwine physical and cyber components and connect
to each other. This interconnection enables the offering of functionality
beyond the combined offering of each individual component, but at the
same time increases the cyber risk of the overall system, as such risk prop-
agates between and aggregates at component systems. The complexity of
the resulting systems in many cases leads to difficulty in analyzing cyber
risk. Additionally, the selection of cybersecurity controls that will effec-
tively and efficiently treat the cyber risk is commonly performed manu-
ally, or at best with limited automated decision support. In this paper,
we extend our previous work in [1] to analyze attack paths between CPSs
on one hand, and we improve the method proposed therein for selecting
a set of security controls that minimizes both the residual risk and the
cost of implementation. We use the DELTA demand-response manage-
ment platform for the energy market stakeholders such as Aggregators
and Retailers [2] as a use case to illustrate the workings of the pro-
posed approaches. The results are sets of cybersecurity controls applied
to those components of the overall system that have been identified to
lie in those attack paths that have been identified as most critical among
all the identified attack paths.

Keywords: Attack paths - Cyber risk aggregation - Cyber security
controls - Power grid

1 Introduction

The increasing proliferation of cyberphysical systems (CPSs) in critical domains
including industrial control systems, energy, transportation and healthcare
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increases automation and facilitates operations. On the other hand, the increased
interoperability and interconnectivity of CPSs increase the attack surface, allow-
ing potential adversaries to perform sophisticated cyber attacks by following
attack paths that comprise CPSs as stepping-stones [3].

In particular, the realization of the industry 4.0 paradigm in the power indus-
try increases the interconnectivity and complexity of power grids, rendering them
prone to cyber attacks. Indeed, several cyber incidents have been reported in
the power industry in the past decade [4], and existing system vulnerabilities in
power grids have been identified and analyzed [5].

In an infrastructure comprising networked assets, an attack path describes an
ordered sequence of assets that can be used as stepping stones by an adversary
aiming to attack one or more assets on the path [6]. By analyzing attack paths,
the analysis of the risk propagation and the identification of optimal controls are
facilitated. Although the analysis of attack paths is well studied in the literature
[7,8], most of the approaches focus on the vulnerabilities of the targeted ecosys-
tem; hence, crucial elements of the cyber risk such as impact and likelihood are
not considered.

Contemporary CPS-based infrastructures are characterized by complex infor-
mation and control flows between their constituent CPSs. These flows can be
direct, where the components cause immediate change in the node transition, or
indirect, that can directly or indirectly influence the change in the node transi-
tion. These information and control flows provide useful insights to the analysis
of cyber risk aggregation, risk analysis, and risk treatment between CPSs. By
leveraging different security controls cyber risks are retained, minimized, trans-
ferred, or avoided. Although several studies have examined the optimal selection
of security controls, most are based on empirical analysis, whose results highly
depend on the analyst or domain expert and are, therefore, subjective.

In a previous work of ours [1] we proposed an approach for analyzing risk
propagation in complex cyber-physical systems comprising other CPSs as com-
ponents and leveraged the aggregated risk of the overall system to identify the
set of security controls for each component by means of a genetic algorithm app-
roach. In this paper, we extend our previous work in [1] to analyze attack paths
between CPSs on one hand, and we improve the method proposed therein for
selecting a set of security controls that minimizes both the residual risk and the
cost. We have used the DELTA demand-response management platform for the
energy market stakeholders such as Aggregators and Retailers [2] as a use case
to illustrate the workings of the proposed approaches.

The remainder of this paper is structured as follows: In Sect. 2 we review the
related work. In Sect. 3 we briefly review our previous work in [1], so as to both
ensure the self-sustainability of this work and to facilitate the assessment of its
contribution and of its added value over [1]. Section4 presents our proposal for
analyzing attack paths, and Sect.5 presents our proposed approach to selecting
the optimal set of security controls. Section6 illustrates the workings of the
proposed approaches to the DELTA platform [2]. Finally, Sect.7 summarizes
our conclusions and sets out some future research paths.
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2 Related Work

Several approaches have been proposed in the literature to study attack graphs
and the analysis of attack paths within IT infrastructures [9]. The ADversary
Vlew Security Evaluation (ADVISE) meta modeling approach was used in [10]
to facilitate the understating of attack paths within cyber-physical systems. A
set of algorithms were proposed in [11] to facilitate the analysis of attack paths
and to prioritize them taking into account the system’s vulnerabilities. A method
for analyzing attack paths in CPSs that takes into account the cyber-risk of the
involved components was proposed in [6]. Further, an approach for cyber-physical
attack path analysis, based on Common Vulnerabilities and Exposures (CVE),
and the Common Vulnerability Scoring System (CVSS), and leveraging a threat
modeling technique, was proposed in [12]. The propagation of cyber-attacks in
a power grid infrastructure was analyzed in [13], taking on the chronological
perspective and considering the interrelationship between the grid side and the
information side. The analysis focuses on the survivability aspect.

A quantitative risk assessment model that considers the risk propagation
among dependent CPSs was proposed in [14]. The risk propagation and pre-
diction have been studied in [15] using Markov chains. The method utilized
prediction graph theory and percolation theory to analyze the risk propaga-
tion within cyber physical systems in the power domain. The risk propagation
between CPSs is examined in [16] based on logical equations and using attack
trees; the examined relationships are between parent and children nodes. The
risk propagation within a transport network under various types of attacks was
analyzed in [17], using the percolation theory. The risk and threat propagation
in Unmanned Aerial Vehicles and in particular the aggregation process of the
threats from the cyber to the physical domain were discussed in [18].

Cyberattacks cause both safety- and cybersecurity-related damage to CPSs.
Accordingly, failure propagation has been also examined in the literature. Specif-
ically, failure propagation in interdependent supply chain networks was studied
in [19]; the focus of the analysis was to study the robustness of the supply chain
network. Cascading failures within an interdependent network were examined
in [20], using an Erdos-Renyi (ER) model, again to study the robustness of the
network. In the power domain, cascading failures in a power grid and communi-
cation network were analyzed in [21].

3 Background

In [1] we proposed an approach that enables the optimal selection of cybersecu-
rity controls for complex cyberphysical systems, i.e. CPSs that have other CPSs
as components. This approach processes the likelihood and impact values for
each one of the system’s components and, by means of an analysis of how risk
propagates through information and control flows components, it calculates the
overall, global system risk. It then applies a genetic algorithm workflow that
enables the identification of the set of optimal controls for each component.
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The identified set minimizes the global system residual risk, and also minimizes
the cost of implementation of the controls. The analysis in [1] is conducted on
a per-threat basis, for each of the six threats of the STRIDE model. Thus, the
approach produces six different control sets, that need to be applied concurrently.

The method assumes a CPS consisting of IV interconnected components, each
denoted by ¢;, i = 1,...IN. This system can be represented by a directed graph of
N + 1 nodes, the system itself being one of the nodes, denoted as ¢y. The edges
of the graph represent information and control flows between the nodes. An edge
from node A to node B indicates the existence of either an information flow or a
control flow, from A to B. A consequence of the existence of such an edge is that
a cybersecurity event at node A affects node B, as well. The effect coefficient
measures the effect that components may have on each other. Figure 1 depicts
a simple graph, where a security event in node A influences node B, while a
security event in B influences both nodes A and C. The total effect coefficient
ef ¥ is computed as a function of ef f1 5 and ef f{5 to represent the inverse
of the in degree centrality measure, as shown in Eq. 1.

n effT - ef; fBTZZ'
AB
ef fCTB

Fig. 1. Effect relationship

effap = f(effap,effin), (1)

1 1
where ef f1 5 = TDeL ef fip = IDCS "

3.1 Risk Analysis

The risk value R associated with each STRIDE threat t € {S,T, R, I, D, E} for
system s is calculated by using the following formulas [22-24]:

Damage + Af fectedsystems

Impact] = 5 7 2)
Likelihood; — Reproducibility + Eﬂcploi;ability + Discoverability’ 3)
Risks — (Impact; + Likelihoodf). @

2
Impact; describes the effect of a cyber attack realizing specific threat ¢ upon
a component s, while Likelihood; describes the probability of the specific threat
t being realizing in s.
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3.2 Risk Propagation

i

The aggregate risk R: 99 of component c; is calculated by using Eq. 5.

dire DTopc;

R = max(R," R, (5)

dire; . . . Sy .
where direct risk R, "% i the risk of ¢j without considering the possible con-
nections with other components and it is estimated using Eqgs. (2)—(4), while
the propagated risk Rfmpcj is calculated considering the connections to other

components that c; has. The fraction of the impact that an event has on any c;
on any path p; from ¢; to ¢; is represented by ef fg; and is calculated as

j—1
effp =Tl effle...- (6)
=1

The risk propagated over path p;, originating at component ¢; and terminat-
ing at component c;, is calculated by:

T . .
rop?l  ef fol x Impacts® + LS
Rf Pe; _ ffC’LC] 2p t t ) (7)

The whole system is described by cg and the global risk of threat t for the
system is calculated by:

Ry = Ry = max(R)"" R}""™), (®)

dircO

where the direct risk for the system is not applicable (R, = 0) and the
propagated risk for the system is calculated as for any other node (Rfmpco =

Pl
prope
maxy, R, ), thus
s propey
R} =maxR (9)
t ax Iy

Further details about the method used and the aforementioned equations are
omitted in the interest of saving space and can be found in [1].

4 Attack Path Analysis

When the risk of each of a complex CPS components and the propagation of
such risk through the interconnection of its components have been analyzed, it is
feasible to identify critical attack paths that can potentially induce high risk to
the system. Identified critical attack paths can be leveraged by system operators
to enhance attack detection measures along the critical paths and to enhance
the security of highly interconnected nodes.

The propagation of risk in the system through its components mainly depends
on two factors: (a) the structure of the system and (b) the risk to each compo-
nent. Conceptually, a system can be at high risk because of its components both
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because it has high risk components and because there exist high correlation
paths along the system structure that may propagate such risk to the overall
system.

The approach presented herein analyzes both factors, in order to detect crit-
ical attack paths. The approach aims at:

— Detecting critical attack paths according to the relationships (correlation)
between components, and
— Prioritizing these paths according to the risk to each component in them.

The first step of the approach can be used to assess the risk propagation
potential in a complex cyberphysical system, while the second can be used to
gain additional insight, giving more information about the components of the
system.

Initially the graph of the system is parsed from the system node backwards,
to detect and collect paths that are characterized by a high product of the
ef fe;e; values of the nodes on the path (designated as ef fpqtn) along the path.
Algorithm 1 outputs a set of critical attack paths, i.e. attack paths that accu-
mulate an ef f value larger than a threshold ef fiimit-

Algorithm 1: Identification of critical attack paths

Result: Critical attack paths cps
Function processmnode(c;j, eff, path):
foreach edge from c¢; to ¢; do
if ¢; ¢ path then
path = path U {c;};
ef fpath = ef fpatn * effCiCjQ
if ef fpatn > ef fiimit then
cps = c¢ps U {path};
process_node(c;, ef fpath, path);

end
end
end
eps =4}

process_node(co, 1, {co});

The second step of the approach, described in Algorithm 2, prioritizes the
attack paths that were identified in step 1, by considering the risk of each com-
ponent in each path.
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Algorithm 2: Prioritization of critical attack paths

Result: Prioritized critical attack paths pri_cps
Function calc_risk(path):
R— Lpath[olgfpathm] ;
1 =0;
eff =1
while i < pathiengtn do
1=1+1;
eff =eff*effpatni pathli—1];
R— maac(R, Lpa,th,[t]+I§a,th,[i]*eff)
end
return R;
Function select_paths(cps):
foreach path in cps do
Rpath = calc_risk(path);
if Ryatn > RUIY then
‘ pri_cps = pri_cps U {path};
end

end

pricps = {};
select_paths();

5 Optimal Control Set Selection

5.1 Cybersecurity Controls

The proposed approach requires a pool of controls that are appropriate for the
targeted system. The effectiveness of the controls depends on the effect that each
control has per threat and per component ¢;. The effect influences the values of
Impact;’ and Likelihood;" and hence the cyber-risk to the components and to

the overall system.

An important feature of each control m is the cost Cost,, of its implementa-
tion. For a system with N components and a list with M controls with the cost
vector C' = [costy, costa, ..., costyr], the following binary matrix AC' compactly

depicts the applied controls throughout the system:

acy;1 aci2 ... aCi N
acz1 acg2 ... aC2 N

AC: I

acpr,1 aCpr2 --- GCAML N

where
{O, if control i is not applied to component j
ac;,j =

1, if control i is applied to component j

(10)

(11)

The total cost T'C z¢ of the applied controls solution AC is TCac = ACxC.
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5.2 Selection of the Optimal Set

The approach in [1] produced a separate optimal set of controls for each STRIDE
threat, and did not take into account that those controls could be possibly com-
bined, to achieve a more efficient, from a global perspective, solution. For exam-
ple the application of a single control to a specific component could result in
reduction of the overall system risk for more than one threats, but this was not
taken into account.

To remedy this, the present work proposes a cascading application of the
genetic algorithm approach, in which each step (for each different threat) takes
as granted that the controls that have been identified in the previous steps are,
indeed, implemented. This approach enables the elicitation of controls that are
effective for more than one threats. Therefore the selection is more efficient with
respect to the global implementation cost. The proposed scheme supports the
identification of the set of controls that minimizes the risk over all threats and
the implementation cost for the system as a whole.

The concept upon which the approach is based is depicted in Fig. 2. After
applying the genetic algorithm for each threat, the resulting controls are fixed
in the set of available controls that is used as input for the rest of the threats.
After all threats have been analyzed, the resulting controls are being unified as
the optimal set of cyber-security controls for the system as a whole.

| contrls for § threat

s
|
optimal
p strategies
xcontols for | or & treat controls for T threat
threat v
optimal
strategies
S forsT
xcontoisor | _threats . controls for R threat

threat T

all strategies

contrals for all threats.

controls for E threat
| controls for Ethreat |

Fig. 2. Cascading GA process

The above methodology uses a global AC* matrix, which has fixed values for
the combinations of components/controls that have been defined for all threats.
Specifically, the AC* matrix is an instance of the AC matrix defined in Eq. 10,
each element ac; ; of which is related to the application of control ¢ to component
7 and is:

— either a binary variable whose value can be set according to risk reduction
and application cost.
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— or a fixed value variable (equal to 1) if control ¢ has been decided to be applied
to component j for countering a threat analyzed previously.

This approach fixes the application of controls to components between dif-
ferent threats of the STRIDE model. It will only allow controls to be considered
for threat T only if these further reduce the risk for threat ¢;, given that controls
decided for each threat t;,7 > j have already been applied.

The proposed methodology is significantly more efficient in terms of applica-
tion cost, while it retains residual risk on a similar level as the per threat analysis
in [1].

6 DELTA System Use Case

6.1 The DELTA System

DELTA is the short title of the EU-funded H2020 R&D project “Future tamper-
proof Demand rEsponse framework through seLf-configured, self-opTimized
and collAborative virtual distributed energy nodes”'. DELTA has developed
a demand-response management platform that distributes parts of the Aggre-
gator’s intelligence into lower layers of its architecture, in order to establish a
more easily manageable and computationally efficient Demand-Response (DR)
solution. This approach aims to introduce scalability and adaptivity into the
Aggregator’s DR toolkits; the DELTA core engine is able to adopt and integrate
multiple strategies and policies provided from its administrative stakeholders,
making it an authentic modular and future-proof solution.

An overview of the DELTA architecture can be found in [25] and a detailed
description of it in [26]. A graph-based representation of the DELTA architecture
is depicted in Fig. 3. The nodes of the graph represent DELTA building blocks,
as follows:

Node S - System: it represents the whole DELTA system.

Node D - DVN: DVN stands for “DELTA Virtual Network”, a virtual layer
that clusters consumers/prosumers/producers sharing key characteristics,
such as a similar consumption/generation pattern, kind of (smart) contract,
existence (or not) of Energy Storage Systems (ESS); the disposition to par-
ticipate into DR strategies; or their resulting behavior during a DR signal
based on the award system, following the guidelines/strategies provided by
the Aggregator.

Node F - FEID: FEIDs are actual devices which are connected to smart meters
to measure energy-related data. Through an intelligent lightweight toolkit
they compute real-time flexibility to provide as input to the DVN. FEIDs
provide aggregated metering from multiple IoT devices that are connected to
customer assets, and they report issuance and interpretation of OpenADR-
based DR request signals.

! https://www.delta-h2020.eu/.
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Node P - P2P Network: it represents the communications backbone of the
entire DELTA framework. The use of the peer-2-peer network guarantees
a certain resilience to attacks/malfunctions, and greater modularity in the
management of the tasks performed by each of the entities that make up
DELTA. DELTA’s P2P network allows the use of OpenADR to interface
with FEIDS in order to manage DR requests and uses the OpenFIRE as a
communication broker, in addition to implementing Access Controls security.

Node A - Aggregators: Aggregators are entities, generally TSOs or DSOs,
which supply energy to users, but also acquire it from users known as pro-
sumers. They balance network loads through DR or other traditional load
shedding methods, and they collect data from smart meters for statistical
purposes, control and pricing.

Node B - Blockchain: it is a block used to ensure the security of the
energy information exchange within the DELTA energy network, enabling
both energy data traceability and secure access for stakeholders. Technolo-
gies employed include certificates, blockchain, smart contracts, and state of
the art security and privacy algorithms.

6.2 Risk Analysis

In order to apply the proposed approach, a risk analysis of the targeted system
is required. To this end, the STRIDE [27] and DREAD [22] methodologies have
been used. The impact and likelihood values for each of the STRIDE threats
have been estimated and are depicted in Table 1. Each line of Table 1 represents
one of the STRIDE threats, indicated by the corresponding initial (Spoofing,
Tampering, Repudiation, Information Disclosure, Denial of Service, Elevation of
privileges). Each column of Table 1 represents an individual DELTA component
as described in Sect.6.1. The values in the cells are the corresponding impact
and likelihood values per STRIDE threat and per individual component; these
have been calculated by means of Eqs. (2) and (3), respectively. These values
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are subsequently used as input to Algorithm 2, to calculate the aggregate risk
of each component. Table2 depicts the values of the ef fc,.; coeflicients for all
pairs of components.

Table 1. Initial security analysis

System | Impact System | Likelihood
FEID | DVN | Aggregator | P2PNetwork | Blockchain FEID | DVN | Aggregator | P2PNetwork | Blockchain

s|o 1.5 |25 |25 2.5 1.5 0 2 1.66 | 2 1.66 1.66

T|0 1.5 |2 2.5 2.5 1 0 2 1.33 | 1.66 2 1

R|O 1.5 1.5 2.5 2.5 1 0 2 1.33 2 2 1

1o 1 1.5 | 1.5 2 1 0 1.66 |1 1.66 1.33 1.66

D|o 2 3 1.5 3 2 0 2.33 | 1.66 | 2.33 3 1.66

E|0 15 |2 2.5 2.5 1 0 1.66 | 1.66 |2 1.66 1

Table 2. Effect coefficients

System | FEID | DVN | Aggregator | P2PNetwork | Blockchain
System 0 0 0 0 0 0
FEID 0.3 0 0.1 |0 0.3 0.3
DVN 0 0.2 0 0.2 0.2 0.2
Aggregator |0 0 0.1 |0 0.2 0.2
P2PNetwork | 0.3 0.3 0.3 |03 0 0
Blockchain |0 0.3 0.3 0.3 0 0

6.3 Attack Path Analysis

The proposed attack path analysis methodology was subsequently applied to the
DELTA system. The results of the first step of the approach (identification) are
depicted in Table 3. Each line in Table 3 contains the path ID, the attack path,
and the corresponding value of ef fpq:n, calculated using the values of the effect
coefficients in Table2. The paths that can potentially enable the propagation
of high risk to the system (hence they are the most critical) are the ones that
are characterized by the highest ef fpq+n values; these are the first five paths of
Table 3.

The results of the second step of the approach (prioritization) are depicted
in Table4. Each line in Table4 contains the path ID, the attack path, and the
corresponding value of the cyber-risk of the path, taken to be the highest among
the risks of the nodes in the path, as in [1].

6.4 Selection of the Optimal Security Controls

In order to select the set of optimal controls we applied both the approach in
our previous work [1] and the one proposed herein, to validate the claim that the
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Table 3. List of attack paths

Path ID | Affected CPSs ef fpath
1 FEID — System 0.3
2 P2P Network — System 0.3
3 P2P Network — FEID — System 0.09
4 Blockchain — FEID — System 0.09
5 FEID — P2P Network — System 0.09
6 DVN — FEID — System 0.06
7 DVN — P2P Network — System 0.06
8 Aggregator — P2P Network — System 0.06
9 Blockchain — FEID — P2P Network — System | 0.027

10 P2P Network — DVN — FEID — System 0.018

11 Blockchain — DVN — FEID — System 0.018

12 DVN — P2P Network — FEID — System 0.018

13 Aggregator — P2P Network — FEID — System | 0.018

14 DVN — Blockchain — FEID — System 0.018

15 Aggregator — Blockchain — FEID — System 0.018

latter is more effective and that it results in a larger ratio of reduction of risk vs
control implementation cost. The controls in the NIST guidelines for Industrial
Control Systems security [28] have been used as the pool of available controls.
As in [1], the effectiveness and the cost of each security control are estimated on
the basis of its applicability, the extent to which it reduces the impact or/and
the likelihood, and the resources needed to implement it. Table5 presents the
results obtained with the initial method [1], whilst Table 6 presents the results
obtained with the improved method proposed herein.

From these results it is obvious that the improved method proposed herein
can produce the same effect with respect to residual risk for all threats, whilst
it reduces the application cost from 70 to 61. In other words, the improved
method increases the risk reduction per application cost ratio by 12.9%. We
note that the selected controls differ between the two executions, because of the
different approach used, but also because there exist multiple controls that have
the same effect, and it is normal for the proposed (randomized search) approach
to randomly choose among those in each run.
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Table 4. Prioritized attack paths per threat and risk level

Attack path Cyber risk
Path ID | Spoofing
2 P2P Network — System 1.45
1 FEID — System 1.225
3 P2P Network — FEID — System 1.135
4 Blockchain — FEID — System 1.135
Path ID | Tampering
2 P2P Network — System 1.375
1 FEID — System 1.225
3 P2P Network — FEID — System 1.1125
8 Aggregator — P2P Network — System | 1.09
Path ID | Repudiation
2 P2P Network — System 1.375
1 FEID — System 1.225
3 P2P Network — FEID — System 1.1125
8 Aggregator — P2P Network — System | 1.09
Path ID | Information disclosure
1 FEID — System 1.54
2 P2P Network — System 1.45
5 FEID — P2P Network — System 1.2775
6 DVN — FEID — System 1.24
Path ID | Denial of service
1 FEID — System 1.45
2 P2P Network — System 1.45
3 P2P Network — FEID — System 1.135
5 FEID — P2P Network — System 1.135
Path ID | Elevation of privileges
2 P2P Network — System 1.615
1 FEID — System 1.465
3 P2P Network — FEID — System 1.3
5 FEID — P2P Network — System 1.255
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Table 5. Optimal cybersecurity controls - per threat

Initial global risk‘Cybersecurity controls

‘Residual global risk|Overall cost

Component |Spoofing

Aggregator [1.3 Awareness and training 0.864 14
P2P Awareness and training

DVN Security assessment and authorization

BC Security assessment and authorization

FEID Configuration management

Component| Tampering

BC 1.3 Access control 0.65 17
P2pP Security assessment and authorization

Aggregator Risk assessment

FEID System and services acquisition

DVN System and communications protection

Component | Repudiation

DVN 1.3 Security assessment and authorization |0.864 6

Aggregator Security assessment and authorization

P2pP Security assessment and authorization

FEID Maintenance

Component | Information disclosure

BC 1.514 Privacy controls 0.65 17
FEID Security assessment and authorization

P2P Planning

DVN System and services acquisition

Aggregator System and services acquisition

DVN System and information integrity

Component |Denial of service

FEID 1.3 Security assessment and authorization | 0.65 7

DVN Security assessment and authorization

Aggregator Security assessment and authorization

P2pP Risk assessment

BC System and communication protection

Component |Elevation of privileges

P2P 1.514 Audit and accountability 1.079 9
BC Audit and accountability

DVN Security assessment and Authorization

Aggregator Security assessment and authorization

FEID Risk assessment

Overall cost

70
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Table 6. Optimal cybersecurity controls - global

Initial global risk‘Cybersecurity controls

‘Residual global risk‘Cost per threat

Component|Spoofing

P2P 1.3 Awareness and training 0.864 16
DVN Configuration management

FEID Identification and authentication

BC Identification and authentication

Aggregator Incident response

Component| Tampering

P2P 1.3 Audit and accountability 0.65 20
DVN Security assessment and authorization

FEID Configuration management

Aggregator Identification and authentication

Aggregator Risk assessment

BC System and communications protection

Component| Repudiation

Aggregator |1.3 Audit and accountability 0.864 3
P2P Audit and accountability

FEID Configuration management

DVN Configuration management

Component |Information disclosure

BC 1.514 Access control 0.65 13
Aggregator Audit and accountability

FEID Configuration management

DVN Configuration management

P2P Maintenance

FEID Risk assessment

DVN System and services acquisition

Component|Denial of service

P2pP 1.3 Awareness and training 0.65 3
P2P Audit and accountability

FEID Security assessment and authorization

DVN Security assessment and authorization

FEID Configuration management

DVN Configuration management

Aggregator Incident response

BC System and communications protection

Component | Elevation of privileges

P2pP 1.514 Audit and accountability 1.079 6
BC Audit and accountability

DVN Security assessment and authorization

FEID Configuration management

DVN Configuration management

FEID Contingency planning

Aggregator Incident response

Overall cost

61

7 Conclusions

The increasing dependence of critical infrastructures, such as power grids, on
interconnected CPSs increases the attack surface and makes them prone to
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cyberattacks. The analysis of attack paths facilitates the comprehensive under-
standing of the attack propagation towards the selection of the most appropriate
security controls. By leveraging the proposed methods for attack path analysis
and optimal control selection, all the elements of cyber risk can be studied,
towards defining a security architecture. As future work we intend to develop an
automated tool that supports the proposed methods. Additionally, the utiliza-
tion of the proposed approaches in several instances of the DELTA system will
facilitate the development of secure power grids.
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Abstract. The increasing digitization and networking of machines and plants has
been leading to significant changes in the industrial sector for several years. Par-
ticularly in combination with the Internet and other disruptive technologies such
as cloud computing, many opportunities and new business models are emerging.
This change in industry is subsumed under the term Industry 4.0 and represents
an important basis for the future economic success of many companies, especially
small and medium-sized manufacturing companies. However, there are also many
risks associated with this transformation, particularly with regard to cyber secu-
rity. Against the backdrop of increasing dependence on networked information
technology, the attack surface of companies is increasing. To address the problem,
executives need to know the current state of their companies’ security maturity.
To this end, it is necessary to assess the negative impact on business caused by
cyber security attacks in Industry 4.0. So-called maturity models are useful instru-
ments for this purpose. However, it has not yet been thoroughly investigated which
maturity models from the literature can be used to assess cyber security in the con-
text of Industrie 4.0 technologies. We have therefore developed a methodology to
identify maturity models related to Industrie 4.0 and analyze them with respect to
their applicability in the cyber security context. The aim is to use the analysis to
identify maturity models most relevant to industry for the cross-sectional topic of
cyber security in Industrie 4.0. The results can then be used by companies when
integrating security strategies into their own corporate strategy.

Keywords: Industry 4.0 - Cyber security - Maturity models

1 Introduction

The term Industry 4.0 originated in Germany in 2011 as part of a state strategy to make the
country a technology leader and strengthen its global competitiveness. Historically, the
1st Industrial Revolution emerged with the use of water and steam power in production.
In the 2nd Industrial Revolution, mass production applications were developed with the
use of electric power. The 3rd Industrial Revolution was based on the use of electronic
components to automate manufacturing. The 4th Industrial Revolution, called Industry
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4.0, can be characterized by the increasing digitization and interconnection of machines
and production systems in industrial manufacturing [1, 2].

Industry 4.0 based on the digitization and interconnection of all production units
creates opportunities for competitiveness with efficient, collaborative and sustainable
systems in industrial manufacturing. In addition to the opportunities provided by Industry
4.0, many new challenges arise for companies, especially for small and medium-sized
enterprises (SMEs) [3]. SMEs are key players in the economy, with a strong capacity
to generate jobs and contribute to the gross domestic product [4]. Although Industry
4.0 offers great potential for SMEs, the lack of a methodological framework for these
companies to deal with the new concepts of digitization and interconnection of machines
is a limitation to exploit this potential.

The complexity of networked digital systems brings with it risks that these companies
lack the structure to manage, especially those related to cyber security issues [5, 6]. The
digitization of operational processes and business models brings with it greater expo-
sure to possible cyber-attacks [7]. The increasing reliance on information technology
interconnected with the use of the Internet is significantly increasing the attack surface
[8—10]. Protection against cyber-attacks requires a strategic vision from top management
to mitigate security risks and optimize the opportunities of Industry 4.0.

Cyber security is high on the agenda of business leaders, creating the need to assess
the maturity of security measures in the company. Proactively addressing cyber security
issues is a key factor in strengthening business competitiveness [11]. Cyber-attacks
on manufacturing systems lead to productivity losses and have a negative impact on
business which can result in loss of competitiveness [12]. Cyber security strategies in a
digitized and interconnected environment must be sound, stable, resilient, mature, and
must be integrated into the business strategy to ensure security across all links in the
manufacturing value chain rather than being limited to individual technologies [13].

For authors Yagiz et al. [14], maturity models related to Industry 4.0 are useful
tools to identify specific measures to maximize the benefits of digital transformation.
Maturity models enable companies to monitor and assess organizational elements such as
weaknesses, strengths and opportunities [15]. In the literature, maturity models for both
Industry 4.0 as well as cyber security can be found. Maturity models for Industry 4.0
mostly focus on technologies, processes, knowledge, and sustainability, with a rather
holistic view. Examples are presented in the works: Development of an Assessment
Model for Industry 4.0 [16], Acatech Study Industrie 4.0 Maturity Index [17], Impuls —
Industrie 4.0 Readiness, Industry 4.0 — Digital Operations Self-Assessment, and Industry
4.0 Maturity Model [14].

Cyber security maturity models aim at implementing and managing security prac-
tices associated with information technology assets, technology operations, and their
operating environment. Some of these models try to incorporate adaptations and modi-
fications for use in industry. Some examples are the Cyber security Capability Maturity
Model, the Systems Security Engineering Capability Maturity Model and the Informa-
tion Security Management Maturity Model [18]. However, it was never assessed to what
extend any of these models can be used for the evaluation of the Cyber Security Matu-
rity in an Industry 4.0 environment. With that, in the literature review, a research gap
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was found, regarding specific maturity models for assessing the current state of cyber
security in companies engaged in Industry 4.0.

Given this gap and the relevance of cyber security for Industry 4.0, this paper aims
to analyze the maturity models of Industry 4.0 to identify their characteristics that can
be used to manage the security of information assets in interconnected manufacturing
environments in SMEs. To this end, it is necessary to evaluate the adverse impacts on
business arising from cyber-attacks in the context of Industry 4.0. These impacts can
reduce competitive advantage, damage the company’s image and reputation, and cause
financial costs for the recovery of systems affected by cyber-attacks. Therefore, the
analysis of cyber security maturity models adapted for industry becomes relevant. The
results of the analysis can support companies in assessing the current state of cyber
security in the Industry 4.0 environment, for the integration of security strategies into
their business strategy.

The article first addresses theoretical background of the concepts to support the
research. Next, it discusses the methodological approach of the study. After that, it
presents the analysis and discussion of the maturity models of Industry 4.0, the cyber
security models, business implications and the related works identified in the literature.
Finally, the conclusion closes the article.

2 Theoretical Background

This section discusses a number of concepts and requirements specific to SMEs, cyber
security, Industry 4.0, and related maturity models.

2.1 Small and Medium-Sized Enterprises (SMEs)

SMEs are considered an important part of economic development and job creation. The
benefits of these companies are not only limited to economic aspects, but also have
positive impacts on society and human well-being [19]. Technological changes enable
new opportunities for these companies [4]. Industry 4.0 technologies offer advantages
for the sector to increase its competitiveness by transforming traditional factories into
smart factories with significant potential.

The shift from the traditional system to Industry 4.0 requires knowledge and action
plans to structure their organizational capacity [3]. SMEs need to adopt standardized
strategies and approaches with industry-specific solutions. The transfer of knowledge
about Industry 4.0 technologies to these companies represents a challenge for the sector,
with implications for the entire economy. Despite the potential of Industry 4.0 for SMEs,
the lack of methodological frameworks is a limiting factor for its implementation. For
SMEs, the question is not whether or not to migrate to Industry 4.0, but how to do it in
a structured way to gain competitive advantage [2].

In 2016, the authors Ganzarain and Errasti were the first to discuss the use of maturity
models to support the implementation of Industry 4.0 in SMEs [20]. Specific maturity
and readiness models for SMEs appeared as early as 2018, published by Wiesner et al.
and Jones et al. [21, 22]. Studies related to cyber security for the SMEs present security
weakness as a gap that affects the ability of companies to innovate. This fact reinforces
the need for an assessment of cyber security maturity for SMEs.
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2.2 Cyber Security

Technological advancements have brought companies to a point where equipment is con-
nected through computer networks, both internally and externally. Such networks require
security to cope with cyber-attacks, which are increasingly present in cyberspace [7].
Cyber security is one of the main challenges for companies as the disruptive concepts
of digital transformation applied in Industry 4.0 has become a reality in the industrial
environment [23]. Digital manufacturing makes use of the Industrial Internet of Things
(IToT), cloud computing, machine learning, and advanced robotics to improve production
competitiveness and optimize financial resources. However, this technological architec-
ture makes the manufacturing sector more vulnerable to cyber-attacks that are aimed
to gain access to the system’s services, resources, or information of the systems in an
attempt to compromise their confidentiality, integrity, or availability [24].

Industrial control systems (ICS), followed by equipment used for IIoT and sensors
actuators are considered critical assets in terms of cyber security in Industry 4.0, accord-
ing to a study conducted by the European Network and Information Security Agency
(ENISA) in 2018 [25]. ICS enable industrial automation by controlling and monitor-
ing business processes. IIoT equipment manages multiple technologies using different
communication protocols and enables the analysis and control of production data in
real time. Sensors provide information of the systems’ parameters and perform specific
actions on them [26]. Among the possible attacks in the context of digital manufactur-
ing are: i) unauthorized access actions; ii) actions to make the information technology
infrastructure unavailable; iii) actions to relay and alter messages between machines and
remote control systems; iv) actions to disseminate malicious software in manufacturing
systems; and v) actions to manipulate data [7].

In the period from 2010 to 2020 entities such as the European Cyber Security Orga-
nization (ECSO) and ENISA have released cyber security standards and guidance doc-
uments for Industry 4.0: i) ISA/IEC 62443 (2016); ii) IACS Cyber security Certification
Framework (2018); iii) ANSSI Cyber security for Industrial Control System (2014); iv)
API Standard 1164 (2016); v) ICS Compendium (2013); vi) Catalog of Control Systems
Security (2011); vii) ISC-CERT Assessments (2016); and viii) NIST-800-82 (2015) [12].

2.3 Industry 4.0

The incorporation of digital technologies, as well as the integration of physical and
digital components, is a defining characteristic of Industry 4.0. This integration allows
greater data capture, transport, storage, and analysis. Interconnected products, machines
and plants become sources of data and information that support decision making [27].
Industry 4.0 encompasses a set of technologies based on digitization and interconnec-
tion that allows to increase production efficiency, productivity, quality, operational flex-
ibility and integration of the production system with customers and the supply chain
[28, 29]. New technologies in industrial manufacturing, such as global networks, cloud
computing, IIoT, and the 5G networks of the future have driven continuous growth in
connectivity, while simultaneously bringing risks to the data and information technol-
ogy infrastructures. These must be effectively managed to create a reliable industrial
environment resilient to cyber-attacks [7].
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Major industrialized nations have focused on the development of Industry 4.0 as a
strategic industrial policy tool to increase their competitiveness. Several countries have
created programs to promote the development and adoption of Industry 4.0 technolo-
gies. In Germany, the High-Tech Strategy 2020 program was created with incentives
for companies to seek leadership in technological innovation as an integral part of the
Industry 4.0 concept. In the United States, the Advanced Manufacturing Partnership
program was implemented, in China the Made in China 2025 program, in France the
La Nouvelle France Industrielle program and in Brazil the Profuturo - Science, Tech-
nology and Innovation Plan (CT&I) for Advanced Manufacturing based on the National
Strategy of Science, Technology and Innovation (MCTI) - 2016 to 2022 [1, 31-34].

These initiatives aim to disseminate the concepts and technologies of Industry 4.0
in companies, both in developed and emerging countries. The adoption of advanced
technologies by companies in emerging countries that have an industrial base of SMEs,
is challenging. The economies of these countries have historically been focused on the
extraction and commercialization of commodities. As a result, companies in emerg-
ing countries lag behind in terms of technology adoption and investment. Additionally,
factors such as the information and communication technology infrastructure, culture,
education levels, as well as economic and political instability also influence the per-
ceived value of technology investments [27, 35]. Current literature addresses various
opportunities and challenges faced by SMEs, emphasizing the importance of information
management for these companies in the manufacturing context [36, 37].

The development of Industry 4.0 opens the way for this new business environment
and requires companies’ strategies to structure the transition to this ecosystem [38, 39].
The new paradigm enables the development of new innovative business models. Produc-
tion based on Industry 4.0 technologies creates the conditions to replace the traditional
production structure by reconfigurable manufacturing systems and flexible logistics,
offering interactive and collaborative decision-making processes [40]. Industry 4.0 seeks
to implement efficient and automated manufacturing processes in an industrial envi-
ronment where customer-specific products are produced in a cost-optimized manner
according to mass customization strategies, with cost optimization [41].

According to the Acatech Study Industrie 4.0 Maturity Index - Update 2020, the
economic potential of Industry 4.0 lies in accelerating decision making in the corporate
context and adapting of processes to increased efficiency in the area of engineering,
manufacturing, service, sales and marketing with a focus on business units or business
model changes. In this context, digital transformation aims to create a company that is
adaptive and agile to continuously adapt to change. Agility is a strategic characteristic
that is becoming important and necessary for successful companies [17].

2.4 Maturity Models

Maturity models are useful to guide an organization in the development of processes
to improve its maturity level in the area the model was developed for [42]. Typically, a
maturity model consists of two components. The first one looks for a way to measure
and describe the evolution of a domain by showing a hierarchical progress. The second
one establishes criteria to measure the processes. These components provide a sequence
of maturity levels for a class of domains [43]. Therefore, a maturity model provides a
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reference for the organization to assess the current level of capability for its domains
and practices, and thus to define improvement objectives and priorities [18].

For Mettler (2011), the maturity models focus on assessing people, culture, processes,
structures, and technologies. They provide a knowledge base for assessing maturity
progress, with metrics organized into categories that are quantified on a performance
scale [44]. For an organization to advance to a higher level, it must perform the practices at
that level and its predecessor level [45]. The levels of a maturity model can be sequenced
in ascending order from initial, repeatable, defined, managed and optimized [15, 46].
In short, maturity models act as a tool that can be used to describe the progression of
desired change using ascending levels [47].

Industry 4.0 enables a shift to new business formats with impacts on the value
proposition, making top management sponsorship of investment projects essential. It
requires a holistic perspective on the company’s strategy and operations. In this sense,
a maturity model is suitable for companies planning to understand their maturity level
in the context of Industry 4.0 [14]. Readiness models are more or less synonymous
with maturity models. The difference between the models is explained by the fact that
readiness models state whether or not the organization is ready to start the development
process. Maturity models, on the other hand, show the current maturity level of the
organization for one or more domains. The lack of a structure for companies to assess
their ability to implement the new technologies of Industry 4.0, turns out to be a challenge
that must be overcome in order to succeed and gain competitiveness [23].

3 Methodology

To meet the objective of the article a methodology with four steps was developed to
identify the maturity models of Industry 4.0 and cyber security in the literature. The
steps are described in the following:

Step 1 - Data Collection: The collection sources were the Web of Science and Scopus
databases, as they are consolidated databases. The choice of the databases was based
on the following aspects: i) the databases allow retrieving a greater diversification of
metadata relevant to research; ii) searches can be by topic, title, author, abstract, key-
words, year of publication, country, research area, name of publication and publisher;
and iii) the databases provide contributions in the production of indicators, by indexing
scientific journals. The keywords used in the search were: Industry 4.0, Cyber Security
and Maturity Model in the period from 2015 to 2020. Table 1 presents the results of the
search.

The total number of publications was 297. Only two of those were concerned with
all three topics. These publications are listed in Table 2.

Step 2 - Applying Filters: Initially a filter was applied to exclude repeated publica-
tions. From a total of 297 publications, 94 repeated publications were identified, leaving
a residual of 203 publications. Next, a second filter was applied to identify the pub-
lications that contained at least one of the keywords in the title: Industry 4.0, Cyber
Security and Maturity Model. With this filter the number of publications decreased to
89. To identify publications related to SMEs, a third filter was applied, resulting in 15
publications. Table 3 lists these publications.
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Table 1. Search results
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Query Web of Science Scopus
“Industry 4.0” and “Maturity Model” 95 32
“Industry 4.0” and “Cyber Security” 56 13
“Cyber Security” and “Maturity Model” 16 15
“Cyber Security” and “Industry 4.0” 55 13
“Industry 4.0” and “Cyber Security” and “Maturity Model” 1 1
Total 223 74

Table 2. Query results - “Industry 4.0” and “Cyber Security” and “Maturity Model”

Article title

Authors/Year

Metamodel of indexes and maturity models
for Industry 4.0 readiness in enterprises

Basl, Josef and Doucek, Petr (2018)

Integration of cyber security frameworks,
models and approaches for building design
principles for the Internet-of-Things in

Radanliev, P.; De Roure, D.; Nurse, J. R. C.;
Nicolescu, R.; Huth, M.; Cannady, S. and
Montalvo, R. M. (2018)

Industry 4.0

Step 3 - Selected Publications: In this step, a critical reading of the material identified
in the second step was conducted, considering the research gap of specific maturity
models to assess the current state of cyber security in companies inserted in Industry
4.0. The reading made it possible to identify Industry 4.0 maturity models that address
cyber security issues in their dimensions.

Step 4 - Analysis and Discussion: In this step, the models selected in the third step
are discussed to analyze the security characteristics for enterprises on their way
toward Industry 4.0. Before analyzing the models, the next section discusses the
representativeness of the identified publications.

4 Validation of the Selected Publications

This section presents the publications related to the research theme and an overview
of the representativeness of the keywords used in the papers. To confirm the relevance
of the selected publications, an analysis of the representativeness of the keywords used
in the publications was performed. Keywords are defined by authors to attract readers,
with general, intermediate or specific terms about the research [48]. The analysis of
keywords provides information about the merit of the research topic [49]. The larger
circle reflects the representativeness of the keywords in a cluster [50]. Figure 1 shows
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Table 3. Query results - “Industry 4.0” and “Cyber Security” and “Maturity Model”

No. | Article title Authors Year

1 The smart SME technology readiness Saad, SM; Bahadori, R; 2021
assessment methodology in the context of | Jafarnejad, H
industry 4.0

2 Defining SMEs’ 4.0 Readiness Indicators Chonsawat, N; Sopadang, A 2020
Analysis of readiness factors for Industry Sriram, RM; Vinodh, S 2021
4.0 implementation in SMEs using
COPRAS

4 Process model for the successful Peukert, S; Trebel, S; Balz, S; 2020
implementation and demonstration of Haefner, B; Lanza, G
SME-based industry 4.0 showcases in
global production networks

5 Digital readiness assessment of Italian Pirola, F; Cimini, C; Pinto, R 2020
SMEs: a case-study research

6 A smart manufacturing adoption framework | Mittal, S<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>