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Preface

On behalf of the Conference Committee we welcome you to the proceedings of the
2021 International Conference on Algorithms and Architectures for Parallel Process-
ing (ICA3PP 2021), which was held virtually during December 3–5, 2021. ICA3PP
2021 was the 21st in this series of conferences (started in 1995) that are devoted to
algorithms and architectures for parallel processing. ICA3PP is now recognized as the
main regular international event that covers the many dimensions of parallel algorithms
and architectures, encompassing fundamental theoretical approaches, practical exper-
imental projects, and commercial components and systems. This conference provides
a forum for academics and practitioners from countries around the world to exchange
ideas for improving the efficiency, performance, reliability, security, and interoperability
of computing systems and applications.

A successful conference would not be possible without the high-quality contribu-
tions made by the authors. This year, ICA3PP received a total of 403 submissions from
authors in 28 countries and regions. Based on rigorous peer reviews by the ProgramCom-
mittee members and reviewers, 145 high-quality papers were accepted to be included
in the conference proceedings and submitted for EI indexing. In addition to the con-
tributed papers, eight distinguished scholars, Yi Pan, Daqing Zhang, Yan Zhang, Shuai
Ma, Weijia Jia, Keqiu Liu, Yang Yang, and Peng Cheng, were invited to give keynote
lectures, providing us with the recent developments in diversified areas in algorithms
and architectures for parallel processing and applications.

Wewould like to take this opportunity to express our sincere gratitude to the Program
Committee members and 160 reviewers for their dedicated and professional service. We
highly appreciate the six track chairs, Ding Wang, Songwen Pei, Zhiming Luo, Shigeng
Zhang, LongbiaoChen, and FengWang, for their hardwork in promoting this conference
and organizing the reviews for the papers submitted to their tracks. We are so grateful
to the publication chairs, Yang Wang, Carmen De Maio, Donglong Chen, and Yinglong
Zhang, and the publication assistants for their tedious work in editing the conference
proceedings.Wemust also say “thank you” to all the volunteers who helped us in various
stages of this conference. Moreover, we are so honored to have many renowned scholars
be part of this conference. Finally, we would like to thank all speakers, authors, and
participants for their great contribution and support to make ICA3PP 2021 a success!

December 2021 Min Jiang
Aniello Castiglione

Guangquan Xu
Wei Liang

Jean-Luc Gaudiot
Yongxuan Lai

Tian Wang
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Abstract. With the development and progress of society, people have
higher and higher requirements for the intelligence of the drying rack
system. Therefore, it is essential practical significance to improve the
level of intelligence of the drying rack system in people’s daily life. Tra-
ditional drying rack systems are mainly divided into four types: outdoor,
floor-standing, hand-operated, and electric. However, they all have the
disadvantages of consuming human resources, time, and space. In this
paper, we design a novel intelligent drying rack system based on STM32,
consisting of many sensors, a horizontal rotation mechanism, and a lift-
ing mechanism. This intelligent drying rack system first uses raindrop
sensors, photoresistors, and wind speed sensors to collect external envi-
ronmental information. Then, the system monitors the surrounding envi-
ronment changes in real-time. When the environment changes, the sys-
tem will drive the motor to realize collecting and drying clothes. Finally,
we can realize all intelligent control functions through voice module, but-
ton module, and infrared remote control. In addition, we also develop an
APP that displays the system’s control interface and can realize all intel-
ligent control functions. Through debug-running and system testing, the
simulation results demonstrate the accuracy and efficacy of the designed
drying rack system.

Keywords: Intelligent control · STM32 · Sensors · Drying rack system

1 Introduction

With the development of the Internet of Things (IoT) and wireless commu-
nication technology [1–4], the drying rack system has become a necessity for
many families. Traditional drying racks are mainly divided into four types: out-
door, floor-standing, hand-operated, and electric. Traditional outdoor and floor-
standing drying rack systems mainly consist of mechanical structures [5]. These
drying rack systems have the advantage of saving indoor space. However, these
c© Springer Nature Switzerland AG 2022
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drying rack systems, which consist of mechanical structures, are usually heavy.
People usually need to cost a lot to use these drying rack systems. It is extremely
inconvenient for most people’s daily lives. Traditional manual drying rack sys-
tem is often installed in a fixed location [6–9]. When using the manual drying
rack system, users need to start it by hand. Although it saves a certain amount
of work, it is still inconvenient for users. Therefore, the efficacy of the manual
drying rack systems is not very high. Subsequently, Zhu et al. [10] improved
the traditional technology and designed an electric drying rack system. When
electricity is supplied to these electric drying rack systems [11–14], they can run
automatically. However, the electric drying rack systems cannot change their
working state in response to the changes in the environment. Meanwhile, these
drying rack systems tend to be fixed and difficult to move once installed. On
the whole, these traditional drying rack systems do not have enough intelligence
to meet the increasing requirements of people. Therefore, it is meaningful to
develop an intelligent drying rack system to enhance the user’s experience.

In this paper, we design a novel intelligent drying rack system that uses mul-
tiple sensors to obtain environmental information. The designed intelligent dry-
ing rack system can analyze the acquired environmental information to determine
whether to drive the internal motor to realize the functions of collecting and drying
clothes. We use the voice module, button module, and infrared remote control to
achieve real-time intelligent indoor control. Regarding the mechanical structure of
the drying rack system [19–21], we design a horizontal rotation mechanism device.
This device rotates the clothes outwards so that the clothes are dried more evenly.
Thus, this intelligent drying rack system can dry clothes as quickly as possible. At
the same time, based on the WiFi and android intelligent home detection system
[22–24], we also develop an APP that realizes the intelligent control of the system.
Finally, we prove the accuracy and efficacy of the designed drying rack system by
conducting some experiments. The main contributions of this paper are listed as
follows:

• We utilize multiple sensors to obtain environmental data. Multiple sensor
modules in the intelligent drying rack system can provide multiple environ-
mental data. Therefore, the system can make precise control based on these
large amounts of environmental data.

• We design a voice control, button control, and infrared remote control mech-
anism to collect clothes or dry clothes intelligently. We can speak a specific
voice or press a specific button to achieve the corresponding control function.
We also develop an APP to realize the intelligent control, which can show
the overall functions of the drying rack system. When we are not at home,
we can directly choose to use the APP to collect clothes or dry clothes.

• We debug the system and conduct extensive experiments on real-world sam-
ple data. The experimental results indicate the accuracy and efficacy of the
designed intelligent drying rack system.

The rest of our paper is organized as follows: Sect. 2 reviews related works
and introduces relevant preliminaries. In Sect. 3, we present the design of the
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system. Then, we show the system hardware design in Sect. 4. Section 5 and
Sect. 6 respectively introduce the software design and the performance evalua-
tion. Finally, Sect. 7 concludes this paper.

2 Related Work

In 2010, Zhu [10] first designed an intelligent electric drying rack system to
realize the function of automatically collecting clothes. This intelligent drying
rack system adopts a pulley structure and is driven by a motor. The designed
drying rack system detects weather changes through rain and snow sensors and
automatically collects or dries clothes. However, this drying rack system only
considers rain and snow conditions, and the scope of use has great limitations.
Later, Deng et al. [15] designed a multifunctional intelligent drying rack system.
The designed intelligent drying rack system uses AT89C52 as the main control
chip. This drying rack system’s button, photoresistor, and raindrop detection
module transmit the light intensity and weather information to the central con-
trol chip in real-time. The main control chip in the system controls the rotation
of the stepper motor, which allows the mechanical device to stretch and contract
smoothly. Although this drying rack system adds button control functions, it is
still not intelligent enough. In 2020, Zhang et al. [18] designed an intelligent dry-
ing rack system based on STC89C51. This intelligent drying rack system consists
of a sensor module, a wireless transceiver module, a motor control module, and
a status display module. However, the designed intelligent drying rack system
has few sensors, and the wireless transmission function is not perfect.

To improve the technology of the intelligent drying rack system, wireless con-
trol is widely used. In 2019, Li et al. [17] designed an intelligent quick-drying
system with the microcontroller HT66F70A as the core. According to the envi-
ronmental information collected by the sensors in the system, this drying rack
system determines whether to drive the stepping motor to realize the function
of collecting clothes or drying clothes. The designed drying rack system can also
send information through remote control and GSM module to realize the func-
tion of collecting or drying clothes. In 2021, Wu et al. [16] designed a similar
intelligent drying rack system. The intelligent drying rack system is connected
to the smart home system through the Internet of Things to realize the wireless
control function. In addition, this drying rack system adds more sensors than
the previous intelligent drying rack system. However, the mechanical structure
of these intelligent drying rack systems is not perfect and lacks indoor voice and
button control functions.

Different from existing work, we design a novel intelligent drying rack system
based on STM32. The designed intelligent drying rack system has more sensors to
monitor environmental factors. This intelligent drying rack system can realize all
control functions through voice module, button module, infrared remote control,
and APP. We conduct some simulation experiments to verify the accuracy and
efficacy of the designed drying rack system.
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3 System Design

3.1 System Framework

In this paper, the system framework of the intelligent drying rack system is shown
in Fig. 1. The intelligent drying rack system is designed based on STM32 single-
chip microcomputer. This intelligent drying rack system collects environmental
information through various sensors. The remote controller sends a pulse signal
to the infrared module. The STM32 microcontroller processor in the drying rack
system can receive various signals from the infrared module, button module, and
voice module in real-time. The cloud server receives the control information from
the APP and sends the information to the WIFI module [25]. The WIFI module
will send the information from the cloud server to the micro-control processor of
the drying rack system. This drying rack system will drive the motor to achieve
intelligent control.

Fig. 1. System framework of the intelligent drying rack system.

3.2 System Function Module

The main functional modules of the drying rack system are the sensor module,
wireless module, voice control module, stepper motor module, and infrared remote
control module. The sensor module mainly consists of a raindrop sensor, wind
speed sensor, and photoresistor. The raindrop sensor detects whether it is raining
or not. The wind speed sensor detects the wind speed and transmits the wind data
to the system. The photoresistor collects light intensity data through an analog-to-
digital converter and transmits the information to the system. We use the Atten-
tion (AT) command to configure the wireless module to operate in Station (STA)
and Access Point (AP) modes. The wireless module is equal to serial WIFI in STA
mode.Thewirelessmodule can receive data from the STM32 serial port andupload
data to the cloud server. We use the voice module to achieve intelligent control.
When we speak a keyword of the voice, the system will execute the corresponding
function. The stepper motor module is connected to the port of STM32. We con-
trol the rotation of the stepper motor through the port output of STM32. We have
set different functions for the buttons on the infrared remote control.
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3.3 Principle of Control

We first introduce the requirements of the system. We suppose that the wind
speed threshold is 5 (m/s). When the wind speed of the surrounding environment
exceeds the threshold, the system will realize the function of collecting clothes
(the output function value is 1). The output function is a nonlinear binary func-
tion. The wind power binary function is shown in Eq. 1.

f(x) =
{

1 x ≥ 5
0 x < 5 (1)

The characteristic of the photoresistor is that the stronger the light, the lower
the resistance value. As the light increases, the resistance value continues to
decrease. We suppose that the threshold of light intensity is 80 (lx). When the
light intensity of the environment exceeds the threshold, the system will dry the
clothes(the output value is 1). On the contrary, the system will collect clothes.
The output function is a non-linear binary function. The illumination binary
function is shown in Eq. 2.

h(x) =
{

1 x ≥ 80
0 x < 80 (2)

3.4 System Flow

First, we initialize the drying rack system. Various sensors in the system are
in working condition and continuously monitor the surrounding environment.
Second, when the surrounding environment changes, this drying rack system
automatically analyzes whether to drive the motor to achieve intelligent control.
Third, the cloud server receives the control information from APP and sends the
information to the WIFI module. When the drying rack system receives control
information from the WIFI module, remote control, button module, and voice
module, this drying rack system will drive the corresponding motor to collect or
dry clothes.

4 System Hardware Design

4.1 Main Control Chip

The principle diagram of the main control chip is shown in Fig. 2. The
STM32F103 is selected as the main control chip for the intelligent clothes drying
rack system. This master chip has 48 pins and 37 input (I)/output (O) pins. All
I/O interfaces in the chip can be mapped to 16 external interrupts. Most of the
ports in the chip are compatible with 5V signals. Each I/O port can receive or
output 8(mA) current, which can fill up to 20(mA) current. This master chip
has powerful functions and has been widely used in the embedded field. The
combination of crystal circuits in this master chip and STM32 internal circuit
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ensures the standard clock frequency of STM32. This intelligent drying rack sys-
tem uses two ceramic capacitors to ensure that the crystal oscillator can usually
start the vibration in the drying rack system. At the output of the crystal oscil-
lator circuit, the resistor and load capacitor form a current limiting network.
The primary function of the current limiting network is to limit the current and
prevent damage to the crystal oscillator circuit inside the inverter. The stability
of this main control chip ensures that the drying rack system can realize various
intelligent controls.

Fig. 2. Schematic diagram of main control chip.

4.2 Raindrop Sensor Module

The circuit diagram of the raindrop module is shown in Fig. 3(a). When the
raindrop sensor is connected to the system, the sensor in the drying rack system
keeps in the ready state. When the sensor detects a droplet on the board, the
output value of the system decreases, and the switch indicator light comes on. If
rain drops on the monitoring board, the motor will be driven to achieve intelli-
gent control. The raindrops on the detection board disappear, the sensor outputs
a high value, and the switch indicator light goes out. According to the analog
output principle, the raindrop sensor connected to the STM32 port detects the
number of raindrops in real-time. When there are water droplets on the detec-
tion plate of the raindrop sensor, the raindrop sensor can determine the digital
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output of the system. When the drying rack system detects the corresponding
level, the system will automatically collect clothes.

4.3 Photoresistor Module

The circuit diagram of the photoresistor is shown in Fig. 3(b). The working
principle of the photoresistor is based on the internal photoelectric effect. As the
light intensity increases, the resistance value of the photoresistor drops rapidly.
The photoresistor is the output of the comparator, which has the advantages
of clear signal, suitable waveform, and strong driving ability. We can use the
adjustable potentiometer to adjust the brightness of the detection lamp. The
output form of the photoresistor is 0 or 1. According to the output value, this
intelligent drying rack system will automatically collect or dry clothes.

Fig. 3. Schematic diagram of raindrop module and photoresistor.

4.4 Wind Speed Sensor Module

The wind structure diagram is shown in Fig. 4(a). The wind speed sensor con-
sists of a housing, a wind cup, and a circuit module. The wind speed sensor has a
photoelectric conversion mechanism, microcomputer processor, standard current
generator, and current driver. The wind speed sensor is three wind cups struc-
ture. The wind cup is made of polycarbonate fiber material with high strength
and good stability. The signal processing unit inside the cup outputs the wind
speed signal. When the wind sensor detects high wind speed, the drying rack
system will collect clothes.
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4.5 Infrared Module

The infrared controller and infrared receiver are shown in Fig. 4(b). The STM32
microcontroller has an infrared receiver. The signal of the drying rack system
goes low when the system receives an infrared signal. The level change in the
system is essentially a pulse. After decoding the pulse, the drying rack system
will collect or dry clothes.

Fig. 4. Shematic diagram of wind speed sensor and remote control device.

4.6 Button Module

The circuit diagram of the button module is shown in Fig. 5. We use a multi-
key keyboard to reduce the I/O port footprint. The keypad module connects
16 buttons in 5 rows and 5 columns. We set different values for each button in
the system, and different buttons represent different functions. The drying rack
system is mainly used by scanning the keys and storing the scanned values in
variables. When different keys are pressed, this drying rack system can realize
different intelligent controls.

4.7 Speech Recognition Module

The schematic diagram of the speech recognition module is shown in Fig. 6.
Speech recognition is a technology based on keyword list recognition. The speech
module uses tone to compare human pronunciation and find the word that best
matches the pronunciation of the keyword. We reduce the false recognition rate
by adding some other arbitrary words to the recognition list. The microcontroller
(MCU) in the system in the drying rack receives the speech data. After parsing
the voice data, the drying rack system collects or dries the clothes.



The Design and Realization of a Novel Intelligent Drying Rack System 11

Fig. 5. Schematic diagram of buttons.

Fig. 6. Schematic diagram of speech recognition module.
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4.8 WIFI Module

The schematic diagram of the WiFi module is shown in Fig. 7. ESP8266 WIFI
serial communication module integrates radio frequency circuit, MAC address,
WIFI driver and protocol, wireless security protocol, etc. We use a WIFI module
to realize the conversion between serial port and wireless network interface. And
we use AT commands to control the serial port and configure the WIFI module
ESP8266 in STA or AP mode. The WIFI module has a serial port to WiFi
function in STA mode. This function allows the STM32 serial port to receive
data and upload the data to the cloud server. After receiving the signal of the
WIFI module, this intelligent drying rack system will realize the corresponding
function.

Fig. 7. Schematic diagram of WIFI module.

5 Software Design

We design an APP that displays the control interface of the drying rack system.
The main interface of the APP is shown in Fig. 8(a). The main interface of this
APP adopts a layered design and is displayed in the form of cards. The APP can
display the current wind speed, temperature, and air humidity in real-time. We
can use the functions of lifting, panning, spinning, and harvesting in the APP
to realize the intelligent control of the drying rack system.
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(a) (b)

Fig. 8. Schematic diagram of WIFI module and APP main interface.

6 Performance Evaluation

6.1 Environment Settings

In this paper, we develop the hardware system of an intelligent drying rack with
the C language on the MDK5 platform. We develop and configure the WiFi
module ESP8266 on the Arduino platform by using the C++ language. We use
the Java language to develop a software application controller on the Android
studio platform. All the tests in this paper are implemented on a computer with
a 2.3 GHz Intel Core i5 eight-core processor and 8 GB RAM.

6.2 Physical Test

We install the debugged hardware devices on the mechanical device and assem-
ble them into actual products. The physical diagram of the intelligent drying
rack system is shown in Fig. 8(b). After installing the intelligent drying rack
system, we conduct the following functional tests. First, we turn on the power
and let the system run without clothes hanging. Second, we test the function
of raindrop, photosensitive, and wind speed sensors, respectively. Third, we test
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button control, voice control, and infrared remote control functions, respectively.
Fourth, We use APP to send commands to collect clothes or dry clothes.

By debugging and running the system, we realize all intelligent control func-
tions. The system function test table is shown in Table 1.

Table 1. Functional test table

Realize the function Completion Remarks

Dripping � Manual drip test

Dim light � Lighting simulation

Wind force � Manual rotation

Button control � Key operation

Voice control � Descriptive keywords

APP control � There is a delay

6.3 Sample Test

We constructed 300 actual samples based on wind speed and light intensity
on a windy day. When the output value of the sample data is 1, the drying
rack system automatically operates. The results of some test samples are shown
in Table 2. The results of some test samples demonstrate the accuracy of the
designed drying rack system.

Table 2. Partial test samples

Sample number Wind speed Light intensity Output

1 0.8 (m/s) 27.0 (lx) 0.00

2 6.0 (m/s) 58.0 (lx) 1.00

3 2.4 (m/s) 66.0 (lx) 0.00

4 4.3 (m/s) 85.0 (lx) 1.00

5 7.0 (m/s) 100.0 (lx) 1.00

6 8.4 (m/s) 154.0 (lx) 1.00

7 3.4 (m/s) 66.0 (lx) 0.00

8 4.9 (m/s) 79.0 (lx) 1.00

9 3.8 (m/s) 99.0 (lx) 1.00

10 9.5 (m/s) 85.0 (lx) 1.00

11 4.5 (m/s) 85.0 (lx) 1.00

12 4.9 (m/s) 78.0 (lx) 1.00

A comparative summary of the novel intelligent drying rack system based
on STM32 and existing intelligent drying rack systems is shown in Table 3. This
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intelligent drying rack system has more comprehensive control functions than
existing drying rack systems [5–9].

Table 3. A comparative summary

Systems F1 F2 F3 F4 F5 F6

[5] 2 �
[6] 2 � �
[7] 4 � �
[8] 3 � � �
[9] 2 � �

Ours 6 � � � � �
Note.“F1”: Number of sensor types;
“F2”: Voice control function; “F3”:
Infrared remote control control func-
tion; “F4”: APP control function;
“F5”: Button control function; “F6”:
Sensor threshold control.

6.4 Performance Evaluation

We evaluate the execution time and delay time of the intelligent drying rack
system. We test on 300 samples. The system time cost is shown in Fig. 9. The
transmission of APP control commands needs to pass through the cloud server so

Fig. 9. System time cost.
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that the intelligent drying rack system has a delay of 3 s. The execution time of
the intelligent drying rack system is about 6 s. With the increase of test samples,
the execution time and delay time of the system remain basically stable. The
system time cost indicates the efficacy of the designed drying rack system.

7 Conclusion

In this paper, we design a novel intelligent drying rack system based on STM32.
Unlike the previous intelligent drying rack system, we use multiple sensors to
monitor environmental data in real-time. Meanwhile, we use the voice mod-
ule, button module, and infrared remote control to achieve real-time intelligent
indoor control. Finally, we also develop an APP to show the system’s function
and realize the control function. In addition, we give the performance analysis of
the system and conduct extensive experiments on real actual samples to evaluate
the performance of our system. The experiment indicates that the designed intel-
ligent drying rack system has good accuracy and efficacy. In future work, we will
continue to expand the system functions and improve the system’s performance
in all aspects.
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Abstract. The shortest path search in the road network in the road
network is of great importance in various Intelligent Transportation Sys-
tems. However, the commonly used shortest path search algorithms, such
as Dijkstra and A * algorithm, are time-consuming due to their complex-
ity, which leads to their poor performance in large-scale road networks.
Thus, a new optimization technology is required to solve the path search
problem on large-scale road networks. In this paper, the temporal feature
of the road network is considered for the shortest path search problem,
which is closer to the road network of the real world. And, an algo-
rithm called Time-Dependent A* With Shortcuts (TDAWS) is proposed
to estimate the time-dependent shortest paths. Concretely, the road net-
work is pre-processed offline and partitioned into several regions based
on clustering, which captures the spatial pattern of the road network.
Then we construct shortcuts contain the shortest paths information to
reduce search time and propose two mechanisms called Hop On Direc-
tionally (HOD) and Hop-Off Early (HOE) to avoid unnecessary detours.
We constructed an extensive experimental study on a road network with
real-world taxi trajectory data and compared our approach with existing
techniques. The results demonstrated that the time cost of our method is
more stable and achieves up to 17 times faster than the precise shortest
path searching algorithm with an acceptable extra ratio (about 20%) on
the path length.
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1 Introduction

With the development of intelligent transportation, many car-hailing systems
and navigation systems have emerged in recent years [13]. Those systems process
millions of path-planning or time-estimations tasks every day, within which the
shortest path search is a fundamental block. The shortest path computation
must be efficient to respond in a real-time way [16]. However, the shortest path
searching algorithms are time-consuming due to the complexity of the task [22].
Besides, time-dependent shortest path search, which considers time-dependent
factors like traffic jams, becomes a general search method and increases the
computing time.

The well-known Dijkstra algorithm [5] performs well on static graphs and can
be extended to the time-dependent case straightforwardly [6]. However, there
are lots of repeated computations when processing shortest path search on the
same road network. Moreover, the A∗ algorithm [12] is a goal-directed search
and is guaranteed to explore no more nodes than Dijkstra’s algorithm. In the
A∗ algorithm, all the computed information is cached to accelerate the search,
which requires a huge memory space and makes it impractical.

Road networks have some unique features that distinguish them from other
common graph structures. First, the road network is usually a hierarchical net-
work, in which the high-grade highway has greater capacity and higher driving
speed than the low-grade highway. Second, high-grade highways can span and
link different regions, while low-grade highways are scattered in each region.
Therefore, when planning a trip from one area to another, people often choose
the main road first and then the minor road leading to the main road. In this
way, we can reduce the complexity of the path search process. Besides, some
scenarios like the travel time estimation, in which only an estimated cost of the
travel time needed, can avoid the detailed exact shortest path calculation [2].
Therefore, we need to optimize the classical shortest path algorithms such as the
Dijkstra algorithm [5] to solve the time-dependent shortest path problem.

In this paper, we study the problem of travel time estimation for large-scale
time-varying road networks. The challenges lie in several aspects: 1) the search
time is positively correlated with the distance between origin and destination,
which results in a big difference in the time costs between long-distance and
short-distance path searching; 2) the speeds of the road segments change with
time, which increases the uncertainty of path searching. In this paper, the idea
shortcut [7] is applied to quickly guide the search process from the start region to
the end region. And we propose an efficient algorithm that estimates the shortest
path on time-dependent road networks based on the shortcut mechanism. The
major contributions of this paper are as follows:

– We proposed a bidirectional partition method that combines with the K-
Means clustering [17] to partition a road network into regions, where shortcuts
are inserted at their best positions.

– We proposed a path searching algorithm to estimate the shortest paths effi-
ciently. Different from existing research, we consider the shortest path search
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problem within the scenario of large-scale time-dependent road networks.
And our approach adopts bidirectional partitions and shortcuts to make the
searching time-efficient and stable.

– We conducted extensive experiments on a real road network with real request
datasets. The results demonstrated that our approach achieves up to 17 times
faster than the precise shortest path searching algorithm with an acceptable
deviation on the path length. Besides, the searching time is stable regardless
of the distance from the origin to the destination.

The rest of this paper is organized as follows. Section 2 presents the related
work of this paper. Section 3 gives some preliminaries and problem definitions.
Section 4 presents the details of the graph partition algorithm that combines K-
Means and the construction of shortcuts. Section 5 presents the detailed descrip-
tion of the approximating shortest path algorithm based on shortcut mechanism.
Section 6 presents the implementation details of hop on directionally and hop off
early. Section 7 presents the experimental studies and analysis. Finally, Sect. 8
concludes the paper and presents some future directions.

2 Related Work

There are lots of speed-up techniques proposed for path-finding algorithms dur-
ing the past several decades [4,21]. This section mainly introduces two important
algorithms related to road networks: 1) algorithm based on hierarchy in road
network; 2) graph-based search space trimming algorithm.

A lot of works use the hierarchical structure of the road network to acceler-
ate the search. Shapiro et al. [19] proposed a heuristic algorithm that uses the
“level” of nodes and edges to generate approximate shortest paths rapidly. This
algorithm can obtain the near-optimal path by searching a few nodes. Chou
et al. [2] partitioned a large-scale network into a high-level subnetwork and
a set of lower-level subnetworks. The partitioning permits a trade-off between
pre-computation and query time processing. Then, they proposed a hierarchical
algorithm to approximate the shortest paths in large-scale networks. A traf-
fic mining approach had been proposed by Gonzalez et al. [10]. They used the
road hierarchy and pre-computed areas to limit the search space. Delling and
Nannicini [3] noted the timing of the road network and proposed a hierarchi-
cal approach called core routing that combined with bidirectional goal-directed
search in time-dependent road networks. This algorithm is flexible and suitable
for a dynamic scenario where the piecewise linear time-dependent cost functions
on unfixed arcs. But the algorithm did not reduce the search time compared with
the shortest path estimation algorithm while it has a complex preprocessing.

The road network contains a lot of road information, and a lot of work uses
the pre-computed information of the road network to prune the search space.
Wagner and Willhalm [20] pruned the Dijkstra’s search by using geometric con-
tainers with precomputed information. Experiments show that the search space
for online computation reduced significantly.Lauther, U. I. [14,15] proposed a
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variant of Dijkstra’s algorithm by using edge flags to prune the search space
in static networks. They partitioned the road network into geometrically con-
nected regions and introduced the concept of edge flags: the flag is set if there is
a shortest path over it into the target region. Möhring et al. [18] also introduced
an algorithm that uses edge flags and particularly examined different partition-
ing algorithms and compared their impact on the speed-up of the shortest-path
algorithm. They found that the bidirectional search is the best partition-based
speed-up method among the methods they tested. Gutman [11] defined the ver-
tex reach and pruned a path search by using vertex reaches. It easily handles
multiple origins and destinations. Goldberg et al. [8,9] improved the reach-based
approach of Gutman [11] and introduced a practical algorithm that combines
A∗ search, landmark-based lower bounds, and reach-based pruning. Through the
reach-aware landmarks and improved algorithm, the preprocessing and queries
are faster while the overall space consumption is reduced.

Most existing works use a hierarchical structure or preprocess the road net-
work to speed up the search or reduce the search scope. However, these algo-
rithms consume a lot of time as the request distance increases. We consider the
directed large-scale time-dependent road network and propose an efficient short-
est path estimation algorithm based on road network partitions and shortcuts
which has a stable search efficiency regardless of the distances of requests.

3 Problem Definition

3.1 Time-Dependent Road Network

Let a strongly connected directed graph G = (V,E) be the road network with a
set of nodes V and a set of edges E ⊆ V ×V . The edges of a graph are weighted
by a function w : (E, t0) −→ R where t0 is time.

The weight of an edge e(u, v) ∈ E at time t0 is the traveling time from
u to v instead of distances; we denote the weight of edge e(u, v) at time t0
as w(e(u, v), t0). Given a path from o to d can be denote as p(o, d, t0) =
(v0 = o, ..., vi, ...vj , ..., vk = o), where t0 is the departure time. Then the
weight of path p is defined as w(p) = w0(e(v0, v1), t0) + w1(e(v1, v2), t1) + ... +
wk−1(e(vk−1, vk), tk−1), where ti+1 = ti + wi(e(vi, vi+1), ti). The path that has
the minimum weight from o to d with a departure time t0 is called the shortest
path which is denoted by ps(o, d, t0). We construct an edge e(o, d) with weight
w(e(o, d), t0) = w(ps(o, d, t0)), which is called the shortcut from o to d. As shown
in Fig. 1, the dotted line represents the shortcut from A to E, its weight is the
minimum path weight from A to E. In the following, we represent the path as
p(o, d) when the departure time t0 is known as context.

3.2 Partitions of Road Network

Given a strongly connected directed graph G = (V,E), we denote the partition
of G as Pm(1 ≤ m ≤ k), where k is the total number of the partitions. The
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Fig. 1. A shortcut bypassing several nodes: the dotted line is the shortcut from node
A to E, which represents the shortest path p(A,E) = (A,B, F,G,E).

VPm
(1 ≤ m ≤ k) is the set of vertices in Pm and VPm

∩ VPn
= ∅(m �= n and

1 ≤ m,n ≤ k). Each partition has a representative node Cm(1 ≤ m ≤ k), which
is called core node.

For any node x in the graph G, the index of its partition can be expressed
as i(x). So the partition that x belongs to can be denoted by Pi(x) and the
corresponding core node is Ci(x). For simplicity, we replace them with Px and
Cx in the following.

4 Graph Partitioning and Shortcuts Construction

The preprocessing that creates additional information can reduce the search
space. More precisely, our approach uses regions to constrain the search space
and uses shortcuts to accelerate the path search algorithm. The weights of paths
greatly depend on how the road network is partitioned and how core nodes are
selected, as they severely affect the quality of shortcuts. In this section, we intro-
duce the preprocessing of the time-dependent road network: graph partitioning
and shortcut construction.

The main idea of our algorithm is to use shortcuts between regions to reduce
the search space and accelerate the search. Considering the consumption of stor-
age space, we only establish the shortcut between core nodes of each region.
Partition and core node acquisition can be divided into two steps: 1) select the
core nodes by the K-Means clustering-based algorithm; 2) generate the regions
according to the core nodes. Then, a modified A∗ algorithm is applied to acceler-
ate the estimate of the time-dependent shortest path. The algorithm accelerates
the searching by shortcuts when the origin and destination are not in the same
region. Besides, two measures are adopted to avoid excessive detours. One can
lead the algorithm to “hop on” a better shortcut and the other can help the
algorithm “hop off” the shortcut more smoothly.

4.1 Bidirectional Partitioning

For a 2D layout of the graph, a common way is grid partition, where nodes in
the same grid are divided into a partition. Figure 2(a) shows an example of grid
partition, which can partition a graph into different regions fast in an easy way.
However, this method ignores other properties like the density of nodes. Another
partition method is based on the K-Means clustering algorithm, which divides
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the sample set into k clusters according to the distance. The criterion of K-
means is to reduce the distance between nodes within a cluster while increasing
the distance between clusters. Figure 2(b) shows an example of the K-Means
partition. However, the K-Means partition is not very suitable for road networks.
First, longitude and latitude, used in distance calculations, can not represent the
actual distance between two nodes in a road network. As the nodes are linked
by several road segments, which have different speed limits and lengths. Second,
the road network can be seen as a directed graph. For example, a car may go
through different road segments when it goes from node a to node b and node b
to node a.

(a) Grid partition (b) K-Means partition

Fig. 2. Two partition methods of Xiamen island

To generate the partitions considering the bidirectional distances between
nodes, we process as follows:

1. First, we select core nodes based on K-means in two steps: 1) Obtain K
partitions by the K-Means clustering algorithm; 2) the central node of each
partition is identified as the core node, which has the shortest distance sum
to other nodes in the same region. Then, we adopt the Distance-First Parti-
tioning on graph G to assign nodes to suitable partitions in turn, whose pseu-
docode is shown in Algorithm 1. In the first part of the algorithm, the cluster
centers(core nodes) are generated by K-Means algorithm (line 1). Then, the
candidateSet is initialized to a set of all nodes except the core nodes (line 2).
Queues are created for each core node to store the neighbor nodes in ascend-
ing order of distance to the core node (line 3–6). In the second part, we select
partitions for each node in turn. For each partition, we extract a node from
the queue and add it into the partition if it is in the candidate set. Then, we
add the neighbor nodes of the node to the queue in order (line 14–18). Each
partition performs the same steps in turn.

2. We also adapt the Distance-First Partitioning algorithm on the reversed
graph1 G−1 to represent the distance relationship between nodes and core
nodes more comprehensively. The partition and core node in G−1 are denoted
by P−1

m and C−1
m (1 ≤ m ≤ k) respectively.

1 G−1 has the same vertex set as G but all edges reversed.
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Algorithm 1: DistanceFirstPartition(G, k)
input : A graph G, number of clusters k
output: A partitioned graph

1 Obtain the core nodes Ncore of K partitions according to the K-Means
clustering algorithm;

2 Initialize the candidate set Sc as the node in the graph except the core nodes;
3 Initialize empty queues Q for each partition;
4 for i in k do
5 Otain the neighbor nodes of Ncore[i];
6 Add the sorted neighbor nodes into Q[i] by distance in ascending order;

7 while Sc is not empty do
8 for i in k do
9 while Q[i] is not empty do

10 currentNode = Q[i].pop();
11 if currentNode in Sc then
12 Add the currentNode into the partition of core node Ncore[i];
13 Remove the currentNode from the candidate set Sc;
14 Otain the neighbor nodes Ncur of the currentNode;
15 for node in Ncur do
16 if node in Sc then
17 Calculate the distance from the node to the core node;
18 Add the node to Q[i] and sort Q[i];

19 break;

20 return G;

We call this algorithm Bidirectional Partitioning because it considers the
bidirectional distances between nodes and obtained two partitioning schemes
according to the directions of edges.

4.2 Add Shortcuts

To reduce the complexity of searching the shortest path, we created a shortcut
for each pair of core nodes: additional edges with time-dependent weight equal
to the original shortest path between their endpoints. And we use sc(u, v) to
denote the shortcut from node u to node v. Then, we divide a day evenly into
x time slices for that the time-dependent weight of the path is dynamic. Then
we calculate the shortcut between each core node pair in each time slice and
store them in the memory. It is obvious that the accuracy and storage space are
increase with the time slices x.

5 Time-Dependent A∗ with Shortcuts

In this section, we introduce a fast approach for estimating the shortest paths
of a node pair. Our algorithm can reduce the search time significantly while
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Algorithm 2: TDAWS(G, o, d, t0)
input : A preprocessed graph G, the origin node o, the destination node d, the

start time t0
output: A approximate shortest path from o to d

1 if G.C−1
o == G.Cd then

2 p = TDRA(G, o, d, t0);
3 return p ;

4 else
5 p1 = TDRA(G, o, C−1

o , t0);
6 p2 = C−1

o .shortcut(Cd, t0 + w(p1));
7 p3 = TDRA(G,Cd, d, t0 + w(p1) + w(p2));
8 return p1 + p2 + p3;

the weight of the result is nearly optimal. The main idea is to use the precom-
puted information, partitions and shortcuts, to narrow the search and omit the
calculation.

Given a graph G = (V,E) that has been processed by Bidirectional Parti-
tioning algorithm and source and destination vertices o, d ∈ V , the algorithm
for estimating the shortest time-dependent path works as follows:

(a) If C−1
o = Cd, then start a restrained time-dependent A∗ search from o on G

and the search scope of nodes is restrained in VP−1
o

∪ VPd
.

(b) If C−1
o �= Cd, the process of estimating shortest time-dependent path from

o to d can be decomposed into four steps:
step 1. A Time-Dependent Restrained A∗(TDRA) occurs on G from o to C−1

o

and the search scope of nodes is restrained in VP−1
o

. The path obtained
in this step is denoted by p1. TDRA is a Time-Dependent A∗(TDA) with
limited search scope.

step 2. The shortcut from C−1
o to Cd provides the shortest time-dependent

path p2 from C−1
o to Cd.

step 3. A TDRA occurs on G like step 1 while the source and target are
Cd and d and the search scope of nodes is restrained in VPd

. The path
obtained in this step is denoted by p3.

step 4. The final estimated shortest time-dependent path is the combination
of p1, p2 and p3.

We call this algorithm Time-Dependent A∗ With Shortcuts (TDAWS). The
Algorithm 2 presents the pseudocode of TDAWS.

6 Avoid Detours

Although TDAWS can effectively reduce the cost of computation time, it can
also cause some unnecessary detours. This section describes two mechanisms to
avoid detours: hops on the shortcut and hops off the shortcut.
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6.1 Hop on Directionally

Given a graph G = (V,E) that has been processed by Bidirectional Partitioning
algorithm. The origin and destination nodes (o, d ∈ V ) are not in the same
partition, i.e. C−1

o �= Cd. As shown in Fig. 3(a), m and n are the core nodes of
o and d, respectively. According to TDAWS, the searching hops on the shortcut
between m and n although there is a detour from o to m. Hence, we propose
the Hop On Directionally (HOD) mechanism to avoid detours with the help
of adjacent core node h of m. Hence, we propose the Hop On Directionally
(HOD) mechanism to avoid detours with the help of adjacent core node k of m.
Specifically, the HOD is described as follows:

1. Select X nodes from the adjacent core nodes of m by comparing the weight
of shortcut to n as the candidate nodes.

2. Calculate the time cost from o to each candidate node. We chose the path
with the lowest total time cost to replace the path obtained in Step 1 of
TDAWS.

3. Then the TDAWS progresses as previously defined until the target is settled.

6.2 Hop Off Early

Given a graph G = (V,E) that has been processed by Bidirectional Partitioning
algorithm and source and destination vertices o, d ∈ V and C−1

o �= Ct. As shown
in Fig. 3(b), m is C−1

o , n is Cd and h is a node on the shortcut. As we can see,
the shortcut between m and n goes too “far” and the searching has to take a
detour to get d. If the searching hops off the shortcut at k, the detour can be
avoided. So we proposed a mechanism called Hop Off Early(HOE) to stop the
TDAWS step 2 before it makes more detours. The HOE is as follows:

1. The TDAWS step 1 progresses as defined.
2. As the TDAWS progresses to step 2, the p2 is obtained. Then traversal p2

forward until it reaches the node that is in VPd
and the node is denoted by

h. The p2 only keeps the path from the start point of p2 to h and abandons
the rest, which means the TDAWS hops off the shortcut early at node h.

3. A TDA occurs on G and the origin and destination are h and d. The path
obtained in this step replaces the path obtained in TDAWS step 3 and we
still denote it by p3.

4. Then the TDAWS returns the combination of p1, p2 and p3.

7 Experiments

We conduct experiments with real-world road network and taxi trajectory
datasets to verify the performance of the proposed algorithm. The schemes are
implemented in Java 1.8 and experiments are run on a desktop computer with
AMD R9 3900XT CPU, 3.8 GHz, 64G RAM under Ubuntu 18.04.5 LTS.
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(a) HOD (b) HOE

Fig. 3. Two mechanisms for avoiding detours, m is C−1
o , n is Cd, h is a core node and

the dotted lines are shortcuts

The road network of the Xiamen island is used for the simulation, which
contains 24,750 road nodes and 3,234 road segments. The source file of map
([118.0660E,118.1980E] × [24.4240N,24.5600N]) is from OpenStreetMap2 and
the road network is based on the JGraphT3 framework.

The default simulation settings are set as follows unless otherwise stated.
The Xiamen Island is divided into 80 partitions by the K-Means clustering algo-
rithm. And a day is divided into 24 time slices to represent the time-dependent
properties of the road network.

7.1 Compared Algorithms

To study the performance, we compared the efficiency of algorithms that also
use modified A∗ algorithm on dynamic road network. We conduct the following
algorithms:

– Time Dependent A*(TDA): the time-dependent case of A∗, whose potential
function uses Euclidean distance and an upper bound speed to estimate the
weight between a node and the target. It serves as the baseline of the schemes.

– Time Dependent A* With Shortcuts (TDAWS): the modified time-dependent
case of A∗ using shortcuts to accelerate the searching process.

– Time Dependent A* With Shortcuts And Hop on Directionally
(TDAWS+HOD): the TDAWS algorithm with Hop on Directionally mecha-
nism.

– Time Dependent A* With Shortcuts And Hop off Early (TDAWS+HOE):
the TDAWS algorithm with Hop off Early mechanism.

– Time Dependent A* With Shortcuts, Hop on Directionally And Hop off Early
(TDAWS+HOD+HOE): the TDAWS algorithm with Hop on Directionally
and Hop off Early mechanism.

– K Shortest Path Algorithm Based on Lifelong Planning A* Technique(KSP-
LPA*): is adopted based on [1] , which formulates the deviation path cal-
culation process as repeated one-to-one searches for the shortest path in a
dynamic network.

2 https://www.openstreetmap.org/.
3 https://jgrapht.org/.

https://www.openstreetmap.org/
https://jgrapht.org/
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7.2 Result Analysis

Compared with the TDA, we do some offline preprocessing on the road network
before the shortest path searching, including 1) clustering the graph with K-
Means to obtain the partitions; 2) create shortcuts for each core node pair. The
consumption of graph partition can be ignored as it only be executed once for a
graph. The cost of building a shortcut is related to time slices and the number
of partitions. It takes 24.562s to construct the shortcut for each time slice when
the number of partitions is 80. And storing a day’s shortcut consumes about
12MB when the number of time slices is 24.

Table 1. Overall performance of the schemes.

Schemes Metrics

Mean search
time (ms)

Standard
deviation of
search time

Shortcuts hit
rate (%)

CR

TDA 4.272 32.235 – 1

TDAWS 0.123 0.503 87.4 1.44

TDAWS+HOD 0.150 0.450 83.7 1.33

TDAWS+HOE 0.263 0.726 87.4 1.29

TDAWS+HOD+ HOE 0.243 0.603 83.7 1.20

KSP-LPA* 2.44 1.681 – 3.28

Overall Performance. We evaluate the performances of TDA, TDAWS,
TDAWS+HOD, TDAWS+HOE, TDAWS+HOD+HOE, and KSP-LPA* with
19,101 origin-destination pairs. We use a competitive ratio to evaluate the qual-
ity of an approximate time-dependent shortest path, which is defined as follows:

CR =
w(pa)

w(pmin)
(1)

where pa and pmin are the search path and the shortest path from the source
node to the target node, respectively. When the CR ∈ [1,∞) is smaller, the
search result is closer to the shortest path.

As shown in Table 1, the CR of TDA is the lowest (1.00) as its search result is
the shortest path with the highest search time (4.272 ms) and standard deviation.
The search time of TDAWS is the lowest (0.123 ms) with the cost of about 44%
longer estimated path than TDA. As shown in the result of TDAWS+HOD and
TDAWS+HOE, HOD and HOE mechanisms both can reduce the CR compared
with TDAWS. However, the HOD mechanism will reduce the shortcut hit rate
while the HOE mechanism will double the search time of TDAWS. When both
HOD and HOE mechanisms are adopted, the estimated path quality (CR = 1.20)
is further improved while it still costs more query time (0.243 ms) than TDAWS.
The KSP-LPA* has about 43% of query timeless (2.44 ms) than TDA while its
CR is 3.28, which means the estimated path weight is 3.28 times the shortest
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Fig. 4. Impact of the number of parti-
tions on the mean path length

Fig. 5. Impact of the number of parti-
tions on the mean search time

Fig. 6. Impact of the number of parti-
tions on shortcut hit rate

Fig. 7. Impact of the distances of
requests on the mean competitive ratio

path weight. As for the stability of the algorithms, the algorithms based on
shortcuts have very small standard deviations, which means for any shortest
path request, they can respond in a stable time.

Impact of the Number of Partitions. Figure 4 shows the experimental
results of the mean path length with different numbers of partitions, k, from 10
to 80. As shown in Fig. 4, when the number of partitions increases, the mean path
length of the results achieved by all the approaches shows a trend of downward.
The reason is that when the road network is divided into more partitions, the
distances between core nodes and other nodes are decreasing, and the estimated
path contains fewer detours. When k is 40 and 70, the values of mean length
of TDAWS and TDAWS+HOD rise because the locations of some core nodes
may cause more detours, while the HOE can effectively correct the detours.
The influence of the number of partitions on TDAWS+HOD+HOE is small,
which shows that TDAWS+HOD+HOE can effectively avoid detours caused by
the locations of core nodes. Figure 5 illustrates the impact of the number of
partitions on mean search time. The mean search times of all the algorithms
show a downward trend as k increases. While the TDAWS has the best result,
TDAWS+HOE and TDAWS+HOD+HOE have close results.
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Fig. 8. Impact of the distances of
requests on the mean search time

Fig. 9. Impact of the distances of
requests on the shortcut hit rate

Fig. 10. Impact of traffic time on the
mean path length

Fig. 11. Impact of traffic on the mean
search time

From above, we can infer that the HOD in the AWS+HOD+HOE is not
the the main factor for the time-consuming while the HOE is. As we can see
from Fig. 6, the shortcut hit rates of all the algorithms decrease as k increases.
The curves of TDAWS and TDAWS+HOE overlap, so as the TDAWS+HOD
and TDAWS+HOD+HOE. This is because the HOD mechanism can affect the
shortcut hit rate.

Impact of the Distances of Requests. To evaluate the performance of the
proposed algorithms for different distance requests, We divided requests into two
categories: the short-distance request and the long-distance request. Requests are
classified according to the Euclidean distance between the origin and destination.
If the distance is less than 3 km, it is called a short-distance request, otherwise,
it is a long-distance request.

We conducted experiments with short-distance requests and long-distance
requests, respectively. As shown in Fig. 7, The CR of KSP-LPA* increase sharply
when the distance exceeds 3KM. In contrast, TDAWS and its deformations are
not affected by the length of the distance, which takes advantage of the short-
cut. Figure 8 illustrates the impact of the distances of requests on the mean
search time. It can find that the search time of KSP-LPA* is significantly influ-
enced while TDAWS and its deformations are stable when the distance increased.
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This means that the algorithms based on shortcuts have stable search efficiency
regardless of the distances of requests. This is because TDAWS has a higher
shortcut hit rate in long-distance requests, which is also reflected in Fig. 9.

Impact of Traffic Time. We also verify the performance of the algorithms
in different traffic periods, including morning peak time (7:00–9:00), evening
peak time (17:00–19:00), and normal time (15:00–17:00). Figure 10 illustrates the
impact of traffic time on the mean path length. It can be found that the estimated
path weight in the peak period is higher, which is due to road congestion. As
shown in Fig. 11, the traffic time has little impact on the algorithms that use
shortcuts while the TDA and KSP-LPA* are more affected. This is because TDA
and KSP-LPA require more resources to handle increased requests during peak
times.

8 Conclusion

We have proposed an efficient algorithm for estimating the time-dependent short-
est path based on the shortcut mechanism. The road network is preprocessed
offline and partitioned into different regions. Each region has one core node and
shortcuts between core nodes are constructed. We utilizes shortcuts to omit
most of the searching process when searching a long-distance source-target pair.
Besides, the HOD and HOE mechanisms are proposed to correct the detours
of the approximated shortest paths. Experimental results show that the pro-
posed algorithm can effectively reduce the searching time with an acceptable
path length deviation.
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Abstract. Nowadays, GPU is becoming popular across a broad range
of domains. To provide virtual memory support for most applications
at present, GPU introduces the address translation process. However,
many applications show an irregular memory access pattern, i.e. accesses
are poor structured and often data dependent, which makes perfor-
mance worse especially with virtual-to-physical address translations.
GPU memory management unit (MMU) adopts caching units, e.g. page
walk buffer (PWB) and page walk cache (PWC), and schedule strategies
to accelerate the address translations after TLB misses. However, limited
by the linear table structure of traditional PWB and PWC, they hold
too many redundant information, which further limits the performance
of irregular applications. Although nonlinear structure can eliminate the
redundancy, it requires sequential look-up on PWB and PWC, which
brings greater performance loss. In this paper, we propose the multi-
level PWB and PWC structure, which features the multi-level structure
for eliminating the redundancy in traditional structure and the co-design
of PWB and PWC for enabling parallel look-up. Besides, we design four
corresponding address translation processes to ensure the efficiency of
the new structure. We evaluate our design with real-world benchmarks
under GPGPU-Sim simulator. Results show that our design achieves
42.6% IPC improvement with 35.1% less space overheads.

Keywords: GPU · Address translation · IOMMU · TLB · Page walk
cache

1 Introduction

With better virtual memory support [18], GPU is becoming the top-class com-
puting platforms with high productivity and programmability.

Memory virtualization is a powerful technology that automates data trans-
mission between the main memory and the secondary storage, provides memory
protection, and enables software modularity.

While the virtual memory benefits GPU a lot, it introduces the virtual-to-
physical address translation process to GPU. GPU vendors accelerate address
translation by using hardware translation look-aside buffers (TLBs) to buffer
c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 33–52, 2022.
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recently accessed page table entries (PTEs). When TLB misses, GPU has to
look up the multi-level page tables in its global memory, incurring several mem-
ory accesses. Ideally, the overheads of these memory accesses can be hidden by
the computation on GPU. However, the memory access patterns of many new
applications demonstrate a large degree of irregularity, i.e. accesses are poor
structured and often data dependent, which leads to insufficient computation
for latency hiding. Consequently, these applications show poor spatial local-
ity [11,12,17], which leads to a low TLB hit ratio. A study [25] shows that the
TLB miss overheads on the GPU side can be 25x higher than that on the CPU
side, and the divergent memory accesses could slow down an irregular GPU
application by up to 4x owing to the TLB miss overheads alone. It also found
that such irregularity could have greater impact on TLB than on cache. While
a cache miss incurs one access to the main memory, a TLB miss will take up to
four sequential memory accesses in the prevalent x86-64 or ARM architecture.
Furthermore, accesses to cache cannot be issued until the address translation
requests on TLB misses finish, as modern GPUs tend to employ physical caches.

Modern GPUs employ memory management unit (MMU) [20] caches, such as
page walk buffer (PWB) and page walk cache (PWC), to accelerate the accesses
to each level of page tables, which can also be called page walks. A hit in these
caches enables GPU to skip one or more page walks. However, flaws exist in
the current design of PWB and PWC in two aspects: 1) the space redundancy
in PWB and PWC, which makes them hold less PTEs than they are designed
to and leads to a low TLB hit ratio; 2) the lack of delay hiding in the current
address translation mechanism, which introduces unnecessary time overheads.

This paper aims to reduce the TLB miss overheads for GPU workloads,
especially for applications with irregular memory access patterns. Our work is
based on two key observations. Firstly, compared with regular applications, the
memory access patterns of irregular applications result in the variety of L2 tags
of virtual addresses, which exceeds the capacity of traditional PWB and PWC.
Secondly, address translation requests in traditional PWB are handled in a first-
come-first-serve (FCFS) order. In this paper, we propose a multi-level PWB and
PWC to make use of these two observations and improve the performance of
irregular GPU applications. We also extend the mechanism of GPU MMU to
ensure accuracy and efficiency of our design.

This paper has the following contributions.
First, we find the rule that the number of different L4 and L3 tags that

appear during the execution of typical GPU workloads is no more than two. For
irregular applications, the number of different L2 tags during execution ranges
from tens to hundreds, while the corresponding L2 PTEs are continuous or
segmented continuous in L2 page tables. That means a great number of L2 tags
show good locality in terms of L2 PTEs.

Second, we propose a new multi-level structure of PWB and PWC, which
rearranges the way data is stored in the PWB and PWC to remove the redun-
dancy existing in traditional PWB and PWC structure and co-relates PWB and
PWC for better cooperation in processing page walks. With such rearranging
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and co-relating, multi-level PWB and PWC achieves higher space utilization
rate and enables parallel look-up of PWB and PWC, thus speeding up page
walk processing. This contribution is the main innovation of this paper.

Third, we propose four new processes for our multi-level PWB and PWC to
ensure the efficiency and accuracy of our design.

The rest of paper is organized as follows. Section 2 introduces related back-
ground knowledge. Section 3 introduces the structure of the multi-level PWB
and PWC. Section 4 introduces the extended MMU mechanism. Section 5 evalu-
ates the performance and overheads of our design and analyzes the experimental
results. Section 6 introduces related works. Section 7 concludes this paper.

2 Background

2.1 GPU Architecture and Execution Model

The typical architecture of a GPU is shown in Fig. 1. Streaming multiprocessors
(SMs) are the basic executional units of a GPU. Each SM consists of multiple
Single-Instruction-Multiple-Data (SIMD) units, each having multiple lanes for
execution. Each SM also includes a private L1 data cache and a scratchpad
shared between the SIMD units within this SM. All SMs in a GPU share a
larger L2 cache.

Fig. 1. The architecture of a typical GPU.

GPU applications use fine-grained multi-threading. A GPU application is
made up of thousands of threads. These threads are clustered into thread blocks
(also known as work groups), each consisting of multiple smaller bundles of
threads that execute concurrently. Such thread bundle is known as a warp, or a
wavefront [2,13,21,24,25]. Threads in the same warp execute the same instruc-
tion on the same SIMD unit with different data. A Single-Instruction-Multiple-
Thread (SIMT) model is mapped to SIMD units using execution masks when
GPU threads in the same warp follow different execution paths due to branches.
Under SIMT, all threads in a warp execute in lockstep, where a warp stalls when
any one of its threads stalls. This means that a warp is unable to proceed to
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the next instruction until the slowest thread in the warp completes the current
instruction.

2.2 Virtual Memory Support in GPU

Hardware-supported virtual memory relies on address translation process to map
each virtual memory address to a physical address in GPU memory. Address
translation uses page-granularity virtual-to-physical mappings that are stored
in multi-level page tables. Before the program is executed, GPU transfers all the
required data and corresponding page tables from CPU to the GPU memory for
initialization. To look up a mapping in multi-level page tables, GPU performs
several page walks, where a page table walker (PTW) traverses through each
level of the multi-level page tables to locate one PTE in the last level of the page
tables. GPUs usually adopt translation look-aside buffers (TLBs), which cache
PTEs, to speed up address translations. Since a TLB miss stalls multiple threads
and degrade performance significantly, it becomes a critical path of execution.

Nowadays, many operating systems support 2MB large pages. In previous
work [20], some researchers have adopted large page to reduce TLB miss over-
heads. However, for irregular applications, large page methods bring serious data
transmission and page fault overheads. Besides, a large number of internal frag-
ments exist within large pages and decrease the space utilization of GPU mem-
ory. Although it is possible to combine large page methods with small page
transmission mechanism, each page walk still falls on the smallest base page in
the end, making the overheads of TLB misses remain high.

2.3 GPU Memory Management Unit

GPU memory management unit (MMU) [3,4] uses caches including PWB and
PWC and processing units including PTWs for the support of virtual memory.

Page Walk Buffer. PWB stores address translation requests until they are
processed by PTWs. If PWB is full, the processor would have to stall to avoid
generating new address translation requests. As shown in Fig. 2, traditional PWB
adopts the linear table structure, while L1 to L4 tags are used to look up each
corresponding level of page table. If the high-level tags have good locality, PWB
will store many duplicated tags (i.e. redundancy), shown as the shadowed blocks
in Fig. 2.

Page Walk Cache. PWC [9,14] stores the look-up results of each level of page
tables, i.e. the physical base addresses of L3, L2, and L1 page tables (L3 to
L1 shown PAs in Fig. 3) corresponding to L4, L3 and L2 tags separately. As is
shown in Fig. 3, the shadowed blocks represent the redundancy. It should also
be noticed that the redundant information of PWB and PWC overlaps in terms
of high-level tags.
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Fig. 2. The structure of traditional PWB.

Fig. 3. The structure of traditional PWC.

Page Table Walker. PTWs are responsible for handling address translation
requests stored in PWB and performing page walks. One PTW handles one
request at a time. The number of PTW is generally set from 4 to 8, since too
many PTWs will lead to severe contention of memory access ports and decrease
in GPU performance.

2.4 Summary

Although the GPU memory capacity has been increasing, TLB capacity (i.e. the
max number of PTEs TLB can hold) has not kept pace due to area constraint.
As a result, address translation overheads have started to significantly increase,
and the execution time of many large memory workloads has been increasing as
well. GPU MMU adopts PWB, PWC and PTWs to accelerate address transla-
tion requests and reduce TLB miss overheads. However, as shown in Fig. 2 and
Fig. 3, traditional PWB and PWC hold too much redundant information, thus
lacking enough useful information. Therefore, we aim to redesign the structure.
The linear table structure of traditional PWB and PWC is the main source of
redundant information. Besides, we found that PWB and PWC have related
functions, but they do not cooperate in actual work. The address translation
causes not only the stalls in the PWB but also the overheads of looking up the
PWC. To solve these problems, we propose the multi-level PWB and PWC to
improve the efficiency of address translation.

3 The Multi-level PWB and PWC

The overall structure of the multi-level PWB and PWC is shown in Fig. 4, where
blocks in the same color have the same information. Our design abandons the
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linear structure of traditional PWB and PWC, which is the main source of
redundancy, and adopts the multi-level structure to reallocate the storage space
for different levels of tags so as to achieve higher space utilization rate as well
as faster PWB and PWC look-up. With our design, most address translation
requests need only one page walk to the last level of page table for the physical
address and most of the redundant information can be eliminated. There are
three main components: the multi-level PWB, the multi-level PWC and the
writeback table (WT).

Fig. 4. The architecture of the multi-level PWB and PWC.

3.1 The Multi-level PWB

We redivide the multi-level PWB into three regions, with the tags of virtual
addresses stored in these regions respectively, as shown in the left of MMU in
Fig. 4. Region 1 has only one buffer, each entry of which stores L4 and L3 tags.
Region 2 consists of several buffers, each entry of which stores the whole or only
the upper bits of a L2 tag, depending on the actual needs, a mask field and a
pointer pointing to a PWC Region 2 Cache, which is named R2 Cache number
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in this paper. The mask field indicates which Region 3 buffers (R3 buffers for
abbr.) are allocated to this Region 2 entry(the benefit of applying mask field
is explained in the third advantage in the next paragraph). Region 3 includes
several buffers, each entry of which stores the rest of a virtual address, i.e. the
lower bits of L2 tag(if Region 2 entries store only the upper bits of L2 tag,
otherwise not), L1 tag and offset.

The multi-level PWB structure has three advantages over the traditional
structure. First, it eliminates all the redundant information and minimize the
storage space for L4 and L3 tags, i.e. the size of Region 1, as there are no more
than two different L4 and L3 tags during execution according to our observation.
Second, it is designed to keep as many active L2 tags as possible, which results
from the elimination of redundant L4 and L3 tags, and to provide more space
for L2 tags by dividing an L2 tag into upper bits and lower bits(stored in Region
2 and 3 respectively), which reduces the space for storing L2 tags by coalescing
those with the same upper bits. Third, it adopts a flexible strategy for the
assignment of R3 buffers to the Region 2 entries by mask fields. Since the number
of L1 tags is too large for R3 buffers, this strategy helps R3 buffers to hold only
L1 tags that belong to active L2 tags, improving the space utilization rate of
R3 buffers. Moreover, with this strategy, several R3 buffers can be assigned to
the same Region 2 entry, making it possible to hold all L1 tags belonging to
the same active L2 tag. What’s more, the structure of the multi-level PWB
can easily support other optimization methods, such as Neighborhood [7], with
almost no extra overheads. To implement Neighborhood, the upper 6 bits of L2
tags are stored in Region 2, which means that virtual addresses in the same
Neighborhood reside in R3 buffers belonging to the same Region 2 entry.

3.2 The Multi-level PWC

We redivide the multi-level PWC into two Regions and add a selector, as shown
in the right of MMU in Fig. 4. Region 1 contains only one Cache (R1 Cache for
abbr.), each entry of which stores mask fields and the physical base addresses
of L3 and L2 page tables, which correspond to L4 and L3 tags in the entries of
PWB Region 1. In other words, the entries of PWB Region 1 and R1 cache lines
are directly mapped. Region 2 contains several Caches(R2 Cache for abbr.), each
of which stores the upper bits of one L2 tag and the corresponding L2 PTEs
that have the same upper bits. Each L2 PTE contains the base address of one L1
page table. If one bit of the mask field of one R1 Cache line is set to 1, it means
the corresponding R2 Cache is assigned to this line. As a result, the length of
mask fields depends on the number of R2 Caches. The selector uses mask fields
to find out R2 Caches assigned to each R1 Cache line.

With the structure of multi-level PWB and PWC, the information of L4 to
L2 tags in multi-level PWB is associated with the information in multi-level
PWC. Specifically, the direct mapping associates R1 Cache with L4 and L3 tags
in PWB Region 1 and the R2 Cache number associates PWB Region 2 buffers
with R2 Caches. Such association helps accelerate the process of looking up
PWC by enabling parallel look-up, which is detailed in Fig. 5.
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Fig. 5. The parallel look-up in the multi-level PWC.

When a PTW looks up the multi-level PWC, it looks up the R1 Cache by
the L4 and L3 tags, compares the upper bits of L2 tag with that in the R2
Caches and indexes the entries of R2 Caches by the lower bits of L2 tag at
the same time(❶). Due to the direct mapping between the PWB Region 1 and
R1 Cache(❷), the PTW only needs to compare the L4 and L3 tags with that
of PWB Region 1 entries to find the corresponding R1 Cache line. If that R1
Cache line is nonempty, its mask field is sent to the selector(❸). Otherwise, the
entire PWC misses and the PTW has to perform all levels of page walks. Several
R2 Caches could hit at the same time(R2 Cache 1 and R2 Cache 2 in this case).
The selector picks out the right one by mask field sent previously(010 in this
case, which selects R2 Cache 1 and filters out R2 Cache 2, ❹). If no R2 Cache
hits, the PTW needs to perform page walks starting from L2 page table.

Most of the time, it is not necessary to look up the entire PWC, because a
PTW can directly find a R2 Cache by the R2 Cache number in the PWB Region
2 and select the requested L2 PTE by the lower bits of L2 tag. Only when the R2
Cache number is empty, i.e. the request newly arrives and has not been assigned
with an R2 Cache, will the PTW need to perform an entire PWC look-up.

3.3 The WT

The function of WT is to provide association information between PTWs and
R2 Caches. Each entry of WT is linked to one PTW that is going to access L2
page table due to R2 Cache miss. Each entry of WT also stores a dirty bit and a
R2 Cache number, which points to one empty R2 Cache. When a PTW finishes
accessing L2 page table, it can directly update that R2 Cache with L2 page table
walk results. After updating one R2 Cache by WT, the PTW will set the dirty
bits of those WT entries that have the same R2 Cache number. That way, PTWs
linked to those entries will have to skip updating. This could happen when there
is no enough free R2 Caches.
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4 MMU Mechanism

We extend the GPU MMU mechanism and propose four new processes to enable
efficient address translations. In the following subsections, we introduce them in
detail according to Fig. 4.

4.1 Process 1: Filling Requests

Process 1 first pre-classifies the address translation requests according to L4 tags,
L3 tags, and the upper bits of L2 tags of virtual addresses. Then it performs the
following steps: (1) Fill in the PWB Region 1 with L4 and L3 tags. Since the
number of L4 and L3 tags is limited, this step only has two results: succeeding
or finding an entry with the same tags, where step (1) can be skipped. (2) Fill
in the PWB Region 2 with upper bits of L2 tag. This step has three results:
succeeding, failing and skipping. If succeeding, a free R3 buffer will be assigned
to this PWB Region 2 entry, while the mask bit of this entry is set. If failing, it
means the PWB Region 2 is full and the processor must be stalled. If skipping,
we can find R3 buffers that are already assigned to this PWB Region 2 entry
by the mask field. (3) Fill the rest information, i.e. the lower bits of L2 tag, L1
tag, and offset, into the R3 buffers specified by step (2). If all R3 buffers are full,
a new free R3 buffer will be assigned to the last of them as extension, which is
recorded in the Next R3 Buffer Number of the last R3 buffer.

4.2 Process 2: Processing Requests

We design an adaptive schedule strategy (AD strategy) for requests in the PWB:
PTWs process requests in one nonempty R3 buffer after another. This strategy
is adaptive for two reasons: First, since the links between PWB Region 2 entries
and R3 buffers and the states of R3 buffers both change dynamically, the process
order of PTWs is dynamic. Second, PWB Region 2 entries assigned with more
R3 buffers will be processed by more PTWs, which means that PTWs tend
to process active PWB Region 2 entry first. Since requests in the same PWB
Region 2 entry share the same R2 Cache, the AD strategy also maximizes the
utilization of PTEs in R2 Caches.

After scheduling, PTWs start to process requests by looking up the multi-
level PWC. The process of looking up the multi-level PWC is introduced in
Sect. 3.2.

4.3 Process 3: Updating Information

Process 3 aims to reduce the update overheads of multi-level PWB and PWC
and ensure the consistency among PWB, PWC, and WT. An update operation
happens when: (1) A PTW finishes the accesses of L4 and L3 page tables, it
needs to update the R1 Cache. (2) A PTW finishes the access of a L2 page
table, it needs to update the R2 Cache indicated by the R2 Cache number in
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WT and the dirty bits of WT entries with the same R2 Cache number. (3) A
PTW fetches the last request of a R3 buffer, it needs to set the mask bit of the
corresponding Region 2 entry as 0.

4.4 Process 4: Rearrangement

Process 4 is used to maximize the utilization of R3 buffers and R2 Caches. The
three stages shown in Fig. 6 explain the rearrangement. In stage 1, R3 buffer 0
and 1 belong to the first and the second entries of PWB Region 2 respectively.
R3 buffer 0 is full, R3 buffer 1 is empty, and R3 buffer 2 is free. The reason why
R3 buffer 1 is empty is that its last request has just been processed (process 2).
The first and the second entries of PWB Region 2 are assigned with R2 Cache
0 and 1 respectively. In stage 2, since R3 buffer 1 is empty, the second entry of
PWB Region 2 is cleaned up and R3 buffer 1 becomes free. Although R2 Cache
1 becomes free, it would not be cleaned up. At the same time, two new requests
arrive, waiting to be filled in the PWB (process 1). In stage 3, according to the
tags of request 0, it is filled into R3 buffer 1. The R2 Cache 1 is reallocated to
the second entry of PWB Region 2 and its entries are cleaned up. Request 1
has the same upper bits of L2 tag as the first entry of PWB Region 2, which is
already assigned with R3 buffer 0. However, since R3 buffer 0 is full, a free R3
buffer 2 is assigned to this entry as extension to hold request 1.

Fig. 6. An example of the rearrangement process.
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5 Performance Analysis

5.1 Experiment Setting

We implement our design on GPGPU-Sim simulator [8]. The configuration of
GPGPU-sim is listed in Table 1(BPE stands for base page entry and LPE stands
for large page entry), the same as the Mosaic [5]. The configuration of our multi-
level PWB and PWC is listed below:

• 1 4-entry PWB Region 1
• 1 64-entry PWB Region 2
• 16 16-entry R3 buffers
• 1 4-entry R1 Cache
• 16 8-entry R2 Cache
• 8 PTWs

Table 1. The configuration of GPGPU-Sim.

Unit Configuration

Shader GTO warp scheduler [1] 30 SMs

L1 Cache 16 KB(4-way) LRU

Shared L2 Config 2 MB(16-way) LRU

L1 TLB 128 BPEs 16 LPEs

Shared L2 TLB 512 BPEs 256 LPEs

We selected 17 benchmarks from three benchmark suites: 6 from Rodinia
3.1 [13], 6 from Polybench GPU-1.0 [15] and 5 from ISPASS 2009, all of which
have relatively low L2 TLB hit ratios. We ignored benchmarks whose L2 TLB hit
ratios are higher than 90%, since high L2 TLB hit ratios mean too few address
translation requests, which leaves little room for performance improvement. The
L2 TLB hit ratios of selected benchmarks are shown in Fig. 7. The numbers of
different L4 and L3 tags and L2 sets (8 consecutive PTEs in L2 page tables)
generated by the benchmarks used in our work are listed in Table 2.
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Fig. 7. L2 TLB hit ratio (128 entries).

Table 2. Benchmarks and the number of different L4 and L3 tags and L2 sets during
the execution of each benchmark.

Applications L4 L3 L2 set

2DC 1 1 15

2MM 1 1 9

3DC 1 1 14

3MM 1 1 9

BT 1 1 10

GEMM 1 1 9

BFS 1 1 9

MUM 1 1 18

SYRK 1 1 8

RAY 1 1 21

HS 1 2 10

PF 1 2 16

SC 1 2 11

BP 1 2 11

AES 1 2 37

STO 1 2 52

DW 2 3 23

5.2 Area Overheads

For the multi-level PWB, each entry of Region 1 takes 18 bits (9 bits for L4 tag
and 9 bits for L3 tag). Thus, the total size of Region 1 is 9 bytes. As for Region
2, each entry takes 30 bits (6 bits for upper bits of L2 tag, 20 bits for mask field,
and 4 bits for R2 Cache number). Thus, the total size of Region 2 is 240 bytes.
As for Region 3, each R3 buffer entry takes 24 bits (3 bits for lower bits of L2
tag, 9 bits for L1 tag, and 12 bits for offset), while each R3 buffer consists of
16 entries and a 4-bit next R3 buffer number. Therefore, 16 R3 buffers together
take 776 bytes. Eventually, the multi-level PWB totally takes 1025 bytes.
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As for the multi-level PWC, each R1 Cache line takes 17 bytes (1 byte for
mask field, 16 bytes for L3 and L2 page table base addresses). Thus, the 4-entry
R1 Cache takes 68 bytes. Each R2 Cache takes 64 bytes for 8 L1 page table base
addresses and 6 bits for upper bits of L2 tag. So 16 R2 Caches take 1036 bytes
in total. Eventually, the multi-level PWC takes 1104 bytes altogether.

Since We use 8 PTWs, the WT has 8 entries. Each WT entry takes 4 bits (1
bit for dirty bit and 3 bits for R2 Cache number). Thus, the WT takes 4 bytes.

Overall, the multi-level PWB, the multi-level PWC and the WT take 2133
bytes (2.08KB) in total.

According to Table 2, the number of different L4 tags for any of the bench-
marks is no more than 2 and that of L3 tags is no more than 3. Therefore, our
configuration supports running one GPU kernel at a time. As for running mul-
tiple kernels concurrently, only increasing the number of entries of PWB Region
1, Region 2 and R1 Cache is needed. According to our test, additional two PWB
Region 1 entries, two R1 Cache lines, and thirty-two PWB Region 2 entries
(taking totally extra 74 bytes) can meet the requirements for two kernels to run
simultaneously.

The area overheads of the traditional PWB and PWC can be calculated as
below. Assume that the traditional PWB and PWC and the multi-level PWB
and PWC record the same number of address translation requests and the cor-
responding page table base addresses. That way, the configuration of the tra-
ditional PWB and PWC is 324-entry and 128-entry respectively. As shown in
Fig. 2, each entry of traditional PWB takes 6 bytes. Thus, a 256-entry traditional
PWB takes 1536 bytes totally. As shown in Fig. 3, each entry of the traditional
PWC includes a 27-bit tag field (L4, L3, and L2 tags) and 24 bytes for page table
addresses (L3, L2, and L1). Thus, a 64-entry traditional PWC takes 1752 bytes.
Overall, the traditional PWB and PWC take 3288 bytes (3.2KB). To summa-
rize, the multi-level PWB and PWC can save 33.3% and 37.0% in terms of area
overheads, respectively. With our design, the area overheads of GPU MMU can
be reduced by 35.1%, as shown in Table 3.

Table 3. The comparison of spatial overheads between traditional PWB&PWC and
multi-level PWB&PWC.

PWB PWC WT Total

Traditional 1536 bytes 1752 bytes – 3288 bytes

Multi-level 1025 bytes 1104 bytes 4 bytes 2133 bytes

Reduction 33.3% 37.0% – 35.1%

5.3 Performance Improvement

In order to analyze the performance of the multi-level PWB and PWC structure,
we firstly evaluate the performance improvement. Then, in order to figure out
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what brings the performance improvement, we analyze the impact of update
overheads and the page walk overheads of all benchmarks. The horizontal line
in Fig. 8 represents the baseline performance of the traditional 256-entry PWB
and 64-entry PWC. The average performance improvement of our design reaches
42.6%. Benchmark MUM has the least improvement which reaches 11.4%, while
benchmark 2DC has the most improvement which reaches 62.4%. In order to
analyze the difference of performance improvement between benchmarks, we
record the update overheads, the page walk overheads, and the TLB hit ratios
with different schedule strategies.

Fig. 8. Performance improvement (IPC).

The Update Overheads, After a PTW completes the access to the last level
of page table, it will return a 64B addresses information. The traditional PWC
structure will use 8B of the information to update itself, which will bring one
cache look-up overheads and one cache write overheads. The update of the multi-
level PWC can be orientated to a specific R2 Cache based on the R2 Cache
number in the WT. If the corresponding dirty bit in the WT is 1, there is no
need to update. If the corresponding R2 Cache already has the information,
there is no need to update. If there is no information in the corresponding R2
Cache, only one write to it is needed. Through this method, the multi-level PWC
structure can save 95% update operations.

The Page Walk Overheads. If no optimization technology is used to save the
intermediate results of page walks (L3, L2 and L1 page table base addresses),
each address translation request will walk through four levels of page tables one
by one. What’s more, the memory access overheads can be 100 times higher
than the cache access overheads. Therefore, the overheads of page walks are an
important indicator of the address translations overheads.

The horizontal line in Fig. 9 represents the page walk overheads of the tradi-
tional PWB and PWC structure. The yellow bars stand for the ideal situation
that PWC has unlimited capacity. The page walk overheads of most benchmarks
are reduced to the ideal situation, except for AES and STO, which is caused by
the limited capacity of R2 Caches. The multi-level PWC can hold at most 16
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L2 sets, while AES and STO will generate 37 and 52 L2 sets respectively during
execution, as shown in Table 2. Thus, 16 R2 Caches are not enough for these
two benchmarks. Only if the number of R2 Caches reaches over 20, can the page
walk overheads of AES and STO be reduced to the ideal situation.

Fig. 9. Page walk overheads.

The Schedule Strategy. Fig. 10 shows the TLB hit ratios of FCFS strategy
and AD strategy. With AD strategy, we can achieve an average improvement
of TLB hit ratio of 12.5%. Due to spatial locality, requests falling in the same
L2 sets are often generated concurrently. AD strategy gives priority to requests
mapped to the same L2 set, i.e. in the same R3 buffer. By this way, TLBs
can store more PTEs which are mapped to the same L2 set and the virtual
addresses in this L2 set will have a greater hit probability. Thereby, AD strategy
can improve the TLB hit ratios. The unsatisfying TLB hit ratios of MUM and
DW explains why the performance improvement of these two benchmarks is not
as good as other benchmarks even if their page walk overheads are close to the
ideal situation.

Fig. 10. TLB hit ratio of FCFS and AD schedule strategies.

5.4 Impact of Large Page

Many current works focus on large page, in the purpose of increasing L2 TLB
hit ratio by enlarging page size. We select five of the benchmarks used in our
experiment with relatively poor locality and test the L2 TLB hit ratios of each
benchmark under different page sizes. From the results shown in Fig. 11, it is
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found that when page size is 2MB, compared to 4KB, L2 TLB hit ratios of all
benchmarks have apparently increased. L2 TLB hit ratios of 2DC, MUM and
RAY have almost reached 100%. According to the results, only when the page
size is 2MB or 1MB, can L2 TLB hit ratios be improved, while other page sizes
have limited impact on L2 TLB hit ratios.

Fig. 11. L2 TLB hit ratio with large page.

However, the use of 2MB large page can cause a series of problems. Firstly,
transferring large pages between CPU and GPU will lead to excessive resource
overheads and transmission delay, resulting in reduced GPU performance.
Besides, when using 2 MB large page, the replacement strategy for data blocks in
memory also faces challenges. Since 2 MB page size is too large, a great amount
of data will be swapped out of the memory every time one large page is replaced.
Finally, if a 2 MB page is not fully utilized, memory fragments will exist within
this page, reducing the space utilization of memory. Due to the low performance
of 2MB large page, this paper adopts the multi-level PWB and PWC structure
to obtain better performance.

6 Related Works

Currently, a lot of researches have been working on optimizing the address trans-
lation from many aspects. In this section, we mainly introduce three kinds of
works that focus on different optimization methods.

The researches of the first kind are based on the optimization of the IOMMU.
Seunghee Shin et al. [22] proposed a PWB scheduling strategy to reduce the
overall execution time of a program by scheduling the service order of requests
in the PWB. They have two key ideas: The first is to give processing priority
to address translation requests that belong to the same warp over requests that
belong to different warps, so as to reduce the total stall cycles of all warps,
since one warp will move forward only if its address translation requests have
all been processed. The second is to give priority to the instruction with the
least address translation requests (i.e. the least amount of work), which is based
on the shortest-job-first policy, to reduce overall execution time of instructions
(“jobs”). However, with these two key ideas, Seunghee Shin’s work only reduces
the waiting time of warps, while our work focuses on eliminating redundant
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information in the PWB and PWC and reducing the number of memory accesses
by structure designs. In our future work, we can adopt Seunghee Shin’s schedule
strategy to further decrease program execution time. Another work of Seunghee
Shin is neighborhood-aware address translation [7]. In this work, they add 3
fields to each of the PWB entries to record useful information from previous
page walks, so the address translation requests in the PWB can skip 1 to 3
page walks. To be specific, if any address translation request in the PWB will
access the same level of page table as the one being processed, the base address
of that page table will be stored in the corresponding PWB entry. When this
address translation request is processed, the PTW can directly access the page
table pointed by that base address, skipping accesses to the previous levels of
page tables. However, this solution would bring two additional overheads: (1)
Space overheads. Each PWB entry needs 8B additional space. The PWB size
in this work can’t be too small, either. (2) Update overheads. Whenever a page
table walker finishes an access to one level of page table, it needs to update the
additional information of every PWB entry that stores an address translation
request.

Thomas W. Barr et al. proposed a PWC structure called TLB Path Cache
(TPC) [9]. TPC is designed to record all the information of a complete address
translation, including the base addresses of the L4, L3 and L2 page tables and
the corresponding tags of the virtual address of this address translation request.
When another address translation request misses in the TLB, it can look up the
TPC for possible hits to skip accesses to the higher 3 levels of page tables.

The researches in the second category make efforts outside of IOMMU. Sev-
eral studies [3,20,24,26,27] demonstrated that the address translation overheads
of GPU have become a bottleneck in the execution of GPU applications. Rachata
Ausavarungnirun et al. proposed a multi-granularity TLB and page table struc-
ture called Mosaic [5]. This structure can reduce TLB miss ratio and the over-
heads of transferring data from CPU main memory to GPU. Barr et al. pro-
posed SpecTLB to accelerate program execution by predicting virtual to physical
address translations [10], while the prediction accuracy is difficult to improve.
Binh Pham et al. proposed a TLB structure called Clustered TLB [19], which
improves the coverage of TLB by mapping multiple physical addresses to a single
TLB entry, thereby increasing TLB hit ratios. Haria et al. proposed a technique
for reducing the number of page table accesses by using the mapping relationship
between the virtual memory and physical memory in GPU [6].

TLB prefetching is another promising way to increase TLB hit ratio and
reduce address translation overheads. Most recently, Georgios Vavouliotis et
al. has proposed a dynamic prefetch scheme named Sampling-Based Free TLB
Prefetching (SBFP) [23] that exploits page table locality in the last level of page
table, which is similar to the concept Neighborhood mentioned above, to reduce
prefetch overheads and increase prefetch accuracy. Specifically, they found that
each page walk to the last level of page table brings back one cache line con-
taining 8 PTEs, while only one of them will be used. SBFP add counters for
the unused PTEs to evaluate their usefulness and prefetches only those that
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are most possible to be accessed (useful). Besides, they also design an adaptive
prefetcher called Agile TLB Prefetcher (ATP) that chooses the most appropriate
prefetch strategy in run-time according to sampling results and disables prefetch-
ing when sampling results disapproves. ATP with SBFP together yields better
performance for many workloads in comparison to traditional static prefetchers.

7 Conclusion

With the support of virtual memory, GPU programming becomes convenient.
However, it also introduces the address translation overheads to the GPU side. As
the locality of the virtual addresses continues to deteriorate, the address trans-
lations overheads of GPU are getting more and more expensive. GPU MMU is
designed to reduce the overheads of address translation. However, the traditional
PWB and PWC structure have a lot of redundant information which wastes the
spatial resources. What’s more, the traditional PWB and PWC cannot cooper-
ate with each other. To solve these problems, we propose the multi-level PWB
and PWC to eliminate the redundant information and improve the efficiency of
page walks. The multi-level PWB and PWC structure abandon the traditional
linear table structure for more flexible space allocation. Based on our multi-level
structure, we also design four processes to ensure the correctness and efficiency of
address translations. With the multi-level PWB and PWC structure, the average
GPU performance can be improved by 42.6% with 35.1% less area overheads.

In the future, we plan to analyze the area overheads and energy consumption
using professional tools like CACTI [16] to estimate whether the performance
gains of our design are greater than the overheads it brings, as well as to validate
our area overheads reduction under simulation close to realistic situation.
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Abstract. Establishing an accurate short-term traffic flow prediction
model is an important part of the intelligent transportation system
(ITS). However, due to the nonlinear and stochastic dynamics of the
traffic flow, building an effective predictive model remains a challenge.
Support vector regression (SVR), a model that is widely used to solve
non-linear regression problems, has good predictive performance for time
series data such as traffic flow. But the hyperparameters of support vec-
tor machines affect their predictive performance. This paper presents a
prediction model using a genetic algorithm (GA) to determine the combi-
nation of hyperparameters for the SVR model, called a hybrid GA-SVR
model. Experiments on real-world traffic flow data have shown that the
hybrid GA-SVR model has superior predictive performance than several
state-of-the-art prediction algorithms.

Keywords: Intelligent transportation system · Short-term traffic
flow · Genetic algorithm · Parameter optimization · Forecasting

1 Introduction

With the booming development of the intelligent system, the intelligent trans-
portation management and control system has become popular research [24]. The
key to realizing intelligent transportation system (ITS) is accurate prediction and
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evaluation of short-term traffic flow [9]. On the one hand, an effective short-term
traffic flow forecasting model can help drivers reduce travel time and economic
losses by avoiding congestion [6]. On the other hand, it will not only reduce
carbon emissions caused by traffic congestion but also improve the efficiency
of traffic operations. Besides, this technology is applied in many applications
related to traffic, including traffic scene detection [12,16,27], vehicle network
optimization [8,13,34], and geographic economics [15,22,23]. However, building
an accurate and robust forecasting model remains a challenging task. Because of
the randomness and nonlinear features of traffic flow data and the other inter-
ference of external factors, like unexpected traffic incidents and traffic control,
it is hard to predict the flow.

In the past decades, researchers have proposed different methods and theories
for traffic flow prediction. Traffic flow forecasting methods can be divided into
three categories: statistical methods models, machine learning models [9,36],
and deep learning models [3,28,29]. Statistical methods including auto-regressive
integrated moving average (ARIMA) and Kalman filter (KF) [5]. Zhang et al. [35]
designed a Kalman filter for denoising traffic flow data to getter lower RMSE.
Zhou et al. [40] proposed a hybrid dual Kalman filtering model for short-term
traffic flow prediction. Traditional machine learning models including k-nearest
neighbor (kNN), decision tree, and ensemble learning. Cai et al. [4] presented a
sample-rebalanced and outlier-rejected kNN regression model to forecast short-
term traffic flow.

Recently, the deep learning method has been widely used in many domains
and achieved good results, such as medical image analysis [30,31,37], disease
diagnosis [17,25,26], and etc. Besides, deep learning has been applied in the
complex nonlinear short-tern traffic flow prediction. Zhou et al. [39] trained the
stacked autoencoders with an adaptive boosting scheme to improve the accu-
racy of traffic flow forecasting. Zhou et al. [38] proposed a deep learning ensem-
ble method to select the most suitable forecasting model every time interval
for accurate traffic flow forecasting. Lu et al. [29] used attentive diffusion con-
volution and bidirectional diffusion convolution and a stacked LSTM to learn
the spatial-temporal dependencies of intricate traffic data. Fang et al. [11] pro-
posed a stacked long short-term memory network with attention mechanism
(AM-LSTM) for traffic flow forecasting. However, the deep learning model is
easy to fall into local minimum value when it lacks sufficient data with high
quality. Moreover, a well-trained neural network requires a lot of time and high
computational complexity.

Support vector machine (SVM) is an effective prediction model to avoid
the problem above and has superior advantages in dealing with complex prob-
lems [33]. Instead of determined by the weight of neurons determined by the
adjustment of a large number of training data like the neural network-based
methods, the decision of SVM is determined by the support vector determined
during training, which makes SVM have a better performance on small and
medium-sized data sets [7]. Theoretically, the support vector machine regression
(SVR) is the regression version of SVM, which can obtain the optimal solutions in
the global scope. SVR can also use kernel tricks to deal with non-linear data sets,
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avoiding the curse of dimensional phenomenon. The traffic flow prediction task
concerned in this paper is a typical nonlinear time series prediction task, and the
SVR model achieves superior performance when performing similar regression
prediction tasks. Therefore, the SVR is good for small to medium-sized com-
plex data sets and is suitable for short-time traffic flow forecasting. And some
researchers applied the SVR to this task [2]. However, the prediction perfor-
mance of SVR usually is limited by the inappropriate setting of its parameters,
like kernel parameter γ and penalty factor C.

To solve this problem we use a genetic algorithm (GA), a method of finding
the optimal solution by simulating the natural evolutionary process, as a way of
selecting the appropriate parameters. The proposed method is termed GA-SVR.
This method guarantees higher accuracy and real-time forecasting of short-time
traffic flows. We have also compared this method with other state-of-the-art
traffic flow forecasting methods through extensive experiments. The results show
that GA-SVR has better performance in traffic flow prediction.

The remaining sections of the paper are organized as follows. The methodol-
ogy is detailed in Sect. 2, and Sect. 3 is an empirical study of data from the real
world. Conclusions are then drawn in Sect. 4.

2 Methodology

Fig. 1. The flowchart of the proposed GA-SVR
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In this section, we first introduce the short-term traffic flow prediction model
based on the SVR. This model uses the genetic algorithm to determine the
hyperparameters combination of the SVR model, which can fully exploit the
potential of the SVR model.

2.1 Support Vector Regression and Genetic Algorithm

Support vector machine (SVM) is an algorithm proposed by Vapnik, which can
perform classification and regression tasks on linear or non-linear datasets. The
theory of SVR is similar to that of SVM, which is trained by adjusting the
feature weight vector of the model so that the objective function is minimized.
The objective function is defined as follows,

min
ω,b,ξi,ξ̂i

1
2
||ω||2 + C

N∑

i=1

lε(yi, f(xi)), (1)

where 1
2 ||ω||2 is the regularization term, which minimizes the L2 norm of the

feature weight vector ω of the SVR model; and the second term is to minimize
training loss.

The lε(yi, f(xi) is named ε-insensitive loss function, it can be defined as
follows

lε(yi, f(xi)) =
{ |yi − f(xi)| − ε otherwise

0 if |yi − f(xi)| ≤ ε
, (2)

The objective function that needs to be minimized in training turn into

min
ω,b,ξi,ξ̂i

1
2
||ω||2 + C

N∑

i=1

(ξi + ξ̂i),

s.t.

⎧
⎨

⎩

f(xi) − yi ≤ ε + ξ̂i

yi − f(xi) ≤ ε + ξi

ξi ≥ 0, ξ̂i ≥ 0, i = 1, 2, · · · ,m

(3)

where ξ̂i and ξi are the slack variable. The minimization of the SVR objec-
tive function can be obtained by the Lagrange multiplier method. Finally, the
regression equation of the SVR can be expressed as follows

f(xi) =
N∑

i=1

(ai
∗ − ai)K(xi, x) + b, (4)

where ai
∗ and ai are Lagrange multipliers introduced by the Lagrange multiplier

method, and K(xi, x) is the kernel function used to map nonlinearly separable
feature vectors.

Genetic algorithm (GA) [1] is a swarm algorithm for searching the optimal
solution by simulating the natural evolution process based on Charles Darwin’s
theory of natural selection. The swarm algorithms can automatically obtain the
optimized search space and dynamically adjust the search direction without
determining the rules [10].
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2.2 GA-SVR for Traffic Flow Forecasting

GA for parameter optimization related to chromosome design, fitness function
building. Firstly, we initialize the parameters C, ε, and γ to create a popula-
tion, followed by calculating the fitness. Secondly, creating the next generation
through genetic operations and add them to the population. Repeat this step
until a certain amount of iteration or meet the termination criteria, we can get
the optimized parameters C, ε, and γ. The flow chart of the Hybrid GA-SVR
traffic flow prediction model can be seen as Fig. 1, and its pseudocode imple-
mentation is detailed in Algorithm 1.

Algorithm 1: Hybrid GA-SVR
Data: max iteration Imax, population size Psize, crossover rate rc, mutation rate rm

Result: optimized parameters C, ε, γ and a trained SVR model
1 Iteration I = 0;
2 Initialize popularion P (I);
3 repeat
4 Calculate the fitness of each individual: F (I) = RMSE
5 repeat
6 Select two individuals from pop population by tournament selection algorithm

according to fitness
7 if random(0, 1) ≤ rc then
8 Perform single point crossover operation according to the crossover probability

rc ;

9 end
10 if random(0, 1) ≤ rm then
11 Perform mutation operation according to the mutation probability rm ;
12 end
13 Add new individual to the population;

14 until Traversed all individuals;
15 I = I + 1

16 until I = Imax;
17 Use optimized parameters C, ε, γ to train SVR model;

3 Experiments

In this section, the traffic flow data collected on four highways A1, A2, A4 and
A8 connecting Amsterdam Ring Road (A10 Expressway) are used to evaluate
our proposed GA-SVR model.

3.1 Data Description

In this section, we use four widely used benchmark datasets to evaluate the
performance of the GA-SVR model in traffic flow prediction. The datasets con-
taining the traffic flow data on the four motorways in Amsterdam, namely A1,
A2, A4, and A8. These four roads end on the Ring Road of Amsterdam (A10).
All the data were collected by MONICA loop detectors from May 20, 2010, to
June 24, 2010, at 1-min intervals, representing the number of vehicles per minute.
The four measurement points are located near the intersection of A10.
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3.2 Evaluation Metrics

In this study, we use Root Mean Square Error (RMSE) and Mean Absolute
Percentage Error (MAPE) as measures of the generalization performance of the
proposed model. The two evaluation metrics are defined as follows:

RMSE =

√√√√ 1
N

N∑

i=1

(ŷi − yi)2, (5)

MAPE =
1
N

N∑

i=1

∣∣∣∣
ŷi − yi

yi

∣∣∣∣ × 100%, (6)

where N is the number of test samples, ŷi and yi represent the predicted value
and the ground-truth of the ith sample, respectively. So the smaller the RMSE
and MAPE, the better the performance of the prediction model.

3.3 Experimental Results

The original data contains some missing values because of the hardware failures,
we use a statistical learning method motivated by Li et al. [21] to estimate the
incorrect data. Then, we add up the raw data every 10 min to produce a traffic
flow dataset at 10-min intervals of 5,040 items for each of the four roads. Each
dataset contains 5 weeks of traffic flow data, corresponding to 1008 samples per
week. The first four weeks of data are used as the training set and the last week
of data as the test set. As a rule of thumb, we set the time lag to 12. The RMSE
stabilizes after around 20 iterations of the genetic algorithm on the four test sets.
Therefore, we set the maximum number of iterations to a smaller value (30) to
save time. In this study, the RBF is selected as the kernel function. The initial
setting of the GA is shown in Table 1.

Table 1. The initial setting of GA used

GA parameters Setting

C [0, 100]

ε [0, 50]

γ [0, 25]

Population size 100

Total iteration 30

Selection type Tournament selection

Crossover type Single-point crossover

Crossover rate 0.9

Mutation rate 0.02
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In order to evaluate the performance of the proposed GA-SVR model, we
compared it with several traffic flow prediction models commonly used in ITS.
Table 2 demonstrates the results on four benchmark datasets. Obviously, our
model achieved the best performance among several other ones.

Table 2. The RMSE and MAPE of different models.

Model A1 A2 RMSE A4 (veh/h) A8 A1 A2 MAPE A4 (%) A8

SARIMA 308.44 221.08 228.36 169.36 12.81 11.25 12.05 12.44

GM 347.94 261.36 275.35 189.57 12.49 10.90 13.22 12.89

KF 332.03 239.87 250.51 187.48 12.46 10.72 12.62 12.63

DT 316.57 224.79 243.19 238.35 12.08 10.86 12.34 13.62

AR 301.44 214.22 226.12 166.71 13.57 11.59 12.70 12.71

ES 315.82 226.40 237.76 174.67 11.94 10.75 11.97 12.00

ANN 299.64 212.95 225.86 166.50 12.61 10.89 12.49 12.53

SVR 329.09 259.74 253.66 190.30 14.34 12.22 12.23 12.48

GA-SVR 280.94 201.96 224.73 165.07 11.71 10.55 11.10 12.17

Figure 2 shows the predicted values of the GA-SVR model compared to the
true values under the conditions of using the hyperparameters set in Table 1, the
orange line and the blue one represent the true values and the predicted values
of our proposed model, respectively. The figure shows that in most cases, the
predicted values of the model fit the true values very well.

(a) A1 (b) A2

(c) A4 (d) A8

Fig. 2. Comparison of model predictions with the true values of the test set
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4 Conclusion

In this paper, an support vector machine regression (SVR) model based on the
genetic algorithm (GA) to determine the combination of hyperparameters is
proposed for short-term traffic flow prediction. GA can quickly determine the
best combination of hyperparameters of the SVR model under the guidance
of no special hyperparameters, fully mining the predictive power of the SVR
regression model, so that the GA-SVR model has excellent generalization abil-
ity. The method not only performs better than the SVR model optimized by
other algorithms, such as PSO-SVR but superior to the deep learning neural
network prediction model such as LSTM. Through experimental comparison,
it has proved that the SVR regression model optimized by the GA algorithm
has excellent prediction performance in short-term traffic flow prediction. In the
future, we plan to extend the GA-SVR model to other applications, such as
emotion prediction [14,18,32], and image enhancement [19,20].
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Abstract. Exploiting mobile cameras embedded on the widely-used
smartphones to serve object tracking offers a new dimension to reduce
the deployment cost of the stationary cameras and shorten the tracking
latency, but brings the challenges in efficient task assignment and coop-
erations among workers due to the requirement of Mobile Crowdsensing
(MCS) system. Most existing effort in the literature focuses on object
tracking with MCS where the workers capture the moving object photos
at pre-calculated sites. However, the contradiction between the track-
ing coverage and the system cost in these MCS-based tracking solutions
is sharpened when tracking scenarios and worker number vary. In this
paper, we investigate the tracking region to conduct the task assignment
among top-k most probable sensing locations, which can achieve maximal
tracking utility. Specifically, we construct a N -Gram prediction model to
determine the k tracking locations and formulate the task assignment
problem solved by the Kuhn-Munkras algorithm, respectively, laying a
theoretical foundation. The prediction model soundness is verified statis-
tically and the task assignment effectiveness is evaluated via large scale
real-world data simulations.

Keywords: Mobile Crowdsensing · Object tracking · Trajectory
prediction · Task assignment

1 Introduction

With the prevalence of portable devices, Mobile CrowdSensing (MCS) has
become a promising paradigm for various sensing tasks [18], e.g., the moni-
toring of air quality [19], traffic [17], and urban infrastructure [1]. Exploiting
MCS to conduct object tracking has been attracting increasing research atten-
tions [4,5,21]. Different from the traditional object tracking approaches which
mainly relied on the stationary cameras pre-deployed in the urban area, MCS-
based tracking systems outsource tracking tasks to the real-world participants
c© Springer Nature Switzerland AG 2022
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(e.g., citizens). A real-life example of MCS-based tracking system is deployed on
Alipay APP in China, which encourages users to participate the missing children
finding as soon as possible.

Many early researches on MCS-based object tracking usually demand special
devices [8], e.g., low-power BLE peripheral [16] and unique Bluetooth tags [21],
to serve the tracking tasks. With the rapid development of mobile networks
and the wide usage of sensor-enhanced smartphones, employing the cameras on
smartphones to build crowd tracking systems has become a popular paradigm
to perform object tracking [4,12]. The limitations of conventional stationary
camera-based schemes, which include how to determine the proper density of
deployed cameras to achieve the tradeoff between the tracking cost and the size
of the tracking region, and how to identify the same moving object precisely
through various camera cooperations [22], can be remedied by the wide distri-
bution of tracking workers.

However, existing MCS-based tracking systems may suffer from two prob-
lems: 1) to avoid tracking miss, the predicted arrival region is often large so
plenty of users should be recruited to guarantee tracking coverage, means a high
cost; 2) users select their tracking locations randomly due to the non-cooperative
behaviors among users, leads to a low benefit. Thus, the critical issues for object
tracking are to scale down the tracking task by limiting the tracking region and
determine an optimal assignment to maximize the system utility from a global
perspective.

Targeting at the issues mentioned above, we propose a Minimum tracking
Region and Maximun system Utility (MRMU) algorithm to develop MobiTrack,
a MCS-based system that recruits an optimal set of workers to collaboratively
take photographs to track the object in the city. The main contributions of this
paper are as follows.

– We propose a variant of the k-means clustering algorithm to learn significant
places as sensing locations from GPS data. A N -Gram model is constructed
for object trajectory prediction and minimal sensing location number deter-
mination.

– We formulate the object tracking problem as an optimal task assignment
problem through a novel system utility, the Maximum Utility Task Assign-
ment (MUTA) algorithm is conducted to solve it in polynomial time, aims to
achieve the maximal system utility.

– We conduct extensive experiments on real-world taxi trajectory datasets to
evaluate the performance of MobiTrack. The results demonstrate that the
proposed algorithm outperforms the other existing algorithms for movement
prediction and system utility achievement.

The rest of this paper is organized as follows. Section 2 discusses the related
work. The system model and problem statement are presented in Sect. 3.
Section 4 introduces the proposed solution to vehicle movement prediction and
tracking task assignment. The datasets and experiment results are presented in
Sect. 5 and 6. Finally, we conclude the paper in Sect. 7.
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2 Related Work

This paper is mainly related to two areas of research: 1) trajectory prediction of
object; 2) task allocation in MCS.

2.1 Trajectory Prediction of Object

Observing the importance of trajectory prediction (e.g., narrow the tracking
scope) in object tracking, much effort has been made to explore it [10,13,23,
25]. From the perspective of data used, the literature of trajectory prediction
problem can be classified into two categories: individual oriented and general
oriented. Several previous works on the destination prediction problem made use
of personal trip data. For example, [25] proposed an approach that uses personal
and social factors to estimate pedestrian destination and social relationships. [10]
utilized trip durations to build Bayesian model, which serves to limit geographic
extent of candidate destinations. Some other works [13,23], including ours, uses
anonymous crowd trip data that contains no traveler information.

Most existing trajectory prediction methods focus on probabilistic models,
in which the historical trajectories are used to train various Markov Chain (MC)
and the top-k most probable destinations are returned. One typical approach is
to partition the map into the grid cells [12], or roads into segments [4], and trip
is decomposed into a sequence of transitions between cells or segments to build
the model. Another point-cluster-based MC prediction algorithm was proposed
in [2], in which GPS data was automatically clustered into meaningful locations
and then used as the states of the Markov process. [23] introduced a new data-
driven nonprobabilistic framework, which directly operates on the trajectories
and makes the prediction.

In this paper, we adopt a probabilistic N-Gram model [7], which calculates the
next probable movement of the object by all previous positions, with cluster-level
granularity, to learn semantic information (e.g., home, school and intersection).

2.2 Task Assignment in MCS

Task assignment becomes a critical issue in MCS-powered tracking systems when
trajectory prediction phase returns an arrival region, e.g., a grid, a road seg-
ment, top-k clusters etc., which requires many workers to finish the tracking
task collectively. Many researches have been made in this MCS-based appli-
cations [11,20,24]. For example, Guo et al. investigated the multitask-oriented
worker selection problem for large-scale MCS platforms, with the objective of
optimizing task allocation under the situation of the time-sensitive tasks and
delay-tolerant tasks, respectively in [9]. Huang et al. proposed an efficient task
allocation algorithm called OPTA for maximizing the sensing capacity of each
mobile user in time dependent crowdsensing systems [11]. Yucel et al. introduced
a task assignment strategy in [28], with the consideration of each user’s prefer-
ence and reliability. The prediction-based task allocation algorithm (PBTA) was
proposed in [15], with the objective of deriving the maximum overall system
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utility. Most of these existing effort focuses on the offline task assignment, which
selects workers for tasks with given location contexts. However, [24] proposed
a two-stage resource allocation process, including an offline phase and another
sequential online phase.

Intuitively, object tracking can be viewed as online task, the sensing location
of which changes over time. Therefore, our task assignment strategy applies an
online model.

3 System Model and Problem Statement
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Fig. 1. A scenario of location learning and transition probability graph (TPG)
constructing.

3.1 System Model

We consider a MCS System that consists of a crowd of mobile users. Suppose
that there is a user in the system, called the requester, who has some object
tracking task. Other users in this system, called the responders, (hereafter, we
use the term worker to denote responders), denoted by W = {w1, w2, . . . , wn},
are assumed to be willing to participate in these tasks due to some incentive
mechanisms, such as [6], which are not our focus in this paper.

Without loss of generality, let L = {l1, l2, . . . , lm} be the set of sensing loca-
tions in the system. The ongoing trip of the object at time slot t is denoted
by f(t). Suppose that the system maintains a large scale crowdsourced histor-
ical trajectory dataset D. Once the requester published a task T , the object’s
probable arrival region, denoted by R̂, which consists of the top-k most probable
arrival locations, can be approximated by some prediction methods according to
D and the observed ongoing trip of the tracking target f(t). Thus, the expected
tracking region at time slot t + 1 is given by

R̂(t + 1) = P(f(t))

= {l̂1, l̂2, . . . , l̂k}, ∀l̂j ∈ L,
(1)

where P is the prediction method and l̂i is ith probable arrival location.
Therefore, the origin tracking task T is decomposed as k concurrent sub-

tasks, denoted by T = {s1, s2, . . . , sk}, i.e., one subtask for one sensing location.
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Let B(wi, lj , t) be the benefit of the system when assigning a subtask to worker
wi at time slot t to move to location lj before time slot t + 1 for tracking. We
assume that the benefit is proportional to the arrival probability, denoted by
B(wi, lj , t) = M(t)p(lj |f(t)). M(t) is the total benefit of the task and p(lj |f(t))
means the probability the target move to lj at time slot t. Meanwhile, a cost
C(wi, lj) will incur for the purpose of rewarding worker wi to execute the sub-
task. Suppose that the cost is equal to the distance powered to γ between the
position of worker wi and location lj , namely c(wi, lj) = d(wi, lj)γ . Thus, the
utility of the subtask is defined as

u(wi, lj , t) = M(t)p(lj |f(t))/d(wi, lj)γ . (2)

In addition, we use φ to denote a task assignment decision in a set Φ of all
available assignment options, where

φ(wi, lj) =

{
1, if wi is assigned to lj

0, otherwise
. (3)

Therefore, the system utility to execute task T at time slot t is as follows:

U(T, t) =
∑

wi∈W

∑
lj∈R̂

u(wi, lj , t) · φ(wi, lj). (4)

Suppose that the target is sensed passes l̂1 at next time slot t + 1, then new
tracking region R̂(t + 2) generates according to f(t + 1) (i.e., f(t) ∪ l̂1). This
process repeats until the task finished.

3.2 Problem Statement

In this paper, we focus on the movement prediction and task assignment prob-
lem in object tracking task. Specifically, we utilize the large-scale crowdsourced
vehicle trajectory data to predict future arrival region of the target vehicle, and
assign workers to the region to take photos if the target passes.

Before the problem definition, we define some basic concepts as follows:

Definition 1 (Vehicle Trajectory). A vehicle trajectory Tr is a sequence
of GPS points {g1, g2, . . . , ge} corresponding to a vehicle’s historical trip
g1→g2 →. . .→ ge. Each GPS point gi = (ti, loni, lati) consists of a timestamp
ti, a longitude loni, and a latitude lati.

Definition 2 (Significant Position (SP)). A significant position is a GPS
point at which vehicles stay beyond a time threshold T.

Definition 3 (Location). A location marks a cluster of significant positions.

Since SP are usually distributed around meaningful places, e.g., home, school
and intersection etc., the locations learned from SP clustering can be exploited
as sensing locations.
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Definition 4 (Tracking Rate). Tracking rate Pζ means the probability that
the object would move to predicted region R̂(t + 1). MCS system sets it to deter-
mines the minimal k sensing locations that fits (5).

k∑
j=1

p(lj |f(t)) > Pζ . (5)

Based on the above definitions, we state and formalize our problems as fol-
lows:

– Movement prediction: this problem can be decomposed to two sub-
problems, 1) learning the locations from raw historical trajectory dataset
D; 2) predict the minimal probable arrival region R̂(t + 1) at each time slot
t under the tracking rate Pζ .

– Task assignment: determine an optimal assignment φopt to maximize the
system utility U(T, t):

4 Minimum Region Tracking And Maximum Utility
Assignment

In this section, we propose a Minimum tracking Region and Maximum system
Utility (MRMU) scheme, which consists of two phases, to tackle the object
tracking problem in Sect. 3.2. First, Offline object movement prediction leverages
the historical dataset D trains the offline Clustering representation-based N -
Gram (N -Gram-C) movement prediction model. Second, Online tracking task
assignment formulate the optimal decision problem as a maximum weighted
bipartite matching (MWBM) problem, and Kuhn-Munkres (KM) algorithm is
utilized to solve the MWBM problem.

4.1 Offline Object Movement Prediction

We employ a variant of the k-means clustering algorithm to learn locations from
D like [2]. As Fig. 1(a)–(c) depicts, the key idea is to cluster all SP to belonged
circles, the circle center is the mean of all SP within the circle. Finally, we collect
a set of means, namely locations, and each GPS-based trajectory representation
Tr can be transformed to location-based representation, e.g., Tr1 = {l2, l3, l1}.
We omit the timestamp for the GPS-collection interval is often fixed (i.e., a time
slot).

The core idea of N -Gram is to split each trajectory to a sequence of n-size
grams. For example, for trajectory Tr1 and a 2-Gram model, after decomposi-
tion, it will be denoted as {(l2, l3), (l3, l1)}.

Then the frequency of every gram is counted by

p(li−n+1, . . . , li) =
count(li−n+1, . . . , li)

count(Allgram)
. (6)



MobiTrack: Mobile Crowdsensing-Based Object Tracking 71

Next, for a trajectory Tri = {li1, li2, . . . , lie}, its probability according to the
chain rule is given by

P (Tri) = p(li1) ∗ p(li2|li1) · · · p(lie|li1, . . . , li(e−1)). (7)

Applying the Markov Assumption and we can get

P (Tri) =
e∏

j=1

P (lij |li(j−n+1), . . . , li(j−1)). (8)

P (lij |li(j−n+1), . . . , li(j−1)) (denoted by PM (lij)) can be obtained with max-
imum likelihood estimation as follows:

PM (lij) =
count(lij |li(j−n+1), . . . , lij)

count(lij |li(j−n+1), . . . , li(j−1))
. (9)

All grams’ conditional probability will be produced with (9), and a transition
probability graph (TPG) would be formed, namely, the N-Gram model has been
constructed. Figure 1(d) shows TPG in the scenario of Fig. 1(a) with a 2-gram
model.

Once the ongoing trip of the object is updated by workers, and the track-
ing rate Pζ is set, The minimized sensing region can be derived from (8), i.e.,
determines the minimal k most probable future trips.

4.2 Online Tracking Task Assignment

W1 W2 W3

l1 l2

(a) Original Strategy

W1 W2 W3

l1 l2 l3

(b) After Reformulation

Fig. 2. An example of task assignment.

According to the prediction result, we define k concurrent subtasks for a tracking
task T as T = {s1, s2, . . . , sk}. Each subtask requires a worker to take photos
under the time constraint given by

dist(wi, l̂)
vw

<
dist(lj , l̂)

vc
, (10)

where dist(wi, l̂) is the distance that workers need to move to sensing loca-
tion l̂, dist(lj , l̂) is the distance between the object and l̂. vw and vc are the
average speed of workers and the object, respectively. (10) depicts an available
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assignment must meet the requirement that workers should arrive at the sensing
locations before the target.

To simplify the expressions, we define a bipartite graph G=<W, R̂,E>, where
E denotes the set of possible assignment. According to the definition of the opti-
mal decision problem in Sect. 3, one location requires one worker, but there may
be no worker fit the time constraint to be assigned for a certain location, or too
many workers but fewer locations, as Fig. 2(a) depicts. Thus, we add dummy
workers or locations to ensure |W | = |R̂|, and dummy impossible assignment,
which gains no utility, are added then. In this way, the original bipartite graph
G can be extended to a balanced and complete bipartite graph G′=<W,L, E>,
which is shown in Fig. 2(b). Finally, the optimal decision problem (4) is formu-
lated as a maximum weighted bipartite matching problem in G′ as follows:

max
φ

∑
(wi,lj)∈E

u(wi, lj) · φ(wi, lj),

s.t.
∑
lj

φ(wi, lj) = 1,∀lj ∈ L,

∑
wi

φ(wi, lj) = 1,∀wi ∈ W,

φ(wi, lj) ∈ {0, 1},∀wi ∈ W, lj ∈ L.

(11)

In this paper, we conduct KM algorithm, which was proposed by Kuhn
et al. [14], can efficiently solve theMWBMproblem inO(n3), wheren is the number
of vertices in the bipartite graph, to achieve ourMaximumUtilityTaskAssignment
(MUTA) algorithm, and search an optimal task assignment (OTA) strategy.

The overall MRMU algorithm is shown in Algorithm 1.

(a) 20 million raw GPS points in Rome (b) The Density of Check-ins in Rome

Fig. 3. The experimental datasets.

5 Evaluation

In this section, we evaluate the effectiveness of the proposed MobiTrack on real-
world datasets. We implement the mechanism in Python and make comparisons
about its performance with various benchmarks.
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Algorithm 1. Minimum Region Maximum Utility Algorithm
Require: f(t), D, W, Pζ .
Ensure: Determine the minimum sensing region R̂, and find an optimal assignment

φopt to maximize U(T, t).
Phase1: Offline movement prediction
1: Initialize L = ∅, set T, r, n;
2: Filter out SP set S from D according to T;
3: while S is not empty do
4: Take a significant position g from S, gm = (g.lat, g.lon);
5: while True do
6: Collect SP set S′ within circle (gm, r);
7: if gm = (mean(S′.lat), mean(S′.lon)) then
8: Break the current loop;
9: else

10: gm ← (mean(S′.lat), mean(S′.lon));
11: end if
12: end while
13: L ← L ∪ gm;
14: S ← S\S′;
15: end while
16: Construct N -Gram model;
Phase2: Online Task Assignment
17: Initialize p = 0, R̂ = ∅, set Pζ ;
18: while p < Pζ do
19: Predict the most probable arrival location l̂ in L\R̂;
20: p ← p + p(l̂|f(t));
21: R̂ ← R̂ ∪ l̂;
22: end while
23: Formulate G =< W, R̂, E > to G′ =< W, L, E >;
24: Conduct KM algorithm to find φ;
25: return φ.

5.1 Dataset Overview

Two datasets used in experiments will be described briefly in the chapter.

Rome Taxi Dataset: the experimental data for movement prediction we used
were collected from real-world mobility traces of taxi cabs in Rome, Italy [3].
The roma taxi dataset contains about 20 million GPS points of approximately
320 taxis collected over 30 days (as shown in Fig. 3(a)). Each GPS point consists
of a taxi ID, a timestamp, a longitude and a latitude, collected every 15 s.

Rome Check-ins Dataset: we use the Rome check-ins dataset extracted from
Foursquare in [26,27], which includes long-term (about 18 months) global-scale
check-in data in 415 cities in 77 countries from April 2012 to September 2013, to
evaluate the task assignment performance of the proposed mechanism. The data
of Rome contains 42574 check-ins and The density of check-ins in 18 months
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is shown in Fig. 3(b). Obviously, most of the check-ins are distributed in the
central urban area, i.e., within longitude (12.447, 12.512) and latitude (41.8957,
41.9112). Thus, we create the tasks in these areas and check-in users in these
areas can be seen as the workers.

5.2 Simulation Setup

Movement Prediction: As the GPS points of different vehicles in Rome Taxi
Dataset are mixed, we apply an aggregation algorithm by using the attributes
taxi ID and timestamp to aggregate sequences of GPS points for each taxi.
Considering that the stay time indicates whether a trip is terminated or not,
we use the GPS points that vehicles stay beyond 120 s to split the data into
trajectories. Therefore, we obtain a trajectory dataset, 10,000 trajectories are
randomly picked from this dataset as the testing set, the remains is used as
training set to construct the N -Gram model.

Two metrics are utilized to evaluate the effectiveness of the proposed move-
ment prediction mechanism: the prediction accuracy (Acc) and tracking coverage
(TC).

1) Acc: For each trajectory Tri = {li1, li2, · · · } in the testing set, there are |Tri|
locations, and for each location in Tri except the last one, we can predict the
most probable movement with the constructed N -Gram model. The Acc is
the total number of predictions divided by the number of correct predictions.

2) TC: given the number of sensing locations k, the ratio of the number of
successfully tracked tasks that satisfy a certain tracking rate (see Definition 4)
to the number of total tasks.

In order to evaluate the effectiveness of N -Gram-C, we compare our method
with existing movement prediction algorithms. Particularly, another grid-based
MMC prediction algorithm, i.e., N ′-MPRE [12], which employs a grid repre-
sentation of the data space including the urban space and incorporates n′ − 1
previous visited grids of the object for next movement prediction, is used as the
baseline. We set the side length of the grid as 100 m.

Task Assignment: We set the positions of tasks based on the locations learned
by a variant of the k-means clustering algorithm (see Sect. 4.1), and the positions
of workers are set based on the leisure places, e.g., hotel, rest and coffee, of
users in the Rome Check-ins Dataset. There are 447 learned locations and 1125
checked-in leisure places in the central urban area of Rome.

In the experiments, we randomly select a certain number of learned locations
as the position of tasks and leisure places as the position of workers. Specifically,
to scale down the task assignment problem, the number of tasks is set as 50, and
the number of workers is set from 10 to 100. For the calculation of the system
utility in Eq. 2, we set the tracking task benefit M to 100, the exponent γ to 1,
and the movement probability p(l|f) is set according to the belonged ongoing
trip f of l and N -Gram-C prediction model. Furthermore, To meet the time
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constraint, we assume that the average moving speed of a worker is 200 m/min
and the average speed of a vehicle is 30 km/h.

For comparison, three performance metrics, including the system cost, system
benefit and system utility, are adopted, which are defined in Sect. 3.1.

In order to simulate workers’ behaviors in real world, we use the following
benchmarks.

– People-Centric Selection (PCS) [12]. Each worker randomly selects a
sensing task within the time constraint, to conduct the tracking task without
considering any system performance.

– Most Probable Location First (MPLF). MPLF is a greedy strategy to
select the most probable location that the object will move next for each
worker, which MCS systems would like to adopt since they want to get the
highest profit.

– Nearest Location First (NLF). NLF is a greedy strategy to select the
closest sensing location for each worker, which aims to minimize the system
cost while ignoring the system benefit.

6 Experimental Results and Analysis

6.1 Effectiveness of Movement Prediction
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Location Learning: When analyzing the 30 days of GPS data, we discovered
that the number of significant points and the time threshold T followed a nearly
quadratic relationship (shown in Fig. 4(a)). The knee in the graph happens at
Tk = 60 s, where 51,5629 significant points were found. For the reason that the
knee signifies the time just before the number of significant points begins to
converge, we determined to take 60s as the final time threshold.

Figure 4(b) shows the number of locations found as cluster radius changes
after we keep time threshold as Tk. As the radius r approaches zero, the number
of locations grows rapidly. When r > 150 m, a linear relationship between radius
and the number of locations emerged. Considering that locations clustered from
a large radius possibly contain multiple meaningful places, while a small radius
would split one place to several locations, we apply r = 100 m to extract locations
(at r = 100 m, 7,049 locations were learned). Figure 4(c) shows partial learned
locations. As expected, meaningful places, e.g., intersection, community and bus
stop are marked as locations by using our method.

Prediction Accuracy: First of all, a suitable N needs to be decided for our
training dataset. We conduct an extensive experimental study to evaluate the
performance of our N -Gram-C algorithm under different value of N . Note that
N means the size of the gram. Figure 5(a) shows the results obtained by Gram-
C with n ranging from 2 to 5. The number of trajectories is set to 1000,000.
With the n increasing, we find that the prediction accuracy is increasing when
N is from 2 to 3, while its value decreases slightly when n is above 3. This
is because N = 3 rolls the direction information to help for movement predic-
tion. However, N -Gram-C may suffer from the “data sparsity” problem when N
increases. Therefore, we set N as 3.

Figure 5(b) depicts the prediction accuracy of the 3-Gram-C and the baseline.
We can observe that N ′-MPRE also achieves higher prediction accuracy when
N = 3. As a comparison, 3-Gram-C still outperforms the baseline, which shows
around 10.03% and 8.515% on average under the experiment settings of N ′ = 2
and N ′ = 3, respectively. One possible reason is that the same location would
be divided to different grids in N ′-MPRE without the consideration of semantic
information, thus degrades the prediction accuracy of grid-based algorithms.

Minimal Region Determination: We conduct 100, 000 tracking tasks gen-
erated from the trajectory dataset to determine the minimal tracking region.
As shown in Fig. 5(c), picking a most probable arrival location by our prediction
method as sensing location can achieve 81.17% tracking coverage when Pζ = 0.6.
As expected, higher tracking rate requires more sensing locations to cover the
same task numbers. For Pζ = 0.9, the tracking coverage reaches about 99.38%
when sensing location number is 4. Hence, we set the minimal k = 4.
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6.2 Performance of Task Assignment Strategies

Figure 6(a) depicts the system cost of the four strategies. It is clear that PCS
achieves an extremely high system cost, followed by MPLF. As expected, NLF
achieves the lowest system cost because the workers always select the closest task
to check in. We can also observe that the cost of all schemes rises dramatically
when the number of workers is not larger than 50. Note that the number of
tracking tasks are 50. The reason is that, more tasks would be allocated as
workers arrive in the system continually. However, the cost of MUTA drops
while costs of other schemes keep a subtle increasement when there are over
50 workers. This phenomenon indicates that MCS-based tasks can be better
completed with more collaborative users roll in.
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Fig. 6. Simulations of different task assignment strategies.

The system benefit of the schemes is shown in Fig. 6(b). Apparently, when
the number of workers is under 50, MPLF achieves the higheast system benefit,
followed by MUTA. Both PCS and NLF have a poor performance in terms
of system benefit when compared to our scheme, around 53.9% and 36.59%
less on average, respectively. This is because they are not designed to assign
the beneficial tracking tasks to workers. We can see that when the number of
workers is larger than the number of tasks, four schemes achieve nearly the same
benefit. Since the benefit reflects the allocated tasks to workers, the same benefit
indicates that the same task set would be allocated by different strategies, as
enough workers engaged in.

Figure 6(c) shows the system utility, which is the most important metric.
For all schemes, the system utility increases with more workers participating in
tracking. However, PCS achieves the lowest system utility since it cannot really
help the system with the random selection. On the other hand, although MPLF
and NLF achieve a good performance in terms of the system cost or the system
benefit, neither of them performs well regarding to the system utility, especially
when there are over 50 workers. Recall that our scheme cannot get the lowest
cost or the highest benefit, whereas an extremely high system utility is achieved
eventually, which shows around 789.21%, 84.82% and 72.62% improvement on
average over PCS, MPLF and NLF, respectively. Therefore the performance
results show that our task assignment strategy is indeed effective.
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7 Conclusion and Future Work

In this paper, we have analytically investigate the object tracking in MCS. Two
stage approach, namely a cluster representation based N-Gram model and the
MUTA, have been exploited to predict the object movement offline and make
optimal task assignment decision online, successively. System measures of the
approach, e.g., the movement prediction accuracy, the number of sensing loca-
tion, cost, benefit and utility have been explored. Extensive experiments on the
real-world datasets confirm that our proposed MobiTrack can help the system
achieve maximum utility on object tracking compared with other classical bench-
marks, i.e., PCS, MPLF and NLF. Our future work will focus on the location
learning process. We will further investigate whether the settings of the time
threshold and the radius for clustering would influence the movement predic-
tion accuracy, and determine a more reasonable time threshold and radius and
possibly employ deep learning approach to solve this problem.
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Abstract. With the increasing demand for computing power, multipro-
cessor systems composed of numerous processors are still deployed in var-
ious fields. Binary grey wolf optimizer cannot directly tackle system-level
fault diagnosis in spite of considerable success in feature selection, set-
union knapsack problem, and uncapacitated facility location problem. In
this study, we proposed a binary grey wolf optimizer for system-level fault
diagnosis (BGWOFD). BGWOFD employed Boolean algebra to mimic
the social hierarchy of grey wolf according to the rank-based dominance
weight. To balance the convergence and mutation, a new competitive
mechanism is adopted. Furthermore, the mutation strategy designed for
the PMC model can effectively improve diagnostic efficiency and popu-
lation diversity. Experimental results demonstrate the advantage of the
proposed algorithm in diagnostic accuracy and diagnostic time.

Keywords: Binary grey wolf optimizer · Multiprocessor system ·
PMC model · Reliability computing · System-level fault diagnosis

1 Introduction

Nowadays, popular applications like the Internet of Things and virtual reality
demand stronger computing power [1]. Distributed andparallel systemsmostly use
interconnection networks to connect thousands of processors or computing nodes
to increase computing power, so both are multiprocessor systems. However, the
increment in the number of processors not only has a negative impact on relia-
bility but also increases the difficulty in diagnosing faulty processors. The goal of
system-level fault diagnosis is to locate the faulty processors in a large-scale multi-
processor system. When the faulty processors are found in the system, they can be
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isolated, repaired and replaced to avoid system downtime. The diagnosis strategies
of system-level fault diagnosis can be categorized into precise diagnostic strategies
and imprecise diagnostic strategies. Precise diagnostic strategies include one-step
t-diagnosable system [2], (t,k)-diagnosable system [3], and more. Imprecise diag-
nostic strategies include t/k -diagnosable system [4], t/s-diagnosable system [5],
and so on. Because in the actual network, the processor can test the processors that
are not directly adjacent through routing, and there is no restriction on the loca-
tion of the faulty processors, the one-step t-diagnosable system has always been
a research hotspot among scholars. Although graph theory is the initial theoreti-
cal basis for designing fault diagnosis algorithms, with the increase of the number
of processors in the system, it is difficult for such algorithms to meet the diagnos-
tic demands in time. Metaheuristic algorithms have become an important tool to
study one-step t-diagnosable system due to their advantages such as easy code
implementation and few parameters. Many fault diagnosis algorithms based on
metaheuristic algorithms have been proposed, such as genetic algorithm (GAFD)
[6–8], bat algorithm (BAFD) [9], and fireworks algorithm (FWAFD) [10–12].

Nature-inspired metaheuristics have been used to tackle various combinato-
rial optimization problems, and their inspiration can be divided into evolutionary,
swarm intelligence, physics phenomenon, and human beings. Swarm intelligence
algorithm is the highest proportion in metaheuristics [13]. The grey wolf optimizer
(GWO) [14], a novel swarm intelligence algorithm, has been applied successfully
in many continuous-domain optimization problems. Since the position update of
the grey wolf depends on the three dominant wolves at the same time, its abil-
ity to avoid local optima is relatively stronger. In recent years, scholars have pro-
posed many versions of binary gray wolf algorithm, and achieved remarkable suc-
cess in feature selection [15–17] and fault location in distribution network [18].
Although the GWO could be seen as a variant of existing particle swarm opti-
mizer algorithms in the continuous domain [19], the performances of these binary
grey wolf optimizers are better than any other widespread binary optimizer algo-
rithm. To map the real-valued solution to binary vector, it is very common that
apply the sigmoid functions to binary grey wolf optimizer. However, the transfer
functions will lead to spatial disconnect [20]. Gölcük et al. proposed two binary
grey wolf optimizers (BGWOfbd and BGWOrbd) without transfer functions, and
adopt multi-parent crossover to mimic the position update under the leadership
hierarchy of grey wolves [21]. These two algorithms reduce some parameters in
the canonical GWO and employ multi-parent crossover to manipulate the binary
solution directly. The performances of them are validated in set-union knapsack
problem (SUKP) and uncapacitated facility location problem (UFLP).

System-level fault diagnosis can be regarded as a binary optimization problem,
because the state of a processor is only faulty or fault-free. Although the binary
grey wolf optimizer has been used to solve many binary optimization problems,
as far as we know, its application to system-level fault diagnosis for large-scale
multiprocessor systems has not been studied yet. The fault diagnosis algorithm
based on swarm intelligence algorithm usually employs the transfer function to
achieve the mapping from continuous domain to binary space. Elhadef et al. think
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that the historical data of a multiprocessor system, such as MTTF and MTBF,
can be used to deduce some fault-free units [6]. Then, the status of other units
in the system is deduced by using a fault-free unit and target symptom. Deng et
al. improved this method and named it as specifying a fault-free node generation
(SFNG) method [7]. In fact, the theory of this method is similar to graph traver-
sal in data structure. The SFNG method to generate correct individuals depends
on the fault diagnosis model and whether the first selected node is fault-free or
faulty. If the selected fault-free unit is fault-free in target fault mode, this method
can accurately infer the states of many units. With the increase of faulty units,
the probability of fault-free units being selected is also decreasing. Although the
time complexity of generating an individual is so high (best case: O

(
n2

)
, worst

case: O
(
n2.5

)
), lots of fault diagnosis algorithms still employ this method, such

as GAFD [7,8], BAFD [9], and FWAFD [10–12]. Using this method to initialize
a population can narrow down the search space, but it will consume more time
in the phase of population initialization. Employing a random initial population
may perform better in diagnostic time when the diagnostic algorithm converges
well in the binary space.

The main contribution of this paper include: (1) We design a new competi-
tive mechanism to balance the search agents to perform convergence or mutation.
And the mechanism employs strategy of differentiated position update to pre-
vent degradation of individual fitness value. (2) Based on the social hierarchy of
grey wolf and the rank-based dominant weights, we propose a Boolean algebra
for convergence of grey wolf that enables individuals to converge to dominant
wolves quickly and efficiently. (3) Using the testing properties of the PMC model,
we design a new mutation strategy that are effective in increasing population
diversity and avoiding local optima. (4) We propose a binary grey wolf optimizer
for system-level fault diagnosis (BGWOFD), which employs random initial pop-
ulation and does not require transfer function. The experimental results validate
that the proposed algorithm significantly outperform others on diagnostic accu-
racy and time.

The rest of the paper is organized as follows: the PMC model and standard
grey wolf optimizer are briefly introduced in Sect. 2. The detailed explanations
of the proposed algorithm are given in Sect. 3. Experimental results are demon-
strated in Sect. 4. The conclusion of the study is given in Sect. 5.

2 Preparation Knowledge

2.1 PMC Model

System-level fault diagnosis is based on the fault diagnosis model. In 1976,
Preparata et al. proposed first fault diagnosis model called PMC model [2],
which is still the focus of scholars’ research. The main idea of the PMC models
is to assign a test set to each processor. When performing fault diagnosis, each
processor tests the processors in its own test set. The diagnostic center then
combines the test results with the network topology to generate fault symptom
and uses the fault diagnosis algorithm to calculate the status of each processor.
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In system-level fault diagnosis, the state of processor is described by binary
code, either 1 or 0. The bit 1 usually indicates a faulty processor, and bit 0
represents the fault-free processor. In a multiprocessor system with n processors,
the status of processors can be described a binary string. For example, X =
{0, 0, 1, 0, 1}, this indicates the third and fifth processors are faulty processors,
and the others are fault-free processors. In PMC model, the fault-free processor
can correctly identify arbitrary status of processors. However, the test result of
faulty processor to any processor are random 0 or 1. The relationship of the
PMC model is shown in Table 1.

Table 1. PMC model

State of test processor State of tested processor Test result

0 0 0

0 1 1

1 0 0/1

1 1 0/1

Preparata et al. also proposed the optimal design Dδ,t for one-step t-
diagnosable systems [2]. In a system containing n processors, multiple test graph
can be obtained by adjusting δ and t. Moreover, since the number of processors
tested by each node is the same, the test load of each node is balanced. There-
fore, Dδ,t networks are often used to verify the performance of fault diagnosis
algorithms. In a multiprocessor system with n processors, a test link from unit
ui to unit uj satisfy Eq. (1) and Eq. (2).

j − i = δm mod n (1)

(δ, n) = 1 (2)

where m is a positive integer from 1 to t, and δ is prime to n.
In a one-step t-diagnosable system, each processor is tested by at least t

processors. We employ a n-by-n array S to represent the fault symptom, and
the entry in row i and column j denotes the test result of unit ui to unit uj . If
there is not test link from unit ui to unit uj , the entry Si,j is defined as ∞.

2.2 Grey Wolf Optimizer

Grey wolves are gregarious animals with an average population size of 5–12. In
the hierarchy of grey wolves, the alpha wolf is the most powerful wolf in the
swarm, followed by beta wolf and delta wolf. The rest are the omega wolves. As
the animal at the top of the food chain, the omega grey wolves track, surround,
and attack their prey under the guidance of alpha, beta, and delta wolves. Grey
wolf optimizer (GWO) was proposed by Mirjalili et al. and inspired by the strict
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social hierarchy of grey wolf [14]. In GWO, alpha wolf, beta wolf and delta wolf
correspond to the top 3 ranked optimal solutions. Mathematically, the distance
between dominant wolf and candidate solution

−→
X is denoted as

−→
D , which can

be calculated as follows:
−→
Dα =

∣
∣
∣
−→
C 1 × −→

Xα (t) − −→
X (t)

∣
∣
∣ , (3)

−→
Dβ =

∣
∣
∣
−→
C 2 × −→

Xβ (t) − −→
X (t)

∣
∣
∣ , (4)

−→
Dδ =

∣
∣
∣
−→
C 3 × −→

X δ (t) − −→
X (t)

∣
∣
∣ , (5)

where
−→
C is a coefficient vector,

−→
Xα,

−→
Xβ , and

−→
X δ indicate the positions of alpha,

beta, and delta wolves, respectively.
The position

−→
X of grey wolf individual at time step t + 1 is calculated as

follows: −→
X 1 (t + 1) =

−→
Xα (t) +

−→
A 1 × −→

Dα, (6)
−→
X 2 (t + 1) =

−→
Xβ (t) +

−→
A 2 × −→

Dβ , (7)
−→
X 3 (t + 1) =

−→
X δ (t) +

−→
A 3 × −→

Dδ, (8)

−→
X (t + 1) =

−→
X 1 +

−→
X 2 +

−→
X 3

3
, (9)

where
−→
A denotes a coefficient vector.

And the vectors
−→
A and

−→
C can be calculated as follows:

−→
A = 2−→a × −→r1 − −→a , (10)

−→
C = 2−→r2 , (11)

where −→r1 and −→r2 are generated randomly between 0 and 1, and −→a is a value that
decreases linearly from 2 to 0 as the number of iterations increases.

The parameter
−→
C strengthen or weaken the distance between the dominant

wolves and the current position of a grey wolf. The parameter
−→
A with random

value can drive the grey wolf to approach the dominant wolves or to search far
away from the dominant wolves.

3 Details of the Proposed Algorithm

3.1 Population Initialization

In this paper, we employ random initial population to raise population diversity
and decrease the time complexity. Let a popsize × n array X be a population
position, where popsize denotes population size. Therefore, the entries of X in
row i represent the individual position of Xi, and the entry Xi,j of X in row i
and column j indicates a possible state of unit j. Since a t-system containing
n processors can only identify at most t faulty processors, the initial popula-
tion consist of individuals containing t faulty processors. Algorithm 1 shows the
pseudocode of the process of population initialization.
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Algorithm 1: Pseudocode of population initialization method
Input: popsize and n.
Output: The position X of wolves.

1 t =
⌊

n−1
2

⌋
;

2 for i = 1 : popsize do
3 faults = 0;
4 faultfree = 0;
5 for j = 1 : n do
6 if (rand < 0.5 and faults < t) or faultfree == n − t then
7 Xi,j = 1;
8 faults = faults + 1;

9 else
10 Xi,j = 0;
11 faultfree = faultfree + 1;

12 end

13 end

14 end

3.2 Fitness Function

Because the test results created by faulty processors under the PMC model
are random, either 0 or 1, the same potential solution may generate different
symptoms. Even if the potential solution is equal to the target solution, the
fault symptoms that generated by combining the potential solution with the
network topology may not be exactly the same as the fault symptom S to be
solved. Therefore, the fitness function in this paper relies on the fact that the test
results of fault-free processors under PMC model are always correct. Algorithm 2
shows the process of calculating the fitness function for Dδ,t systems.

3.3 New Competitive Mechanism

The competitive binary grey wolf optimizer (CBGWO) [16] employs a competi-
tive mechanism proposed by Cheng et al. [22]. The core of the competitive mech-
anism is that the pairwise individuals randomly selected from swarm compare
their fitness values, the winner does not perform position update and directly
passes to the swarm of next iteration, while the loser update its position accord-
ing to the information attained from winner. After updating the positions of all
the losers, CBGWO will reorder to update alpha, beta, and delta wolves, and
the ruling wolves will perform leader enhancement to avoid local optima.

In our study, BGWOFD retrenched a lot of parameters of GWO like
BGWOfbd and BGWOrbd, which make it difficult to dynamically balance con-
vergence and mutation. So, BGWOFD employs a new competitive mechanism.
The first step in this mechanism is to select randomly two individuals from a wolf
pack. The fitness values of pairwise individuals will be compared. The better wolf
is called the winner, while the worse wolf is the loser. The winner will perform a
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Algorithm 2: Fitness function.
Input: S, n, and Xi.
Output: fv (Xi) = [fv (Xi,1) , fv (Xi,2) , · · ·, fv (Xi,n)] and FT (Xi).

1 for j = 1 : n do
2 CorrectTests = 0;
3 if Xi,j == 0 then
4 foreach processor k in Γ (uj) do

/* Γ (uj) represents the processors set which unit ui need

to test. */

5 if Sj,k == Xi,j then
6 CorrectTests = CorrectTests + 1;
7 end

8 end

9 fv (Xi,j) = CorrectTests

|Γ(uj)| ;

10 else

11 foreach fault-free processor k in Γ (uj)
−1 do

/* Γ (uj)
−1

represents the processors set that test ui. */

12 if Sk,j == 1 then
13 CorrectTests = CorrectTests + 1;
14 end

15 end

16 fv (Xi,j) = CorrectTests
∣
∣
∣Fault-free processors in Γ(uj)

−1
∣
∣
∣

;

17 end

18 end

19 FT =
∑n

j=1 fv(Xi,j)
n

;

mutation strategy for local optima avoidance, and the loser will converge to the
dominant wolves for improving its fitness values. Note that each individual in
the swarm can be selected once at each iteration. Figure 1 shows the framework
of the new competitive mechanism.

The proposed mechanism employs strategy of differentiated position update,
as shown in Eq. (12), in which the individual position with improving fitness
value can be preserved to the population, but those with worse fitness value are
discarded.

Xi (t + 1) =

{
Xi (t + 1) , if FT (Xi (t + 1)) > FT (Xi (t))
Xi (t) , otherwise

. (12)

where Xi (t + 1) indicates the position of the i-th wolf at time step t + 1.
Compared with the competition mechanism in CBGWO, the winner can per-

form mutation strategy to search instead of being stationary. Another advantage
is that the loser can obtain information from the winner, such as different states
in the same dimension.
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Fig. 1. Illustration of the new competitive mechanism.

3.4 Convergence Strategy

In binary weighted superposition attraction algorithm [23] and BGWOrbd [21],
the weight of artificial agents is calculated as follow:

weight (i) = i−τ , (13)

where i is the ranking of search agent and τ ∈ (0, 1]. Since the social hierarchy of
the gray wolf contains only alpha, beta, delta and omega wolves, i ∈ {1, 2, 3, 4}.

To mimic the strict social hierarchy of grey wolves, the convergence equation
of the proposed algorithm utilizes the rank-based domination weight that can
be calculated according to Eq. (13). Let’s assume that the output is determined
by the larger weight sum of the binary values of the three dominant wolves
and a omega wolf. Suppose τ = 0.65, the corresponding weights of the top
three dominant wolves and the omega wolf are equal to 1, 0.64, 0.48, and 0.41,
respectively. The binary values of alpha wolf, beta wolf, delta wolf and delta
wolf in the same dimension are 0, 1, 1, 1 in that order. The weights sum of bit
0 is equal to 1, and the weights sum of bit 1 equals 1.53. So, the output will be
updated to 1. Boolean algebra is a powerful tool for describing and designing
binary logic circuits. We use Boolean algebra to express the relationship between
outputs and input combinations.

Xt+1
i,j = Xt

α,j · Xt
β,j + X̄t

α,j · Xt
β,j · Xt

δ,j · Xt
i,j

+Xt
α,j · X̄t

β,j · Xt
δ,j + Xt

α,j · X̄t
β,j · X̄t

δ,j · Xt
i,j

(14)

where ·, +, and ¯ denote logic operation AND, OR, NOT, respectively, Xt
α,j ,

Xt
β,j , Xt

δ,j , and Xt
i,j denote status of j-th processor at in position vectors of

alpha, beta, delta, and Xi wolves at time step t, respectively.
In fact, when τ ∈ (0, 1] in Eq. (13), Eq. (14) is mostly established. In the

proposed algorithm, the binary values of the loser inconsistent with that of the
winner are updated by using Eq. (14) with the updating probability pu.
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3.5 Mutation Operator

Mutation operator is an important strategy to avoid local optima, which can
improve population diversity. The fault-free unit in PMC model can correctly
diagnose the status of the units within their own test set. So, we will select
randomly a fault-free unit ui from the potential solution Xi. Assume that the
unit is also the fault-free node of the target fault mode. Then the test results
of the processors in Γ (ui) are assigned to the potential solution with updating
probability pu.

The mutation operator has two remarkable advantages:

(1) With the increase of the number of iterations, it is easier to select a fault-free
processor from potential solution that is also fault-free in target solution. If
the selected processor ui is also fault-free in the target solution, part of the
processor states in Γ (ui) of the potential solution will be updated correctly,
which is helpful to improve the fitness value of individual.

(2) Even if the selected processor is faulty in the target solution, as long as the
updated solution has a better fitness value, it also can be saved in the swarm
to improve the population diversity.

To sum up, the pseudocode for BGWOFD is given in Algorithm 3.

3.6 The Time Complexity of BGWOFD

The worst-case time complexity of proposed BGWOFD in Dδ,t is given as follows.
At the beginning, BGWOFD needs to initialize a population, the complexity of
population initialization is O (popsize × n). In the phase of position update, the
time complexity for a loser to perform the position update is O (n), and the time
complexity for a winner to perform mutation operator is O (t). In each iteration,
the dominant wolves need to be updated, the time complexity is O (popsize). For
each individual, the fitness value needs to be computed once at each iteration.
The time complexity of calculating fitness value is O (n × t). To sum up, the
complexity of the proposed algorithm is O (I × posize × n × t), where I denotes
the iteration times, and t is the maximum number of faulty units that can be
identified.

4 Experiment

The parameters need to be calibrated based on their influence on performance
before algorithm comparison. The experiments were carried on Matlab R2020a
using the workstation with a processor Intel Xeon E5-1620 3.6 GHz and 8 GB
RAM. With the same number of faulty nodes, 100 fault symptoms were randomly
generated. To evaluate the performance of the proposed algorithm, the statistical
parameters for comparison include diagnostic accuracy and average diagnostic
time.
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Algorithm 3: the Proposed BGWOFD algorithm.
Input: pu, n. popsize, MaxIter, and S
Output: A solution compatible with S.

1 t = 1, halfpopsize = popsize/2;
/* where t denotes iteration and popsize is an even number. */

2 Initialize population by running Algorithm 1;
3 Evaluate fitness values of wolves by running Algorithm 2;
4 while t < MaxIter do
5 Update the dominant wolves of pack;
6 for i = 1 : halfpopsize do
7 Compare the fitness values of Xi and Xi+halfpopsize;
8 if FT (Xi) > FT (Xi+halfpopsize) then
9 winner = i, loser = i + halfpopsize;

10 else
11 winner = i + halfpopsize, loser = i;
12 end
13 for j = 1 : n do
14 if Xloser,j �= Xwinner,j and rand < pu then

/* rand is a random number in [0, 1]. */

15 Update Xloser,j according to Eq. (14);

16 end

17 end
18 Select randomly a fault-free unit ui from Xwinner;
19 foreach unit uj in Γ (ui) do
20 if rand < pu then
21 xwinner,j = Si,j ;
22 end

23 end

24 end
25 for i = 1 : popsize do
26 Evaluate the fitness value of Xi by running Algorithm 2;
27 if FT (Xi) == 1 then
28 Return Xi;
29 end
30 Determine Xi at time step t + 1 by using Eq. (12);

31 end
32 t = t + 1;
33 Randomize the swarm;

34 end
35 Return the optimal solution;
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Fig. 2. The influence of population size on BGWOFD in D7,99 system. (a) Diagnostic
Accuracy; (b) Average Diagnostic Time.

4.1 Influence of Parameters on the Performance

Population Size. To explore the influence of different population sizes on the
diagnostic performance, we set popsize ∈ {8, 10, 12, 14}, MaxIter = 200 and
pu is fixed to 0.9. Figure 2 demonstrates the effect of population size on the
performance of the proposed algorithm in D7,99 system.

From the simulation results, the different population sizes had no negative
impact on the diagnostic accuracy. 100% diagnostic accuracy can be maintained
for any population size. As the number of faulty processors approached 99, the
average diagnostic time of the proposed algorithm greatly decreased at various
population size, and the performance differences of average diagnostic time at dif-
ferent population sizes also reduced. Therefore, the population size of BGWOFD
was set to 8 in the subsequent experiments.

Updating Probability pu. Updating probability indicates the probability of
whether the bit will be updated or not, which has a significant influence on
random walks of the wolf. Obviously, the position of the grey wolf may remain
stagnant when the updating probability is too small. A set of different levels for
pu ({0.5, 0.6, 0.7, 0.8, 0.9}) was examined, and the results were shown in Fig. 3.

Although different updating probabilities did not affect the diagnostic accu-
racy, it had negative impact on the average diagnostic time. When the updating
probability was 0.9, the average diagnostic time was significantly less than other
probability values. In subsequent comparison experiments, the updating proba-
bility was set to 0.9.

4.2 Empirical Comparison

The compared algorithms include GAFD [7], BAFD [9], and FWAFD [10]. All
algorithms diagnosed 100 fault symptoms that randomly generated under the
same number of faulty processors in D7,74 and D7,149 system. The parameters
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Fig. 3. The influence of pu on BGWOFD in D7,99 system. (a) Diagnostic Accuracy;
(b) Average Diagnostic Time.

given in the corresponding paper were used as far as possible for the compari-
son experiment, as follows: In GAFD, the population was generated by SFNG
method whose size was 7, pm = 0.5, pc = 0.7. The BAFD employs dual popula-
tion, the small population size was 10, and it was initialized by SFNG method,
and the large population initialize randomly and the size was 20, vmax = 3,
vmin = −3. The population size of FWAFD was 10, and each individual was gen-
erated randomly. For fairness of the experiment, the maximum iteration number
was fixed to 200. Figure 4 and Fig. 5 showed the fit curve of diagnostic accu-
racy and average diagnostic time, demonstrating the variation in performance
of several diagnostic algorithms as the number of faulty processors increases.

The experimental results indicate that BGWOFD and GAFD superior to
other compared algorithms in diagnostic accuracy and average diagnostic time.
BAFD had a overall diagnostic accuracy of 98.25% and 69.58% for D7,74 and
D7,149 systems respectively. The overall diagnostic accuracy of FWAFD was
99.30% and 98.91% in D7,74 and D7,149 systems respectively. The diagnostic
accuracy of FWAFD and BAFD decreased as the number of faulty processors
increased, and then increased again as the number approached maximum num-
ber of faulty processors can be identified in the system. In D7,74, all diagnostic
algorithm maintained a diagnostic accuracy of over 90% for each number of
faulty processors. However, the diagnostic accuracy of BAFD dropped below
20% when the faulty number of processors was between 120 and 130 in D7,149

system. Although the diagnostic accuracy of FWAFD was better than BAFD,
FWAFD did not completely outperform BAFD in terms of the average diag-
nostic time. The overall average diagnostic time during diagnosing D7,74 system
was 0.3743 seconds for FWAFD compared to 0.2493 seconds for BAFD. How-
ever, FWAFD outperformed GAFD in average diagnostic time when the number
of faulty processors was close to the maximum number that the system can rec-
ognize. In D7,74 and D7,149 system, the diagnostic accuracy of both BGWOFD
and GAFD was maintained at 100%, but BGWOFD took less diagnostic time.
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Fig. 4. The performance comparison of several diagnosis algorithms in D7,74 system.
(a) Diagnostic Accuracy; (b) Average Diagnostic Time.
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Fig. 5. The performance comparison of several diagnosis algorithms in D7,149 system.
(a) Diagnostic Accuracy; (b) Average Diagnostic Time.

As transfer functions are used in both BAFD and FWAFD to implement
the conversion of continuous domain value to binary value, their convergence
speed is relatively slow. In addition, the explosion operator and Gaussian muta-
tion operator of FWAFD produce a large number of individuals at each itera-
tion, resulting in a substantial increase in diagnostic time. The performance of
GAFD is better than BAFD and FWAFD because the chromosome of genetic
algorithm can express directly the state of each unit in the system, and the
selection, crossover, and mutation operation can directly manipulate the binary
values. The proposed algorithm employs a new competitive mechanism to bal-
ance convergence and mutation. The Boolean algebra preserve the grey wolf’s
original social hierarchy as well as avoiding the transfer functions which often
used in binary optimization algorithms. Therefore, BGWOFD outperforms the
other three diagnosis algorithms.
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5 Conclusion

In this paper, we propose a binary grey wolf optimizer for t-diagnosable sys-
tems under the PMC model. According to the rank-based domination weight,
we designed a Boolean algebra to imitate the progress of wolves searching for
prey under the strict social hierarchy. We also designed a new mutation strat-
egy according to the characteristic of PMC model. And the performance of
BGWOFD is superior to BAFD, FWAFD and GAFD in the Dδ,t systems based
on PMC model. This is the first attempt to apply the grey wolf algorithm to
system-level fault diagnosis. We will try to apply the proposed algorithm to
different fault diagnosis models and network topology in the future.

References

1. Chen, M., Wang, T., Ota, K., Dong, M., Zhao, M., Liu, A.: Intelligent resource
allocation management for vehicles network: an A3C learning approach. Comput.
Commun. 151, 485–494 (2020). https://doi.org/10.1016/j.comcom.2019.12.054

2. Preparata, F.P., Metze, G., Chien, R.T.: On the connection assignment problem of
diagnosable systems. IEEE Trans. Electron. Comput. EC–16(6), 848–854 (1967).
https://doi.org/10.1109/PGEC.1967.264748

3. Araki, T., Shibata, Y.: (t, k)-diagnosable system: a generalization of the PMC
models. IEEE Trans. Comput. 52, 972–976 (2003). https://doi.org/10.1109/TC.
2003.1214345

4. Kavianpour, A., Kim, K.H.: Diagnosabilities of hypercubes under the pessimistic
one-step diagnosis strategy. IEEE Trans. Comput. 40(2), 232–237 (1991). https://
doi.org/10.1109/12.73595

5. Karunanithi, S., Friedman, A.D.: Analysis of digital systems using a new measure
of system diagnosis. IEEE Trans. Comput. C–28(2), 121–133 (1979). https://doi.
org/10.1109/TC.1979.1675301

6. Elhadef, M., Ayeb, B.: An evolutionary algorithm for identifying faults in t-
diagnosable systems. In: Proceedings 19th IEEE Symposium on Reliable Dis-
tributed Systems SRDS-2000, pp. 74–83 (2000). https://doi.org/10.1109/RELDI.
2000.885395

7. Deng, W., Yang, X., Wu, Z.: An efficient genetic algorithm for system- level diag-
nosis. Chin. J. Comput. 30(07), 1115–1124 (2007). https://doi.org/10.3321/j.issn:
0254-4164.2007.07.008

8. Gui, W., Liu, C.: System-level diagnosis algorithm based on Malek model. Comput.
Eng. Appl. 53(13), 78–82 (2019). https://doi.org/10.3778/j.issn.1002-8331.1607-
0130

9. Xuan, H., Miao, C., Zhao, D.: System-level fault diagnosis based on bat algo-
rithm. Comput. Eng. Sci. 38(4), 640–647 (2016). https://doi.org/10.3969/j.issn.
1007-130X.2016.04.004

10. Gui, W., Lu, Q.: System-level fault diagnosis fireworks algorithm based on PMC
model. J. Chin. Comput. Syst. 39(9), 1944–1950 (2018). https://doi.org/10.3969/
j.issn.1000-1220.2018.09.010

11. Gui, W., Lan, T., Lu, Q.: Fireworks algorithm for system-level fault diagnosis
based on Malek model. J. Chin. Comput. Syst. 40(07), 46–51 (2019). http://xwxt.
sict.ac.cn/CN/Y2019/V40/I7/1404

https://doi.org/10.1016/j.comcom.2019.12.054
https://doi.org/10.1109/PGEC.1967.264748
https://doi.org/10.1109/TC.2003.1214345
https://doi.org/10.1109/TC.2003.1214345
https://doi.org/10.1109/12.73595
https://doi.org/10.1109/12.73595
https://doi.org/10.1109/TC.1979.1675301
https://doi.org/10.1109/TC.1979.1675301
https://doi.org/10.1109/RELDI.2000.885395
https://doi.org/10.1109/RELDI.2000.885395
https://doi.org/10.3321/j.issn:0254-4164.2007.07.008
https://doi.org/10.3321/j.issn:0254-4164.2007.07.008
https://doi.org/10.3778/j.issn.1002-8331.1607-0130
https://doi.org/10.3778/j.issn.1002-8331.1607-0130
https://doi.org/10.3969/j.issn.1007-130X.2016.04.004
https://doi.org/10.3969/j.issn.1007-130X.2016.04.004
https://doi.org/10.3969/j.issn.1000-1220.2018.09.010
https://doi.org/10.3969/j.issn.1000-1220.2018.09.010
http://xwxt.sict.ac.cn/CN/Y2019/V40/I7/1404
http://xwxt.sict.ac.cn/CN/Y2019/V40/I7/1404


BGWOFD 95

12. Lu, Q., Gui, W., Su, M.: A fireworks algorithm for the system-level fault diagnosis
based on MM* model. IEEE ACCESS 7, 136975–136985 (2019). https://doi.org/
10.1109/ACCESS.2019.2942336

13. Mohamed, A.W., Hadi, A.A., Mohamed, A.K.: Gaining-sharing knowledge based
algorithm for solving optimization problems: a novel nature-inspired algorithm.
Int. J. Mach. Learn. Cybern. 11(7), 1501–1529 (2019). https://doi.org/10.1007/
s13042-019-01053-x

14. Mirjalili, S., Mirjalili, S.M., Lewis, A.: Grey wolf optimizer. Adv. Eng. Softw 69(3),
46–61 (2014). https://doi.org/10.1016/j.advengsoft.2013.12.007

15. Emary, E., Zawbaa, H.M., Hassanien, A.E.: Binary grey wolf optimization
approaches for feature selection. Neurocomputing 172(8), 371–381 (2016). https://
doi.org/10.1016/j.neucom.2015.06.083

16. Too, J., Abdullah, A.R., Mohd Saad, N., Ali, N., Tee, W.H.: A new com-
petitive binary grey wolf optimizer to solve the feature selection problem in
EMG signals classification. J. Comput. 7(4), 58 (2018). https://doi.org/10.3390/
computers7040058

17. Al-Tashi, Q., Abdul Kadir, S.J., Rais, H.M., Mirjalili, S., Alhussian, H.: Binary
optimization using hybrid grey wolf optimization for feature selection. IEEE Access
7, 39496–39508 (2019). https://doi.org/10.1109/ACCESS.2019.2906757

18. Chen, L., Zhan, Y., Tian, Q.: Fault location of distribution network based
on improved binary grey wolf optimization algorithm. Electron. Meas. Technol.
42(01), 1–5 (2019). https://doi.org/10.19651/j.cnki.emt.1802075
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Abstract. The application environment of mobile robot is gradually expanding
from indoor to outdoor. Vision-based detection, which acquires traffic informa-
tion through the camera, is a state-of-the-art auxiliary technology. In this paper,
a robotic middleware Robot Operating System (ROS) is applied to detect object
and control application based on embedded processor. And, we present an effec-
tive On-road object detector which is suitable for embedded GPU by improving
the performance of Single Shot MultiBox Detector (SSD). Our approach is to
construct detection network by using depth-wise separable convolution for saving
computing resource and present multi-category clustering to adjust the generated
default boxes for optimizing accuracy. Experiments on KITTI dataset show that
the proposed network runs 2.1 times faster than original SSD network on embed-
ded GPU and maintains 71% mean average precision. Finally, a mobile robot is
designed based on the detector and controller to demonstrate On-road assisted
driving intuitively.

Keywords: ROS · Embedded GPU · Convolutional neural network · On-road
object detection · Mobile robot

1 Introduction

Object detection is the premise of many robot behaviors and plays an important role
in the field of robotics such as driverless car. Using cameras to obtain visual data is
becoming a common method due to its low consumption and application cost, and other
sensors can play a supporting role if necessary. Recently, deep learning has merged as
powerful learning methods for object detection. Compared with traditional approached,
deep learning based method is more suitable for tasks such as object detection and
trajectory tracking in complex scenes due to the strong expressive ability of convolutional
neural network. As an excellent deep learning detection method, SSD algorithm [1]
achieves better performance by borrowing the anchor framemechanism inFasterR-CNN
[2] and generating default boxes on different feature graphs of multiple scales.
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If mobile robots can be integrated with object detection based on deep learning,
more interesting features could be generated. Robot Operating System (ROS) is a linux-
based open source middleware framework for robot applications [3]. ROS transforms
the results of algorithms into robot’s instructions smoothly, which gives robots cognitive
abilities. At present, detection packages that come with ROS are mainly based on local
feature description methods such as SIFT (Scale Invariant Feature Transform), which
has poor robustness in complex scenarios [4, 5]. Thus, it’s of great significance to use
deep learningmethods to achieve fast and accurate detection algorithm onROS platform.

In this paper, a mobile robot is developed to integrate detection and control appli-
cations based on Embedded processor NVIDIA Jetson TK1 and other electronic com-
ponents. ROS middleware combines On-road detection algorithms with mobile robots
and Arduino platform addresses the control of ROS-based robot. In the detection part,
images captured by camera are used to locate and classify objects by SSD algorithms and
embedded GPU. In the process of testing, SSD with the input size of 300*300 achieves
45.02 FPS on NVIDIA Titan V while achieving only 1.33 FPS on NVIDIA Jetson TK1.
This phenomenon confirms portable embedded GPU which are common processors in
robots are difficult to run the detection network quickly. High-speed response and high
accuracy are the basic requirements of object detection method for robots. To obtain a
small and efficient network, MobileNet [6] constructed by depth-wise separable con-
volution is used to replace VGG network in SSD for faster detection speed. And, we
present a multi-category clustering method to adjust the generated default boxes to opti-
mize detection accuracy. After adjustment, we obtain a better detection performance that
provides an effective method for embedded GPU.

2 Proposed System

In this paper, NVIDIA Jetson TK1 was selected as core processor of the entire system.
Table 1 describes the basic configuration of Jetson TK1 [7]. Apart from this, other
sensors such as Arduino Mega2560 microcontroller panel, MC33926 two-wheel motor
control panel, motor and camera play a supporting role. As is shown in Fig. 1, the
system architecture of robot can be mainly divided into two modules: object detection
and message communication. Object detection module is responsible for outputting the
object category and position in the video [8]. In the process of detection, the method
based on deep learning is used to process the image information of each frame in the
video to obtain the position and category of each object. In message communication
module, we have created a new ROS detection package for converting object category
into moving direction.

ROS contains large number of nodes that subscribe to topics to receive information,
control sensors and perform computations. Each node represents a task and they can
publish messages to topics for other nodes. Publishing messages to topics is the primary
method of passing data between nodes. The system takes different functional stages as
ROS nodes respectively, and the processing results of each node are transmitted to the
corresponding node by message [9].
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Table 1. The configuration of NVIDIA Jetson TK1

Hardware Configuration

CPU 32-bit ARM Cortex-A15

GPU 192-core CUDA Chip

Memory 2 GB

Storage 16 GB

Frequency 2.3 GHz

When the system starts up, Arduino node (/arduino) first opens the communication
interface and requests a session from the direction node (/direction). After receiving
the request, session requests are submitted layer by layer. The messaging relationships
between nodes are shown in Fig. 2. Camera node (/camera) sends a session to detec-
tion node (/image_detect) to provide video for the detection algorithm. The detection
algorithm processes each frame of image in video to obtain the position and category
information of each object. To display the detection results intuitively, detection node
sends a session to image node (/image_show) for displaying the position and category of
object in the display box, and sends a session to direction node to provide the category
information. The direction node sends a session to Arduino node to provide direction
information.

Fig. 1. System architecture of robot
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Fig. 2. Status diagram for system running node

3 Object Detector

In this section, we firstly introduce series of general method for object detection and
choose SSD framework as the base method in this work. To accommodate embedded
GPU, light weight network MobileNet is used to replace the feature layers in SSD. And,
we propose a multi-category clustering method for optimizing accuracy for specific road
dataset.

3.1 Basic Algorithm

Vision-Based methods can be divided into two categories: manual design features-based
or deep learning-based. The method of manually designing features such as HOG, LBP
and STFT is suitable for detecting a certain kind of object but not robust enough to detect
multiple objects. Deep neural network learns natural features from dataset autonomously
and is less affected by professional knowledge. Detection networks such as R-CNN [10],
Fast R-CNN [11], YOLOv2 [12], YOLOv3 [13], YOLOv4 [14] and SSD [1] have been
widely used in various research and application fields.

SSD is a regressive object detection algorithm, which uses different convolution ker-
nel to construct multi-scale feature graph for improving the accuracy of object detection.
The network structure of SSD is shown in Fig. 3. SSD network adopts high-quality con-
volutional network VGG16 [15] as the basic network for object detection. It retains the
convolutional layer for feature extraction, removes the back-end classification function,
and converts two full connection layers fc6 and fc7 before the classification function
into two convolution layers.
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Fig. 3. SSD network structure

SSD refers to the idea of anchor’s prior box in Faster R-CNN, and the default boxes
of different scales and aspect ratios are set in the feature graph at the center of each
grid cell. The default box is used as the benchmark for precision conversion between
bounding box and ground-truth box. Default boxes generated on different feature maps
are different on the scale and aspect ratio. With the deepening of convolutional neural
network layer, the scale of feature maps become smaller, and the scale of default boxes
increase linearly. The generation of default box can be calculated as follows:

Sk = Smin + Smax − Smin

m − 1
Smin + Smax − Smin

m − 1
(k − 1), k ∈ [1,m] (1)

Smax is the highest maximum default box proportion to be predicted in the feature
map and Smin is the minimum default box scale. Each feature map produces multiple
default boxes, which are set according to different aspect ratio. The default aspect ratio
is selected from ar{1, 2, 3, 1/2, 1/3}, so the width and height of default box can be
calculated by the following formula:

wa
k = Sk

√
ar (2)

hak = Sk√
ar

(3)

When the default box’s aspect ratio is 1, the algorithm will add a scale S
′
k=

√
SkSk+1.

In practice, Con4_3, Con10_2 and Con11_2 only use the default box whose aspect ratio
is in {1, 1’, 2, 1/2}.

3.2 Optimization for SSD

As an end-to-end detection framework, SSD can satisfy the requirements of detection in
real-time on desktop devices. However, the GPU of embedded devices with limited com-
puting power and memory cannot run large number of convolution operations quickly.
It is an important problem for deep learning task to reduce the computational cost while
maintaining high detection accuracy.
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MobileNet-SSD. MobileNet networkwas proposed for improving computing efficiency
under limited hardware conditions. It can reduce the model’s size and improve running
speed on the premise of guaranteeing the performance of model. The network uses
depth-wise separable convolution to decompose the convolution operation into depth-
wise convolution and point-wise convolution [6]. Figure 4 shows the separation process
of the convolution operation. The network first convolves different channels with depth-
wise convolution, and then the channels are integrated with point-wise convolution in a
convolution operation.

Fig. 4. MobileNet network decomposed convolution operation

In this paper, we set up MobileNet-SSD network with MobileNet as the basic net-
work. In the network, Conv0 layer to Conv13 layer were consistent with MobileNet,
excepting that average pooling layer, fully connected layer and softmax layer
were removed. After the final convolutional layer, 8 convolution layers such as
“Con14_1_depthwise” and “Con14_2_pointwise” were added and 6 feature layers were
selected to extract features. Figure 5 shows the network structure of MobileNet-SSD.

Fig. 5. MobileNet-SSD network structure
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In Fig. 4, M is the number of input channels, Dk is the width and height of the
convolution kernel, and N is the number of output layers. When the width and height of
the input feature layer are DF, the computing cost of the original convolution operation
is DkDkNMDFDF . In the MobileNet network, the computing cost calculated in the way
of depth-wise separable convolution isDkDkMDFDF +NMDFDF . By dividing the two
values, the computing costs of convolution calculation forMobileNet network is 1

N + 1
D2
k

of original network, and the number of parameters will be compressed with the same
ratio.

Table 2 shows the number of default boxes of SSD and MobileNet-SSD network
when the pixels of input image is 300 × 300. The size of the shallowest feature map in
SSD is 38 × 38, and that of the shallowest feature map in MobileNet-SSD is 19 × 19.
Due to the size of extracted feature map in MobileNet-SSD is smaller, the number of
default boxes generated in MobileNet-SSD network is much smaller than that in SSD
network.

Table 2. The number of default boxes for SSD and MobileNet-SSD networks

Input 1 2 3 4 5 6 Sum

SSD 300 8664 2166 600 150 24 6 11640

RM-SSD 300 2166 600 150 54 24 6 3000

Optimization for MobileNet-SSD. MobileNet-SSD network predict detection results
by optimizing the regression relationship between default box and ground-truth box. In
the network, default boxes are set subjectively according to human’s experience, and
the number and shape of default boxes set up in MobileNet-SSD network may not be
applicable to specific dataset. Therefore, the default box in the network should be set
according to the object’s distribution of the dataset for fitting object position accurately.

The aspect ratio of ground-truth box annotated in the dataset can effectively visualize
the division of output space. To make the generated default box more like the size and
shape of ground box, K-means clustering method [16] is used to analyze the aspect
ratio of object. The aspect ratio of vehicles and pedestrians in the road dataset is greatly
different, and the number of pedestrians is much lower than that of vehicles. Table 3 lists
the results of clustering on the entire dataset and clustering by category. When clustering
by category, a center (C1) is set for pedestrian, whose aspect ratio is usually less than
0.3. It can be seen that when K-means is used to cluster the aspect ratio of object in the
entire dataset, the center obtained by clustering are mostly inclined to that of vehicle
objects.

Refer to the various clustering results (k = 5, 6, 7) in Table 3 and the original
settings of MobileNet-SSD, the aspect ratio of default boxes for category clustering is
set as {0.25, 0.48, 1, 1’, 2, 3}. As a comparison experiment, we set the aspect ratio of
default box to {0.45, 1, 1’, 1.5, 2, 3} based on the overall clustering results.
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Table 3. The aspect ratio of boxes in different clusters

Method K C1 C2 C3 C4 C5 C6 C7

Entire 5 0.45 1.14 1.59 2.18 2.85 \ \

6 0.44 1.09 1.45 1.91 2.41 2.99 \

7 0.43 1.03 1.34 1.68 2.08 2.52 3.05

Category 5 0.25 0.49 1.24 1.88 2.69 \ \

6 0.25 0.47 1.13 1.57 2.17 2.81 \

7 0.25 0.46 1.07 1.43 1.87 2.38 2.97

4 Evaluation

4.1 Detection Performance

This section evaluates the performance of the object detection module. In details, we
evaluate this module from different aspects, including speed and accuracy mainly. We
verify the experimental speed of SSD and MobileNet-SSD networks on NVIDIA Jetson
TK1 firstly. And, we use KITTI, a publicly available dataset of self-driving, to train
object detection network. Based on the accuracy of network, we consider improving
accuracy by adjusting the input size and analyzing the characteristics of dataset while
maintaining a high speed.

The speed of SSD and MobileNet-SSD networks was tested based on Caffe frame-
work. Training was performed in server with Titan V graphics card, and the testing
was conducted on Jetson TK1 board. We test the forward propagation time of network
using the time tool in Caffe. As shown in Table 4, due to hardware limitations, M-SSD
model constructed by lightweight network has not yet met the requirements for real-time
detection richly on NVIDIA Jetson TK1, but MobileNet-SSD’s detection speed is twice
faster than that of original SSD model.

Table 4. Comparison of forward propagation time between M-SSD and VGG-SSD

Platform Example Input Time(ms)

Jetson TK1 SSD 300 751.597

M-SSD 300 313.391

KITTI dataset includes real data of different scenarios such as urban, rural and
expressway [17]. There are 7481 images in the dataset, with a maximum of 15 vehicles
and 30 pedestrians captured in each image. According to the number of objects in each
category and appearance similarity, the objects are divided into ‘Vehicle’ and ‘Pedestrian’
categories. Among them, ‘Var’, ‘Tram’, ‘Truck’ are classified as ‘Car’, ‘Person_sitting’
and ‘Cyclist’ are incorporated into ‘Pedestrian’, ‘Misc’ and ‘DontCare’ are ignored.
During the training process, the configured network loads initial model pretrained on
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the VOC dataset. Gamma and weight decay were set to 0.9 and 0.0005 respectively,
learning rate was reduced from 10−3 to 10−5 by 10−1 when the iterations were 40,000
and 60,000 [18]. We evaluate the performance of SSD and M-SSD by mean average
precision (mAP). Table 5 shows that the performance of M-SSD is lower than that of
SSD due to the scale of feature map extracted by M-SSD being smaller than SSD.

Table 5. Detection results on KITTI dataset

Method Input mAP
(%)

Car
(%)

Pedestrian
(%)

SSD 300 66.3 84.2 48.3

MobileNet-SSD 300 62.8 81.2 44.4

As shown in Table 6, compared to MobileNet-SSD with the input size of 300300,
MobileNet-SSD with the input size of 416416 improves accuracy by 7.4% which
achieves 70.2% mAP. In particular, increasing the size of image plays an important
role to pedestrian target detection. At the same time, there is still a 48.7% improvement
in speed with 416 × 416 M-SSD model compared to the 300 × 300 SSD model on
Jetson TK1 board. Therefore, we consider appropriately increasing the size of the input
image to improve detection performance.

Table 6. Detection results for different input sizes

Method Input mAP (%) Car (%) Pedestrian (%) Time(ms)

SSD 300 66.3 84.2 48.3 751.597

MobileNet-SSD 300 62.8 81.2 44.4 313.391

416 70.2 84.5 55.7 385.979

Based on the analysis of Table 3, we compare the detection accuracy of MobileNet-
SSD, RM1-SSD and RM2-SSD. The mAP of RM1-SSD indicates that overall clustering
on the aspect ratio of objects in KITTI dataset will reduce the accuracy of detection.
This phenomenon proves that for dataset with unbalanced number of categories, overall
clustering will cause objects in small categories to be easily ignored, while objects in
large categories to be paid too much attention. Therefore, we adjust default box through
the method of clustering by multi-category. It can be seen from Table 7, the detection
result of RM2-SSD model is improved, especially for pedestrian detection that achieves
1.5% improvement in accuracy. Comparing the forward propagation times of RM2-SSD
and MobileNet-SSD networks, the result shows that the improved RM2-SSD network
only has little impact on the speed. Therefore, we choose RM2-SSD network with 416
× 416 to train the detection model, which can reach 2.6 FPS and 71% mAP on Jetson
TK1 board.
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Table 7. Detection results of three models

Method Input mAP (%) Car (%) Pedestrian (%) Time(ms)

MobileNet-SSD 416 70.2 84.5 55.7 810.124

RM1-SSD 416 69.7 84.4 55.0 385.979

RM2-SSD 416 71.0 85.0 57.2 386.201

4.2 System Experiment

The experimental setup and running process is shown in Fig. 6. When experiment starts,
communication interface is opened andArduino requests session information to direction
function package. After the communication interface is successfully started, Jetson TK1
can transfer information to Arduino Mega 2560. Requests are initiated by Arduino and
are passed to detection function package level by level. Detection package starts the
node, reads the actual scene information through camera, and confirms the position and
category of objects. To show the experimental results clearly, the video resolution is
adjusted to 640 × 640. The category of objects is converted into direction by ROS as
shown in the right screen. After receiving the direction information, Arduino sends a
signal to the stepper motor controller through pin.

Fig. 6. Overview of the process for the function of mobile platform
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5 Conclusions

This paper presents a new feature package of On-road object detection for Robot Oper-
ation System and constructs a mobile robot. We firstly develop MobileNet-SSD, a
lightweight single depth neural network for object detection which is based on depth
wise separable convolutions. To adapt to the road scene, we use K-means method to
cluster the aspect ratio of objects in KITTI dataset by category, and an improved net-
work is proposed for more accurate object detection by adjusting the aspect ratio of
default boxes. Adjusted network model runs 2.1 times faster than original SSD network
and improves accuracy. Experiment results prove the feasibility and superiority of the
system we proposed.
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Abstract. Non-volatile memory, also called persistent memory (PM),
has the features of byte addressing, non-volatility and the similar perfor-
mance with traditional DRAM, but still shows obvious latency in several
common scenarios which adopt the synchronous (sync) I/O, such as the
application transferring large PM data or accessing the remote PM data
in a NUMA architecture. These problems motivate the asynchronous
(async) I/O of a PM file system. In this paper, we first investigate the
efficiency of the combination of PM and IO uring, which is a novel and
highly-efficient async I/O system proposed recently. We find IO uring on
PM still incurs a serial of performance issues: (1) pseudo-async I/O path;
(2) low efficiency memory allocation of I/O data and (3) unnecessary
CPU overhead on user polling. Then we introduce LWAIO, a lightweight
async I/O system to relieve the above issues. It mainly contains three
techniques: (1) kernel-level threading; (2) dynamic memory pool and (3)
kernel pushing. We implement LWAIO in NOVA, a well-known PM file
system and conduct extensive experiments to verify its advantages on
a real PM platform. The experimental results show that LWAIO brings
up to 13% IOPS benefit when dealing with random write I/O operation,
as well as 45% IOPS improvement when dealing with the random reads.

Keywords: Operating system · File system · Persistent memory ·
Asynchronous I/O · IO uring

1 Introduction

The development of science and technology is getting faster [1]. Persistent mem-
ory (PM) is a new and practical storage technology that uses load/store-like
CPU instructions to access the non-volatile data directly with byte granularity.
According to the investigation of a real PM device, Intel Optane data center per-
sistent memory module (DCPMM) [2], the read (load) latency of DCPMM is
only 2–3× higher than the DRAM one while the write (store) latency is almost
the same with DRAM.
c© Springer Nature Switzerland AG 2022
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Due to the matched performance with DRAM, it is often considered that an
application should adopt the sync I/O mode to access the PM data, namely the
application can deliver the next I/O request only if the prior sent one was served.
In addition, the sync I/O path is simple, not spending too many CPU cycles on
the I/O execution [3]. This characteristic makes the sync I/O suitable for high-
performance storage devices, such as PCIe-SSD or PM. However, several typical
common scenarios may trap the sync I/O into the performance pitfalls of PM.
First, when transferring large data of PM, the waiting time of the application
would be long, even forming blocking phenomenon to the user. Second, the local
CPU node accessing the remote PM in a NUMA architecture also hurts the
latency. Third, these scenarios can be overlapped, such as transferring large PM
data from/to a remote node, which further punishes the PM performance [4].

To bypass the abnormal PM latency of sync I/O and support a responsiveness
server, which often needs to handle massive I/O requests simultaneously, one
cost-effective solution is using async I/O mode [5] to return the received I/O
requests immediately, then group and marshal them in a buffer, finally send
them to the underlying storage in a batch. When the requests are executed, the
application can select a suitable time to pick up the associated results, instead
of handling and waiting for them one by one. However, applying async I/O into
PM is neither a trivial nor a drop-in procedure. Since the PM performance is
much superior to the traditional block device, any unnecessary CPU cycles of
an async I/O system would hurt the performance obviously.

Recently (in 2019), the Linux community proposes IO uring [6], a new
feature-rich, efficient, and scalable async I/O system. Compared with the con-
ventional Kernel-AIO, IO uring refines the performance substantially with the
sub-optimizations of zero-copying on I/O data, system calls reduction and initia-
tive kernel service. These benefits allow IO uring to be the complete replacement
(highly possible) for Kernel-AIO, especially on high-performance traditional disk
devices. Consequently, it seems that IO uring is the reasonable async option for
PM I/O.

In this paper, we try to combine the two novel technologies, namely PM and
IO uring, in a practical system with DCPMM. As far as we are concerned, this
is the first work to investigate the novel one-two combo. We find that running
IO uring on DCPMM still walks the sync I/O path, due to the reduction of
the traditional storage stack on DCPMM: both (1) block layer and (2) schedul-
ing layer are eliminated, thus showing the pseudo-async style. This deficiency
violates the motive of IO uring and AIO, trapping the system into the same
performance pitfalls of sync I/O (discussed earlier). To relieve this issue, we
then propose LWAIO, an effective async I/O system for PM, not only creating
a lightweight kernel-level thread pool to asynchronize the I/O request, but also
improving the efficiency of I/O buffer allocation and reducing the CPU con-
sumption of user polling the AIO results. We implement LWAIO on the NOVA
file system, a well-known and popular-deployed PM file system. The experi-
mental results show that LWAIO brings up to 13% IOPS benefit when dealing
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with random write I/O operation, as well as 45% improvement on the read. In
addition, with devising a dedicated log-structure for LWAIO, the consistency is
maintained.

In summary, this paper makes the following contributions:

1. Investigating and analyzing the novel combination of IO uring and PM,
revealing its performance issue brought by the pseudo-async I/O path;

2. Designing LWAIO, a lightweight AIO system to relieve the above issue, while
improving the efficiency of I/O buffer allocation and the CPU consumption
of the user polling;

3. Implementing LWAIO on NOVA file system;
4. Conducting extensive experiments to verify the performance benefits of

LWAIO on a real PM platform.

2 Background and Motivation

2.1 PM File Systems

PM has brought opportunities and challenges to revolutionize the conventional
computer storage system, but the traditional file system for the slow storage
devices is inefficient on PM. Therefore, the tailor-made file system, namely PM
file system, attracts a lot of concerns. Some kernel-level PM file systems have
been proposed, such as PMFS [7], EXT4-DAX [8] and NOVA [9]. PMFS improves
and reduces the traditional I/O stack, and only maintains the VFS layer, thereby
reducing the software overhead of the original I/O stack. EXT4-DAX supports
user-mode software to directly access the files stored on PM, and the user-mode
software does not need to copy file data to the page cache. NOVA uses lightweight
atomic operations and logs to achieve metadata consistency. It also allocates log
resources to each CPU so that metadata can be modified concurrently while
improving the holistic performance of the multi-core system. All kernel-level PM
file systems show the pseudo-async issue when dealing with the AIO requests, like
Fig. 1(b) illustration. An I/O engine named PM-AIO [4] was designed to achieve
an effective async I/O path on PM file systems based on Linux Kernel-AIO.
However, it introduces significant overhead that cannot be ignored, especially
when accessing small chunks of data. The overhead on the data path [10] cannot
be ignored either.

On the other side, the user-level PM file systems have also been researched,
such as Strata [11] and SplitFS [12]. These kinds of systems move the procedure
of I/O data transferring from the kernel to the user space, thus refine both the
performance and reliability, but the generality is traded. Note that all user-level
PM file systems also have the same problem of pseudo-async. We leave the user-
level PM file systems as our future work.

In this paper, LWAIO is built on a popular kernel-level file system, namely
NOVA.
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2.2 IO uring

With the advent of the high-performance storage device, such as PCIe-SSD,
traditional widely-used AIO system, namely Kernel-AIO (also called Lib-AIO),
magnifies its innate running overhead, which accounts for a large proportion
of the total cost on one I/O execution. To relieve this overhead, IO uring was
developed by Jens Axboe in 2019. It adopts the technologies of complete zero
copying on I/O buffer, improved system calls and kernel-side submission, to
boost the AIO performance effectively. According to the performance reported
by Intel [13], IO uring improves the latency by about 60% against Kernel-AIO
on Intel Optane P4800X SSD.

The structure of IO uring is shown in Fig. 1(a). When the application sub-
mits an I/O request, the application adds a submission queue entry (SQE) to
the end of the submission queue, and the kernel asynchronously consumes and
processes the SQE from the ring head of the submission queue, which is orga-
nized as the circular queue. After an I/O request is processed, the kernel will
output the corresponding results into a completion queue entry (CQE). When
the application extracts a CQE (or the kernel pushes the result to user actively),
it will update the ring head of the completion queue correspondingly. Both SQE
and CQE are the shared memory between user and kernel space.

Fig. 1. (a) Description of IO uring structure; (b) Code snippet of IO uring, which is
based on the Linux version 5.1.0, showing pseudo-async style.

2.3 Motivation

Although IO uring improves the performance of Kernel-AIO, it still has the
following issues on DCPMM:

1 Showing pseudo-async style on PM. As shown in Fig. 1(b), IO uring is
designed to the traditional I/O protocol stack. After both block layer and
scheduling layer are eliminated, the capability of AIO on PM file system is
disabled, thus presenting the pseudo-async (namely sync) style.

2 Low efficiency on I/O buffer allocation. IO uring applies for memory by
calling the malloc() routine, which is prone to produce memory fragmenta-
tion, thereby reducing the utilization of memory and leading to sub-optimal
performance.
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3 Polling consumes many CPU cycles. IO uring provides the polling mode
to user to inquiry the results in a spin. This manner reduces the overhead of
interrupt mode, especially on accessing the high-performance storage device.
Users are allowed to switch the modes between polling and interrupt. It
exposes performance hazards such as polling overhead when few I/O requests
are submitted.

To improve above issues, we propose LWAIO, a lightweight AIO system for
PM. It includes the following sub-optimizations:

1. A highly-efficient kernel-level thread pool to asynchronize the AIO
requests on DCPMM.

2. A novel memory allocation for I/O buffer based on shared memory to
reduce the overhead of metadata replication, as well as the number of system
calls and memory fragmentation.

3. A self-adaptive I/O request submission strategy based on both modes
of polling and interrupt, to eliminate the overhead caused by system calls of
conventional request submission, achieving a balance of efficiency, consistency
and lightweight design.

3 Design

3.1 Overview

As shown in Fig. 2, LWAIO can be divided into three modules: (1) a shared mem-
ory module between user space and kernel space; (2) an async queue scheduling
module; (3) an async queue execution module.

LWAIO defines two data structures about I/O semantics, namely I/O sub-
mission request (SR) and I/O completion result (CR). A typical procedure of
LWAIO is described as follows (an I/O request is denoted by R): (1) the appli-
cation calls the async I/O interface to submit R; (2) the shared memory module
allocates the ring buffer queue of the producer and consumer for it, and fills
R into the corresponding submission ring buffer (SRB); (3) the kernel extracts
R from the SRB, and adds the file accessed by R to the corresponding conflict
queue according to Algorithm 2; (4) the async execution module allocates R in
the conflict queue to the corresponding CPU core for memory copying or data
transferring; (5) after R is completed, the result will be returned to the comple-
tion ring buffer (CRB), and the application can directly extract the result of R
from the buffer queue.

3.2 A Highly-Efficient Kernel-Level Thread Pool

LWAIO introduced a kernel-level thread pool technology to asynchronize the
AIO requests from the upper applications. The thread pool we designed consists
of two parts in the LWAIO system architecture, namely async scheduling queue
and async execution module.
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Fig. 2. LWAIO system architecture, containing the async execution path and the sync
execution path.

The async scheduling queues are divided into a waiting queue and multiple
conflict queues. The I/O requests are first submitted to the waiting queue. Then
the system will detect the data block accessed by the I/O requests. If different
I/O requests access the same data block, these I/O requests will be merged and
added to the same conflict queue. When sending these I/O requests, a conflict
queue corresponds to an I/O thread and other I/O requests in the waiting queue
correspond to other I/O threads. When the asynchronous execution module
is initialized, a fixed number of threads are created. The number of threads
initialized by the thread pool is determined by the following formula:

Nthread =

{
Ncore ∗ 2, Nrequire ≤ Nexit

Ncore ∗ 2 + lnNcore, Nexit < Nrequire

(3.2)

Nthread refers to the number of I/O threads in the thread pool and Ncore

refers to the number of CPU cores. After repeated experiments, when the number
of threads is insufficient to meet the requirements of the application, LWAIO
increases the number of threads via Formula 3.2 to deal with the arrivals of the
intensive I/O requests. On the basis of the thread pool, the async execution of
I/O requests is realized by introducing a concurrent management work queue
mechanism.

3.3 A Novel Memory Allocation for I/O Buffer

In essence, malloc() for memory allocation is a complicated invocation proce-
dure. Figure 3(a) shows the working process of malloc(). When the application
is constantly making I/O requests, a large number of calls to malloc() introduce
the overhead of context switch from user to kernel, as well as the overhead of
copying metadata.



114 J. Luo et al.

(a) (b)

Fig. 3. (a) malloc() execution process, (b) a shared memory pool structure pre-
allocated by LWAIO.

In LWAIO, we designed a shared memory pool to alleviate the aforesaid over-
head. An appropriate size of memory is allocated as a memory pool in advance via
the memory allocation system call. After that, the memory pool can be used to
allocate and release the memory directly. The memory allocation system call will
not be invoked until the memory pool is exhausted to support the need of the appli-
cation. Otherwise, all operations on memory are controlled by the application.

By default, the memory pool has been first initialized with a capacity of
256 I/O requests, and the head pointer of the memory pool is returned. When
an application submits an I/O request, a memory unit, whose size is equal to
SR, from the memory pool is allocated for data transmission. LWAIO locates the
memory pool that contains the empty units by traversing the header information
of all memory pools. According to the header information of the located memory
pool, the first empty unit is found, whose address is returned. At the same time,
the next free one is also marked. Figure 3(b) depicts a memory pool structure,
which contains 3 memory blocks, showing that the system has allocated 3 mem-
ory blocks. In the second block, there are 256 SR-sized units and each of them
stores the header information of the memory pool respectively. Among the first
four units shown, unit 1 and unit 2 have been allocated, while unit 3 and unit 4
are free (empty). When an I/O request is successfully handled and its memory
is released, the unit can be directly marked as a free unit in the corresponding
header information. When the number of the I/O requests submitted by the
application exceeds the range that the memory pool can accommodate, LWAIO
needs to apply for a new memory pool from the system and use a pointer to link
the new memory pool and the existing one. When the memory pool needs to
expand, LWAIO will expand the memory pool based on the previous expansion.
M represents the block capacity of the new application, M

′
represents the block
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capacity of the previous application, V represents the memory block capacity
applied during initialization, and n indicates the number of times for applying
for memory blocks, then yields:

M = M
′
+ V = nV (3.3)

Note that the size of M cannot increase infinitely. When it reaches the spec-
ified maximum, the capacity of new blocks will remain the same as that of the
previous blocks.

3.4 A Self-adaptive I/O Request Submission Strategy

In the traditional async I/O interface, a system call is required to submit an I/O
request. The overhead of context switching caused by the system calls affects the
performance of an async I/O system. If we can group multiple I/O submissions,
we can reduce the CPU consumption.

IO uring provides polling mode for users. Users can select polling mode to
reduce the overhead of system calls. However, we have observed that on PM the
CPU resources allocated to users are consumed heavily when few I/O requests are
submitting. This case would produce serious performance hit when the system is
overloaded.

In order to improve the resource consumption problem of IO uring on PM,
LWAIO proposes a self-adaptive strategy based on polling for I/O commitment,
which is shown in Fig. 4. This strategy sets a threshold value α in the current
system and then automatically starts or stops the kernel polling (KP) threads
according to the system situation, so as to solve the CPU resource waste problem
when the submitted I/O requests are few. In addition, a CPU load detection
mechanism is provided to assign kernel threads to a CPU core according to the
real-time status of the CPU to achieve load balancing.

However, there is a cost to start the KP thread. To take into account effi-
ciency, sub-file parallelism, consistency and lightweight simultaneously, α is used
to strike a balance. We show this trade-off as the following formula:

α = 2E/L (3.4)

Where E is the number of SRs initialized by the application and L is the size of
the SRB allocated by the kernel. If α < 1, the current number of SRs is small,
thus the benefits of starting KP threads are not enough to offset the overhead
caused by the system calls. When α > 1, it means that there are plenty of I/O
requests. Therefore, the KP threads are started so that the number of invoking
system calls can be reduced.

In this strategy, LWAIO also provides a CPU load detection mechanism. It
reaps load balancing by assigning kernel threads to a CPU core according to
the real-time condition of all the CPU cores. Firstly, the system architecture is
determined according to the cpuinfo file in proc file system. If it is SMP, the
CPU load-measuring module only needs to return the CPU core with the lowest
load value; if it is detected as a NUMA architecture, the destination address
and the source address of the I/O requests will be checked respectively. If two
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Fig. 4. KP thread polls SRB actively. If the application updates SRB and fills a new
SR, SRB thread will submit automatically. That means the kernel can consume SRs in
SRB independently and update its tail pointer without invoking a system call to submit
an I/O request. The KP thread also captures I/O completion events and updates CRB
independently.

addresses belong to the same CPU module, this CPU module will be returned.
Otherwise, the CPU load-measuring module returns the CPU core with the
lowest load in the CPU module to which the source address belonged. The load
value calculation algorithm of each CPU core is described as Algorithm 1.

LWAIO does not need system calls during the completed I/O events reap,
even when the KP thread has been started, because the user mode only needs to
traverse the CRB to know whether there are completed I/O events. Note that
the header and tail pointers of the shared memory need to use rmb()/wmb()
memory barrier operations to ensure the correct order.

4 Implementation

We implement LWAIO on NOVA file system and IO uring based on Linux Kernel
5.1.0. The details are described as follows, which present the important modifi-
cations to the original system.

io init() initializes an async I/O session. After the application submits
an I/O request, a shared memory pool that can hold 256 I/O requests(an I/O
request is 512 bytes) will be immediately initialized. After that, io init() allo-
cates memory resources according to the number of I/O requests submitted by
the application. To avoid the situation of running out of memory resources,
io init() sets the threshold of the memory resources allocation. Once the allo-
cation exceeds the threshold, the system will throw an exception and interrupt
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the execution of the application. io init() will return a file descriptor fd to
perform subsequent I/O operations after it runs normally successfully.

Algorithm 1. Calculating the load on each CPU core.
Output:

load 1[i]:cpu(i) average load in the current 1 minute
load 5[i]:cpu(i) average load in the current 5 minute
load 15[i]:cpu(i) average load in the current 15 minute

1: EXP 1:1884 ← 1 minute in a period of five seconds
2: EXP 5:2014 ← 5 minute in a period of five seconds
3: EXP 15:2037 ← 15 minute in a period of five seconds
4: f(load,exp,n)=[load * exp * 2 + n * ((1 � 11)-exp)]�11

/∗ A formula for calculating the average number of processes in a given time ∗/
5: for each online cpu(i) do
6: nr active ← acctive threads
7: nr uninterruptible ← uninterruptible threads
8: if nr uninterruptible > 0 then
9: sum =nr active + nr uninterruptible

10: end if
11: avenrun[n] ← put EXP n and nr active into the formula

/∗ Average number of processes in n minute ∗/
12: load n[i]← Calculates the load average of the current core in n minute
13: end for

In io queue submit(), the KP thread is started according to the I/O request
submitted by the application, which can sleep automatically if there is no
I/O request submitted after a certain time threshold named kp idle. When
the application calls the io queue submit(), it will set the parameter, namely
min complete. This parameter indicates that if the number of completed I/O
requests is equal to min complete, the kernel will generate the corresponding
CRs for these I/O requests. io queue submit() captures the completed I/O
request and puts the CRs into the CRB queue. By traversing this queue, the
user application can obtain and process CRs.

Secondly, an async I/O path for PM is established using the module called
nova direct io, and we maintain the original sync I/O routine for compatibility.
LWAIO implements two async scheduling queues: a waiting queue and a con-
flict queue. When the application submits an I/O request, LWAIO will add the
request to the async scheduling queue according to Algorithm 2. LWAIO tra-
verses the waiting queue to find out whether there are I/O requests overlapped
with each other in the I/O range. If it exists, the new I/O request will join the
conflict queue with the request itself as the chain header. Otherwise, the new
I/O request will be inserted into the corresponding position of the waiting queue,
so as to maintain an orderly waiting queue.

To refine the efficiency of the system and reduce unnecessary resource con-
sumption, we have introduced the waiting bitmap and the execution bitmap
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respectively. LWAIO maintains the waiting bitmap for indicating the accessing
status of the target file while the execution bitmap referring to the status of a
data block.

Algorithm 2. Async I/O requests en-queuing algorithm
Input:

request,
offset,

1: first ← offset / blk size;
2: nrblk ← size / blk size;
3: QueueIter(head,tail,Areq)
4: if (Areq->firstblk+Areq->nrblk)>firstblk && Areq->firstblk<(firstblk+nrblk)

then
5: NextAreq = Areq.next;
6: if (NextAreq->firstblk+NextAreq->nrblk)> firstblk && NextAreq->firstblk <

(firstblk+brblk) then
7: delFromQueue(Areq);
8: LinkToConflictRequest(Areq,NextAreq);
9: else

10: LinkToConflictRequest(request,Areq);
11: end if
12: else
13: Enqueue(Areq,request);
14: end if

5 Evaluation

5.1 Experimental Setup

The experiments are conducted on a Dell R740 Server, which is equipped
with two Intel(R) Xeon(R) Gold 5218 (2.30 GHz) processors with 16 physical
cores. Each processor has one local 32 GB DDR4-DRAM and 128 GB Intel
Optane DC persistent memory module (PMM). We deploy the server as Ubuntu
server 16.04.6 with Linux kernel version 5.1.0. Besides, we turned off the hyper-
threading of the server and set CPU power consumption to performance mode.

5.2 Bandwidth and Latency

We use FIO to simulate I/O workload. On the PM device, We pre-allocated
a 32 GB file and sent 256 I/O operations which sizes are 128 KB. We set the
measurement time as 120 s.

Figure 5(a) shows the bandwidth comparison. LWAIO has the highest band-
width in random read evaluation compared with other I/O models. In random
writing, LWAIO has the best bandwidth and is 1.87× and 1.12× versus Kernel-
AIO and PM-AIO respectively. Compared with SYNC, POSIX-AIO, and Kernel-
AIO, LWAIO improves performance because it solves the problem of pseudo-async
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on PM. Besides, LWAIO alleviates the defects of Kernel-AIO. Since PM-AIO is
based on Kernel-AIO, this leads its performance to be inferior to LWAIO.

In Fig. 5(b), among these four async non-blocking I/O models, the read-write
latency of LWAIO is the lowest. The sync blocking I/O model has the lowest
latency because it only submits one I/O request at a time, which is different
from the batch submission of the four async systems.

(a) (b)

Fig. 5. (a) Bandwidth with random read/write (128 KB I/O size); (b) Averaged latency
values with random read/write (128 KB).

5.3 IOPS

(a) (b)

Fig. 6. IOPS with different I/O sizes: (a) random write; (b) random read.
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As shown in Fig. 6(a), compared with SYNC, POSIX-AIO, Kernel-AIO, and
PM-AIO, LWAIO delivers 1.42×, 2.19×, 1.53×, and 1.13× random write per-
formance, respectively. In Fig. 6(b), compared with PM-AIO, IOPS on LWAIO
is up to 45% higher in random read. Moreover, LWAIO is 3.1× comparing with
the POSIX-AIO.

The IOPS of LWAIO performs best in the cases of small I/O sizes, the per-
formance of PM-AIO is insufficient in these scenarios, and the performance of
synchronization is in between. The reason for the poor performance of PM-AIO
is that in order to ensure data consistency and concurrency, the operation per-
formance of small block is traded. LWAIO uses a shared memory method and
adopts the idea of producer-consumer, which reduces the overhead of the system
so that LWAIO can poll the submission and completion of I/O requests accord-
ing to the real-time status of the system. It can not only meet the requirements
of consistency and concurrency, but also realize the lightweight, and can also
perform well in the operation of small I/O sizes. As shown in Fig. 6, even in
large blocks, the performance is better than other I/O models.

5.4 Overhead Distribution

As mentioned above, PM-AIO with async non-blocking model on PM still has
some limitations and shortcomings. The overhead of data copy accounts for a
large proportion of the whole process of PM-AIO handling I/O requests. There-
fore, in order to reduce the cost, LWAIO proposes a shared memory metadata
transfer mechanism to reduce the data copy between user space and kernel space.
As shown in Table 1, thanks to the improved allocation of shared memory, data
copy overhead of LWAIO is reduced by 63% and 44% respectively, compared
with PM-AIO when handling 4 KB and 128 KB with the random read work-
load. In addition, LWAIO does not need to invoke system calls when reaping the
results. This further reduces the overhead of submission and callback.

Table 1. Overhead distribution of LWAIO.

Overhead 4 KB(%) 128 KB(%)

Copying 11.5 51.7

Submission and callback 9.2 0.6

Others 79.3 47.7

6 Other Related Work

Performance Measurements of the Real PM. Izraelevitz et al. [14] and
Yang et al. [15] present the detailed performance measurements and the empir-
ical usage guides of DCPMM. They expose the complexities and idiosyncrasies
of real PM and indicate that the performance of real PM is quite different from
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the simulated devices [16]. Meanwhile, Yang’s work directly shows the AIO per-
formance of PM is inferior to the sync one, but without further investigation.
Instead, our work proposes LWAIO, which verifies the performance issues and
improves them with a serial of techniques.

Async I/O Systems. Lee et al. propose AIOS [17], a novel I/O stack to
asynchronize the original I/O path of the slow storage device, by overlapping I/O
related CPU operations with the device I/O. But AIOS targets on traditional
storage device such as ultra-low latency SSDs, while LWAIO focuses on the PM,
which has a quite different I/O stack.

7 Conclusion

In this paper, we investigated the novel combination of PM and IO uring, and
found that the pseudo-async (namely sync) pattern of AIO execution on PM
devices may trap the application into a performance dilemma, which is eas-
ily misunderstood and hard to amend with a handy configuration. Mainly to
improve this issue, we then proposed LWAIO, establishing a lightweight thread
pool to asynchronize the AIO requests effectively, along with an efficient memory
allocation mechanism for I/O buffers and a self-adaptive strategy for reaping the
AIO results, which further improves the CPU cycles. We implemented LWAIO
on NOVA file system and tested its performance on a real PM system. The
experimental results verify both the effectiveness and efficiency of LWAIO. In
the near future, we plan to implement LWAIO on other PM file systems such as
SplitFS and Strata.

LWAIO is publicly available at: https://gitlab.com/dingdly/pmaio.
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Abstract. Onboard optics and co-packaged optics (CPO) will enable
to build an ultra high-radix switching ASIC. Ultra high-radix intercon-
nection networks, which take a low diameter, lead to a marginal impact
of intra-job network topology on the performance of job mapping, i.e.,
placement of message passing interface (MPI) ranks onto compute nodes.
In this context, we investigate the impact of job mapping algorithms on
job scheduling performance, which have different trade-offs between the
resource utilization and the constraint of intra-job network topology. Our
simulation results show that a simple disjoint job mapping policy (e.g.,
a topology-oblivious job mapping algorithm) surprisingly outperforms a
complicated joint one (e.g., a topology-aware job mapping algorithm)
for its substantially better job scheduling performance at the cost of a
larger network diameter, especially when dealing with an exceedingly
large workload on high-radix networked parallel computers.

Keywords: Interconnection network · Parallel computer · High-radix
switch · Job mapping.

1 Introduction

In parallel computers, the role of inter-process communication in performance
calls for strategies to reduce communication latency by ensuring data locality.
Job mapping, i.e., the process of placing the message passing interface (MPI)
ranks of a parallel program onto the compute nodes designated by the system
software, can effectively improve the access locality. Application runtime reduc-
tion by selecting an appropriate job mapping policy can result in both higher
resource utilization and lower energy consumption.

The adoption of job mapping policy usually depends on the network topology.
A well-known network topology for parallel computers is Fat-tree. A typical Fat-
tree configuration consists of some director chassis switches, e.g., 648 ports, and
a large number of ToR switches, e.g., 48 ports [1]. Since a director switch cabinet
is expensive and power-hungry, the number of director switches is limited on such
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Fig. 1. An example of joint mapping and disjoint mapping on high-radix interconnec-
tion networks.

a Fat-tree topology. It achieves a good trade-off between cost and performance. A
job mapping policy assigns each job to a subset of the Fat-tree topology. Another
typical network topology for parallel computers is k-ary n-cube. A typical job map-
ping policy assigns each job to its subset [2]. Users should optimize their parallel-
program codes for the network topology. The optimization sometimes requires a
serious effort fromusers because theymay reconstruct their design at the algorithm
level so that the communication patterns fit with the given network topology.

Ultra high-radix switching ASICs enabled by the optical technology would
drastically change the design of interconnection networks, which may reexamine
job mapping and parallel programming optimization. Co-packaged optics (CPO),
i.e., optical technology integration to chip package, is a promising technology for
switching ASICs. Hyperscale datacenters highly demand top-of-rack high-radix
high-throughput single-chip switches. BroadCom releases the Ethernet switching
ASIC design, Tomahawk 3 (12.8 Tbps) in 2018 and Tomahawk 4 (25.6 Tbps)
in 2019. It is expected that a switching ASIC will reach 51.2 Tbps in the first
half of the 2020s. In current switches, the electric serializer-deserializer (SerDes)
conversion consumes significant power, and the broad area of aggregate I/O
pluggable ports increases the onboard wire length. To mitigate the both prob-
lems, the optical technology should be tightly coupled with a switching ASIC.
In this context, onboard optics are needed to support up to 40 Tbps switch-
ing ASIC, and CPO becomes commercially mature before 51.2 Tbps switching
ASIC is deployed. Currently, Cray builds up large systems using the Dragonfly
topology for the Slingshot interconnects [3]. The Slingshot switches are based on
64-port 200Gbps Tomahawk 3 switches. For the largest-scale system, a switch
is connected to 16 endpoints, leaving 48 ports for inter-networking, all using a
diameter of three switch-switch hops. In other words, any hop from any switch
to any other switch is a maximum of three hops.

These ultra high-radix interconnection networks would change a primary
performance factor of a job mapping algorithm because the network diameter
is extremely small and the network bandwidth can be increased by using mul-
tiple rails which can significantly reduce the impact of inter-job interference.
Therefore, high node utilization would be preferred rather than topology-aware
mapping which usually minimizes the path hops of intra-job communication. In
this context, we investigate the impact of joint mapping and disjoint mapping
(see Fig. 1) on such ultra high-radix interconnection networks. In general, a joint
mapping policy, corresponding to a topology-aware mapping algorithm, involves
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a small number of intermediate switches to reduce the communication overhead
between compute nodes while increasing the wait time for a right set of compute
nodes. Comparatively, a disjoint mapping policy, corresponding to a topology-
oblivious mapping algorithm, leads to high node utilization, and it can reduce the
wait time of a job to be dispatched although this may impair the compactness of
its topology embedding [4]. More specifically, we experiment with four job map-
ping algorithms, i.e., In-order, Random, No-brige-switch (NBS) and Best-effort,
through simulations of large-scale high-radix supercomputer systems.

Our main contributions in this work are as follows:

– We design and evaluate four job mapping algorithms, i.e., In-order, Random,
NBS (No-bridge-switch) and Best-effort, which demonstrate different trade-
offs between node utilization and intra-job path hops, on ultra high-radix
interconnection networks.

– With diverse workload traces, we show that a simple disjoint job mapping
policy surprisingly outperforms a complicated joint one for its substantially
better job scheduling performance at the cost of a large network diameter,
especially when dealing with an exceedingly large workload.

The rest of this work is organized as follows. Background information and
related works are discussed in Sect. 2. Section 3 presents job mapping algorithms
on ultra high-radix interconnection networks. Section 4 shows evaluation method-
ology and results. Section 5 concludes with a summary of our findings in this work.

2 Background Information and Related Works

2.1 Co-packaged Optical Switch

Co-packaged optics (CPO) [5,6] is designed to place the optics with the ASIC in
the same package. Placing the optics next to the switch chip simplifies the design
of the high-speed serializer-deserializer (SerDes) and the circuit that gets data
on and off the chip. The SerDes converter does not have to drive very high-speed
signals all the way to the front panel’s pluggables. This simplifies the printed
circuit board (PCB) design, constrains the switching chip’s power consumption,
and reduces the die area that the SerDes converter consumes.

The CPO technology will continue the scalability for at least two more gener-
ations of switching ASICs: 25.6 terabits (400 Gbps × 64 ports) and 51.2 terabits
(400 Gbps × 128 ports) [7]. We expect to obtain a further high-radix switch-
ing ASIC in the near future, which will change the effective and efficient design
of network topology and job mapping. In this study, we assume 64-port and
128-port switching ASIC on the interconnection networks.

2.2 High-Radix Network Topology

The best-known indirect topology is Fat-tree [8,9]. A popular option is (p, q, r) in
a Fat-tree, with a degree of p+ q, where p is the number of upward connections,
q is the number of downward connections, and r is the number of tree levels.
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Recently, the two-layer Fat-trees consisting of director and edge switches are
used in Top10 supercomputers [1], as described in Sect. 1. In another trend of
a Fat-tree, each host has multiple links to connect different edge switches. This
trend can be generalized in the design framework [10]. The technology-driven
approach to use multiple host links to connect different switches, instead of link
aggregation, can be optimized to theoretically minimize the diameter and the
average shortest path length (ASPL) of interconnection networks.

The Dragonfly network [11] is proposed to use a group of routers as a virtual
router to connect a large number of compute nodes. The connections distinguish
inter- and intra-group networks. The study [11] recommended a configuration of
a ≥ 2h and 2p ≥ 2h, where the parameters a, h and p are the number of routers
in each group, the number of channels within each router used to connect to other
groups and the number of end points connected to each router, respectively.

In this study, we follow the recommendation in [10]. We target a network
topology in which each host connects multiple disjoint subnetworks to obtain a
small diameter/ASPL and a high bandwidth using multiple rails to eliminate
the impact of link contention and job interference. The detail of the network
configurations will be explained in Sect. 4.1.

2.3 Job Mapping on Interconnection Networks

Job mapping algorithms have been extensively researched on existing high-
performance computing (HPC) systems for many years. Early works focused on
the 3-D Torus BlueGene/L system [2,12]. They assumed that nodes allocated for
a job must be rectangular and contiguous. However, systems that implement such
approaches suffer from potentially low utilization. The works [13–15] extended the
traditional rectangular mapping to use node ordering to make contiguous alloca-
tions. These linear approaches have the advantage of fast allocations from their
ordered list of free nodes. There are also some works [16,17] to take extensive
calculations to evaluate numerous possible non-contiguous allocations with cer-
tain limitations. Other approaches [12,18–20] take into account the application
communication pattern when using embedding techniques like folding to allocate
nodes. However, such approaches require to have explicit knowledge of, or have
prior application runs to detect their communication patterns beforehand.

The Fat-tree topology is one of the most commonly used network topolo-
gies in HPC systems, e.g., Sierra at Lawrence Livermore National Laboratory
(LLNL) [21] and Summit at Oak Ridge National Laboratory [22]. The works [23]
[24] studied the impact of simple linear node mapping on the performance of
mini applications on different Fat-tree configuration systems. Similar to that in
Torus, node ordering [25] is applied to the Fat-tree topology for job allocation. The
works [26,27] implemented a topology-aware node allocation policy that allocates
isolated partitions to jobs in order to eliminate inter-job interference on a Fat-tree
network. The results obtained for production workloads indicate that a topology-
aware node allocation can provide interference-free execution without negatively
impacting the quality of service. Besides, the HyperX topology [28] was proposed
and compared to the Fat-tree topology, where a simple random node mapping is
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used because a topology-/routing-aware mapping scheme is impractical in produc-
tion environments due to limited availability of idle resources. The disadvantage
of this approach is an increased latency for small messages.

Job mapping is also considered for the Dragonfly topology [11]. The work [29]
analyzed Cartesian multi-dimensional nearest neighbor exchanges and showed
that random job mapping with direct routing is consistently outperformed by
Cartesian job mapping with indirect routing. The work [30] showed that the
impact of task mapping is minimal by using small-scale experiments (up to 256
nodes) on a Cray XC30 system. Comparatively, a recent study [31] demonstrated
that the impact of task mapping on communication overhead becomes signifi-
cant on a large-scale Dragonfly system. The work [32] compared Torus, Fat-tree
and Dragonfly by using linear and random job mapping schemes. It showed
that different mapping schemes lead to similar performance for single job execu-
tions on all networks. For multi-job workloads with a few large jobs, the Torus
network consistently achieves the best performance with the Fat-tree network
performance slightly worse. The Dragonfly network is more likely to show higher
performance variability when multiple jobs are executed on it using randomized
job placement.

To the best of our knowledge, the work presented in this paper is the first trial
to investigate the impact of job mapping policies on emerging low-diameter ultra-
high-radix interconnection networks enabled by the adoption of the onboard
optics and CPO technology.

3 Job Mapping on Ultra High-Radix Networks

In this work, we evaluate the job scheduling performance on ultra high-radix
network systems by applying different custom joint and disjoint job mapping
schemes. In general, there are three components to comprise the design of job
scheduling on a target HPC system.

Queuing creates an ordering list of arrived jobs in the queue according to a
policy based on inputs such as arrival timing, user priority, historical usage and
job size (number or time of occupied compute nodes). A simple queuing policy
is FCFS (First Come First Served), where scheduling stops at the first job for
which resources are currently not available.

Reservation determines whether to allocate compute nodes now or to
reserve compute nodes in the future for a given job set. Various backfilling poli-
cies have been proposed and implemented for resource reservation in production
schedulers [33]. When backfilling is enabled, resources can be tentatively reserved
for jobs that cannot be currently executed, and subsequent jobs can be scheduled
if resources are available for them. There are two common approaches to back-
filling: EASY backfilling (EASY) [34] and conservative backfilling (CBF) [35].
In EASY backfilling, reservation is made only for one job (the first job) in the
queue, while in CBF, reservation is made for every job in the order they appear.
In our evaluation, we order jobs based on their submission time and schedule
jobs with EASY backfilling as it is common in many supercomputing centers.
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Algorithm 1. The Random job mapping.
Require: Node count n
Ensure: Allocated node set S
1: function Map Random(n)
2: initiate S := {null}
3: for each node i in the network do
4: if i is idle then
5: append i to S
6: end if
7: end for
8: if node count(S) ≥ n then
9: randomly retain n elements and delete others in S

10: return S
11: end if
12: return null
13: end function

Allocation judges if enough compute nodes exist to satisfy the requirements
of a job, and then selects the exact number of compute nodes to allocate to or
reserve for the job. This is where the job mapping policy resides. Generally, a
disjoint job mapping with a large diameter/ASPL can reduce job queue time
(wait time) but may increase the possibility of network bandwidth competition
due to multi-job interference. Contrarily, a joint job mapping with a small diam-
eter/ASPL can increase job queue time (wait time) but may avoid competing
for network bandwidth with other jobs.

In light of this trade-off between the node utilization and the quality of service
(QoS), we evaluate the job scheduling performance on ultra high-radix networks
by adopting the following four job mapping approaches.

– In-order: allocates a job to the numbered compute nodes in numerical
(ascending) order if available. All compute nodes are placed from lowest (first)
to highest (last) within and across racks. A job is thus mapped onto the com-
pute nodes either within a single rack or across multiple adjacent racks, which
may lead to different communication path hops (latency). This algorithm is
used as the baseline method in this work.

– Random:: randomly assigns a job to the available compute nodes without
considering whether they are adjacent or not. In this case, a job can be
immediately dispatched to the system only if the number of available compute
nodes is enough. If a job is mapped onto distant compute nodes, it may tamper
with the compactness of node allocation, i.e., increasing the diameter/ASPL
of topology embedding.

– NBS (No-bridge-switch): allocates a job to the available compute nodes whose
attached switches are directly connected, so that there is no bridge switch con-
necting only other switches in the embedded topology. In this case, the end-to-
end hop count can be reduced, which leads to a compact low-diameter/ASPL
embedded topology for job execution. Due to the rigid restriction on node
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Fig. 2. The job mapping algorithms: (a) In-order (baseline), (b) Random, (c) NBS and
(d) Best-effort.

allocation, the wait time (queue time) may increase for the releasing of near
occupied compute nodes.

– Best-effort : makes every endeavor to assign a job to the near available com-
pute nodes if they exist. Concretely, an NBS mapping is first applied if the
corresponding available compute nodes are found. If the available compute
nodes are not enough to satisfy the NBS restriction on the current system,
a job mapping with a diameter of maximum two switch-to-switch hops is
acceptable. Therefore, the restriction of node allocation is more relaxed when
compared to that of NBS.

Figure 2 depicts an example of the four job mapping approaches on a simple
target network. In general, the mapping of In-order or Random obtains a high
node utilization without taking into account the diameter or ASPL of embedded
topologies. As a result, the wait time (queue time) of a job can be minimized
at the cost of an increased execution time due to a large diameter/ASPL of
topology embedding. In this example, the NBS mapping cannot dispatch all
the jobs due to its rigid mapping restriction to trade for compact node allo-
cation. Comparatively, the Best-effort mapping makes a trade-off to pursue a
low-diameter/ASPL embedding while keeping relatively high resource utilization
by relaxing the restriction of node allocation. The pseudo-code of the job map-
ping algorithms of Random, NBS and Best-effort is described in Algorithms 1
to 3.
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In this study, we design high-radix interconnection networks using multiple
rails (detailed network configuration is shown in Sect. 4.1) to obtain high band-
width, which eliminates the impact of link contention and interference among
applications. For simple explanation, in the following section we describe In-
order and Random as topology-oblivious job mapping algorithms, and describe
NBS and Best-effort as topology-aware job mapping algorithms.

4 Evaluation

We developed an event-driven HPC simulator written in Python 2.7 in a machine
with Intel i7-8550U (1.80 GHz) CPU and 16GB Memory to model job map-
ping and job scheduling on the target ultra high-radix topologies. We assess the
impact of job mapping on the target supercomputer systems through a series of
simulations under different network configurations.

4.1 Network Configurations

We design an ultra high-radix topology as a low-diameter, direct network to fit
with high-radix switches. We follow the recommendation of the prior work [10],
which will be enabled by the CPO technology. The primary benefit of our
design is that it can fit to various combinations of switches/rack, ports/switch,
nodes/rack and racks. The interconnection networks enable multiple rails to
a compute node, which eliminates the impact of link contention and inter-job
interference.

We assume that the number of switches/rack, ports/switch, nodes/rack and
racks is s, p, n and r, respectively. Basically, we use half of the switch ports,
i.e., p/2 ports for intra-rack switch-to-node connections and the other half for
inter-rack switch-to-switch connections. Obviously, if the number of the switch
ports is large enough, e.g., p/2 ≥ n, each switch can connect all the compute
nodes in the same rack. If the switch ports cannot cover all the compute nodes in
the same rack, i.e., p/2 < n, multiple switches are required to connect different
compute nodes. Similarly, for inter-rack switch-to-switch connections, multiple
switches are required to connect the counterparts in all other racks if p/2 < r.

For simple explanation, we divide each entity type (rack, switch and compute
node) into multiple groups according to their mutual connections. The group
characteristic of each entity type is described as follows.

– rack group: a group of racks, each consisting of groups of switches and groups
of compute nodes. The number of racks in one rack group is dependent on
the number of switch ports, i.e., p. To connect all other racks in the same
rack group, the number of racks in one rack group is ≤ p/2.

– sw group: a group of switches which use half of switch ports to connect inter-
rack switches and use the other half of switch ports to connect intra-rack
compute nodes. To connect all other racks, the number of switch groups is
equal to that of rack groups, and sw group #i in rack group #j connects
sw group #j in rack group #i. The switches in each switch group connect all
the compute nodes in the same rack.
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Algorithm 2. The NBS job mapping.
Require: Node count n
Ensure: Allocated node set S
1: function Map NBS(n)
2: for each switch j in the network do
3: initiate S := {null}
4: initiate linked switch set L := {j}
5: for each switch k ∈ L do
6: I := attached idle nodes(k)
7: if I = null then
8: break
9: else

10: for each node i ∈ I do
11: append i to S
12: if node count(S) = n then
13: return S
14: end if
15: end for
16: append linked switches of k to L
17: end if
18: end for
19: end for
20: return null
21: end function

– node group: a group of compute nodes which connect the switches in the
same rack. The number of compute nodes in one node group is ≤ p/2 so that
they can be connected by the same switch. If the number of switches in the
same rack, i.e., s, is large enough, multiple switches can be used to connect the
compute nodes in the same node group to multiply communication bandwidth
and to avoid inter-job interference.

An example of such interconnection network is depicted in Fig. 3, where s = 4,
p = 4, n = 4, r = 4. In this example, four racks are divided into two rack groups,
four switches per rack are divided into two switch groups, and four compute
nodes per rack are divided into two node groups. In sw group #1 of rack group
#1 and sw group #2 of rack group #2, the switches are connected to each other
in the same rack group. In sw group #2 of rack group #1 and sw group #1 of
rack group #2, the switches are connected to the counterparts in the other rack
group. Since there are four switch ports, basically each switch uses two ports to
connect the compute nodes and uses the other two ports to connect the switches
in other racks. However, for the switches (such as 1, 2, 5, 6, 11, 12, 15 and 16) that
have switch-to-switch links in the same rack group, they retain one unused port
since they do not have to connect themselves. The redundant unused ports can
be used for establishing shortcut switch-to-switch connections within or across
racks to keep interference-free routing.
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Algorithm 3. The Best-effort job mapping.
Require: Node count n
Ensure: Allocated node set S
1: function Map Best effort(n)
2: if Map NBS(n) != null then � Algorithm 2
3: return S := Map NBS(n)
4: else
5: for each switch j in the network do
6: initiate switch hop := 0
7: while switch hop ≤ 2 do
8: I := attached idle nodes(j)
9: if I != null then

10: for each node i ∈ I do
11: append i to S
12: if node count(S) = n then
13: return S
14: end if
15: end for
16: end if
17: j := linked switch(j)
18: switch hop++
19: end while
20: end for
21: end if
22: return null
23: end function

Fig. 3. An illustration of our design of interconnection network (s = 4, p = 4, n = 4,
r = 4).
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Table 1. Network configurations for ultra high-radix topologies in the evaluation (S:
Switch, N: Node, R: Rack).

Network configuration Nodes Diameter S-S(N) Ports R/S/N groups

s4 p64 n32 r64 2,048 5 32 2/2/1

s4 p64 n32 r128 4,096 5 32 4/4/1

s4 p64 n64 r64 4,096 6 32 2/2/2

s2 p128 n64 r128 8,192 5 64 2/2/1

s4 p128 n64 r128 8,192 5 64 2/2/1

In the evaluation, we use 64-port (p = 64) and 128-port (p = 128) switches
to compose the interconnection networks, respectively. The simulation parame-
ters including the network configurations are described in Table 1. For instance,
s4 p64 n32 r128 represents that a rack has 4 switches, and a switch has 64 ports,
and a rack has 32 compute nodes and 128 racks in total are in the topology (s = 4,
p = 64, n = 32, r = 128).

4.2 Workloads

Real-World Supercomputer Traces. We use real-world supercomputer
workload traces of user jobs by employing the parallel workloads archive (PWA)
datasets [36]. The datasets are portable and easy to parse since the same format
is used for all the models and logs. Each archive in the PWA datasets uses a
standard workload format [36], which concerns the arrivals of jobs and their basic
resource requirements, namely the number of compute nodes and the processing
time. More detailed information about the PWA datasets can be found in [37].

In the evaluation, we exemplarily use the following three of the PWA datasets
which have different average job sizes (the requested number of compute nodes).

– UniLu-Gaia: contains 3 months worth of data from the Gaia cluster at the
University of Luxemburg. It is used mainly by biologists working with large
data problems and engineering people working with physical simulations.
Each job takes 11 nodes on average for its execution. We mark the size of the
node count requests as small (S).

– CEA-Curie: contains more than 20 months worth of data from the Curie
supercomputer operated by CEA (a French government-funded technological
research organization). Each job takes 130 nodes on average for its execution.
We mark the size of the node count requests as medium (M).

– ANL-Intrepid: contains several months worth of accounting records from a
large Blue Gene/P system called Intrepid, which is a 557 TF, 40-rack Blue
Gene/P system deployed at Argonne Leadership Computing Facility (ALCF)
at Argonne National Laboratory. Each job takes 1,106 nodes on average for
its execution. We mark the size of the node count requests as large (L).
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Fig. 4. Cumulative distribution function (CDF) of the requested number of compute
nodes in the three PWA trace logs (UniLu-Gaia, CEA-Curie and ANL-Intrepid).

For each trace log file, we mainly use the data fields of Number of Allocated
Processors, Submit Time and Run Time to model job mapping in the evaluation.
Because the real times found in the trace log files are exceedingly large for
our simulation, for realistic simulation time and fair comparison, we use the
first 10,000 jobs in each workload log and divide both the Submit Time and
the Run Time by 1,000. As observed in Fig. 4, the job sizes in each workload
log are quite different, but their distributions are approximately log-uniform.
Notice that, in CEA-Curie and ANL-Intrepid we discard the extremely large
jobs whose requested numbers of compute nodes are larger than the network
size (e.g., 213 = 8, 096 nodes).

NPB Applications. We use an event-driven simulator SimGrid [38] to simulate
the executions of Matrix Multiplication (MM) and NAS Parallel Benchmarks
(NPB) applications [39], which include Block Tri (BT), Conjugate Gradient
(CG), Fast Fourier (FT), Integer Sort (IS), Multi-Grid (MG) and Scalar Penta
(SP) [40]. The computation power of each compute node is set to 100GFlops.
The switch latency is set to 60ns and the switch bandwidth is set to 10Pbps.
The cable bandwidth is set to 400Gbps. For the above applications, we obtain a
series of simulation results of execution times on different-diameter/ASPL guest
topologies, which are used for the estimation of runtimes during job scheduling.
We use Class A as the problem size of FT, and use Class B as the problem
size of BT, CG, LU, MG and SP. Generally, a larger-diameter/ASPL topology
embedding brings a larger application runtime. Note that the order of execution
time of the benchmark applications is from 5 ms to 5 s.

The host network is assumed to be a 4,096-node (N = 4, 096) high-radix
topology (s4 p64 n64 r64). We assume that each application occupies a fixed
number of compute nodes during runtime by applying a common approach to
model parallel “rigid” jobs [41]. We use different workload sizes by changing
the number of jobs in a workload to assess the impact on the four job mapping
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algorithms. We evaluate the compactness of jobs and job scheduling performance
by varying the workload size (the number of jobs) from 1K to 10K in the eval-
uation. We thus generate c = [1K, 10K] jobs as a workload with random arrival
timings for a Poisson process with λ = c

100 . A larger value of workload size
indicates a more intensive job process on the target system. The workload is
composed of the above NPB applications, and each job randomly specifies the
number (4, 16, 64, 256 or 1024) of required compute nodes.

4.3 Metrics for Comparison

We compare different job mapping policies using various metrics. The first met-
ric, average shortest path length (ASPL), estimates the compactness of jobs
under different mapping policies and is an indicator of the expected improve-
ment in communication time between embedded compute nodes. The remaining
metrics, queue time (QT) and makespan (MS), are used to measure the job
scheduling performance.

Average Shortest Path Length (ASPL) quantifies the compactness of
compute nodes allocated to a job by calculating the number of links which
messages travel through between pairs of nodes within a job. In an ultra high-
radix network topology T , we calculate the shortest path hop count HT (a, b)
between a pair of compute nodes, node a and node b, which covers one node-to-
switch hop, one or more switch-to-switch hops and one switch-to-node hop. For
example, if node a and node b are in the same rack but connected by different
switches, then the shortest hop count is three (HT (a, b) = 3), which consists
of one node-to-switch hop, one switch-to-switch hop and one switch-to-node
hop. Notice that the hop count between two compute nodes necessarily includes
one node-to-switch hop and one switch-to-node hop. We compute the average
shortest hop count across all pairs of compute nodes within a job. For a job j
that is assigned to Nj compute nodes, we calculate its ASPL and measure the
average ASPL of all the dispatched jobs J as follows.

ASPL(J ) =

∑

j∈J

∑

a,b∈j,a �=b

HT (a,b)

Nj(Nj−1)

|J | (1)

Queue Time (QT) measures the time interval between when a job is sub-
mitted and when it starts running. Let T d

j denote the time when job j is dis-
patched and begins execution, and let T s

j denote the time when job j is submit-
ted to the scheduler. Node utilization and job queue time can be correlated, i.e.,
increasing node utilization typically decreases job queue time. There also exists
a potential trade-off between these metrics and ASPL. On the one hand, delay-
ing the execution of a job to wait for a node allocation with a lower ASPL can
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increase its queue time. On the other hand, quick node allocations can increase
the node utilization, but may increase the ASPL. For job users, it is better to
get lower queue time under any circumstances. We measure the average queue
time of all the dispatched jobs J as follows.

QT (J ) =

∑

j∈J

(T d
j − T s

j )

|J | (2)

Makespan (MS) defines the time interval from when the first job is sub-
mitted to the completion of all the dispatched jobs J , i.e.,

MS (J ) = max
j∈J

T c
j − min

j∈J
T s
j (3)

where T c
j is the time when job j is completed and T s

j is the time when job j
is submitted to the scheduler. This is a way to quantify the compactness and
efficiency of the whole system. The job scheduler usually aims to run a given
number of jobs within a minimal makespan. When a significantly large number of
compute nodes are requested, this metric reflects the efficiency of a job mapping
scheme, especially for a set of intensively arriving jobs during a short period.

4.4 Results

Real-World Supercomputer Traces. Figures 5, 6, 7, 8 and 9 show the evalua-
tion results under different network configurations by using the real-world trace
logs which have distinct scales of job sizes (node count). As expected, com-
pared to the topology-oblivious mapping algorithms (In-order and Random),
the topology-aware mapping algorithms (NBS and Best-effort) reduce the ASPL
of the embedded topologies. However, this does not necessarily bring better job
scheduling performance accordingly in terms of queue time and makespan. When
the job sizes are small (e.g., in UniLu-Gaia), there is subtle difference between
the two types of job mapping policies. However, when the job sizes become larger
(e.g., in CEA-Curie and ANL-Intrepid), the topology-aware algorithms, espe-
cially NBS, even increase the queue time and the makespan due to their rigid
mapping conditions on compactness. For instance, in the case of s4 p64 n64 r64
(4 switches/rack, 64 ports/switch, 64 nodes/rack and 64 racks), compared to
Random, NBS reduces the ASPL by 26%, while increasing the queue time by
490% and the makespan by 408% on the workload of CEA-Curie. Best-effort
performs better than NBS due to its relaxed mapping restriction on compact-
ness, which trades increased queue time for slightly better job scheduling perfor-
mance. Random keeps a reasonable performance similar to the baseline mapping
algorithm, In-order, in any case.

In the case of 64-port interconnection networks (p = 64), if one rack contains
32 compute nodes, i.e., p : n = 2 : 1, as shown in Fig. 5, the topology-aware
mapping algorithms are slightly inferior to the topology-oblivious ones. This is
because each switch connects all the compute nodes within one rack, and in
this case 64 racks (r = 64) are divided into only two rack groups. When the
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Fig. 5. Performance of four job mapping algorithms (PWA traces on s4 p64 n32 r64).

Fig. 6. Performance of four job mapping algorithms (PWA traces on s4 p64 n32 r128).

number of racks increases to 128 (r = 128) under the same condition, as shown
in Fig. 6, the topology-oblivious mapping algorithms substantially outperforms
the topology-aware ones in terms of queue time and makespan. In this case, 128
racks are divided into 4 rack groups, which leads to the performance degradation
of the topology-aware mapping algorithms. We thus conclude that, the ratio of
the switch ports to the number of racks, i.e., p : r, is important for the job
scheduling performance of the topology-aware mapping algorithms. When the
ratio of p : r becomes small, the performance of the topology-aware job mapping
policies deteriorates dramatically.

The Best-effort mapping algorithm gains a larger ASPL compared to NBS
because it allows to relax the compactness of the topology embedding if an NBS
mapping cannot be found. However, Best-effort still restricts the diameter of each
embedded topology, thus it obtains a smaller ASPL than the topology-oblivious
mapping algorithms, i.e., In-order and Random. As a result, Best-effort makes
a trade-off between a compact node mapping and a random node allocation in
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Fig. 7. Performance of four job mapping algorithms (PWA traces on s4 p64 n64 r64).

Fig. 8. Performance of four job mapping algorithms (PWA traces on s2 p128 n64 r128).

terms of job scheduling performance, performing better than NBS but yet falling
behind In-order or Random.

Another observation is that, increasing the number of switches per rack,
i.e., s, can slightly improve the performance of job mapping and job scheduling
by using any of the four mapping algorithms on the target ultra high-radix
networks. However, as shown in Figs. 8 and 9, it does not substantially change
the performance tendency especially for NBS.

Overall, a complicated topology-aware job mapping algorithm performs
poorly when dealing with the workloads of large job sizes, although it has a good
performance when applying to the workloads of small job sizes. Comparatively,
a simple topology-oblivious job mapping algorithm such as Random performs
well and steadily using workloads of distinct scales of job sizes.
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Fig. 9. Performance of four job mapping algorithms (PWA traces on s4 p128 n64 r128).

Fig. 10. ASPL of four job mapping algorithms (NPB applications on s4 p64 n64 r64).

NPB Applications. Figure 10 shows the evaluation of ASPL by using the four
job mapping algorithms. As expected, the topology-aware mapping policies, i.e.,
NBS and Best-effort, obtain lower ASPLs than the topology-oblivious mapping
policies, i.e., In-order and Random. However, this does not bring the benefit of
the job scheduling performance in terms of average queue time and makespan,
as depicted in Figs. 11 and 12, respectively. Because a compact job mapping
enables a shorter execution time, the topology-aware mapping policies present a
subtle advantage over the topology-oblivious mapping policies when the work-
load size is small, e.g., ≤ 6K. When the workload size becomes larger than
6K, the performance of the topology-oblivious mapping policies remains sta-
ble or gets slightly worse. Comparatively, the topology-aware mapping policies
perform sharply worse when processing an intensively incoming workload. This
indicates that, a topology-oblivious job mapping algorithm is preferred to deal
with intensively incoming jobs during a short period, while a topology-aware one
is slightly beneficial to a not busy system.



140 Y. Hu and M. Koibuchi

Fig. 11. Average queue time of four job mapping algorithms (NPB applications on
s4 p64 n64 r64).

Fig. 12. Makespan of four job mapping algorithms (NPB applications on
s4 p64 n64 r64).

Overall, on an ultra high-radix topology, a complicated topology-aware job
mapping algorithm presents a tiny advantage when the workload size is not
large. In comparison, a simple topology-oblivious job mapping algorithm, such as
Random, is recommended for its uncompromising job scheduling performance at
the cost of a large diameter/ASPL, especially when dealing with an exceedingly
large workload.

5 Conclusion

High-radix interconnection networks, integrated with the co-packaged optics
(CPO) technology, are being explored to cope with the scarcity of network
resources. Most resource schedulers allocate compute nodes to jobs using
topology-aware policies that assign isolated partitions to jobs for low inter-node
communication overhead. In this context, we implemented several topology-
oblivious and topology-aware job mapping algorithms, and compared their
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impacts on the job scheduling performance using different types of job trace
logs on target ultra high-radix networks.

Through a series of evaluations with diverse workloads, the general perception
is that locality is less important for job mapping on ultra high-radix intercon-
nection networks. Specifically, a traditional topology-aware mapping algorithm
severely impacts the performance of job scheduling when dealing with a large
workload in terms of job size or job count, although it presents a limited advan-
tage for a small workload. Comparatively, a disjoint job mapping policy, e.g.,
a topology-oblivious job mapping algorithm, can improve the QoS metrics of
job scheduling such as queue time and makespan. In other words, the nega-
tive impact of a simple disjoint topology-oblivious mapping algorithm on the
compactness of topology embedding is neutralized on ultra high-radix intercon-
nection networks. Overall, our results suggest that a simple topology-oblivious
job mapping algorithm provides better QoS by more than 4x in comparison to a
complicated topology-aware one for dealing with large workloads on target ultra
high-radix interconnection networks.
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Dehne, F., López-Ortiz, A., Sack, J.-R. (eds.) WADS 2005. LNCS, vol. 3608, pp.
169–181. Springer, Heidelberg (2005). https://doi.org/10.1007/11534273 16

18. Yu, H., Chung, I., Moreira, J.: Topology mapping for blue gene/l supercomputer.
In: SC ’06: Proceedings of the 2006 ACM/IEEE Conference on Supercomputing,
pp. 52–52 (2006)
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Abstract. Cache plays an important role in providing high through-
put and low latency network storage service for I/O intensive applica-
tions. One major challenge is that performance of storage degrades signif-
icantly even with cache at backend while facing microwrite workload. A
straightforward approach is to use cache at client to merge microwrites
into sequential write. However, we notice that direct merging within
block causes severe fragments problem. Specifically, simple cache update
policy pollutes cache which leads to I/O performance degradation. In
this paper, we introduce FastCache, a two level of cache based on hash
table and linked list to store data slice and variable-position merging
schema to convert random microwrites into sequential write. To avoid
cache pollution, we design a new cache update policy based on measur-
able threshold to control flushing and Poisson distribution sampling to
find the most suitable entries to be evicted. We implement FastCache in
FastCFS and conduct extensive evaluations under benchmark FIO and
real workload. We show that FastCache outperforms LRU and HCCache
in terms of IOPS and access latency. The experimental results demon-
strate that IOPS can be improved by up to 10×, and the access latency
with FastCache decreases by 50%–90%.

Keywords: Network storage system · Client cache · Variable-position
merging · Poisson distribution sampling · Microwrite

1 Introduction

Cache has been widely introduced in network storage systems to provides high
throughput and low latency for I/O intensive applications [7,28,36,40]. Usu-
ally, it applies high-speed memory/SSD as backend-side cache in storage server
c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 144–160, 2022.
https://doi.org/10.1007/978-3-030-95388-1_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95388-1_10&domain=pdf
https://doi.org/10.1007/978-3-030-95388-1_10


FastCache: A Client-Side Cache 145

to response I/O request from application as soon as possible. Great performance
gains have been demonstrated by using cache in multiple network storage sys-
tems, e.g. ZFS [27] and Ceph [35], etc.

The Internet-of-things (IoT) and database On-Line Transaction Process-
ing (OLTP) applications [3,26,41] generate random microwrite requests with
block sizes of 4KB, 8KB, and 64KB. Fileserver creations, permission changes
and timestamps involved in metadata updates are pervasive random microwrite
operations in the file system [17]. It is notable that the workload of random
microwrite takes a large proportion of major applications, e.g. 90% of Facebook
messages file is smaller than 15MB and the I/O feature performs highly random
microwrite [12].

Unfortunately, random microwrite may lead to severe I/O performance degra-
dation. Specifically, for the backend cache using NVMe SSD or NVRAM, though
it provides lower latency and potential uniform random-access speed to alleviate
the poor random microwrite performance [19,25], it degrades the speed due to
the requirement of 128× written volume. It happens because the write amplifi-
cation problem of SSD [6]. Blocks are erased 512KB first and write 4KB new
data. Besides the lifetime of SSD can be dramatically reduced due to random
writes [10].

An alternative solution is to deploy cache at the client to achieve effective
I/O capability [5,14]. Take Ceph, one of the most remarkable network storage
systems, as an example, it leverages client cache with a certain tree structure [30].
However, the time complexity of locating the block container is O(log n) where
n is the number of blocks, and the write speed is confined because of the large
searching space.

A new network storage system named FastCFS has been published
recently [1]. It adopts key-value structure to identify and write data block in
cache and the complexity is only o(1) to complete the writing.

The experiments have demonstrated that FastCFS outperforms 1.43–2.38×
faster than Ceph under different number of 4KB write threads. As depicts in
Table 1.

Table 1. FastCFS vs. Ceph.

Jobs FastCFS Ceph Ratio

4 6,374 4,454 1.43x
8 11,264 6,400 1.76x

16 16,870 7,091 2.38x

However, we notice that data blocks can not be easily merged exactly into
one block due to the variance I/O size and write position. Therefore the write
operation will generate fragments in cache. To address this problem, one straight-
forward approach is enlarging the cache capacity to store more blocks. Data stays
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in cache for longer time, which makes random write to sequential write. However,
there exists a huge gap between applications with PB-level data and commer-
cial SSD with only TB-level storage. The cache performance increases at the
beginning stage but degrades more seriously when flushing to backend because
of existing random microwrite I/O feature.

Another issue is the update policy when cache is fulfilled. Prior works have
been proposed using the traditional FIFO, LRU etc. [32,38] based on various
metric like accessing time. Furthermore, HCCache [21] distinguishes the caching
scheme for small and large files, and the small data in HCCache are managed in
the LRU list. But it judges hot certainty with only time criterion (LRU), and
evicts improper data which will be written with high probability in future.

In this paper, we design and implement a novel client cache system, Fast-
Cache, to efficiently convert random microwrites into sequential write with
variable-position merging schema. FastCache updates cache based on measur-
able threshold and Poisson Distribution Sampling (PDS) to evict cold data [18].
FastCache consists of four components: 1) API Interceptor is responsible for
intercepting I/O requests from applications for convenient cache accessing. 2)
Memory Cache Entry (MCE) Manager creates a two level of cache based on
hash table and linked list to store data slice and design variable-position merg-
ing schema to overcome fragmentation issue in the cache. 3) Flush Controller
updates cache in MCE with measurable threshold and PDS policy to prevent
cache pollution. FastCache redesigns FastCFS client architecture with above four
modules and works with FUSE operations smoothly for applications.

In summury, this paper makes the following contributions:

– We design FastCache, a novel client-side caching schema with variable-
position block to convert microwrites into sequential writes.

– We define a measurable threshold to release capacity of cache and introduce
a new updating policy of Poisson distribution sampling which selects proper
data to write backend storage to get rid of cache pollution.

– We have implemented FastCache in FastCFS which gains effective I/O ability.
We have conducted extensive evaluations in realistic storage scenarios. The
experimental results demonstrate that FastCFS IOPS increases by 4.5–14.7×
and latency is reduced by 51.4%–93.5%, respectively. The new system also
outperforms the well-known Ceph client system.

2 Background and Motivation

2.1 Background

Network Storage System. Modern applications generate huge volume of data.
However, the server usually equips with limited capacity of disks. Network stor-
age system [23] provides various API to access to remote storage resources [22]
and extends to high-performance SSDs like NVMe SSD for meeting I/O inten-
sive demand. The architecture of Network storage system generally consists of
two parts: 1) Backend-side provides data storage service with storage software
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like ZFS, Ceph etc., where server disks or disk array are clustered into storage
resource pool; 2) Client-side responses for translating operations and forwarding
data to backend through common API provided by Lustre, Ceph or FastCFS,
etc. [13] Therefore, I/O performance of network storage system depends on both
components.

Client-Side Interface. To deploy with application more conveniently, our
client-side cache is implemented in common API named FUSE, which is an
interface for userspace programs to export a filesystem to the Linux kernel. The
FUSE project consists of two components: the fuse kernel module and the libfuse
userspace library [33]. Currently, at least 100 FUSE-based file systems are read-
ily available on the Web. The metadata and data operations of FUSE are also
implemented by userspace processes and can be accessed by kernel file system.
The introduction of FUSE greatly facilitates the development and debugging of
the file system. Users can mount it by themselves. Compared with the complex
kernel file system, there is no needs to write any kernel code and recompile the
kernel. Therefore, open-source file systems usually use FUSE to support Portable
Operating System Interface (POSIX) protocol [20], such as CephFS, GlusterFS,
FastCFS, ZFS etc.

Cache Structure and Update Policy. Cache layer in I/O stack is a core
module to speedup storage system. In cache layer, data are organized in memory
with certain structure and updated periodically with a given policy. Cache in
backend constructs a cache tier [39] module to store data with linked list. Since
writing operation has to search all blocks in the linked list with complexity O(n)
and execute insert operation, LSM-tree [37] is widely used to maintain a balanced
tree to organize these blocks with key-value index and simplifies index difficulty
to O(logn). Hash table with fixed-length block maps data with hash function to
blocks and only wastes o(1) time to locate block to write.

When cache is fulfilled with data and hard to insert more data, the flush
process is running to write data back and maintains enough space in cache to
accelerate new writing processes. Accordingly, many studies have proposed to
select data in cache to evict and get rid of cache pollution. Traditional flash-
cache [31] provides three evicting policy: FIFO, LRU, LFU to flush based on
time or frequency, and ZFS uses ARC [24] which takes the two dimensions into
consideration to fit for workload changing. It works well for locality characteris-
tics when an application accesses a storage subsystem. There are two basic types
of reference locality - temporal and spatial locality. Temporal locality refers to
the reuse of specific data and/or resources within a relatively small time dura-
tion. Spatial locality (also termed data locality) refers to the use of data elements
within relatively close storage locations.

2.2 Motivation

FastCache is motivated by the low random access performance of network storage
system. A straightforward approach is merging microwrites into larger sequen-
tial writes and caching hot items like FastCache to provide I/O performance
guarantee for network storage system.
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Fragmentation Caused by Microwrites. Network storage system has been
widely studied in academia and applied in industry. The high random I/O is
one of the main performance bottlenecks. The performance of random write is
much worse than that of sequential write. Even in SSD, the difference between
random write and sequential write bandwidth is more than ten times [9].

When the file system performs a large number of random write operations,
the performance of HDD is unpredictable due to the seek delay caused by the
hardware structure. Since the SSD is a purely electronic device with no mechan-
ical parts, and thus can provide lower access latency, lower power consumption,
lack of shock resistance and potential uniform random access speed. Therefore,
many high-performance servers use SSD as the backend storage device to alle-
viate the poor random write performance. However, random writes can cause
internal fragmentation of SSD and thus lead to higher frequency of expensive
erase operations [4]. Besides performance degradation, the lifetime of SSD can
also be dramatically reduced by random writes.

Unaligned Merging and Simple Flush. In order to address the above chal-
lenges on performance, many data are merged into fixed number of blocks which
are constructed at the beginning of cache initialization. New arriving data and
existing data are merged exactly right into a block for random data size and write
position of microwrite workloads. Poor merging quality causes more fragments
and tries more blocks to merge. Another issue affecting the cache performance is
that cache has to be updated and release space for other write threads. There are
two key points in this issue. On one hand, hot data which is frequently accessed
by application should be stay in cache for a long time. In simple update policy,
hot data is defined based on time (LRU) and frequency (LFU), or write back
directly based on FIFO policy. In reality, hot data performance is also related
to the write position and can be easily merged to sequential write. On the other
hand, update threshold is usually defined by system manager and its efficiency
depends on the experience which needs to be carefully tuned. So these problems
motivate us to design suitable update policy and more reasonable threshold.

3 FastCache Design

In this section, we explain FastCache design. We start with an overview of Fast-
Cache system in Sect. 3.1, followed by a detailed description of each module.
Finally, we explain the implementation details.

3.1 Overview

As shown in Fig. 1, we design a new client-cache framework, FastCache. User
applications generate I/O operations and the API interceptor module of Fast-
Cache intercepts the I/O requests. Memory Cache Entry (MCE) manager mod-
ule merges the random I/O requests into sequential I/O requests with variable-
position merging schema. At the same time, the cold cache data is flushed to
backend-side storage with measurable threshold and Poisson distribution sam-
pling from client cache.
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Fig. 1. Overview of FastCache.

3.2 API Interceptor

One of the goals of FastCache is to make complicated storage service transparent
to application and not increase the user’s burden. Therefore, API interceptor
should be compatible with FUSE interface that support interaction between
kernel VFS and non-privileged user space [34]. We take log operation as example
to explain the design of API interceptor in Fig. 2.

Fig. 2. API interceptor
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– step 1: The accessing request initiated by the application will be sent to VFS
in kernel.

– step 2: VFS calls interfaces e.g. vfs read() vfs write() to generate write or
read operations and forward them to FUSE kernel module.

– step 3: When FUSE kernel module forwards the request to FUSE user module,
it will be intercepted by POSIX API interceptor. After receiving I/O request
from FUSE kernel, the API interceptor analyzes the parameters of io oper
and translates it to quadruples, 〈inodeid, blockid, start offset, end offset〉.
After that, four tuples are forwarded to the MCE manager in FastCache.

– step 4, 5: Original operations execute directly if operation can not be merged
in FastCache.

– step 6, 7, 8: Write successful information are feed back along with original
path to user.

3.3 Memory Cache Entry Manager

MCE manager is the key component of FastCache. It creates the data block
entries in cache with key-value structure and adopts a hash table to organize
these blocks to ensure O(1) time complexity of cache data reading and writing.
When I/O request hits mce table, the request is processed directly by FastCache.
While the missed requests are forwarded to the server. In traditional cache sys-
tem, cache is divided into blocks of fixed length, which simplifies implemen-
tation. By doing so, data with different keys can be mapped into same block
through hash function and realize sequential I/O operation. However, it causes
the problem that these write operations can not be merged perfectly in a block
when applications generate a large number of irregular write requests of differ-
ent sizes. Most write requests have to search many times in hash table to locate
write position. Therefore, large proportion of requests can not hit cache and
write directly to backend storage.

To address the problem, our design constructs block container with
hash table and double linked list to write data with larger space, as
shown in Fig. 1. We define the data of mce oper as data slice, 〈inode,
block id, start offset, end offset〉. Inode and block id specify the data block
of this slicing operation, start offset represents the start offset of this slice in the
current data block, and end offset represents the end offset of this slice in the
current data block. When a new access request hits a cache entry and inserts a
new data slice into the double linked list, it is necessary to judge whether the
new data slice crosses or overlaps with the existing slice in the double-linked list.
If it does not exist, we insert the new slice into the linked list. Otherwise, the
new slice should be merged with the existing slice, and then the merged slice
should be inserted into the linked list.

Meanwhile, we propose merging schema based on write position to
increase merging quality. Four merging operations are introduced in Fig. 3 and
Algorithm 1 depict details.
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– Left overlap merge: as shown in Fig. 3(a), when the data of the left part of
slice A intersects with the data of the right part of slice B, the merged slice
C consists of the unique part on the left side of slice B and slice A;

– Right overlap merge: as shown in Fig. 3(b), when the data on the right
side of slice A crosses the data on the left side of slice B, the merged slice C
consists of slice A and the unique part on the right side of slice B;

– Cover merge: as shown in Fig. 3(c), slice A is completely covered by slice
B, and the merged slice C consists of three parts: the unique part on the left
side of slice B, slice A, and unique part on the right side of slice B. As shown
in Fig. 3(d), slice A completely covers slice B, and the data in slice B can be
directly discarded, so slice C is only composed of slice A.

Fig. 3. Slice merge: the picture depicts the four conditions of slice merging.

3.4 Cache Flush Controller

The cache flush controller is primarily responsible for the second phase, the cache
update of the writing process. It updates the cache entries in MCE to flushing
work queue and waits for FastCache to call the native write function to send
the data in the entries to server. There are two key problems to define, update
opportunity and criterion of cold data.

Update Opportunity: The controller collects the access count of the missed
entries from miss counter in MCE and then compares it with the entries already
in mce table. When the number of cache entries stored in mce table reaches
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Algorithm 1. sliceMerge(slice A, slice B)
- slice C: a new slice which is merged by A and B
1: if A.start offset > B.start offset && A.start offset <= B.end offset

then
2: if A.end offset > B.end offset then
3: the left side of A overlaps with B, merge A and B to get C
4: C.start offset = B.start offset
5: C.end offset = A.end offset
6: else
7: A is completely covered by B, merge A and B to get C
8: C.start offset = B.start offset
9: C.end offset = B.end offset

10: end if
11: end if
12: if B.start offset > A.start offset &&.start offset <= A.end offset

then
13: if B.end offset > A.end offset then
14: the right side of A overlaps with B, merge A and B to get C
15: C.start offset = A.start offset
16: C.end offset = B.end offset
17: else
18: B is completely covered by A, C is the same as A
19: C.start offset = A.start offset
20: C.end offset = A.end offset
21: end if
22: end if

the mce threshold, the new hot data block can not be directly inserted into
mce table. The value of mce threshold should allow Cache flush controller to
empty flush work queue in time within flush interval. In the worst case, I/O
requests generated by an application in a flushing cycle hit every entry mce table,
and the MCE manager inserts the number of mce threshold cache entries into
flush work queue. Before the next periodic flushing comes, flush thread must be
able to call the native write function to update the data in these cache entries to
the server, so as to avoid head-of-line blocking. We denote the size of the cache
block as fastcache block size. The throughput when the native write function
updates the data of this size to server can be regarded as the average through-
put, average throughput, after FastCache optimization. Then the average num-
ber of cache entries that the client can send per second can be calculated as
average throughput/fast cache block size. To sum up, we can get the formula
for calculating mce threshold of mce table:

mce threshold = flush interval × average throughput

fastcache block size
(1)
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Criterion of Cold Data Based on Poisson Distribution. If real hot data
are evicted, it may lead to cache pollution, which becomes the performance bot-
tleneck of the FastCache design. LRU, LFU, ARC algorithm in traditional cache
only judge cold data with simple criterion like time and frequency. However,
application access requests satisfy the locality principle. So we need to propose
a new criterion to use this feature.

From the point of view of data access, the essence of the locality principle is
data distribution, and there is a greater correlation between data that are close
in space. For example, the memory space adjacent to the currently accessed
memory has a higher probability of being accessed in the next operation than
non-adjacent memory space. Therefore, we use Poisson distribution model to
identify the probability of a data block being accessed next time,

P (X = k) =
e−λλk

k!
(2)

where λ is a workload-related constant, indicating the average distance between
the next access cache block and the current access cache block. If X = k is
defined, it means an event that the cache block with k distance away from the
current cache block is accessed again. Then, when k is smaller, the probability
P (X = k) of this event is higher, and we should try our best to keep this block
in the cache. On the contrary, when k is larger, P (X = k) is lower, i.e., the larger
the distance from the currently accessed cache block, the lower probability that
this cache block will be accessed again. Using this probability model, we can
sample a few cache blocks with a low probability of being accessed again.

Cache Update Algorithm. Considering that when the number of cache entries
has reached mce threshold, and it is observed from miss counter that the number
of accesses to one data block that is not in mce table exceeds miss threshold. This
data block will become an alternate hot data block, we call it alternate item,
and this alternate item should be inserted into mce table. At this time, a cache
entry should be removed from mce table by adopting the eviction flushing policy.
However, if cache flush controller traverses all the entries, finding out the eligible
entries, by comparison, will lock mce table for a long time, which may lead to
the decrease of concurrency performance. Therefore, according to the probability
model of Poisson distribution, we only sample a few entries from mce table and
evict the coldest entry with the smallest last hit time ms value. The pseudo-code
of cache update algorithm is given in Algorithm 2.
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Algorithm 2. Cache item eviction
- key: inode and block id
- mce table: in-memory key-value cache
- counters: in-memory access times

1: if mce table.hit(key) == false & mce table.size() >= mce threshold then
2: if counters.miss counter(key) > miss threshold then
3: mark this key-value block as a alternate item
4: sample few items from mce table
5: coldest item = items[0]
6: for index from 1 to sizeof(items) do
7: item = items[index]
8: if coldest item.last hit time ms > item.last hit time ms then
9: coldest item = item

10: end if
11: end for
12: evict coldest item from mce table
13: end if
14: end if

4 Implementation

We have implemented a prototype of FastCache over FastCFS file system [1].
Since we can obtain all the data and control variables carried in the user I/O
request in fused module, it is a good choice to implement FastCache caching
structure on fused module. Fused module is independent of other modules of
FastCFS. Thus, other modules of FastCFS do not require to be modified.

API Interceptor. In order to intercept I/O requests sent by applica-
tions on FastCFS, we modified the functions fs do write, fs do read and
fs do fsync on fuse wrapper.c. The requests are parsed into quadruples
〈inodeid, blockid, start offset, end offset〉, and then forwarded to MCE man-
ager.

MCE Manager. We implemented functions such as do cache write and
do cache read in fcfs api file.c file, received the request quadruple forwarded by
API interceptor, and converted these requests into access request quintuples
〈inodeid, blockid, start offset, end offset〉 to cache mce table. The inode and
block id in quintuple are combined into key info, which is used to query mce table
and counters in MCE. If the key info hits mce table, then the hot data slice is
stored in buffer list. We will insert the data slice of the access request into the
buffer list. If a slice in the buffer list crosses or overlaps with the new slice, it
will be merged with the new slice.

Flush Controller. When I/O requests initiated by applications arrive, we
expect that each request can hit cached obj in mce table, and complete its pro-
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cessing in memory. However, there are always some requests that do not hit
mce table. In these cases, we will call the original function of FastCFS to directly
establish a connection between client and server to transmit data. Because C
language does not support functions with the same name, we modified some
original function names. Taking the writing function as an example, we renamed
the fs do write function to raw fs do write. When the cache entries in mce table
meet the flushing policy, the Cache flush controller will insert them into the flush
work queue, and then start flush thread to continuously send data in the flush
work queue to server.

5 Evaluation

5.1 Experiment Setup

Testbed. We implemented the FastCache caching framework based on FastCFS
with the latest version V1.2.1. Specifically, we refer to the original client as
FastCFS, and the client deployed with FastCache as FastCache for short. We
tested the performance of FastCFS and FastCache under different workloads in
the cluster, which applies one client node and three server nodes, each node
contains four 2.10GHz processors, with model Xeon(R) E5-2620 v2. There are
24 cores, 32GB of memory in total, and the nodes are equipped with 10 Gigabit
network interface cards for data transmission.

Workloads. FIO [11] and Filebench [2] are widely used to evaluate the perfor-
mance of the general file system. FIO allows specify the type of I/O, such as
read/write, sequential/random, I/O block size and the number of worker threads.
Filebench is an automatic tool for testing file system performance. By simulating
the scene of the real application server, the following two kinds of workloads are
generated to measure the throughput, IOPS, and latency.

– FIO workload emulates the frequent write operations of an application to a
single large file.

– FileServer workload, generated by Filebench tool, emulates the usage sce-
nario of file server. During this workload, multiple threads will create, delete,
append, read and write files in 20 directories of a directory tree. In particular,
the ratios of reading operations to writing operations are 1:2.

5.2 Performance Improvement by FastCache

In our experiment, we adopt two metrics, IOPS and latency to evaluate the
performance of FastCFS and FastCache. The experimental results under FIO
and FileServer workloads are shown in Fig. 4. Compared with FastCFS, the
IOPS of FastCache are increased by 2.1–14.6×, 4.0–11.6×, 4.1–8.6×, and 5.6–
6.9× when the I/O block size is 4 KB, 8 KB, 16 KB, and 64 KB, respectively.
The average latency is reduced by 51.4–93.5%, 75.2–91.7%, 75.4–88.8% and 82.3–
85.9%, respectively. FastCache decreases fragments in cache and gains higher
microwrite performance.
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Fig. 4. FIO workload.

The performance evaluation of the FileServer workload is illustrated in Fig. 5.
Compared with FastCFS, the IOPS of FastCache increases by 12.9–14.7×, 10.5–
11.3×, 5.7–6.3×, and 4.5–4.9× when I/O block sizes are 4 KB, 8 KB, 16 KB, and
64 KB, respectively. The average latency is reduced by 90.5–91.9%, 90–90.5%,
83–87.5% and 75.5–76% respectively. In addition to the average latency, we also
record the maximum latency of all requests. As shown in Fig. 5(c), the ratio of
the maximum latency decreases approximately the same as the average latency,
which indicates that FastCache not only dramatically improves the read and
write speed and the average response speed, but also effectively shortens the
maximum response time of applications which represent probable most terrible
poor I/O feeling for applications.

5.3 Comparison with Existing Client-Side Cache Algorithm

We conduct experiments to compare FastCache with the widely used LRU algo-
rithm and HCCache algorithm under above two types of workloads. In these
experiments, the write request has files of size ranging from 4 KB to 64 KB and
the number of threads is set to 8. In particular, in order to verify that HCCache
adopts different caching policies for files of different sizes.

The results under FIO workload and FileServer workload are illustrated
in Fig. 6, respectively. The FastCache performs much better than LRU and
HCCache in IOPS and latency, because FastCache is based on variable-position
cache blocks, and only a few cache entries are sampled according to the Poisson
distribution model when evicting cache, which reduces cache pollution. When
the workload data block is large, the requested data block is large, the occupied
space of the linked list in the cache entry is closer to the size of the whole cache
block.
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5.4 Related Work

Previous research has investigated the benefits of caching remote data locally at
the client to improve I/O performance for network storage systems. Client-side
caching can reduce access latency, network and server load, and smooth data
access traffic. Many studies have shown that caching data locally at the client
or within an intermediate storage layer can significantly improve client applica-
tion performance [8,16,29]. Client-side caching is widely used in file systems to
improve IO performance. Ceph [35] supports client-side caching, research work
[5] proposes a hierarchical persistent client cache for the Lustre file system. The
network file system AFS [15] provides client-side persistent caching. It replicates
entire files from the remote server to a local client disk and performs all I/O on
the local replicas. Research work [21] presents a client-side caching scheme
(HCCache), HCCache combines the merits of object-indexed and block-indexed
structures to distinguish the caching schemes for small and large files. Since
the small file data with HCCache is managed in the LRU list as a whole, the
probability of partially hit in cache for small files can be significantly reduced.
However, the client-side caching in the above studies is organized in fixed-size
block, which leads to fragments in cache and degrades I/O performance under
micorwrites workload.

6 Conclusion

We present FastCache, a client-side caching design for network storage sys-
tem that improves cache efficiency. FastCache adopts variable-position merging
scheme to combine I/O operations with different size and write position. With
this method, microwrites are merged into sequntial write and gains directly I/O
improvement under microwrite workload. Meanwhile, we proposed a novel flush
policy with measurable flush threshold and eviction data based on poisson distri-
bution probability. FastCache is developed within common FUSE module from
Linux kernel and can be extent to other network client as cache for solving
performance problem.
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Abstract. Positive or Non-negative Matrix Factorization (NMF) is an
effective technique and has been widely used for Big Data representa-
tion. It aims to find two non-negative matrices W and H whose product
provides an optimal approximation to the original input data matrix
A, such that A ≈ W ∗ H. Although, NMF plays an important role in
several applications, such as machine learning, data analysis and biomed-
ical applications. Due to the sparsity that is caused by missing informa-
tion in many high-dimension scenes (e.g., social networks, recommender
systems and DNA gene expressions), the NMF method cannot mine a
more accurate representation from the explicit information. Therefore,
the Sparse Non-negative Matrix Factorization (SNMF) can incorporate
the intrinsic geometry of the data, which is combined with implicit infor-
mation. Thus, SNMF can realize a more compact representation for the
sparse data. In this paper, we study the Sparse Non-negative Matrix
Factorization (SNMF). We use Multiplicative Update Algorithm (MUA)
that computes the factorization by applying update on both matrices W
and H. Accordingly, to address these issue, we propose a two models to
implement a parallel version of SNMF on GPUs using NVIDIA CUDA
framework. To optimize SNMF, we use cuSPARSE optimized library to
compute the algebraic operations in MUA where sparse matrices A, W
and H are stored in Compressed Sparse Row (CSR) format. At last, our
contribution is validated through a series of experiments achieved on two
input sets i.e. a set of randomly generated matrices and a set of bench-
mark matrices from real applications with different sizes and densities.
We show that our algorithms allow performance improvements compared
to baseline implementations. The speedup on multi-GPU platform can
exceed 11× as well as the Ratio can exceed 91%.
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1 Introduction

Many real-life data, such as gene expressions, health data, image pixels, elec-
tronic books, online documents, are known increasingly to be non-negative [10].
They can be arranged in to a matrix which is often called a non-negative matrix.
Accordingly, generalized computational methods are required for extracting
informations [28]. Although, great success has been achieved by various matrix
factorization methods, such as Principal Component Analysis (PCA) [15], Sin-
gular Value Decomposition (SVD) [6], Independent Component Analysis (ICA)
[5] and Network Component Analysis (NCA) [22]. The general factorizations
of non-negative matrices by PCA, ICA, SVD and NCA contain negative infor-
mation entries and thus have difficulties for interpretation and representation
[10]. Therefore, Non-negative Matrix Factorization (NMF) has advantages over
the other dimension reduction methods (e.g., SVD) since NMF allows only non-
subtractive combinations of non-negative components. This non-negative con-
straint eventually leads to the parts-based representation of NMF [18].

Recently, the NMF has become a very popular machine learning method [3].
Technically, NMF seeks to identify a product of two non-negative matrices that
provides a good approximation to the original matrix (e.g.,A ≈ W ∗ H). This
results in a reduced representation of the original data that can be seen either
as a feature extraction or as a dimensionality reduction technique. NMF has
successfully been applied in several applications of science including machine
learning applications [32], biomedical applications [7], data clustering [12], etc.

From another viewpoint, the most of these applications using NMF method
for a large data matrix making this method computationally space-time consum-
ing. Therefore, several algorithms of NMF have been proposed. Among them, the
basic NMF does not impose sparseness on the decomposition process. The NMF
gives a holistic representation, instead of independent blocks information on
some datasets. For this issue, in many applications, the constraint of sparseness
can give better representation, revealing the local features or latent structures
information in the data. Thus, many methods that use additional constraints to
enforce the sparse decomposition have been proposed, such as local NMF [21],
fisher NMF [14], and sparse NMF [8].

In this study, we will use Sparse Non-negative Matrix Factorization (SNMF)
with sparseness constraints which is widely used in many datasets applications
such as bioinformatics [8], image processing [13], data clustering [25], etc. Most of
these applications using a sparse data matrix representation (e.g., bioinformat-
ics). We notes that a matrix is called sparse if it has a large (resp. weak) number
of zero (resp. non-zero) [26]. From the viewpoint of optimization, we propose
a parallel model for parallelizing the SNMF on a GPU platform using Multi-
plicative Update Algorithm (MUA). We use the cuSPARSE optimized library
to compute the algebraic operations in MUA where sparse matrices A, W and
H are stored in Compressed Sparse Row (CSR) format, since it is the most used
format in the literature [26]. In order to optimize computational performance,
we propose another optimized parallel model for parallelizing the SNMF version
on a multi-GPU platform. Afterwards, we implement a parallel version of the
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SNMF on two GPUs using the NVIDIA CUDA framework. The structure of this
paper is organized as follows:

Section 2 gives the related work, Sect. 3 introduces the general concepts of
the NMF and the SNMF methods, Sect. 4 devoted to the proposed optimization
methods for the SNMF technique, implemented versions and discussions are
shown in Sect. 5. Finally, the conclusion of the paper is presented in the Sect. 6.

2 Related Work

Non-negative Matrix Factorization (NMF) was first presented by Lee et al. in
1999. It is a subspace method [18]. The NMF refers to the set of problems
on approximating non-negative matrix as the product of several non-negative
matrices dimensionally lower than the input matrix [19]. Owing to its innate
interpretability and good performance in practice, NMF has been successfully
applied to a broad range of important various applications in areas including
computer vision, community detection in social networks, visualization, recom-
mender systems, bioinformatics, etc. Lee et al. [18] proposed the basic NMF
method which is used to learn parts of faces and semantic features of text. Wang
et al. [31] proposed a novel supervised NMF method in neural networks, by
exploring the class label information and using it to constrain the learning of
coefficient vectors of the data samples. Kannan et al. [17] used NMF methods
to address the anomaly detection in the underlying data. Trigeorgis et al. [29]
proposed a deep semi-NMF method which has a close relation to k-means clus-
tering with machine learning algorithms for images clustering. In other domains,
Vilamala et al. [30] proposed the NMF method for the classification of human
brain tumors. These methods acquire good results with different types of tumors.
The most of these applications used NMF method for a large data matrix. This
latter, make NMF method computationally poor with big datasets analysis.
Therefore, several works have been proposed to improve NMF performances by
adding sparseness constraints to NMF algorithms. Hoyer et al. [11] used Sparse
Non-negative Matrix Factorization (SNMF) and proved that the adding sparse-
ness constraint explicitly allows them to discover parts-based representations
that are qualitatively better than those given by the basic NMF. Chen et al.
[4] proposed SNMF method for ultrasound factor analysis and showed that the
method works well in comparison to the truth in computer simulations. Guo
et al. [9] applied the SNMF method in face image processing and recognition,
the reconstructed faces by the proposed method with the SNMF are clearer and
more recognizable and the recognition rate is three percentage points higher by
comparison. The SNMF has an important role in cancer discovery and classifica-
tion. X Yang et al. [33] presented an integrated tumor classification framework
with the SNMF method by exploiting information in existing available samples.

There are some studies on accelerating the NMF as well as the SNMF in
parallel and distributed platforms. Platoš et al. [27] developed the NMF method
on a GPU platform by using the CUDA framework with small dense matrices.
Kannan et al. [16] presented a parallel implementation of the NMF algo-
rithm using (i) tools from the field of High-Performance Computing (HPC),
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(ii) Message Passing Interface (MPI) standard to organize interprocessor com-
munication. Mej́ıa-Roa et al. [24] used the NMF approach on multi-GPUs sys-
tems in bioinformatics. For the SNMF, Liu et al. [23] used these latter to solve
Dyadic Data Analysis problem on a cloud platform using MapReduce. Li et al.
[20] presented the SNMF on a multi-GPUs platform for recommender systems.
To address the problem of limited memory on a single GPU in [20], authors
proposed a multi-GPU CuSNMF approach with low communication overhead
between multi-GPUs.

In all studies, we observe that (i) the communication overhead between multi-
GPUs, CPU-GPU consume a relevant percentage of computation running time,
(ii) space-limited memory on a single GPU owing to high dimension intermedi-
ate matrices, (iii) the spatio-temporal complexity of the NMF and the SNMF
algorithms has a very important role in the effectiveness of the studies.

3 General Concepts

3.1 Non-negative Matrix Factorization

The NMF method is applied to minimize the dimensionality of data with
a representation learning technique. It aims to learn two low rank factors
W ∈ R

m×k
+ and H ∈ R

k×n
+ to approximate a given input non-negative data

matrix A ∈ R
m×n
+ , such that A ≈ W ∗ H. Here, R

m×n
+ denotes the set of

data m × n matrices with non-negative entries [18,19]. The product W.H is an
approximate factorization. An appropriate decision on the value of k is critical
in practice, but the choice of k is very often problem dependent. In most cases,
however, k is usually chosen such that k << min{m,n} in which case W.H can
be thought of as a compressed form of the data in the matrix A. There is a
vast literature on algorithms for NMF and their convergence properties. The
most existing NMF algorithms in the literature can be classified to one of three
general algorithms: Multiplicative Update Algorithm (MUA), Alternating Least
Squares (ALS) and Gradient Descent (GD) algorithms [2]. The general structure
of all NMF algorithms is given in Algorithm 1 where W and H are initialized
with random non-negative values before the iteration starts.

Algorithm 1: General NMF Algorithm
1 Given a data matrix A ∈ R

m×n
+ and k << min{m, n};

2 W = rand (m, k) initialize W as random dense matrix;
3 H = rand (k, n) initialize H as random dense matrix;
4 for i =1 to maxiter do
5 Update W and H ;
6 Check termination criterions;

7 end

The variable of maxiter specifies the maximum number of iterations for the
complete algorithm with both randomly initialized non-negative matrices W
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and H. Hence, the NMF update steps are processed iteratively until a maximum
number of iterations is reached. Formally, Lee et al. [19] proposed the original
method of the NMF algorithm which is also known as Multiplicative Update
Algorithm (MUA). Due to their status as the first well-known NMF algorithms,
the MUA have become a baseline NMF algorithm against others algorithms (i.e.
ALS and GD). A solution to the NMF problem can be obtained by solving the
following optimization object function:

min
W,H

= ‖A − W.H‖2F (1)

The ‖.‖2F is the Frobenius norm where the entries elements of both matrices W
and H need to be non-negative. The minimum in (1) is typically non-zero. If the
approximation error of the algorithm drops below a predefined threshold, or if
the change between two successive iterations is very small, the algorithm may
terminate before maximum iterations are processed. Therefore, the algorithm
has converged to a limit point in the interior of the feasible region; this point is
a stationary point. This latter may be a local minimum at the end. The NMF
with MUA is given in Algorithm 2.

Algorithm 2: The MUA for NMF method
1 Given a data matrix A ∈ R

m×n
+ and k << min{m, n};

2 W = rand (m, k) initialize W as random dense matrix;
3 H = rand (k, n) initialize H as random dense matrix;
4 for i =1 to maxiter do
5 (MUA) H= H ⊗ (WTA) � (( WTWH)+ ε);

6 (MUA) W= W ⊗ (AHT ) � (( WHHT )+ ε);
7 Check termination criterions;

8 end

Where ε is a constant equal to 10−9 added in each update rule to avoid division
by zero, WT and HT represent respectively the transposition of matrix W and
H, the symbol ⊗ denotes the Hadamard product (element-wise multiplication)
and � denotes the Hadamard division (element-wise division). Lee et al. [19]
proved two main properties of this algorithm. First, the objective function (1) is
non-increasing with each iteration. Second, W and H become constant, if and
only if they represent a stationary point or a maximum number of iterations are
reached.

3.2 Sparse Non-negative Matrix Factorization

The SNMF is a special case of the NMF method, the algorithms for general
NMF cannot be directly applied to solve the SNMF issues. Further, the NMF
has no control over the sparseness constraints of the decomposition with sparse
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data matrix i.e. A ≈ W ∗ H. Actually, a few works have been proposed to
add sparseness constraints to the basic NMF method [8,11,13]. Moreover, their
SNMF algorithms are notoriously fast to converge. They require a small number
of iterations compared to the basic NMF algorithms.

In this paper, we study the Sparse Non-negative Matrix Factorization
(SNMF) where W and H are enforced to be sparse. Therefore, we use two
sparseness constraints (also called regularization parameters) α, β ∈ [0 ; 1]. To
this end, we presented a modified SNMF algorithm described in the Algorithm 3,
where α is the sparseness constraint of the data matrix W , and β is the sparse-
ness constraint of the data matrix H. Given initial matrices W0 ∈ R

m×k
+ and

H0 ∈ R
k×n
+ with random entries, the SNMF algorithm consists of an iterative

application of the following two steps:

Ht+1
i,j = Ht

i,j ⊗ (WTA)i,j � ((WTWHt + βHt)i,j + ε) (2)

W t+1
i,j = W t

i,j ⊗ (AHT )i,j � ((W tHHT + αW t)i,j + ε) (3)

Here (·)i,j refers to the entry in row “i ” and column “j ” of the data matrix in
parentheses and “t ” denotes the iteration index.

Algorithm 3: The SNMF Algorithm with Sparseness Constraints
1 Given a data matrix A ∈ R

m×n
+ and k << min{m, n};

2 W = rand (m, k) initialize W as random dense matrix;
3 H = rand (k, n) initialize H as random dense matrix;
4 for i =1 to maxiter do
5 (2) H = H ⊗(WTA)� (( WTWH+βH)+ε );

6 (3) W = W ⊗(AHT )�(( WHHT+αW)+ε);
7 Check termination criterions;

8 end

4 Proposed Optimization Methods for SNMF Technique

Our aim in this work is (i) to study the optimization of the SNMF method
using the Multiplicative Update Algorithm (MUA), (ii) to propose two parallel
optimized models for the SNMF method with low communication overhead, (iii)
To reduce space-time complexity of the SNMF algorithm.

4.1 Single GPU Computation Model

In this section, we present a parallel model for parallelizing the SNMF method
on a single GPU platform (Fig. 1). We use different intermediate matrices to
compute several algebraic operations in MUA such that matrix-matrix product,
matrix-matrix addition, Hadamard product and Hadamard division, etc.
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Fig. 1. Parallel Model on a Single GPU Platform.

Moreover, to reduce the spatio-temporal complexity, we use a Sparse Com-
pressed Formats (CSF) [26]. We use the Compressed Sparse Row (CSR) format
where all matrices in MUA are acceded row-wise, since CSR is the most used
format in the literature, it provides a best performance and improves data local-
ity. From there, to store a given input data matrix A(m, n) having NNZA

non-zero element values (see Fig. 2), CSR format uses a data-structure of three
arrays denoted: AA, of size NNZA, to store the non-zero elements of A on a
row-wise (from row 1 to row m), JA, of size NNZA, to store column indices
of each stored element in AA and IA, of size m + 1, to store pointers on the
head of each row in arrays AA and JA with IA(m) = NNZA. At last, our con-
tribution with a single GPU model is implemented using the CUDA framework
with the cuSPARSE optimized library that contains a set of basic linear algebra
sub-routines used for handling sparse matrices operations.

4.2 Multi-GPUs Computation Model

In this section, we present a multi-GPUs parallel model for parallelizing the
SNMF method (Fig. 3). The model of computation on a multi-GPUs platform is
presented where two GPUs are connected to the host by Peripheral Communica-
tion Interconnect express (PCIe). Therefore, the CUDA framework can perform
computation on the device and data transfers between the device and the host
concurrently. Moreover, it has two or more copy engines, which can operate
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Fig. 2. CSR format.

data transfers to and from a device (cudaMemcpyDeviceToDevice) and transfer
among devices concurrently. The CUDA provides synchronization instructions
(cudaDeviceSynchronize), which can ensure the correct execution on a multi-
GPUs platform, and each GPU of the multi-GPUs has a consumer/producer
relationship. The memory copies between two different devices can be performed
after the instruction of the CUDA peer-to-peer memory access has been enabled
(cudaDeviceEnablePeerAccess). Hence, the GPUDirect P2P technology was cre-
ated to allow high-bandwidth, low-latency communication between GPUs within
and across different nodes. This technology was introduced to eliminate the CPU
overheads when one GPU needs to communicate with another. GPUDirect P2P
technology depends on both source and destination device being on the same
PCIe fabric.

5 Experimental Study and Analysis

A series of experimentations have been achieved in order to evaluate the practical
performance of the parallel SNMF versions and to validate our approach with
both parallel SNMF models (see Fig. 1 and Fig. 3). For this purpose, we use two
input datasets i.e. (i) randomly generated input data matrices (see Table 1), (ii)
a set of benchmark data matrices from real applications with different sizes and
densities (see Table 2) [1]. The input data matrix A ∈ R

m×n
+ , the data matrix

W ∈ R
m×k
+ and the data matrix H ∈ R

k×n
+ . We denote by “d ” the density of

data matrix with n ∗ m dimension such that d = 100 ∗ NNZ/(n ∗ m) where
NNZ denotes nonzero elements. As previously mentioned, the choice value of
k is critical in practice and it is very often problem dependent. However, in our
study, k is chosen randomly in the range [5 .. 100] such that k << min{m,n}.

5.1 Environment

We use a machine from the “gemini” cluster on the Grid’5000 platform which is
equipped with two “Intel Xeon E5-2698 v4” processors of 2.20 GHz where each
one contains 20 cores. The machine contains 8 GPUs. Therefore, each one of
these GPUs is an NVIDIA Tesla V100 SXM2 of 32 GB operating at a frequency
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Fig. 3. Parallel Model on a 2GPUs Platform.

of 1290 MHz. Furthermore, the GPUs platform is equipped with the latest CUDA
framework. Hence, the multi-GPUs platform with two GPUs is used to imple-
ment and evaluate our approach. Let us mention that our tests are performed on
the UNIX operating system (Ubuntu version 17.10) and the algorithms of the
SNMF are coded in the C programming language. The running time correspond
to the mean of several runs.

5.2 Performance Evaluation on Single GPU Platform

In order to prove the efficiency of both SNMF models, a baseline implementation
of the NMF on CPU is done. We use the BLAS (Basic Linear Algebra Subpro-
grams) optimized library and the LAPACK (Linear Algebra Package) library
to compute several algebraic operations. The experimental study shows that
the baseline implementation of the NMF-CPU provides a large running time.
Hence, it requires much iteration that provides a slow convergence to a station-
ary point. Thus, the NMF algorithm has a poor quality on the CPU essentially
when we have a big data analysis with important density. Table 3, Table 4, Fig. 4
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Table 1. Random matrices description

Notation Size (m, n, k) NNZA NNZW NNZH

T1 (90000, 7000, 16) 171143716 165116 32103

T2 (80000, 10000, 20) 178225413 325420 77810

T3 (70000, 12000, 24) 212143416 435116 123103

T4 (100000, 15000, 8) 460185420 225530 33606

T5 (101000, 21000, 5) 517248350 127720 26856

T6 (5000, 43000, 100) 52123344 145371 1133214

T7 (30000, 20000, 60) 235243615 493856 529442

T8 (20000, 30000, 70) 203156374 533224 754215

T9 (10000, 40000, 90) 162655703 263801 1231304

T10 (15000, 35000, 80) 181121215 341423 985653

T11 (40000, 22000, 55) 88224112 623215 324111

T12 (60000, 25000, 40) 127350124 788215 423170

Table 2. Characteristics of real matrices

Notation Name Structure m n k NNZ d Notation Name Structure m n k NNZ d

M1 lp osa 07 1118 25067 25 144812 0.51 M2 c8 mat11 4562 5721 100 2462970 9.43

M3 landmark 71952 2704 8 1151232 0.59 M4 lp osa 14 2337 54797 10 317097 0.24

M5 TF15 6334 7742 90 80057 0.16 M6 IG5-14 6735 7621 80 173337 0.33

M7 ak2010 45292 45292 5 108549 0.005 M8 lp osa 30 4350 104374 15 604488 0.13

M9 IG5-15 11369 11987 70 323509 0.23 M10 IG5-16 18846 18485 50 588326 0.16

M11 TF16 15437 19321 60 216173 0.07 M12 mat-2005 40421 40421 20 175693 0.01

M13 IG5-17 30162 27944 40 1035008 0.12 M14 TF17 38132 48630 30 586218 0.01

and Fig. 6 illustrate a comparison of the running time for different implementa-
tions. For this issue, the constraint of sparseness can give better performance.
So, we use an additional sparseness constraints (α and β) to enforce the sparse
decomposition of both matrices W and H. Thereby, we get a sparse version of
the NMF method (SNMF-CPU). We note that the SNMF-CPU gives the low-
est number of iterations compared to the NMF-CPU. It gives an effective data
representation. Table 3 summarizes the obtained results for computation time of
the NMF-CPU and the SNMF-CPU. In order to optimize the SNMF algorithm,
we propose an optimized parallel model for parallelizing the SNMF algorithm on
a GPU platform using the CUDA parallel programming framework (see Fig. 1).
Afterward, to optimize the SNMF-GPU, we use the CUDA Sparse Matrix cuS-
PARSE optimized library to compute the several algebraic operations in MUA.
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Moreover, to reduce the space-time complexity, we use the CSR format to store
all matrices in MUA (see Algorithm 3).

Results Using Random Matrices. Using a set of random matrices, the exper-
imental results show that the SNMF-GPU version gives the best performance
(Fig. 4 and Table 3). Therefore, it gives the lowest time complexity compared to
other versions i.e. the NMF-CPU and the SNMF-CPU. We used the following
Ratio defined by:

Ratio = (1 − [run opt/run v]) ∗ 100 (4)

Where run opt is the running time of the best version (the SNMF-GPU in this
case) and run v is the running time of the NMF-CPU version. It is necessary to
highlight that the performance evaluation considers not only the computation
time but also the communication time between CPU-GPU and they consume a
relevant percentage of the running time. It is very relevant, especially for a big
data matrix with high values of n, m and NNZ (see Table 3). The speedup is
graphically illustrated in Fig. 5. We notice that the SNMF-GPU has an average
speedup that can reach 2× compared to the SNMF-CPU, as well as it gives an
average ratio that can reach 48% compared to the NMF-CPU.

Fig. 4. Comparison of running time for random matrices.

Fig. 5. Improvement speedup for random matrices.
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Results Using Benchmark Matrices. When we use a set of benchmark
matrices (see Table 2), the experimental results show that the SNMF-GPU ver-
sion allows the performance improvements compared to the NMF-CPU and the
SNMF-CPU implementations. It gives the lowest time complexity compared to
other methods. The efficiency of the SNMF-GPU is essentially due to the reduced
number of accesses to all matrices in Algorithm 3 by using CSR format, the cuS-
PARSE optimized library, the CUDA framework and the GPU platform. Hence,
the SNMF-GPU gives a fast convergence to a stationary point; it requires a
few iterations number compared to the basic NMF-CPU and the SNMF-CPU.
Table 4 and Fig. 6 illustrate the comparison of the running time for different
implementations with benchmark matrices. The SNMF-GPU provides a good
performance essentially when we have a large data analysis. Further, the aver-
age speedup can reach 2× compared to the SNMF-CPU, as well as the average
ratio can reach 44% compared to the NMF-CPU.

Table 3. Summary table of running time, improvement ratio (%) and speedup for
random matrices

Notation NMF-

CPU (s)

SNMF-

CPU (s)

SNMF-

GPU (s)

SNMF-

2GPUs (s)

Ratio-

GPU

Speedup-

GPU

Ratio-

2GPUs

Speedup-

2GPUs

T1 72.50 72.44 41.71 17.04 42.46 1.73 76.49 4.25

T2 86.45 86.32 45.09 19.51 47.84 1.91 77.45 4.42

T3 110.17 109.36 61.13 23.25 44.51 1.78 78.89 4.70

T4 119.26 118.61 84.50 34.85 29.14 1.40 70.77 3.40

T5 166.31 166.09 77.36 32.67 53.48 2.14 80.35 5.08

T6 169.84 167.48 73.64 24.94 56.64 2.27 85.31 6.72

T7 189.71 188.16 97.12 33.89 48.80 1.93 82.13 5.55

T8 256.26 255.53 126.46 43.57 50.65 2.02 82.99 5.86

T9 268.56 266.01 127.22 40.67 52.62 2.09 84.85 6.54

T10 293.13 291.52 136.61 44.22 53.39 2.13 84.91 6.56

T11 323.38 322.43 168.22 31.07 47.98 1.91 90.39 10.37

T12 344.97 344.72 172.82 49.11 49.90 1.99 85.76 7.01

5.3 Performance Evaluation on Multi-GPU Platform

From another viewpoint of optimization, the optimized parallel model on a single
GPU platform requires many memory space to store the intermediate matrices
and this causes a problem on the GPU memory as well as the communication
times between CPU-GPU consume a relevant percentage of running time. Hence,
in order to solve these issues, we propose to use another optimized parallel model
with a multi-GPUs (2GPUs) platform (see Fig. 3) whose intermediate matrices
are shared between 2GPUs in order to minimize the data matrix storage on
each GPU memory. This model can reduce the communication times by using
GPUDirect P2P access/transfers technique between the GPU1 and the GPU2
without returns to the CPU on each operation.
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Results Using Random Matrices. The experimental results show that the
SNMF-2GPUs gives the lowest time complexity compared to other methods.
This efficiency is essentially due to the fast convergence to a stationary point
in a few iterations number. Table 3 and Fig. 4 illustrate the efficiency of the
SNMF-2GPUs using a set of random matrices. As previously mentioned, we use
the ratio defined in (4) where run opt in this case is the running time of the
SNMF-2GPUs and run v is the running time of the NMF-CPU. The speedup
is graphically presented in Fig. 5. We notice that the SNMF-2GPUs gives an
average speedup that can reach 5× compared to the SNMF-CPU, as well as it
gives an average ratio that can reach 81% (Table 3 and Fig. 5).

Table 4. Summary table of improvement running time, ratio (%) and speedup for
benchmark matrices

Notation NMF-

CPU (s)

SNMF-

CPU (s)

SNMF-

GPU (s)

SNMF-

2GPUs (s)

Ratio-

GPU

Speedup-

GPU

Ratio-

2GPUs

Speedup-

2GPUs

M1 44.96 41.28 30.30 10.28 32.60 1.36 77.13 4.01

M2 49.28 48.18 20.84 7.56 57.71 2.31 84.65 6.37

M3 56.57 55.41 24.35 16.23 56.95 2.27 71.30 3.41

M4 57.04 53.24 38.29 16.70 32.87 1.39 70.72 3.18

M5 93.54 92.50 41.57 10.69 55.55 2.22 88.57 8.65

M6 89.05 87.77 38.93 10.60 56.28 2.25 88.09 8.28

M7 275.15 272.46 163.26 52.61 40.66 1.66 80.87 5.17

M8 359.81 353.72 202.01 55.89 43.85 1.75 84.46 6.32

M9 404.56 402.83 184.73 36.17 54.33 2.18 91.05 11.13

M10 410.65 404.05 215.89 61.08 47.42 1.87 85.12 6.61

M11 509.78 506.95 250.65 82.23 50.83 2.02 83.86 6.16

M12 689.12 685.09 330.54 96.91 52.03 2.07 85.93 7.06

M13 1187.83 1167.54 543.96 108.78 54.20 2.14 90.84 10.73

M14 1689.06 1681.06 1118.23 362.42 33.79 1.50 78.54 6.63

Fig. 6. Comparison of running time for benchmark matrices.
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Results Using Benchmark Matrices. As a matter of fact, with the bench-
mark input matrices, the SNMF-2GPUs allows performance improvements com-
pared to the remaining implementations methods. Table 4, Fig. 6 illustrates a
comparison of the running time of the SNMF-2GPUs using a set of benchmark
matrices. The speedup of the SNMF-2GPUs is illustrated in Table 4 and Fig. 7.
Therefore, the SNMF-2GPUs gives an average ratio that can reach 82% and an
average speedup that can reach 6× compared to the SNMF-CPU. The speedup
on a multi-GPUs platform can exceed 11× as well as the ratio can exceed 98%.
We can conclude that our approach with 2GPUs is the best using method among
the remaining implementations.

Fig. 7. Improvement speedup for benchmark matrices.

6 Conclusion and Future Work

In this paper, we have studied the optimization of Sparse Non-negative Matrix
Factorization (SNMF) method with Multiplicative Update Algorithm (MUA).
We enforced both matrices W and H to be sparse when two sparseness con-
straints α, β ∈ [0; 1] are used with Non-negative Matrix Factorization (NMF)
algorithm. We proposed a parallel model for parallelizing the SNMF method
with MUA on a GPU platform. To reduce space-time complexity of the SNMF
algorithm, we used the CSR format to store different sparse matrices. We used
the cuSPARSE optimized library to compute several algebraic operations on the
NVIDIA CUDA framework. To validate our study, we conducted experiments
on both input datasets i.e. a set of randomly generated matrices and a set of
benchmark matrices from real applications.

The experimental study showed that the SNMF-GPU outperforms the
SNMF-CPU and the baseline NMF-CPU implementations. Therefore, it pro-
vided a good performance by giving a fast convergence to a stationary point
with a large data matrix. The parallel SNMF-GPU achieved an average ratio
over 44% compared to the NMF-CPU and an average speedup over than 2×
compared to the SNMF-CPU. According to the previous results, we concluded
that the communication times between CPU-GPU and the space-limited GPU
memory are played an important role in the performance of our approach. For
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these reasons, we proposed another parallel model for parallelizing the SNMF
algorithm on a multi-GPU platform especially on 2GPUs. Therefore, the SNMF-
2GPUs improved the performance by provided a minimum number of itera-
tions with MUA. It rapidly converged very well to a stationary point. Thence,
the SNMF-2GPUs reduced the space-time complexity by shared intermediate
matrices between 2GPUs and it optimized the communication times between
host / device by used GPUDirect peer-to-peer (P2P) technology. Furthermore,
the SNMF-2GPUs achieved an average ratio over 82% compared to the NMF-
CPU and an average speedup 6× compared to SNMF-CPU. To conclude, we
can say that our work arises some interesting points constituting our near future
work.

We may cite (i) achieving a series of experiments in other programming envi-
ronments to establish more extensive comparisons, (ii) to optimize the SNMF-
2GPUs, sparse matrix fragmentation algorithms with load balancing can be
applied, (iii) to optimize the communication times, a new model on nGPUs
platform will be developed.
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Abstract. As the heterogeneity of the high-performance computing
platform and the scale of data-parallel applications increased signifi-
cantly, data partition becomes a key issue. Recent works use computation
performance model to optimize the data partition algorithm generally.
However, these methods cannot take the communication overhead into
account, resulting in incompatibility for the applications with high com-
munication ratio or unbalanced communication topology. In this paper, a
new heterogeneous-aware data partition algorithm, HaDPA, is proposed.
Firstly, the computation and communication overhead are predicted by
suitable computation and communication performance models given a
partition topology. Then, the search tree is constructed, and the hierar-
chical deep first search with branch and bound is designed to obtain the
optimal solution, which makes up the whole HaDPA process with the
constructing of optimizing model. Finally, to verify the performance of
the algorithm, Matrix multiplication and axial compressor rotor applica-
tions are tested on TianHe-2A supercomputer. Experimental results show
that HaDPA can effectively reduce the execution time of data parallel
applications. What’s more, the impact factors of performance improve-
ment are analyzed and explained. Regression model proofs that the com-
munication to computation ratio matters more to the data-partition on
heterogeneous HPC platforms. Besides, compared with HPOPTA, the
HaDPA improvement ratio increases with a higher communication ratio
and a lower heterogeneity of hardware platform.

Keywords: Data parallel · Performance model · Heterogeneous
computing · Data partition algorithm · Load balance

1 Introduction

As the continuous development of chip technology and the tight integration of
multicore processors and accelerators like GPU, high performance computing
(HPC) platforms become more and more highly heterogeneous [1]. There are
140 supercomputers with GPU of Nvidia as accelerator and many other super-
computers with AMD GPU and Intel Xeon Phi on the latest Top500 ranking [2].
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The TianHe-2A, a cluster on heterogeneous nodes which has been the number
one for many years, uses the tight integrated multicore processor Matrix-2000 as
accelerator. However, the tight integration results in many problems such as the
access competition for shared resource like shared memory and PCIe link and
the Non-uniform Memory Access (NUMA) [3].

Parallel applications own larger scales and more complex logic. Taking Com-
putational Fluid Dynamics program (CFD) as an example, it aims to model the
actual scenarios of physical fluid systems, perform decomposition of fluid regions
to achieve parallel computing and solve complex fluid dynamics control equa-
tions. The scale of meshes in CFD is often tens of billions and the communication
relation is also extremely complicated [4].

The trends of the isomerization of HPC platforms and the complication of
parallel applications challenge the execution and optimization of the large-scale
parallel applications on modern heterogeneous HPC platforms, especially the
load balance between the heterogeneous processors to utilize the resource of
each processor fully, which greatly influences the performance of applications
[5]. Data-partition algorithm, a kind of algorithm that distributes all data units
among all the processors according to a certain strategy, balances the load in
the data-parallel applications to achieve the optimal performance [6].

Recent works [3,7] adopt the computation performance models to predict
computation cost and design the data-partition algorithm to minimize the over-
all cost generally on both homogeneous (CPUs) and heterogeneous (CPUs +
accelerators) platforms. However, without considering the overhead of commu-
nication, these algorithms cannot be applied in practice. Modern HPC platforms
have become highly heterogeneous. Therefore, the heterogeneous-aware data par-
tition algorithm, HaDPA, is proposed. The main contributions are as follows. 1)
A data-partition algorithm with comprehensively considering the overhead of
computation and communication is proposed and explained. 2) To verify the
algorithm, the most representative data-parallel applications, matrix multipli-
cation and axial compressor rotor model are implemented. Results show that
our algorithm can effectively reduce the execution time. 3) By Constructing the
random forest and exploiting the explainable machine learning tool, the impact
factors of performance improvement are analyzed and explained.

2 Related Work

The researches on load-balancing algorithm could be divided into two types:
static and dynamic algorithms. Static algorithms aiming to determine the map-
ping topology between application and platform by using the prior information
of application and platform. Marrakchi S et al. [8] propose a approach for solving
triangular band linear systems to balance the load and obtain a high degree of
parallelism. Khaleghzadeh H et al. [9] are committed to exploit cache resources
with affinity-aware thread mapping to maximize data reuse. Dynamic algorithms
migrate the loads according to the runtime performance of processor during the
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execution of parallel application [10]. Song F et al. [6] propose a cyclic distri-
bution algorithm to reduce the communication cost and achieve load balance
maximally on heterogeneous multi-core and multi-GPU system.

The migration of data is necessary in dynamic algorithm and the strategy of
migration could be used to distinguish between centralized and non-centralized
algorithm. Centralized algorithm migrates the loads based on the global load
information and usually has a higher convergence speed and a higher com-
munication cost. It could be divided into task-queue and predicting-the-future
algorithms. Task-queue algorithms use queue structure to distribute the inde-
pendent tasks on shared memory platforms [11]. They are not suitable for the
distributed platforms or iterative applications. Obviously, predicting-the-future
algorithms depends on an accurate performance model extremely. Performance
model includes computation and communication performance model.

In terms of computation performance model, Constant Performance Model
(CPM), a positive constant to characterize the speed of an application running
on processor, was proposed firstly. Subsequently, Functional Performance Model
(FPM) are proposed which uses a continuous function satisfying some assump-
tions of problem size [12].

As for the communication performance model, there are two classifications:
hardware model and software model. Hardware models describe the communica-
tion procedure using parameters relative to hardware. Most of them are derived
from LogP model [13]. LogP model uses the network delay L, the overhead of
CPU o, the minimum time interval for message passing g and the number of pro-
cesses P to model the communication procedure. Moreover, Alexandrov et al.
[14] propose LogGP using the reciprocal of network bandwidth for a long mes-
sage G to extend LogP model. Other parameters are supplemented to LogGP to
generate new models called LogGPH [15], LogGPO [16], lognP [17] and mlognP
[18]. τ -Lop which describes the communication cost under different channels
such as network and RDMA accurately [19].

Data-partition algorithms for data-parallel application belong to the
static/dynamic centralized predicting-the-future load-balancing algorithms [7].
A model-based data-partition algorithm was proposed which reduces the exe-
cution time and energy consumption maximally at the same time. The recent
research shows that speed function in FPM no longer satisfies the origin assump-
tion because of the competition for shared resources and NUMA. Furthermore,
as the amount of data increases, the limited memory and acceleration effect of
CPU makes it a performance bottleneck. To solve these problems, a discrete data-
partition algorithm on heterogeneous platforms was proposed based on FPM to
minimize the calculation time of application [3]. However, this algorithm is not
suitable for applications with a high communication to computation ratio due
to the lack of consideration of communication performance.

In summary, there is not a data-partition algorithm that takes computa-
tion and communication cost into account for general data-parallel applications
running on the large scale heterogeneous platforms.
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3 HaDPA: Heterogeneous Aware Data-Partition
Algorithm

A data-parallel application with N data units is executed on HPC platform with
P heterogeneous processors. Distributing balanced data units to these processors
to achieve the optimal performance is the primary target of HaDPA.

3.1 Framework of HaDPA

As shown in Fig. 1, HaDPA takes the information of the data-parallel application
and the heterogeneous HPC platform as input and the optimal data-partition
topology as output, consisting of four modules called computation characteriza-
tion, communication characterization, model building and model solving module.

Platform 
Information

Application 
Imformation

predict Communication 
Overhead given Data-
Partitioning Topology

test Parameter of
τ-Lop Model

analyze Communication 
Topology of Application

select Feature Program

obtain Speed Function 
using Feature Program

predict Computation 
Overhead given Data-
Partitioning Topology

build the Optimal Model 
taking the whole Overhead 

as Target Variable 

build Search Tree of 
the Optimal Model

search the Optimal Solution 
for the Search Tree

Optimal Data-Partitioning Topology

Computation 
Characterization 

Module

Communication 
Characterization 

Module

Model Building 
Module

Model Solving 
Module

Fig. 1. The framework of HaDPA.

In this framework, computation characterization and communication char-
acterization module predict the computation and communication cost under a
given data-partition topology. The model building module builds the optimal
model by taking overall cost as target variable and data-partition topology as
decision variable. The optimal model is solved by our propose search tree.

3.2 Computation Characterization Module

Computation Characterization Module takes information of application and
platform as input and executes three steps: selecting feature program, testing
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speed function and building FPM to predict computation cost under a given
data-partition topology.

The feature program is defined as the program owning the shortest execution
time and same computation characteristics and memory access characteristics as
the original program. The selected feature program is executed on target HPC
platform to obtain the speed function of heterogeneous processors. And then,
FPM is built to predict the computation cost, shown as Eq. 1.

The n independent data units is distributed between p heterogeneous pro-
cessors whose speed functions are represented by S = s1 (x) , s2 (x) , . . . , sp (x)
where the value collection SET of independent variable x consists of M nonneg-
ative integer. The data-partition topology is defined as D = {n1, n2, . . . , np}.

tDcomp = max
ni

si (ni)
i = {1, 2, . . . , p} (1)

where, n1 +n2 + . . .+np = n and ni ∈ SET , len (SET ) = M . The computation
cost of target application is the maximum of that of all heterogeneous processors.

3.3 Communication Characterization Module

Communication Characterization Module also takes the information of applica-
tion and platform as input and executes three steps: analyzing communication
topology, testing model parameter, building τ -Lop to predict communication
cost under a given data-partition topology.

The communication topology of target application is represented by multiple
quadruples (sender, receiver, channel, message length). The channel in quadru-
ple is not only three types but any numbers of types that don’t have shared
resource. And then, τ -Lop model is built after obtaining the model parameters
and analyzing the communication topology of application to predict the com-
munication cost tDcomm, shown as Eq. 2. The jth data unit of ith processor has
a transmission with mi,j length through channel ci,j with other processor. This
symbol “||” represents the concurrent communication.

tDcomm =
∑p

i=1(‖j∈ni
T ci,j (mi,j))

p
(2)

which is subject to n1 + n2 + . . . + np = n. This shows that the communication
cost of target application is the average of that of all processes.

3.4 Solving Hetergeneous-Aware Data-Partition Problem Based on
the Computation and Communication Module

The overall cost of a data-parallel application is the sum of the computation and
communication cost of this application. Considering about the dependency of
computation and communication, computation relies on the receiving of interme-
diate computation results from other processors. The computation time includes
the time of dependencies between two sub-data blocks.
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Accordingly, the heterogeneous-aware data-partition problem (HaDP) is
defined as Eq. 3 which is an integer nonlinear programming problem to search
an optimal data-partition Dopt = {n1, n2, . . . , np} to minimize the overall cost.

topt = min
D

max
i∈[1,p]

ni

si(ni)
+

∑p
i=1 (‖j∈ni

T ci,j (mi,j))
p

(3)

which is subject to n1 + n2 + . . . + np = n, ni ∈ SET, len (SET ) = M, i =
0, . . . , p − 1, besides, p,m, c, n ∈ Z+ and si (x) ∈ R+.

With the help of integer nonlinear optimal model, the HaDPA which is
based on the deep first search (DFS) with branch and bound is introduced
and explained. Assuming that there are 4 processors, the speed functions are
shown as Fig. 2(a). The number of data units to be allocated is 32. The par-
tial structure of the search tree according to the speed functions is shown as
Fig. 2(b). In this search tree, each node is a data-partition state represented by
a structure < size, isLeaf, dp, tcomp, tcomm >. The size means numbers of data
units to be allocated. The isLeaf is a judgement mark whether current node is
leaf, and the dp refers to the current data-partition topology. The corresponding
computation and communication cost are tcomp and tcomm. Each edge refers to
a data-partition operation where the corresponding processor of current level is
allocated a certain number of data units.

(a) Speed functions
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2

0
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2
size=0    isLeaf=true

dp=[15,3,12,2]
tcomp=2      tcomm=2

The optimal solution

(b) Partial structure of search tree

Fig. 2. Example of partial structure of search tree.
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Obviously, the feasible solution is that the size equals 0 and the isLeaf
is true. The global optimal solution is selected from these feasible solutions
according to the sum of tcomp and tcomm. The tcomp is decided by the maximum
of that of all processors so that each node has its own tcomp. Nevertheless, the
tcomm is calculated by using the complete dp, which makes that tcomm is an
unknow value in the node representing the unfeasible solution. It is precisely
because of this feature that using the classical branch and bound method to
reduce the time complex is infeasible.

To solver this issue, the pruning method is designed based on the DFS to
reduce the overhead of search process. The main idea is to set a optimal time
threshold opttime and initialize it as corresponding overall cost of the optimal
solution using load-balancing algorithm based CPM. The opttime is updated
when a feasible solution whose overall cost is smaller than opttime is searched.
When the isLeaf of current node is false and tcomp of current node is larger than
opttime, current node could be pruned and its all children will not be considered
due to the feature of this search tree that the computation cost increases along
the order from parent to child.

32

31

31 30

0 1

1

30 29 … 15

0 1 15

15 14 … 0

0 1 15
size=0    isLeaf=true

dp=[1,1,15,15]
tcomp=8      tcomm=3

opttime=12

opttime=11

update

(a) Update of the optimal time
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31 29

0 2
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30 29 … 14

0 1 15

15 14 … 0

0 1 14

size=0    isLeaf=true
dp=[1,4,0,0]

tcomp=12      tcomm=?

opttime=11

30

1

28 27

3 4

x

(b) Pruning operation

Fig. 3. Update and prunning operations of the Optimal Time Threshold.

In this example, the opttime is initialized as 12 where the data-partition
topology is [8, 8, 8, 8] by the load-balancing algorithm based on CPM. When
the first feasible solution is searched, the opttime is updated to 11 shown in
Fig. 3(a). In the Fig. 3(b), the time threshold opttime equals 11 and the cost of
computation of current node tcomp is larger than opttime. Thus, the children of
current node don’t need to be expanded to accelerate the search process.

4 Using HaDPA for Data Partition

For the cluster of heterogeneous nodes, the hierarchical data-partition algorithm
HaDPA (HiHaDPA) is able to reduce the time complexity efficiently. HiHaDPA
minimizes the parallel execution time of data-parallel applications on clusters
heterogeneous multi-accelerator nodes.
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The application is expressed as App with n independent data units. The het-
erogeneous cluster contains p1 same nodes ND1 − NDp1 , and each node has
p2 heterogeneous processors called P1 − Pp2 . The speed functions of nodes are
represented by snd (x) where the value collection SET1 of independent variable
x consists of M1 nonnegative integer. The speed functions of processors are
represented by S = s1 (x) , s2 (x) , . . . , sp2 (x) where the value collection SET2
of independent variable x consists of M2 nonnegative integer. Assuming that
kth data unit of jth processor in ith node has a transmission with mi,j,k length
through channel ci,j,k with other process under a topology D. Finding the opti-
mal data-partition topology Dopt = (nij) to minimize the overall cost of the
target application is the goal of the HiHaDPA.

As shown in Fig. 4, the whole partition process of n data units in this platform
is divided into two layers. The decision target of each layer is the sum of the
computation and communication cost of current layer. In the first layer, the n
data units are distributed between p1 nodes by the Eq. 4.

Dopt
1,x = min

D1
max

i∈[1,p1]

ni

snd (ni)
+

∑p1
i=1(‖k∈ni

T
ci,k

internode(mi,k))
p1

(4)

In the second layer, the ni data units are distributed between p2 heteroge-
neous processors in node i by the Eq. 5.

Dopt
2,x = min

D2,i

max
i∈[1,p2]

ni,j

sj (ni,j)
+

∑p2
j=1(‖k∈nj

T
ci,j,k

intranode(mi,j,k))
p2

(5)

which shows that the speed functions of the heterogeneous processors are used
in computation characterization module and the intranode communication cost
is only taken into account in communication characterization module. Finally,
the Dopt is a combination of Dopt

1 and Dopt
2,i , the optimal topologies of these two

layers.

Problem Size n

Processor 1

n2,1

Processor 2

n2,2

Processor 3

n2,3

Processor 4

n2,4

Processor P2

n2,P2

…

Node 1

n1

Node 2

n2

Node 3

n3

Node P1

nP1

…

Fig. 4. The situation of HiHaDPA.

Shown as Algorithm 1, the optimal topology Dopt
2,x and overall cost topt

2,x are
calculated using the 2nd layer HaDPA. All the pairs (x, topt

2,x) make up the speed
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function snd(x). Then, snd(x) is used to obtain the optimal topology Dopt
1 using

the 1st layer HaDPA. Finally, the optimal topology Dopt is a combination of the
optimal topologies of two layers. It is worth mentioning that the speed function
of the whole single node snd (x) is defined as the overall cost of the Dopt for the
application with x data units on the single node. Besides, the solution of HaDPA
could be guaranteed to be the global optimal while the solution of HiHaDPA
could not.

Algorithm 1. HiHaDPA
Require: num of data units,n ; speed functions, S = {s1(x), s2(x), ..., sp2(x)};

value collection of independent variable of speed function, SET1, SET2

Ensure: the optimal data-partition topology, Dopt

1: initialize: set snd = empty dict
2: set Dopt = empty dict
3: for x in SET1 do
4: Dopt

2,i , topt2,i = HaDPA(x,p2,S)

5: snd[x] = topt2,i

6: end for
7: Dopt

1 , topt1 = HaDPA(n,p1,snd)
8: for i = 1, ..., p1 do
9: for j = 1, ..., p2 do

10: Dopt[i × p2 + j] = Dopt
2,i [Dopt

1 ]
11: end for
12: end for
13: return Dopt

5 Experimental Analysis of HaDPA

In this section, the overall performance optimization of HaDPA is verified com-
pared to the load-balancing algorithm based on CPM and HPOPTA [3] which
could obtain the optimal computation performance solution at present using
matrix multiplication and axial compressor rotor applications on TianHe-2A
which is heterogeneous supercomputer platform. Moreover, the impact factor of
performance improvement of HaDPA are analyzed compared to HPOPTA.

5.1 Experimental Platform and Applications

Two data-parallel applications, Matrix Multiplication and Axial Compressor
Rotor are used to verify our algorithm. For matrix multiplication application,
2 N*N square matrices A and B are multiplied to obtain a N*N square matrix
C. Each matrix is divided into p submatrices by column-based method [1]. Each
processor only owns the corresponding submatrices of A and B to calculate the
corresponding submatrix of C. The solving target of the axial compressor rotor
is a Rotor35 model with 36 channels. As shown in Fig. 5(a), each single channel
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is decomposed into 12 regions. There are 36 * 12 = 432 data units that needs
to be partitioned. The whole calculation process of each single region is per-
formed by Full Multi-Grid Method (FMG) containing three levels called coarse
mesh, medium mesh and fine mesh. It’s worth mentioning that the computation
process is implemented by using openblas [1] and the communication process is
implemented by using MPI and SCIF which is a communication library suitable
to coprocessor in TianHe-2A.

TianHe-2A is a supercomputing platform including 17792 compute nodes.
As shown in Fig. 5(b), each node contains two Intel Ivy Bridge CPUs and
two Matrix-2000 accelerators. Data need to be transferred through PCI-E link
between them. A Matrix-2000 is divided into four super-node (SNs) which are
the basic unit of job assignment so that one node could be regarded as ten
heterogeneous processors.

(a) Channel of rotor model

CPU
Intel Ivy Bridge

CPU
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Comm. Port Gb LAN
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(b) Structure of single node in TianHe-2A

Fig. 5. Experimental platform and applications.

5.2 Verification of HaDPA’s Overall Performance Optimization

The first step of our proposed algorithm is to analyze the feature program and
obtain the speed function. Due to the fact that the matrix multiplication appli-
cation is implemented using openblas library, the application itself is selected
to obtain the speed functions as the feature program. In this experiment, 4
processors in single node are used to be the platform for matrix multiplication
application. Three SNs with 32 computing cores and their dedicated core form 3
abstract processors, named AP SN0, AP SN1 and AP SN2 where the dedicated
core is used to communicate with CPU. The remaining nine CPU cores form an
abstract processor called AP CPU, shown as Fig. 6(a). Besides, the SET1 is a
set composed of several triples (M, N, K) where M, N or K are element of {64,
128, . . . , 4096}. The triple (M, N, K) means the situation that the M*K matrix
A and the K*N matrix B are multiplied to obtain the M*N matrix C. The speed
is calculated by S = 2MNK/(T ∗ 106) where the T is the computation cost
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measured in a running application on the corresponding processor. As the com-
petition for shared resource such as the shared memory on CPU and the PCIe
link between CPU and accelerators, the speed functions of four heterogeneous
processors should be measured simultaneously. The speed functions is shown in
Fig. 6(b). It is worth noting that the lines of origin data are transparent and
processed into the solid trendlines using the sliding window idea.
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Fig. 6. Abstract architecture description for TianHe-2A and its speed functions of
matrix multiplication application.

The second step of our proposed algorithm is to measure τ -Lop parameters
as mentioned in Sect. 3. Their parameters are shown in Table 1. Besides, o0(m) =
0.52, o1(m) = 1.62, L2(64) = 21.30149, in which c = 0 refer to intranode shared
memory channel, c = 1 means internode network channel and c=2 is RDMA
channel between CPU and accelerators.

Table 1. The parameters of τ -Lop Model on TianHe-2A (ms).

τ 2 3 4 5 6 7 8 9 10 11 12

L0
(64,τ) 0.0086 0.0088 0.0077 0.00813 0.0079 0.00805 0.0075 0.0148 0.008 0.012 0.0138

L1
(64,τ) 0.0214 0.6912 0.0423 0.472 0.422 0.123 1.288 0.430 0.127 0.378 0.711

The improvement rate is defined as ImprRateX = min
(

tCP M −tX

max (tX ,δ) , 1
)
×100%,

where X represents HaDPA and HPOPTA and δ is the interactive threshold
aiming to avoid the excessive proportion because of the bitty base.

As shown in figure Fig. 7(a), the theoretical values predicted by our pro-
posed optimal model are same as the measured values of HaDPA and HPOPTA,
which means that our proposed model is able to predict the execution time of
data-parallel applications running on the heterogeneous platforms. Due to the
consideration of communication cost based on the FPM, it is inevitable that the
performance optimization effect of HaDPA is better than the effect of HPOPTA.
As shown in Fig. 7(b), ImprRateHPOPTA reaches the maximum value 77.09%
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when N is 256 and ImprRateHaDPA reaches the maximum value 81.33% at the
same time. The average of ImprRateHPOPTA is 65.49% while the average of
ImprRateHaDPA is 65.90%.

(a) Matrix multiplication execution time (b) Matrix multiplication improvement

(c) Rotor execution time. (d) Rotor improvement

Fig. 7. Comparison of the performance optimization effect for applications when using
HaDPA, HPOPTA and the Load-Balancing Algorithm based on CPM.

For the axial compressor rotor, as shown in Fig. 7(c), the performance opti-
mization effect of HaDPA is always better than the load-balancing algorithm
based on CPM. Nevertheless, the effect of HaDPA is worse than the HPOPTA
in some data points. The effect of performance improvement of HaDPA is obvious
under larger problem size, which results from the larger processor difference and
communication to computation ratio under a larger problem size. As shown in
Fig. 7(d), ImprRateHPOPTA and ImprRateHaDPA reaches the maximum value
91.11% when N is 6. The average of ImprRateHPOPTA is 17.50% while the
average of ImprRateHaDPA is 18.00%.

To analysis the impact factor of performance of HaDPA relative to HPOPTA,
two factors, ProcDiff and CommRate, described as Eqs. 6 and 7, are intro-
duced. ProcDiff is defined as the mean standard deviation of speed functions
samples of heterogeneous processors, represents the computation performance
difference between processors, in which dij is the speed of ith sample of jth pro-
cessor and i = 1, . . . , C and j = 1, . . . , P . CommRate stands for the proportion
of communication cost in the overall cost. The problem size is not selected as
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the impact factor as the problem size affect the performance improvement by
changing ProcDiff and CommRate.

ProcDiff =
1
C

C∑

i=1

√
∑P

j=1 (dij − di)
2

P
(6)

CommRate =
tcomm(DHPOPTA)

tcomm (DHPOPTA) + tcomp(DHPOPTA)
× 100 (7)

In the experiment about matrix multiplication application, the property
ProcDiff is changed by constructing different experiment platforms, which is
implemented by changing the number of computation cores. As to the axial
compressor rotor application, several examinations with different ProcDiff by
changing iter count. The iter count variable is set to (5,5,10), (1,20,50) and
(50,20,1) respectively. The communication coefficient η is constructed to change
the CommRate property and η is set to 1, 10, 20 and 1, 5, 10, respectively.

(a) Matrix multiplication execution time (b) Matrix multiplication improvement

(c) Rotor execution time (d) Rotor improvement

Fig. 8. Comparison of the performance optimization effect for matrix multiplication
application using HaDPA, HPOPTA and the Load-Balancing Algorithm based on
CPM.

To analyze the influencing factors, a dataset containing triples (ProcDiff ,
CommRate, ImprRate) is constructed. The regression relation between
ImprRate and other two properties is learned by random forest regression.
The learned regression model is analyzed using SHapley Additive exPlanation
(SHAP) [20], a explainable machine learning python library.

For the two applicaitons, the mean accuracy of trained regression model is
81.19% and 91.29%, which shows a strong regression relation between ImprRate
and other two properties. As shown in Fig. 8(a, c), the larger ImprRate results
from larger CommRate and smaller ProcDiff. It makes sense because the
HaDPA is an expansion with communication cost of HPOPTA that could reach
the optimal computation performance. Figure 8(b, d) shows that the property
CommRate matters more to the data-partition on heterogeneous HPC plat-
forms.
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6 Conclusion

As the stronger isomerism of modern HPC platforms and the larger parallel
scale of applications, the data-partition algorithm for data-parallel applications
is necessary. However, without considering the overhead of communication, the
state-of-the-art algorithms are not suitable for the applications with high com-
munication to computation ratio.

In this paper, a heterogeneous-aware data-partition algorithm, HaDPA, is
proposed based on the DFS with branch and bound. Moreover, a hierarchical
data-partition algorithm for the cluster on heterogeneous nodes using HaDPA to
reduce the time complexity is introduced and explained. To verify the algorithm,
the most representative data-parallel applications, matrix multiplication and
axial compressor rotor model are used. Compared with HPOTPA and the load-
balancing algorithm based on CPM, results shows that our algorithm can get
a higher performance improvement. In addition, the analysis about the impact
factor of performance improvement of HaDPA relative to HPOPTA is performed.
According to the explanation of regression analysis, a higher communication to
computation ratio results in a higher performance improvement.

In the future, to reduce the prior information, a dynamic centralized future
prediction algorithm will be designed, which is divided according to the compu-
tation and communication load of the current program.
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Abstract. Truss decomposition algorithm is to decompose a graph into
a hierarchical subgraph structure. A k-truss (k ≥ 2) is a subgraph that
each edge is in at least k − 2 triangles. The existing algorithm is to
first compute the number of triangles for each edge, and then iteratively
increase k to peel off the edges that are not in the (k + 1)-truss. Due to
the scale of the data and the intensity of computations, truss decomposi-
tion algorithm on the billion-side graph may take more than hours on a
commodity server. In addition, today, more servers adopt NUMA archi-
tecture, which also affects the scalability of the algorithm. Therefore, we
propose a NUMA-aware shared-memory parallel algorithm to accelerate
the truss decomposition for NUMA systems by (1) computing different
levels of k-truss between each NUMA nodes (2) dividing the range of k
heuristically to ensure load balance (3) optimizing data structure and tri-
angle counting method to reduce remote memory access, data contention
and data skew. Our experiments show that on real-world datasets our
OpenMP implementation can accelerate truss decomposition effectively
on NUMA systems.

Keywords: Truss decomposition · Triangle counting · NUMA ·
Multithread · Graph analysis

1 Introduction

Graphs are everywhere, such as social networks [33], molecular structure [26], and
many more. Any group of interactive entities can be abstracted as a graph, with
entities as vertices and interactions as edges. To better understand the graph, it
is often useful to find cohesive subgraphs in the graph. Cohesive subgraphs have
many well-known types, such as maximal clique, n-clique [16], k-plex [25], quasi-
clique [21] and so on. Because most of the formulas of clique-based problems are
NP-complete, exactly computation is computationally intensive for large graphs.

As a kind of cohesive subgraph, k-truss [8] is very useful. Because it can be
computed accurately in a polynomial time. The density of truss depends on the
support of each edge in the subgraph, i.e. the number of triangles in the subgraph
c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 193–212, 2022.
https://doi.org/10.1007/978-3-030-95388-1_13
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formed by the edge. A k-truss (k ≥ 2) is defined as follows, in graph G, there is
a subgraph in which the support of all edges is not less than k −2. Figure 1 is an
example, showing the support value of each edge in its class: if an edge is in a
k-truss, the edge is in class k, but not in a (k + 1) truss. Truss decomposition is
to find the k-class of each edge [31]. Truss decomposition has many applications
[4,11,24] in graph mining and social networks, such as community search and
personalized recommendation.

At first, the existing algorithms compute the support of each edge and then
peel the edge iteratively [13,22,31]. In the support initialization stage, compute
the support by counting the common neighborhood of vertexes of each edge
in graph G. After that, increasing k (k ≥ 2) in each edge peeling stage, and
iteratively peeling the edges whose support degree is not larger than k − 2. In
k iteration, the removed edges are added to class k and updating the support
degree of all remaining edges in the triangle containing these removed edges.
The decomposition will end when all edges in G are removed.

The time complexity depends on the triangle number in G [22]. For each
peeled edge e(u, v), the triangle enumeration can find all triangles of �uvw from
the other edges in G. For each triangle �uvw support update is performed on
the edges of e(u,w) and e(v, w). Triangle enumeration is very expensive due to
intensive triangle existence checking and supporting updates will lead to massive
random memory access. For this reason, truss decomposition is time-consuming,
and researchers propose parallelization algorithms to speed up.

Due to the intensity computation, truss decomposition takes much time on
large graphs [22,31]. To accelerate truss decomposition, many researchers [23]
have optimized the algorithm for different devices, such as [5,17,19] for GPU.
But few pay attention to the system based on NUMA architecture. NUMA, i.e.
non-uniform memory access architecture. In NUMA system, each CPU has a
shorter time to access local memory than remote memory [14]. Therefore, we
study how to accelerate truss decomposition algorithm in NUMA.

Fig. 1. An example graph G
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In summary, we make the following contributions:

– We design a parallel truss decomposition method for parallel computing dif-
ferent levels of trussness between NUMA nodes. And we propose a heuristic
k partition method based on the number of edges.

– We design an optimize data structure for NUMA characteristics. Maintain a
compressed local graph topology between each NUMA node.

– We optimize the triangle enumeration for data skew. Especially, dynamically
select method skipping binary search or sequential merge to enumerate tri-
angles.

– We evaluate the optimization of each part of truss decomposition and show
that our implementation achieves effective acceleration compared with an
in-memory algorithm, PKT, on NUMA.

2 Background and Motivation

In this section, we describe the definition of truss decomposition, introduce the
existing algorithm, and show the motivation for our work.

Table 1. Notations

Notation Description

G An undirected graph

V , E and � Vertex, edge, and triangle sets of G

N(u) Neighbor set of a vertex u in G

Φk The k-class of G

Rs, Adj Compressed Sparse Row (CSR) format of G

El An edge list array of G

Eid An edge mapping array, associated with adj

Sup An array of support for each edge, ordered by id

sup(e), sup(e, G) Support value of an edge e in G

SI, IEP Support initialization and iterative edge peeling

2.1 Preliminaries

Given an undirected graph G, we denote the edge, vertex and triangle sets by
EG, VG and �G respectively. Given a vertex u ∈ VG, NG(u) is the neighbor
vertex set of u, dG(u) represents the degree of u in G, dG(u) = |NG(u)|. �uvw
represents a triangle formed by vertexes u, v, w (u, v, w ∈ VG).

Definition 1. (Support) The support of an edge e(u, v) ∈ EG, denoted by
sup(e,G), is defined as | {�uvw|w ∈ VG} |, which can be computed by |NG(u)∩
NG(v)|.
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Definition 2. (k-Truss) The k-truss of G (k ≥ 2), denoted by Tk, is defined as
the largest subgraph of G such that ∀e ∈ ETk

sup(e, Tk) ≥ (k−2). The trussness
(truss number) of an edge e ∈ E, denoted by φ(e), is defined as the maximum k
of the k-truss that the edge e is in.

Definition 3. (k-Class) The k-class of G denoted by Φk is defined as {e|e ∈
E ∧ φ(e) = k}. All k-classes of G form a hierarchy. A k-truss of G can be
computed by a union of all the i-classes (i ≥ k).

Truss decomposition of graph G is to find all k-classes Φk(k ≥ 2) of G [31].
And the common notations are shown in Table 1.

2.2 Related Work

In this chapter, we will introduce several representative algorithms. We mainly
take PKT [13], one of the cutting-edge parallel algorithms with the lowest the-
oretical complexity, as an example.

Algorithm 1. Truss Decomposition
Input: an undirected graph G0 = (VG0 , EG0)
Output: Φi of G0,(i ≥ 2)
1: for all e(u, v) ∈ E do
2: sup(e(u, v)) ← |�uvw|
3: end for
4: k ← 2
5: while |E| �= 0 do
6: Eremove ← {e|e ∈ E ∧ sup(e) = k − 2}
7: while |Eremove| �= 0 do
8: Φk ← Φk ∪ Eremove

9: for all e ∈ Eremove do
10: for all �uvw, e ∈ �uvw do
11: for all e′ ∈ �uvw, e′ �= e do
12: sup(e′) ← max(k − 2, sup(e′) − 1)
13: end for
14: end for
15: E ← E \ {e}
16: end for
17: Eremove ← {e|e ∈ E ∧ sup(e) = k − 2}
18: end while
19: k ← k + 1
20: end while

Sequential Truss Decomposition. As Algorithm 1 shown, there are two main
steps in state-of-art algorithms. The support initialization (Line 1–3) is to com-
pute each edges’ support, and the peeling phases (Lines 5–20) proceed level by
level and find a k−class(k ≥ 2) at each level. In each k corresponding level, edges
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with the support k−2 are filtered (Lines 6 and 17), which triggers the peeling of
triangles containing these edges. And then update support of the edges in these
triangles in turn. Each triangle is peeled off exactly once for correctness, which
is ensured by removing the edge e(u, v) (Line 17) after completing the enumera-
tion of �uvw and support update of e(v, w) and e(u,w) (Lines 10–13). Different
from the above algorithm, [31] present an effective sequential algorithm. Inspired
from [6], by using an edge array ordered by support, it can find the edge to be
peeled (Line 6 and 17) and update support (Line 12) in a constant time, and
construction of the array only need linear time. Although has low theoretical
complexity in time and space, its practical performance is hard to compare with
parallel algorithms.

0 1

23

0 1 2 3Vid

0 2 5 7 10Rs

1 3 0 2 3Adj 1 3 0 1 2

0 0 1 1 2
El

1 3 2 3 3

0 1 0 2 3Eid 2 4 1 3 4

1 1 1 2 1Sup
a Data Structures b An example

Fig. 2. An example graph and its data structure

Parallel Truss Decomposition. PKT [12,13] is a representative and effective
parallel algorithm for computing in memory. In IEP, it achieves efficient par-
allelism by parallelizing each edge peeling iteration and synchronizing among
iterations. PKT adopts the CSR format and introduces a boolean array to indi-
cate the edge removals. As shown in Fig. 2, the data structure mainly consists
of adjacency lists, edges, support, and mappings from the vertexes to the edges.
The adjacency lists are represented in a CSR, i.e., Compressed Sparse Row for-
mat [13,17], which consists of each row starting position and adjacency arrays
denoted by Rs and Adj, respectively. For triangle enumeration, each adjacency
list is sorted and used for merge operations [13,18,27]. Edges (denoted by El)
are represented as a list of source and destination vertex pairs, and each edge is
associated with a support value denoted by sup(e). To find a triangle enumer-
ation result (three location index in the Adj array) into edge indexes, an Eid
array is introduced and associated with Adj [35].
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Another frontier method MSP [27] is similar. But they differ in the design
of adjacency representation, support update, and so on. MSP maintains array-
based doubly-linked lists and dynamically updates them upon edge removals.
For support update, PKT uses atomic operations, whereas MSP expands all the
edges in the peeled-off triangles and groups these edges by the source vertex
for lock-free computation. It maintains the bucket index during IEP in O(|�|)
time and space. Obviously, in most cases, PKT is better than MSP in its space
utilization.

Support Initialization and Triangle Enumeration. The SI counts the num-
ber of triangles that each edge is in (Line 2 of Algorithm 1). There are two
approaches to parallelizing SI. The first approach [20,30,32] creates a Degree
Oriented Directed Graph (DODG) by turning each undirected edge into direct-
ing. The direction of each edge is from a smaller degree vertex to a larger degree
vertex. Using DODG, each triangle can be enumerated exactly once, and the
support values of edges in the triangle are updated atomically. In contrast, the
other approach [34,35] computes the triangle count of each edge in the graph and
updates the support of each edge once. As for triangle enumeration, there are
mainly three kinds of methods, merge-based, hash-based, and bitmap-based set
intersection algorithms [10,29,30]. These also can be applied to support updates
in IEP. Merge-based scan the two sorted arrays of N(u) and N(v) and compare
the elements to find matches, such as sequential merge and binary-search-based
merge [10,34,36]. Hash-based constructs a hash table for each N(u). Then for
each w ∈ N(v), it probes the hash table to find common neighbors of u and
v. Similar to hash-based, [13] used a bitmap to represent N(u) and dynami-
cally construct and clear the bitmap during the edge’s vertex common neighbor
counting. When there is data skew (d(u) � d(v), given edge e(u, v)), hash-based,
bitmap-based and binary-search-based merge algorithms work better than the
sequential merge algorithm because of the O(d(v)), O(d(v)), O(log(d(u))·d(v)),
and O(d(u) + d(v)) time complexity, respectively.

Other Works. Besides, we focus not only on Methods on the CPU in memory.
[5] presented a scalable multi-GPU implementation in which each GPU handles
a different k value, which plays an enlightening role in our work. Recently, truss
maintenance on dynamic graphs also has been studied. Specifically, Zhang et al.
[37] have studied how to track the trusses given edge insertions and deletions.
But, for edge insertion cases, these algorithms do not have a polynomial time
complexity bound. Diab et al. [9] surveys the optimizations to truss decomposi-
tion on GPUs showing that the best optimizations combination highly depends
on the graph of choice, and then presents a framework, KTRUSSEXPLORER.
About work on NUMA, there are many graph analysis frameworks for NUMA
architecture. Taking Polymer [14] as an example, it mainly improves the com-
putational performance of general graph analysis algorithms by allocating and
placing data according to memory access and reducing random access as much
as possible.



NUMA-Aware Parallel Truss Decomposition for Large Scale Graphs 199

2.3 Motivation

In order to study the performance bottleneck of truss decomposition on the
NUMA architecture, we evaluated the bandwidth of different memory access
and the parallel algorithm PKT[13] on multiple real graphs in a NUMA server.

Table 2. The bandwidth (MB/s) of memory access on the distance.

Access 0-hop 1-hop 2-hop

Sequential 9870 8056 4756

Random 401 207 342

Fig. 3. Time and speedup ratio of PKT on soc-LiveJournal

We used the same hardware as in Sect. 5, and PKT implementation from
[13]. In Table 2, hop-0, hop-1, and hop-3 represent access to local memory, the
memory on the same socket but different dies, and the memory on different
sockets, respectively. In Fig. 3, when the number of threads is no more than
32, PKT is executed on the same NUMA node. The left and right coordinate
axes respectively represent the speedup ratio (compared with 1 thread), and the
abscissa axis is the number of threads.

Through preliminary experiments, as shown in Table 2 and Fig. 3, we have
verified or found the following problems in NUMA system:

– The memory access performance is that local memory access is better than
remote memory access, and sequential memory access is better than remote
memory access.

– The most time-consuming stage is the IEP, and the second time-consuming
is SI.
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– When the number of threads reaches a certain threshold, as the number of
threads increases, the performance improvement gradually slows down.

After analysis, we find that the improvement of PKT performance on NUMA
node is limited, which may be due to the following reasons:

– Because the calculation depends on the overall graph topology, there are a
large number of random or remote memory access.

– Due to atomic operations in the algorithm, when there are too many threads
and the data size is too small, many data contentions may arise.

– Data skew affects triangle counting in SI and triangle enumeration in IEP,
resulting in unbalanced load among threads.

3 NUMA-Aware Parallel Truss Decomposition

In this section, we introduce our design, including data structure, SI, IEP, and
heuristic k partition, and analyze its complexity. At the same time, we also
explained the reasons for our design.

3.1 Overview

In order to improve the performance of PKT on NUMA, we have carried out
the following design and optimization according to the problems we found.

– To avoid data contention, we adopt the design of reducing atomic operations
and multi-level parallelism. In the SI, the data is divided according to the
vertices, and the triangles of each edge are counted in parallel between pro-
cesses to reduce the atomic operation. In the IEP, multi-level parallelism is
adopted to perform truss decomposition in different ranges among NUMA
nodes to avoid data contention by reducing the number of threads.

– In order to reduce remote and random memory access, we redesigned the data
structure. A set of compressed graph topology is maintained on each NUMA
node, which also ensures space utilization.

– For the data skew problem, we adopt the method of traversing by vertices and
dynamically selecting the intersection according to the two vertices’ neighbor
set size. Further, we optimize the binary-search-based merging.

– More importantly, for the multi-level parallelism in IEP, because the size of
the k range and the calculation of each level are unknown, how to divide
the k-range of NUMA nodes is also an important problem. We propose a
heuristic k-partition method between NUMA nodes to ensure the compute
load balancing.

Next, we will introduce our design from the data structure, SI, IEP, and
heuristic k partition.
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3.2 Data Structure

The data structure of PKT used is shown in Fig. 2, and this is also the data
structure (See data structure of any node from Fig. 4) on a single NUMA node in
our method. In addition to the compressed sparse row representation (Es,Adj),
four arrays are used. The array Eid with a size of 2×|E| is used to store the edge
ID corresponding to each neighbor of the vertex. The array sup of size |E| is used
to store the support of each edge. Finally, an array El of size |E| is used to store
the edge list, that is, the vertices corresponding to each edge. Therefore, assuming
a 4-byte integer, the main space requirement is (|V |+2×|E|+2×|E|+2×|E|)×4
bytes= 24 × |E| + |V | bytes.
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Fig. 4. An example for our method

Different from the PKT, in order to reduce the remote memory access and
the contention of shared variables, each NUMA node maintains a set of graph
topology data separately, Its size is taken as the minimum k of its calculation.
Section 3.4 below will describe how to compress the graph before each NUMA
node formally executes IEP. Note that a complete set of graphs needs to be
maintained to calculate the minimum k node. Combined with the heuristic par-
tition method of k, the maximum local data size of each node shall not exceed
|V |+8×|E|(In the extreme case of only two nodes) Therefore, with the increase
of NUMA nodes, the memory space will continue to increase, but will not exceed
n times(denote the number of NUMA nodes as n) the original size.

We also show a simple example in Fig. 4. In the figure, node 0, node 1 and
node 2 calculate k = 2, k = 3 and k = 4 respectively. Node 0 (calculate the
minimum k) needs a complete set of the graph, and the data size of other nodes
is smaller than the node calculating the k range with little upper bound, i.e., the
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data size of the node calculating k = 4 is smaller than the node calculating k = 3.
Actually, each node will not be divided into only one k, but into a consecutive
k range.

3.3 Support Initialization

We use the method of counting each edge directly to avoid atomic operation.
The original PKT adopts the bitmap-based method. Traverse by vertexes in
parallel, and then find the emitted edge of each vertex to participate in forming
a triangle, and update the support of each edge atomic.

Among them, frequent atomic operations make it perform poorly on dense
graphs and large-scale graphs. We compare the current mainstream parallel
schemes by vertices or edges, and the schemes of the bitmap, sequential merging,
and binary search when looking for triangles. A scheme of dynamically initializ-
ing support according to vertex parallelism is proposed.

Algorithm 2. Support Initialization
Input: an undirected graph G0 = (VG0 , EG0)
Output: sup, support array
1: for all v ∈ V do
2: for all u ∈ N(v) do
3: assume u>v ∧ |N(u)|>|N(v)|
4: if |N(u)| 	 |N(v)| then
5: sup(e(u, v)) ← BinaryMerge(N(u), N(v))
6: else
7: sup(e(u, v)) ← SequentialMerge(N(u), N(v))
8: end if
9: end for

10: end for

As Algorithm 2 shown, first, parallel computing by vertexes. When taking the
intersection of the edge composed of the current vertex and the neighbor vertex,
compare the neighbor set size between them, i.e., the vertex degree. When it
is too skewed, choose the binary search to take the set intersection. When the
scale of the two is similar, the basic merging is adopted. In the SI, the parallel
method of data division by vertex is adopted between processes. Because it will
be used many times after taking the current vertex neighbor set data once, it
makes more full use of the cache. In the IEP, because of the method of edge
peeling, the parallel of data division by vertex is required between processes.
Both data division by vertex or edge, the part from Algorithm 2 Line 3 to Line
8 is applicable.

We observe that there is a certain optimization space for merging based on
binary search. Specifically, when taking the intersection of two sets, each binary
search is independent of the other. However, we can find that the results of each
binary search can be applied to the next binary search, reduce the range of the
next search, and further optimize the efficiency of taking the intersection.
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3.4 Iterative Edge Peeling

Except for some differences in the algorithm, as Algorithm 3 shown, this part
has heuristic k range division before IEP, local preprocessing of NUMA nodes,
and write back global array after IEP.

The purpose of the heuristic k partition is to balance the load among NUMA
nodes as much as possible. After observing and analyzing the experimental data,
we find that the calculation time is related to the number of edges and triangles.
Section 3.5 will explain the specific design and methods.

Algorithm 3. Iterative Edge Peeling
Input: an undirected graph G0 = (VG0 , EG0), a support array sup, a target range

[kl, kr]
Output: Φk(k ∈ [kl, kr]), target k-classes of G
1: G ← FilterCompressed(G, sup)
2: sup ← SI(G)
3: k ← kl

4: while |E| �= 0 ∧ k ← kl do
5: Eremove ← {e|e ∈ E ∧ sup(e) = k − 2}
6: while |Eremove| �= 0 do
7: Φk ← Φk ∪ Eremove

8: for all e ∈ Eremove do
9: for all �uvw, e ∈ �uvw do

10: for all e′ ∈ �uvw, e′ �= e do
11: sup(e′) ← max(k − 2, sup(e′) − 1)
12: end for
13: end for
14: E ← E \ {e}
15: end for
16: Eremove ← {e|e ∈ E ∧ sup(e) = k − 2}
17: end while
18: k ← k + 1
19: end while

Local preprocessing of NUMA nodes this step is only performed on NUMA
nodes when the range starting value is not 2, that is, k 	= 2. Firstly, copy a sup-
port array to the local area, and then mark all edges less than the minimum value
of the interval, which is regarded as removed from the graph. Then, according
to the remaining graphs, rebuild a set of graph topology locally, and re-initialize
the support. On this basis, carry out the IEP in the range. The process here is
the same as the IEP of PKT.

Write back the global array. After the calculation of each NUMA node is
completed, the local support array on each node is only a partial solution, which
needs to be written back to the global support array. Before writing back, you
need to set the global support to zero, and all nodes should complete the calcula-
tion of the IEP stage. During writeback, each NUMA node needs to traverse the



204 Z. Mou et al.

local k-value array and update the global k-value array. The updated principle
is that if the k of the corresponding edge of the local k-value array is within
the local k range, the k corresponding to the position of the global k array is
updated.

3.5 Heuristic Partition of k

Before each NUMA node performs IEP, we need to determine the range of k
calculated by each node. According to PKT, each iteration (i.e. decomposing of
one level) needs to complete |Ek| times triangle enumeration. Further, from our
experiments, it is found that there is a certain relationship between the peeled
edge of each k-level and the corresponding edge with k − 2 support.

In addition, when the lower bound of the partition range is not 0, the overhead
of filtering, compressing, and reconstructing the graph before calculating the
range needs to be considered. This part of the calculation is mainly to initialize
the support of a part of the graph. Based on the triangle counting algorithm,
the amount of calculation is positively correlated with the edges in the graph.

Therefore, we design a heuristic k partition method based on the number of
edges. Specifically, first, complete the calculation of the edge number distribution
of each support degree for the whole graph. Next, based on the edge distribution,
make the calculation amount of each NUMA node closely (i.e., the number of
edges processed closely).

Besides, we found that when the graph size is large enough, the performance
improvement caused by increasing threads (on the same socket) is less affected
by memory access latency or data contention. So we also adjust the unit when
dividing k range based on the graph scale, mainly the number of edges. So, for
large graph, we use two NUMA nodes on the same socket as a task execution
unit. Compared with taking each NUMA node as a task execution unit, the
space occupation is reduced.

3.6 Algorithm Analysis

This section will analyze the algorithm from the time and memory complexity.

TimeComplexity.As described in PKT [13] SI cost is mainly determined by tri-
angle counting. As described in Sect. 3.3 the time complexity of each |N(u)∪N(v)|
calculation is O(min(d(u), d(v)) or O(log(d(u)) ·d(v)). The time complexity of the
above two cases is O(|e|1.5), as demonstrated by the previous triangle listing work
[28]. IEP cost includes triangle enumeration (TE), O(|�|) support update, and
O(|�|) edge filtering. We use binary-based merging for TE with a time complex-
ity of O(min(d(u), d(v)) (as demonstrated in Sect. 2). Considering the complexity
of O(min(d(u), d(v)), TE is O(|e|1.5) time [31]. This is because the overall time
complexity limit of TE is in

∑
e∈E min(d(u), d(v)) = O(α · |E|), (α is representing

the arboricity of the graph [7]). In the worst case, this bound is O(|e|1.5), because



NUMA-Aware Parallel Truss Decomposition for Large Scale Graphs 205

α ≤ p · |E|. Therefore, the total time complexity of our algorithm is O(|e|1.5).
Although the time complexity limit is the same as the previous work [13], our opti-
mization significantly reduces the actual workload.

Memory Complexity. The input graph Es and adj arrays in CSR format are in
O(|E|+ |V |) space. Auxiliary arrays for preprocessing and graphics compression
are in O(|V |) space. The edge list, edge mapping, support values, and processing
flag arrays El, Eid, sup, and P are all in the O(|E|) space. There may be other
auxiliary arrays, but they are generally in O(|E|) or O(|V |). The array used for
the heuristic k partition may be a special one, its size is supmax. Generally, this
value will not exceed O(|E|) or O(|V |). Therefore, the total memory complexity
of our algorithm is O(|E| + |V |).

4 Implementation

Our parallelism is implemented by OpenMP [3]. And we do different parallels at
different levels. In the SI, we divide the vertex individual as the smallest data
division unit (In practice, we set 10 as a scheduling unit) to each thread and
complete the support calculation of its outgoing edge in parallel. In the IEP, k
is divided into several ranges by the heuristic method according to the number
of NUMA nodes and then executed on different NUMA nodes at the same time.
On a NUMA node, parallel processing is performed in each iteration, and the
edges to be peeled are divided into each thread.

In order to handle concurrent updates and partial array maintenance, we use
GCC’s built-in atomic primitive [1]. Specifically, we use the atomic comparison
and exchange (CAS) primitive. At first, it compares the value in the memory
address with the target value, then it exchanges the value in the memory with
the new value only when the comparison value and the target value are equal. We
also use atomic fetch and addition, acquisition, and subtraction primitives. Each
primitive combines the read, modify, and write steps into an atomic operation.

Furthermore, in order to avoid the overhead caused by remote memory access
and thread migration, we use NUMA interface [2]. Specifically, we bind each
thread to a unique core and further bind it to the local memory of the core. In
IEP, except for the start and end phases, the remaining main memory access
behaviors occur locally. As for the size of the execution unit in the heuristic
method, we take 108 as the boundary. When the edges’ number is greater than,
two NUMA nodes are taken as a unit. For data skew in triangle enumeration,
we take 10 as the boundary. If the ratio of the two sets size is greater than 10,
it is considered that there is data skew.

5 Evaluation

In this chapter, we mainly compare the performance improvement of our method
and the PKT on NUMA devices. At the same time, we also evaluate the scalabil-
ity performance on different data sets and compared the optimized initialization
support with that without optimization.
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5.1 Experimental Setup

The evaluation was carried out on a dual-socket Huawei shared memory server
with 256 GB memory. The server contains two 2.6 GHz Kunpeng 920 7260 pro-
cessors. Each processor has 64 cores distributed on 2 dies, 64 MB L3 cache, i.e.,
there are 4 NUMA nodes distributed on two sockets, and each socket has 2
NUMA nodes.

All the codes are compiled using the GNU C/C++ compiler with −O3 opti-
mization. And for parallelization, we use OpenMP and enable environment vari-
able OMP PROC BIND.

For the dataset, we selected several real-world graphs of different sizes. These
datasets are picked from the Stanford Network Analysis Project [15] and are
listed in Table 3. The cit-Patents is the U.S. patent citation network spanning
almost 30 years. The wiki-topcat is a web graph of Wikipedia hyperlinks col-
lected in September 2011. Besides, the soc-pokec, soc-LiveJournal, com-orkut
and com-friendster are social networks from different regions or fields. Before
the experiment, we make a preliminary arrangement of the data, such as trans-
forming a directed graph into an undirected graph, deleting duplicate edges,
and so on. Besides we also list the number of triangles, vertexes and maximum
degree, maximum trussness for them, respectively. Most of the graphs we used
are snapshots of social networks. We repeat each experiment more than 5 times
and take other values except the maximum and minimum values to take the
mean value, to reduce the experimental error.

Table 3. Statistics of datasets and Performance

Graph |E|(×106) |V |(×106) |�|(×109) dmax tmax SI IEP Total

PKT NKT Sp PKT NKT Sp PKT NKT Sp

cit-Patents 16.52 3.77 0.01 793 36 0.87 0.54 1.61 1.15 1.14 1.01 2.04 1.70 1.20

wiki-topcat 28.51 1.79 0.05 100029 39 4.11 0.53 7.75 4.70 2.55 1.84 8.97 3.11 2.88

soc-pokec 30.62 1.63 0.03 14854 29 0.42 0.29 1.45 2.20 1.62 1.36 2.70 1.93 1.40

soc-LiveJournal 68.99 4.85 0.29 20333 362 1.30 0.53 2.45 8.55 3.30 2.59 9.89 3.85 2.57

com-orkut 117.19 3.07 0.63 33313 78 7.29 3.39 2.15 23.70 15.10 1.57 31.00 18.5 1.68

com-friendster 1806.07 65.61 4.17 5214 129 150.55 71.30 2.11 346.20 245.71 1.41 497.25 317.89 1.56

5.2 Evaluation of Comparing with PKT

We compare SI, IEP, and the whole truss decomposition of our method with
PKT.

Support Initialization. We record our method in this paper as NKT (i.e.
An optimized parallel k−truss decomposition for NUMA). In the SI column
of Table 3, PKT and NKT record the time-consuming of SI phase of the two
methods when 128 threads are used in parallel, in seconds, accurate to two
decimal places. The Sp represents the speedup ratio, it is the ratio of PKT to
NKT. The same applies to the column of IEP and Total of Table 3. As the SI
column of Table 3 shown, NKT is about twice as fast as PKT. The speedup ratio
of wiki-topcat graph is up to nearly 8 times. The possible reason is that there are
many data skews in the graph, as the highest vertex dmax is shown in Table 3.
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Iterative Edge Peeling. We also compare IEP with PKT, this is the most time-
consuming part of algorithm, in most cases. As the IEP column of Table 3 shown,
our method can achieve an average speedup of 1.6, excluding the best dataset,
soc-LiveJournal, and the worst, cit-Patents. The limited improvement on cit-
Patents may be due to the small size of its data set. When too many threads
are used, the performance improvement is limited due to the high proportion of
data contention.

Truss Decomposition. We compare the truss decomposition algorithm with
PKT as a whole. Through experiments, as the Total column of Table 3 shown,
we found that on the same 128 core server, compared with PKT, we can achieve
an average speedup of nearly 1.9. Careful observation shows that the total time
is not equal to the sum of the value in SI and IEP. The time recorded by Total
here is from the beginning of SI to the end of obtaining the last k-class array,
which also includes operations such as k division and writing back to the global
array. However, it accounts for a low proportion of the total time, so it is not
listed separately.

5.3 Evaluation of Scalability

Fig. 5. Parallel relative scaling

Fig. 6. Dataset size scaling
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Scalability of Parallel Threads. We report the relative parallel acceleration
of multithreaded execution in Fig. 5. As shown in Fig. 5, We show the parallel
scalability on soc-LiveJournal and com-orkut. The vertical axis represents the
speedup ratio and the horizontal axis represents the number of cores used (one
NUMA node is added each time, i.e. 32). Note that we use the runtime of a
single NUMA node as the baseline. On medium and large-scale data sets, we
can achieve a nearly linear speedup ratio.

Scalability of Data Set Size. From the data set size and running time of our
experiment, we draw a figure about the scalability of the data set size, as shown
in the Fig. 6. The vertical axis represents the calculation time in seconds, and
the horizontal axis represents the number of data set edges, both in the form of
logarithm with the bottom of 10. It is not difficult to see from the figure that our
method has near-linear scalability in data set size. Here are the results obtained
by using our implement in the case of 128 threads in parallel.

5.4 Evaluation of Heuristic k Partition
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We evaluate the load balancing effect of our heuristic k partition among nodes.
As shown in Fig. 7, we test the load of com-orkut and soc-LiveJournal, denoting
as com-OK and soc-LJ, between Multiple NUMA nodes. The horizontal axis
represents computing time in seconds. Node 0 to 3 represent 4 NUMA nodes.
And we also test the scheme of auto-adjusting the size of each execution unit
according to the size of the graph and experimented on com-orkut by taking
two NUMA nodes as a task execution unit, which is shown in the figure as com-
OK(dual). Since it has only 2 task execution units, node 0 and node 1 refer to the
calculation time of the 2 units respectively. It is not difficult to see from the chart
that there is a certain load imbalance during node execution. This is because we
must divide at the truss level, but the number of edges in each range cannot be
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divided evenly. In order to quickly complete the division with low computational
cost, we adopt a relatively simple traversal method and set an error interval of
30%, so there may be a certain load imbalance. By comparing com-OK with com-
OK(dual), when the graph scale is relatively large, using more NUMA nodes(i.e.
the number of threads) as a task execution unit is better. It also proves that
when the graph scale is large, the negative impact of data conflict and remote
memory access is smaller.

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 10
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soc-LJ support trussness k

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 10
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Fig. 8. Edge distribution at different levels of k-truss and support

In addition, we count the number of edges contained in each k-truss level
and corresponding support (as shown in Fig. 8). In the figure, the vertical axis
is the number of edges (expressed by the logarithm with the base of 10), and
the horizontal axis is trussness (actually k − 2) or support. Note that here,
because soc-LiveJournal and com-orkut are too large and dense, we only show
the distribution of their partial edges up to k − 2 = 100. We can observe that
there is a certain correlation between the two, although there may be a large
deviation with the increase of support and trussness k.

5.5 Evaluation of Triangle Enumeration Optimization
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We evaluate four methods of triangle enumeration with the different number of
threads on three graphs. In Fig. 9, the vertical and horizontal axis represents
computing time, in seconds, and the number of threads used, i.e., the number
of NUMA nodes used, respectively. The three charts are the results on wiki-
topcat, soc-Liverjournal, and com-orkut. PKT represents the original triangle
enumeration. Bitmap-based represents using bitmap calculation for each edge
without atomic update. Merge-based represents using the merging method for
each edge, and NKT represents our optimized method. It can be seen that the
merge-based takes more time on the wiki-topcat because the dataset may have
serious data skew. With the increase of graph size, the performance gap between
PKT and others is becoming smaller. Because that there are a large number
of atomic operations in PKT. When the ratio of data size to threads becomes
larger, the data contention can be alleviated. NKT has the fastest computing
speed on data sets of all sizes. With the increase of the number of threads, the
performance improvement of PKT method is limited, while NKT has a nearly
linear speedup ratio.

6 Conclusion

We design a multi-level parallel truss decomposition algorithm for NUMA shared
memory multi-core platform. And for the characteristics of NUMA, the algo-
rithm proposes a method of parallel computing k in different ranges between
NUMA nodes, which avoids the delay caused by remote memory access and
data contention to a certain extent. On a 128 core NUMA system, we demon-
strate that our algorithm reaches a mean speedup of nearly 2× compared with
the original method PKT, by experimenting on a group of real world graph
instances.

The future work related to this algorithm includes more fine-grained schedul-
ing with thread as the unit (at present, NUMA node is the smallest unit) and
the method of extending to distributed systems. In addition, this idea can also
be applied to multi-level cohesive subgraph isomorphism algorithms other than
truss decomposition, such as core decomposition.
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Abstract. Single Molecule Real-Time (SMRT) sequencing is one of the popular
issues in third-generation sequencing technology. Compared with next-generation
sequencing technology, SMRT can detect single molecules and has much longer
read lengths, which also leads to a huge increase in the amount of data. As the per-
formance of a single CPU has reached its bottleneck, single-node computing is far
frommeeting the SMRT sequencing requirements. An alternative solution is paral-
lel computing. It makes the alignment algorithm run onmultiple computing nodes,
thus greatly decreases the running time. The Regional Hashing-based Alignment
Tool (rHAT) is a novel approach developed especially for SMRT sequencing.
It has better sensitivity, improved correctness compared with existing sequence
alignment tools. However, the original rHAT source can only run on a single node,
which dramatically limits its performance. In this article, we developed PrHAT,
a parallel sequence alignment version of rHAT. We test PrHAT on simulated and
real datasets which the original rHAT used. Our results show that PrHAT reduces
the computing wall-time from nearly an hour to several minutes. In the process
of increasing the number of nodes from 2 to 16 on aligning large-scale datasets,
PrHAT achieves speedups of 1.94–14.87x. The parallel efficiency decreases from
97% to 93%; moreover, its weak scaling remains almost unchanged. Based on
PrHAT, we developed OpenPrHAT. It has a similar performance towards PrHAT,
but can run on other computing devices like GPU in the platform. We expect
that the implementation of PrHAT will promote the development of SMRT in
third-generation sequencing technology.

Keywords: Third-generation sequencing · SMRT ·MPI · OpenCL · Parallel
sequence alignment

1 Introduction

As sequencing technology continues to develop, the amount of measured DNA sequence
data is proliferating rapidly, which has promoted the in-depth development of related
research directions in bioinformatics. As a crucial element of bioinformatics, sequence
alignment has achieved significant progress since it first emerged. The first genera-
tion of sequencing technology, specifically Sanger sequencing [1] technology, has been
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widely applied in the Human Genome Project. However, due to its limitations (includ-
ing low sequencing coverage, long sequencing cycle, and high cost), Sanger sequenc-
ing technology is not suitable for datasets with large amounts. The second-generation
sequencing technology, also known as next-generation sequencing technology (NGS)
[2], has brought revolutionary improvements to the field of sequencing technology. Com-
pared with the Sanger sequencing technology, next-generation sequencing technology
has several characteristics that make it superior, including its high throughput and high
sequence data coverage, making it suitable for large-scale and high-throughput sequence
data processing [3].

The birth of single molecular real-time sequencing technology (SMRT) has in turn
promoted the development of third-generation sequencing technology [4]. Both PacBio
and Oxford Nanopore have exploited SMRT. This approach can measure DNA sequence
fragments with an average length of 10000 bp. The problem with SMRT is that the
measurement of sequence data has a high error rate [5], as high as 15%. However, this
kind of long read is still of great significance to specific genomic problems.

Regional Hashing-based Alignment Tool (rHAT) [6] is a novel third-generation
sequence alignment approach designed to process noisy long reads. It consists of three
key phases: (i) constructing the index of each window’s k-mers; (ii) generating and
prioritizing the k-mers of each seed; (iii) analyzing and manipulating the candidate win-
dows [6]. Compared with other state-of-the-art aligners, such as BWA-SW [7], BLASR
[8], and BWA-MEM [9]. rHAT is robust when aligning reads with a high error rate
and can align SMRT reads with high efficiency. Meanwhile, the throughput of rHAT is
reasonably high among these aligners.

The original rHAT source program implements thread-level parallel to speed up the
sequence alignment. Therefore, it can run only on a single node. Nowadays, due to the
explosive growth of data and the performance of a single node encounters a bottleneck,
thread-level parallelism in one node is far from meeting the actual needs. One feasible
way of optimizing the program is parallel programming, which makes the algorithm run
onmultiple nodes.Andwith the implementation of heterogeneous parallel, the alignment
can be computed by other processing units like GPU, FPGA, Xeon Phi, etc. in a node.

In this paper, we propose PrHAT, a parallel version of rHAT. It dramatically decreases
the time required for matching large-scale sequencing fragments to a reference genome.
Based on PrHAT, we use OpenCL to accelerate the alignment matrix and propose
OpenPrHAT. The main contributions of this paper can be listed as follows:

1. We develop the primary version of PrHAT, PrHAT-ND, by distributing the read file
with the number.

2. By considering Load Balance and hash table transmission, we optimize PrHAT-ND
to PrHAT-PD and PrHAT-PDBc by distributing read files with pointer and utilizing
MPI-Bcast.

3. We test the three versions of PrHAT on real and simulated datasets and verify each
version’s speedup, parallel efficiency, and weak scaling efficiency.

4. Based on PrHAT, we use OpenCL to call the GPU and accelerate the alignment.

The remainder of this paper is organized as follows. Section 2 introduces the specific
way of paralleling rHAT. Section 3 presents the experimental results of each version on
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both simulated and real datasets. Finally, Sect. 4 concludes the discussion of different
versions of rHAT we developed and outlines some avenues for future work.

2 Parallel of rHAT

2.1 Sequence Distribution

Since distributed memory systems share neither variables nor RAM, each process in
PrHAT needs to apply for address space and read in the index file. After loading the
index, PrHAT initializes the alignment. PrHAT obtains most of its parallel acceleration
by distributing sequences across different processes. There are typically two strategies
used to implement sequence distribution.

The first of these strategies is to distribute the read sequences by their number. The
FASTQ file uses four lines to record each sequence [10]. We can obtain the number of
reads in the FASTQ file N. Each process processes N/p pieces of sequence alignment,
where p is the number of processes.

Considering that the lengthof each sequence is uneven, distributing theFASTQfileby
its number would cause each process to manage a diverse volume of the read sequences;
this leads to load imbalance, resulting in uneven processing time. An alternative strategy
is to distribute the read sequences by their pointer. According to this strategy, each
process processes a volume of sequence alignments fileSize/p, where fileSize is the size
of the FASTQ file [11].

2.2 MPI Version of rHAT

Message-Passing Interface (MPI) is a commonly used tool for implementing parallel
programming in distributed memory systems. Message passing refers to a process in
which each process executed in parallel has its own independent stack and code segment.
The independent programs explicitly call the communication function to complete the
information interaction between processes.

The Primary Version of PrHAT. Based on the first sequence distribution strategy, we
develop the primary version of PrHAT, PrHAT-ND. Figure 1 presents an overview of
PrHAT-ND. Generally speaking, PrHAT-ND consists of three main phases:

Initialization. This phase is the initialization of the MPI environment and some addi-
tional variables. First, we initialize the environment MPI. Then in the second step, we
use the structure pointer address read_rank_Pos and read_rank_endPos to store the start
and end position that each process needs to process. The remaining steps are to load
the exiting hash table and open the read sequences from the FASTQ file path for each
process.

Sequence Distribution. In this phase, process 0 will calculate the number of read
sequences N, after which it will broadcast the number N to process 1 ~ p−1. After
receiving the number N, each process sets its read_rank_Pos to i*(N /p), where p is the
number of processes and i is the rank of each process.
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Fig. 1. An overview of PrHAT-ND for sequence alignment

Sequence Alignment. Following sequencedistribution, eachprocess obtains the start and
end position of the read sequences it needs to process. When processing the sequence
alignment, each process moves the pointer to the position to be processed according
to read_rank_Pos. It then determines whether the pointer’s position exceeds the value
of read_rank_endPos after aligning each piece of the read sequences. If the pointer’s
position exceeds the value of read_rank_endPos, the process will exit the sequence
alignment loop.

The Advanced Version of PrHAT. PrHAT-PD distributes the FASTQ file with refer-
ence to the pointers of the read sequences rather than the number. Figure 2 illustrates
the process of PrHAT-PD for sequence distribution. The general process consists of two
key parts, as outlined below:

Simple Distribution. We apply the same structure pointer used in PrHAT-ND to store the
FASTQ file’s pointer, start position, and end position of each process. The key difference
is that the integer variables read_rank_Pos and read_rank_endPos are used to store the
position of the pointers, not the order position.

Precise Distribution. Once Simple Distribution is complete, each process obtains its
read_rank_Pos and read_rank_endPos. However, Simple Distribution only ensures that
each process will process an even volume of data. The file pointer of each process may
not point to each read’s head, which will result in the program’s failure. Therefore, in
Precise Distribution, we relocate the pointer to the head of each read sequence.

PrHAT with MPI_Bcast. Each process obtains the hash table by loading the existing
hash file In PrHAT-PD. An alternate strategy for each process to get the hash table is to
useMPI_Bcast.
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Fig. 2. The process of PrHAT-PD for sequence distribution.

In MPI programming, it is inefficient to send data from one particular process to all
other processes withMPI_Send andMPI_Recv. Therefore,MPI_Bcast was developed to
facilitate more efficient broadcasting. One of the most common and efficient approaches
is protocol tree broadcasting [12], in which all processes receiving broadcast data par-
ticipate in the data broadcasting process. Using this approach reduces the complexity
of broadcasting from O(n) to O(log n). Figure 3 illustrates the structure of protocol tree
broadcasting.

Fig. 3. The structure of protocol tree broadcasting.

Based on PrHAT-PD, we utilizeMPI_Bcast to broadcast the hash table and develop
the third version of PrHAT PrHAT-PDBc. In PrHAT-PDBc, process 0 is responsible
for loading the hash table from the hash index directory. Once the hash table has been
loaded, process 0 broadcasts it to process 1 ~ p−1 viaMPI_Bcast. After the hash file is
obtained, each process performs the sequence alignment, as in PrHAT- PD.
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2.3 OpenCL Version of PrHAT

At the stage of alignment, rHAT mainly contains two voids: void proCans and void
conductAlign. The first void is used to extend the candidate windows. And the other one
is responsible for the calculation of alignment matrix. The time computing the alignment
matrix is over 60% at the stage of alignment. Table 1 lists ten random runs at the stage
of alignment.

Table 1. Ten random runs at the stage of alignment.

Total time(ns) proCans Percentage conductAlign Percentage

4784 1965 41.07 2720 56.85

3557 1324 37.22 2209 62.10

6450 2044 31.68 4377 67.86

3801 1185 31.17 2580 67.87

4243 1725 40.65 2487 58.61

4758 1793 37.68 2932 61.62

8715 2425 27.82 6229 71.47

5567 2765 49.66 2764 49.64

4506 1790 39.72 2676 59.38

4408 2888 65.51 1466 33.25

The Smith-Waterman Algorithm. rHAT uses the Smith-Waterman algorithm [13] to
calculate the best subsequence match between the given sequences in the void con-
ductAlign. Gotoh [14] modified the algorithm in 1982. The algorithm is defined as
follows:

Hi,j = max{Hi−1,j−1 +M ,Ei,j,Fi,j, 0}
Ei,j = max{(Ei,j−1,Hi,j−1 − �

) − δ}
Fi,j = max{(Fi−1,j,Hi−1,j − �

) − δ}
WhereHi−1,j−1+M is the alignment score of the two given sequences. Ei,j and Fi,j

are used to denote the influence of the previous column and row on the current score,
respectively.� and δ are the symbols used to indicate the gap open and extension penalty,
respectively.M is the scoring matrix. It usually contains the match and mismatch scores
between the two sequences. Additionally, Hi,j, Ei,j, and Fi,j are set to 0, when i < 1
or j < 1. We define the two sequences with the length of m and n, the computational
complexity of the algorithm is O(mn), and the space complexity is O(m) [15].

OpenCL. OpenCL (Open Computing Language) is first proposed by Apple company.
It aims to provide a general open API, which can call computing units like GPU, FPGA,
and Xeon Phi, etc., in a node. Compared with other programming languages, the main
advantage of OpenCL is that it has good portability.
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Fig. 4. The flow of OpenPrHAT

OpenPrHAT. Based on PrHAT-PD, we developed the OpenCL version of PrHAT,
OpenPrHAT. It can also run on multiple nodes like PrHAT. Moreover, OpenPrHAT
can choose different computing devices at the alignment stage. Figure 4 illustrates the
flow of OpenPrHAT. The read file is divided into different nodes evenly. And in each
node, it uses thread-level parallel as the original rHAT source to do the alignment. When
coming to the alignment stage, we call GPU in the platform and calculate the alignment
matrix.

Thus far, we have developed three versions of PrHAT. PrHAT-ND is the primary ver-
sion we utilize to parallel rHAT. In this version, we distribute the datasets with reference
to the number of the read sequences. Considering load balancing, we further devel-
oped the advanced version of PrHAT PrHAT-PD, which distributes the read sequences
by pointer. PrHAT-PDBc follows the idea of PrHAT-PD, but it utilizes MPI_Bcast to
broadcast the hash table rather than loading the hash table by each processer. Based
on PrHAT, we developed OpenPrHAT. It can choose computing devices like GPU in
each node to calculate the alignment matrix. In the following section, we test the three
versions of PrHAT and OpenPrHAT on simulated and real SMRT datasets to determine
their performance.

3 Results

We utilize the HPCL Cluster Server to test the performance of each version of PrHAT.
HPCL Cluster Server has hundreds of nodes, the single node configuration of which is
listed in Table 2 [16].

Table 2. The single node configuration of HPCL cluster server.

Items Content

CPU Intel(R) Xeon(R) CPU E5–2620 v2 @ 2.10 GHz

Cores 6

Threads 12

(continued)
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Table 2. (continued)

Items Content

Memory 16 GB

Operating System CentOS Linux release 7.6.1810 (Core)

MPI openmpi-2.1.6

ThreeSMRTP5/C3 release datasets respectively fromS. cerevisiae,D.melanogaster,
and H. sapiens were used to evaluate the performance of PrHAT. The three reads were
aligned to the reference genomes of S. cerevisiae (build sacCer3),D.melanogaster (build
DM6), and H. sapiens (build hg19), respectively. These SMRT datasets are the same
datasets that the original rHAT uses to test. And they represent small, medium-sized,
and large datasets respectively. By opting to test these datasets, we can determine the
performance of each version on datasets of various scales (Table 3).

Table 3. The real and simulated datasets for the test.

Name Size of reads Size of bases Reference

H. sapiens 931.99 MB 2.98 GB hg19

S. cerevisiae-sim 23.21 MB 11.83 MB sacCer3

D. melanogaster-sim 247.76 MB 164.14 MB DM6

D. melanogaster-sim-2 1.04 GB 164.14 MB DM6

H. sapiens-sim 5.33 GB 2.98 GB hg19

In each node, PrHAT runs with the same default settings as rHAT. By selecting
various threads, we discover that when the number of threads t is set to 12, each node
achieves optimal performance. We implement three versions of PrHAT on datasets with
different numbers of nodes. The program is run four times in each test. We choose the
node with the longest running time as the benchmark and calculate the average value.
The testing results are presented in Table 4.

Table 4. Results of parallel alignment on various SMRT databases.

Databases Versions Time(s)

1
Node

2
Nodes

4
Nodes

8
Nodes

16
Nodes

32
Nodes

S. cerevisiae-sim ND 2.85 1.89 1.29 0.92 0.87 0.82

PD 2.88 1.79 1.20 0.95 0.82 0.68

(continued)
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Table 4. (continued)

Databases Versions Time(s)

1
Node

2
Nodes

4
Nodes

8
Nodes

16
Nodes

32
Nodes

PDBc 2.75 3.28 2.91 2.53 2.49 2.50

D. melanogaster-sim ND 29.12 22.10 12.29 9.67 6.94 6.33

PD 28.82 21.56 11.48 8.89 6.75 5.63

PDBc 28.69 23.91 15.05 12.18 8.56 7.79

D. melanogaster-sim-2 ND 123.17 91.02 47.93 26.81 16.17 10.90

PD 123.41 88.22 45.85 23.92 12.93 8.12

PDBc 122.79 92.13 47.95 26.09 15.92 10.16

From the table, we can observe that as the number of nodes increases, the elapsed
time for each version decreases to some degree. Another significant observation is that
the decrease in total processing time is more distinct with the larger input dataset.

3.1 Performance of PrHAT

Speedup. For a given application, speedup refers to the times that the execution speed
of a parallel algorithm (or parallel program) is faster than that of a serial algorithm (or
serial program). It is thus a measure of the relative benefits of the process of parallel
acceleration [12, 17]. The formula for speedup is as follows:

Sp = T1
Tp

Here, p is the number of processors. T1 is the execution time of a serial program,
and Tp is that of a parallel program.

Figure 5 plots the speedup of PrHAT-ND and PrHAT-PD on different scales of
datasets. As the results show, the advanced version PrHAT-PD achieves a better speedup.
The reason for this is PrHAT-ND’s uneven distribution of sequences. It leads to the
different running time on each node. As the dataset volume increases, the amount of
data each node needs to process becomes more distinct. Another phenomenon we can
observe from the figure is that when the dataset is small, the speedup ratio increases
linearly with the number of nodes; with the increase of dataset volume, it is closer to
exponential growth.
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Fig. 5. The speedup of PrHAT-ND and PrHAT-PD

To verify the impact of hash table broadcasting on PrHAT, we compare the results
of PrHAT-PD and PrHAT-PDBc. Figure 6 shows the speedup of the two versions. As
we can see from the figure, the performance of PrHAT-PDBc is poor when the dataset is
small, then improves with the increase of dataset volume. However, because hash table
broadcasting consumes more time in communication overhead than loading hash tables
from existing files, the performance of PrHAT-PDBc still lags behind that of PrHAT-PD.

Fig. 6. The speedup of PrHAT-PD and PrHAT-PDBc

Parallel Efficiency. The ideal speedup ratio of a parallel computer with p processors
is p. However, due to communication and other overhead, it is impractical for each
processor to use 100% of its computing power. Parallel efficiency (E) derives from
speedup. This is a parameter used to measure each processor’s effective utilization time
and is defined as the ratio of speedup to the number of processors [12, 17]. The formula
of efficiency is as follows:

E = Sp
p

Here, Sp is the abbreviation for speedup, while p is the number of processes.
Figure 7 shows that the efficiency of PrHAT-ND and PrHAT-PD decreases to a

certain extent as the number of nodes increases. When the dataset volume is small,
the efficiency of the two versions does not vary significantly. However, between the
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two versions, PrHAT-PD exhibits a smaller decline when using larger datasets, which
indicates that PrHAT-PD achieves better performance than PrHAT-ND.

Fig. 7. The parallel efficiency of PrHAT-ND and PrHAT-PD

We further test the impact of hash table broadcasting on efficiency. Figure 8 illustrates
the parallel efficiency of PrHAT-PD with and without hash table broadcasting. The
experimental results show that PrHAT-PD achieves better efficiency than PrHAT-PDBc,
which further indicates that hash table broadcasting results in increased communication
overhead.

Fig. 8. The parallel efficiency of PrHAT-PD and PrHAT-PDBc

Weak Scaling. In addition to speedup and efficiency, the weak scaling of a parallel
program is also a crucial index for evaluating parallel computing performance. This
index is used to describe whether the parallel program can effectively utilize the ability
of scalable processes. Weak scaling is a function of the number of nodes p [12, 18]. The
formula is defined as follows:

Weak Scaling = Tseq
Tpar

Here, Tseq is the running time of a single node, while Tpar is the running time of the
program when the problem size and the number of nodes increase p times. We utilize
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the moderately sized dataset D. melanogaster-sim-2 to verify the weak scaling of each
version. In each test, we keep the reference sequences’ size unchanged and increase
the size of the read sequences synchronously according to the number of nodes. The
experimental results are presented in Table 5.

We can demonstrate from Fig. 9 that, initially, PrHAT-ND has a similar weak scaling
with PrHAT-PD. However, the weak scaling of PrHAT-ND decreases dramatically as
the number of nodes increases. We can further observe that when the number of nodes
exceeds a specific value, PrHAT-PDBc’s weak scaling decreases sharply. By comparing
the experimental results, we can determine that PrHAT-PD gains the best weak scaling.

Table 5. Results of weak scaling on D. melanogaster-sim-2.

Databases Versions Time(s)

1 Node 2 Nodes 4 Nodes 8 Nodes 16 Nodes 32 Nodes

D.
melanogaster-sim-2

ND 33.52 34.35 35.77 38.83 53.08 85.72

PD 33.28 33.47 33.65 33.60 33.55 33.58

PDBc 33.28 36.74 37.11 37.43 37.89 49.18

Fig. 9. The weak scaling of D. melanogaster-sim-2

We implement further experiments on the large datasetsH. sapiens-sim andH. sapi-
ens. The hash table of these two datasets approaches 11 GB in size. Considering that the
H. sapiens FASTQ file size is too large, we employ only its first SMRT cells, for a total
size of 0.93 GB.

From Table 6 and Fig. 10, it is not difficult to observe that the parallel acceleration
performance of rHAT is more evident for large datasets. The speedup is closer to the
exponential growth, and the parallel efficiency decreases slowly. The advanced version
of PrHAT PrHAT-PD has still achieved better results.
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Table 6. Results of parallel alignment on H. sapiens-sim and H. sapiens datasets.

Databases Versions Time(s)

1 Node 2 Nodes 4 Nodes 8 Nodes 16Nodes

H. sapiens-sim ND 2972.29 1530.42 785.41 408.69 213.37

PD 2957.78 1518.97 765.54 393.30 198.93

H. sapiens ND 1169.00 612.09 332.59 184.85 102.86

PD 1167.60 605.26 313.75 167.70 92.75

Fig. 10. The speedup and efficiency of H. sapiens-sim and H. sapiens datasets

3.2 Accelerate PrHAT with GPU

Toverify the performance ofOpenPrHAT,we test it on our personal laptop andMATGEN
cluster server. The configuration of them is listed in Table 7.
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Table 7. The configuration of the laptop and MATGEN cluster server’s single node

Platform Items Content

Laptop CPU Intel(R) Core (TM) CPU i7-9750H @ 2.60 GGHz

Cores 6

Threads 12

Memory 16 GB

MATGEN CPU Intel(R) Xeon (R) CPU Gold 6132 @ 2.60GGHz

Cores 14

Threads 28

Memory 64 GB

GPU NVIDIA Tesla V100

GPU Memory 16 GB

CUDA cores 5120

Operating System Ubuntu 18.04

OpenCL 3.0

MPI openmpi-2.1.6

We first test the OpenPrHAT and PrHAT-PD on SMRT databases S. cerevisiae-
sim, D. melanogaster-sim. The threads we choose are 1, 2, 4, and 8. Figure 11 (A)
and (B) are the results on the laptop, (C) and (D) are that on MATGEN cluster server.
Generally speaking, OpenPrHAT gains similar performance compared to PrHAT. By
comparing the results of OpenPrHAT between Fig. 11 (A) and (B), it is not hard to
find that the performance improves as the size of the database increases. Additionally,
the performance gap between OpenPrHAT and PrHAT-PD is also getting smaller when
using more threads.

Fig. 11. The running of OpenPrHAT and PrHAT-PD on laptop and MATGEN.

The main aspect that leads to the difference between OpenPrHAT and PrHAT is
the communication overhead between the host and devices in OpenCL. Every time
OpenPrHAT calls GPU to do the computation, it needs to send data from the host side
(CPU) to the device side (GPU). After the device side finishes computation, the host
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side retrieves the results from it. This will result in an increase in the running time of the
program.However, as the size of the database and threads increase, the time proportion of
communication overhead is reduced, which improves the performance of OpenPrHAT.

We further test the performance ofOpenPrHATonmultiple nodeswith large datasets.
The number of nodes we choose is 1, 2, and 4. The number of threads is set to 12 in the
test. We compare the results with PrHAT, and the results are illustrated in Fig. 12. From
the figure, we can find that OpenPrHAT can also run well on multiple nodes, and the
running time almost keeps the same.

Fig. 12. The performance of OpenPrHAT on multiple nodes

From the results of the test above, we verify the performance of OpenPrHAT. Gen-
erally, it has a similar performance towards PrHAT, which means that OpenPrHAT has
good portability. Compared with PrHAT, OpenPrHAT can run on different comput-
ing devices with the implementation of OpenCL. Users can choose specific computing
devices on the platform.

4 Conclusion

In this paper, we developed PrHAT, a parallel version of rHAT. Then based on PrHAT,
we developed OpenPrHAT. With the implementation of OpenCL, it can call different
computing devices in the platform. By testing each version of PrHAT on datasets of
various scales, we determine that the version PrHAT-PD gains the best performance.
First, PrHAT-PD realizes the parallel alignment of rHAT and dramatically cuts down
the sequence alignment time. Benefiting from the use of cluster servers, PrHAT-PD
reduces the computing time from nearly one hour to several minutes for large reference
datasets. Second, compared with PrHAT-ND, PrHAT-PD achieves better load balancing
by distributing the pointers rather than the number of read sequences. This ensures that
each node’s processing time is closer, thus reducing the running time of sequence align-
ment. Third, PrHAT-PD has improved the utilization of computing resources relative
to PrHAT-PDBc. PrHAT-PDBc utilizes MPI_Bcast to broadcast the hash table. How-
ever, PrHAT-PD loads the hash table directly from the existing file. Using MPI_Bcast
to broadcast the hash table results in increased communication overhead and longer
running time. Finally, OpenPrHAT provides the researchers with the opportunity of
choosing specific computing devices in the platform. And the performance of it keeps
the same as PrHAT-PD.
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Future works will focus on three aspects. The first of these is better load balancing.
In our tests, it could be readily determined that even if we divide the data evenly, each
node’s running time still varies to some extent. Therefore, the next work we need to
consider is how to better divide the processing performance of each node. The second
aspect is enhanced scalability. The experimental results show that the weak scaling is
good. However, the number of nodes we use is not very large. Considering that cluster
servers or supercomputers have hundreds of nodes, it is crucial to control the system’s
scalability. Last is the modification of OpenPrHAT. We hope to develop a version that
can use different computing devices for co-processing, advancing the performance and
running faster than the current version.

Acknowledgments. This work was supported by National Key R&D Program of China
2020YFA0709803, 2018YFB0204301 and NSFC Grants 62102427. The funding bodies did not
influence the design of the study, data collection, analysis, or interpretation, or writing of the
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Appendix

All source codes of PrHAT can be found on:
https://drive.google.com/drive/folders/1OLjYANWXHz6b22sfdf7Mqv6vm1zil

B69?usp=sharing.
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Abstract. Fractional repetition (FR) codes have been proposed for dis-
tributed storage systems to achieve low-complexity repair of failed nodes,
i.e., each contacted helper node in the repair process simply transfers a
portion of stored data to the replacement node without arithmetic opera-
tions. In this paper, we propose square fractional repetition (SFR) codes,
which have the key feature that a failed storage node can be repaired by
two helper nodes, thus achieving the smallest non-trivial repair degree.
Moreover, we show that determining the supported file size of SFR codes
is equivalent to solving an integer partition problem, and an algorithm
is then presented.

Keywords: Distributed storage · Erasure codes · Fractional repetition
codes · Storage capacity · Integer partition

1 Introduction

A distributed storage system usually consists of a large number of physical stor-
age devices which are connected by networks. In these systems, a user can access
the required data object by contacting neighboring devices and downloading data
from them. When the contacted storage nodes are out of service (e.g., network
congestion or power failure), it is desirable to introduce replacement nodes to
fulfill the functionality of those failed nodes. The data stored in the replacement
nodes can be generated with the help of other surviving nodes in the system, of
which the process is called node repair. To ensure successful node repairs, stor-
age systems need to insert data redundancy by adopting replication or erasure
codes. For the same redundancy level, erasure codes can achieve higher data reli-
ability than the replication scheme, which increases the popularity of large-scale
implementations of erasure-coded distributed storage systems [1–4].

Maximum distance separable (MDS) codes can achieve the optimal trade-off
between data redundancy and reliability. An [n, k] MDS code encodes a data file
of k packets into n coded packets such that any k out of the n coded packets
are eligible to reconstruct the source data. If the n coded packets are stored in
c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 230–239, 2022.
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n nodes, the corresponding system can tolerate up to n − k node failures. When
a storage node fails, it can be recovered by downloading data from k surviving
nodes. However, this node repair method requires a large consumption of network
traffic. Regenerating codes are introduced in [5] with the capability to minimize
the repair bandwidth. An [n, k, d] regenerating code preserves the MDS property,
yet the repair process is different from conventional MDS codes in that each failed
node can be recovered by contacting d > k surviving nodes. The amount of data
transferred by the d helper nodes can be minimized to be precisely the size of
lost data, and in this case, the code is called a minimum-bandwidth regenerating
(MBR) code.

In addition to repair bandwidth, the operational complexity involved in the
repair process is also a crucial metric that needs to be taken into full consider-
ation. Traditional MDS codes and regenerating codes usually need to perform
a sufficient number of linear combinations over the packets in the helper nodes
and replacement nodes, which inevitably increases the node repair complexity.
To address this issue, a novel repair framework is presented in [6], in which each
helper node simply transfers a portion of stored data and the replacement node
stores exactly the transferred data. This repair technique is basically the same
as that of data replication, and is called repair-by-transfer [6]. The construction
is later generalized to a new family of codes in [7], which support a wider range
of parameters. These codes are built on the concatenation of an outer MDS
code and an inner repetition code called fractional repetition (FR) code. The
data is first encoded by an MDS code with predetermined parameters, and then
the coded packets will be replicated and distributed across the storage nodes
in the system according to the FR code. The MDS code in the outer layer is
employed for data reconstruction, and the inner FR code is devised to ensure
the repair-by-transfer property of failed nodes.

Contributions: In this paper, we introduce square FR codes, which are a special
class of FR codes with the number of nodes being a square number. In an SFR
code, any failed node can be repaired by contacting only two surviving nodes.
Furthermore, by establishing a connection with the integer partition problem,
we present an algorithm for computing the supported file size of SFR codes.

Organization: The remainder of this paper is organized as follows. Section 2
provides the necessary backgrounds on FR codes. Section 3 proposes SFR codes
and discusses their properties. Finally, we conclude in Sect. 4.

2 Background and Related Work

2.1 Fractional Repetition Codes

The original data of an FR code is first encoded by an outer MDS code, and
then these coded packets are equally replicated a certain number of times. All the
coded packets are distributed across the storage nodes in the system according to
the inner FR code, which elaborately determines the exact placement of coded
packets. The efficiency of such a concatenated encoding scheme is evaluated
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in practical peer-to-peer environments [8], where the authors showed that the
combined scheme achieves better features than each of the methods separately.

Specifically, consider a data object of size M that needs to be stored. We first
encode this file by using a [θ,M ] MDS code and assume that the θ outputted
packets are indexed by 1, 2, . . . , θ. An (n, α, θ, ρ) fractional repetition code C
is a collection of n subsets W1,W2, . . . , Wn of Ω := {1, 2, . . . , θ}, satisfying the
requirements that the cardinality of each subset is α and each point of Ω belongs
to ρ sets in C. These parameters follow the basic relation that

nα = θρ. (1)

The defined FR code C can be implemented in a distributed storage system
with n nodes of capacity α each, i.e., each node corresponds to a certain subset
in C and contains the packets indexed by the points in this set. Therefore, each
node stores α coded packets, and every packet is replicated ρ times, wherein ρ is
called the repetition degree. As a consequence, each failed node can be repaired
by simple data transfers, and on the other hand, the source file can be retrieved
by contacting a sufficient number of storage nodes in the system. The smallest
number of nodes that are guaranteed to cover M distinct packets, is called the
reconstruction degree. Equivalently, the supported file size of an FR code with
reconstruction degree k, denoted by M(k), is defined as follows:

M(k) := min
K⊂{1,2,...,n},|K|=k

∣
∣ ∪i∈K Wi

∣
∣.

By definition, any set of k nodes contain at least M(k) distinct packets. Thus
if we set M = M(k), then a data collector can reconstruct the stored file by
connecting to any k storage nodes in the FR code based system.

2.2 Related Work

Due to the appealing repair property, FR codes have recently attracted much
attention and many explicit constructions have been proposed. In the pioneer
work [7], the authors introduced constructions of FR codes based on regular
graphs and Steiner systems. Scalable constructions from bipartite cage graphs
are proposed in [9], wherein the corresponding storage system can be expanded
in a simple manner. Optimal FR codes supporting the maximum possible file
size are presented in [10], which are derived from extremal graphs and transver-
sal designs. Flexible FR codes with varying repetition degrees are considered
in [11], which are constructed from resolvable combinatorial designs. FR codes
based on partially ordered sets are presented in [12], which can store larger files
as compared to MBR codes. Recent developments have included some additional
properties of FR codes. For example, the authors in [13] and [14] discussed the
construction of FR codes for distributed systems with dynamic parameters. Con-
structions of FR codes with the fewest number of nodes for data reconstruction
are studied in [15]. Moreover, FR codes having the load-balancing property for
multiple node repairs or access-balancing property for multiple data requests are
studied in [16] and [17], respectively.
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Despite the various constructions of FR codes, determining the supported file
size of resulting codes remains a challenging problem. Among the constructions
in the literature, only a few (e.g., [10] and [11]) have determined the file size of
designed FR codes for certain parameter ranges.

3 Square Fractional Repetition Codes

In this section, we introduce a special family of codes called square fractional
repetition (SFR) codes. The design rationale of SFR codes is to partition the
storage nodes into clusters and arrange the coded packets on the nodes of dif-
ferent clusters in a sophisticated manner. We show that determining the file
size of SFR codes is equivalent to an integer partition problem, and present an
algorithm for computing the supported file size.

Fig. 1. An explicit SFR code with parameters (n, α, θ, ρ) = (9, 5, 15, 3). The storage
nodes are partitioned into three groups G1, G2, G3, and the points in the blocks are the
indices of coded packets stored in the node.

3.1 An Illustrative Example

Consider a distributed storage system with parameters n = 9 and α = 5. We
partition these nodes into 3 groups G1,G2,G3, as shown in Fig. 1. A data object
consisting of M = 12 packets is first encoded by a [15, 12] MDS code, and each
coded packet is then equally replicated three times. All these coded packets
are distributed across the 9 storage nodes according to the FR code shown in
Fig. 1. We observe that any collection of k = 5 nodes contain at least 12 distinct
coded packets, which can be used to retrieve the original data. Moreover, the
coded packets can be viewed as two parts based on whether or not the replicas
of each packet are stored within the same group. For example, the packets with
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indices 1, 2, 3 and their replicas are stored in the nodes in G1 while those packets
with indices 10, 11, . . . , 15 and their replicas are spread across the 3 groups. This
special placement ensures that upon failure of a storage node, we can recover
the lost packets by contacting only two helper nodes.

3.2 Code Construction

Let g ≥ 2 be a positive integer. Consider now a distributed storage system
consisting of g2 nodes, where each node stores α packets. We first divide these
g2 storage nodes into g groups, denoted by G1,G2, . . . ,Gg, where each group
contains g nodes. Moreover, for each storage node, we divide the α packets into
two disjoint parts of size α1 and α2, i.e., α = α1 + α2. Suppose that we now
have gα = gα1 + gα2 coded packets (indexed by 1, 2, . . . , gα) generated by an
MDS code. We can distribute the coded packets across g2 nodes according to
the following two steps:

1. Each node from the same group is allocated with exactly α1 identical coded
packets, and the sets of α1 packets for each node group are disjoint. Without
loss of generality, we assume that each storage node from Gi stores the α1

packets with indices (i − 1)α1 + 1, (i − 1)α1 + 2, . . . , iα1 respectively, where
1 ≤ i ≤ g.

2. The remaining gα2 packets will be distributed across the g storage nodes
in each node group separately, satisfying the requirements that each node
contains exactly α2 non-overlapping coded packets, and for every storage
node in a certain group, there always exists one node in each of the other
groups that shares α2 common packets with it.

We note here that each of the gα1 coded packets in the first step is replicated
g times, and the replicas of each coded packet are stored within the same node
group. In the second step, each of the gα2 packets is also replicated g times, yet
the replicas of each packet are distributed across the g node groups. Thus, for a
triplet (g, α1, α2), we can obtain an FR code with parameters (g2, α1+α2, g(α1+
α2), g) based on the two procedures above. Since the number of nodes in the
resulting FR codes is a square number, we refer to the constructed codes as
square FR codes. For example, with g = 3, α1 = 3, and α2 = 2, we can generate
the SFR code shown in Fig. 1.

According to the construction of SFR codes, we observe that each failed node
can be repaired by contacting only two helper nodes, i.e., one from the same
group of the failed storage node contributing α1 coded packets, and another one
from any other node groups contributing α2 packets. Therefore, one appealing
benefit of SFR codes is that the number of surviving nodes that need to be
contacted for node repair is 2, which is independent of other code parameters.
Notice that since we do not consider the trivial case where two storage nodes
contain the same set of packets, SFR codes have the minimum possible repair
degree.
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3.3 Supported File Size

We consider now the file size of proposed SFR codes. Recall that for a given
reconstruction degree k, the supported file size M(k) essentially refers to the
number of distinct coded packets in any collection of k nodes. In particular,
the storage nodes in SFR codes are partitioned into groups and the intersection
size of two nodes can be different depending on which group they belong to. We
should take this neat property into consideration when computing the supported
file size of SFR codes.

Let C = {W1, . . . , Wg2} be an SFR code based on the triplet (g, α1, α2) with
α1 ≥ α2.1 According to the construction, we have that there are g node groups
in C, i.e., G1, . . . ,Gg. Without loss of generality, assume that the storage nodes
in Gi are given as W(i−1)g+1, . . . , Wig, where i = 1, . . . , g. Clearly, we have

|W(i−1)g+j ∩ W(i−1)g+j′ | = α1, (2)

and
W(i−1)g+j ∩ W(i−1)g+j′ = W(i−1)g+j ∩ W(i−1)g+j′′ , (3)

where 1 ≤ j �= j′ �= j′′ ≤ g.
Let Si denote the set of α1 common packets shared by the g storage nodes

in Gi, i.e., Si := W(i−1)g+j ∩ W(i−1)g+j′ . For 1 ≤ i �= i′ ≤ g, we have

Si ∩ Si′ = ∅. (4)

Furthermore, based on the packet placement of SFR codes, we can assume that
the �-th node of each group has the following α2 coded packets in common, i.e.,

W(i−1)g+� − Si = W(i′−1)g+� − Si′ , (5)

where 1 ≤ � ≤ g.
Our objective is to figure out the smallest number of distinct packets in

any k out of the g2 storage nodes. Suppose that we have k nodes taken from
h ≤ g node groups Gi1 ,Gi2 , . . . ,Gih , where |Giu | := ξiu ≤ g and

∑h
u=1 ξiu =

k. We further assume that the h chosen groups are listed in a non-decreasing
order of the number of contained nodes, i.e., ξi1 ≤ ξi2 ≤ · · · ≤ ξih . We call
k := [ξi1 , ξi2 , . . . , ξih ] the group selection vector.

We consider now the number of distinct packets contributed by the h node
groups one by one. According to (2) and (3), the number of distinct packets
covered by the ξih nodes of Gih is

α1 + α2ξih .

In addition to the α1 + α2ξih packets above, the ξih−1 nodes of Gih−1 can con-
tribute a minimum number of α1 distinct packets according to (4) and (5).
Similarly, we have that the minimum number of distinct packets contributed by
1 If α1 < α2, we can rearrange the g storage nodes that contain α2 common packets

into groups, and interchange α1 and α2.
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the nodes from each of the remaining h−2 groups is also α1. Based on the anal-
ysis above, we thus obtain that the number of distinct coded packets contained
in the k storage nodes is

α1h + α2ξih .

For a given group selection vector k, the minimum number of distinct packets
covered by the k nodes is determined by the length and the maximum cardinality
of k. Thus, the supported file size M(k) can be obtained by considering all the
possible k’s. Formally, the supported file size M(k) of SFR codes can be stated
as follows:

M(k) = min
k

α1h + α2ξih , (6)

subject to
1 ≤ h ≤ g, (7)

1 ≤ ξiu ≤ g,∀u = 1, 2, . . . , h, (8)

h∑

u=1

ξiu = k. (9)

We notice that the optimization can be viewed as an integer partition prob-
lem [18,19]. A partition of a positive integer x is a representation of x as a sum
of positive integers, which are not necessarily distinct. For example, 2+2+3+4
is a partition of 11. In the literature, the summands of a partition are called
parts, and we assume by default that the collection of parts are ordered in a
non-decreasing order.

By definition, each group selection vector k is equivalent to a partition of k
since the sum of the elements in k is k. Thus, to compute the file size M(k) of
SFR codes, we need to consider those partitions of k satisfying the requirements
that each part is smaller than or equal to g and the number of parts is smaller
than or equal to g. With the number of parts and the maximum part of each
valid partition, we then obtain M(k) in (6).

Let x be a positive integer. We apply N [i][x][j] to denote the number of
partitions of x satisfying the requirements that the number of parts is i and the
maximum part is j. In particular, for these partitions, if we remove the maximum
part j, then it remains to count the number of partitions of x − j such that the
number of parts is i − 1 and the maximum part is smaller than or equal to j.
Hence, we have

N [i][x][j] =
j

∑

l=0

N [i − 1][x − j][l]. (10)

In our formulation, we have x = k and only need to consider N [i][k][j] with
1 ≤ i, j ≤ g. For each valid N [i][k][j], we use Mk

i,j to denote the number of
distinct packets contained by k storage nodes. Clearly, we have

Mk
i,j = iα1 + jα2. (11)
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Algorithm 1. Algorithm for computing M(k) of SFR codes
Input: code parameters: g, α1, α2; reconstruction degree: k.
Output: M(k).

1: Initialize all N [i][x][j] = 0.
2: Set N [0][0][0] = 1.
3: for i = 1 to g do
4: for x = i to k do
5: for j = 1 to x do
6: for l = 0 to j do
7: N [i][x][j]+ = N [i − 1][x − j][l].
8: end for
9: while j ≤ g and N [i][k][j] > 0 do

10: Mk
i,j ← iα1 + jα2.

11: end while
12: end for
13: end for
14: end for
15: Return M(k) = min

i,j
Mk

i,j .

Based on the discussion above, the supported file size M(k) of SFR codes can
be obtained as

M(k) = min
1≤i,j≤g

Mk
i,j . (12)

We formally state our method for computing the supported file size M(k)
of SFR codes as Algorithm 1. The computation complexity of the proposed
algorithm is O(gk3). As a concrete example, the file size M(k) of the SFR code
in Fig. 1 is given in Table 1, where we also list the optimal partitions of k such
that the number of distinct packets covered by k storage nodes reaches the
minimum.

Table 1. Supported File Size M(k) of the SFR Code in Fig. 1 for 2 ≤ k ≤ 8

k Optimal Partition N [i][k][j] M(k)

2 2 N [1][2][2] = 1 1 × 3 + 2 × 2 = 7

3 3 N [1][3][3] = 1 1 × 3 + 3 × 2 = 9

4 2 + 2 N [2][4][2] = 1 2 × 3 + 2 × 2 = 10

5 2 + 3 N [2][5][3] = 1 2 × 3 + 3 × 2 = 12

6 3 + 3 N [2][6][3] = 1 2 × 3 + 3 × 2 = 12

7 1 + 3 + 3 or 2 + 2 + 3 N [3][7][3] = 2 3 × 3 + 3 × 2 = 15

8 2 + 3 + 3 N [3][8][3] = 1 3 × 3 + 3 × 2 = 15
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Remark. Note that the proposed algorithm can also be extended to the het-
erogeneous storage environments, in which the repetition degree of each packet
may be different [20]. For example, if we remove the three nodes containing pack-
ets with indices 10 and 13 in Fig. 1, then the remaining coded packets will have
a repetition degree of 2 or 3. In this scenario, we can still utilize Algorithm 1
by adjusting the constraint conditions slightly, i.e., the maximum part in the
partition of k is smaller than or equal to g − 1.

4 Conclusion

In this paper, we introduce square fractional repetition codes, which are a simple
class of FR codes with small repair degree. Moreover, we analyze and present an
algorithm for computing the supported file size of proposed SFR codes.
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Abstract. The anti-forensics (AF) technology has become a new field
of cybercrime. The problems of existing forensic technologies should be
considered from criminals’ perspective, so as to make improvement to
existing AF technologies. There are two types of AF methods, namely,
data hiding and destruction, where most AF tools are primarily based
on data hiding. If the data can be intercepted by investigators during the
AF process, the remaining data may be destroyed by the criminal, which
would make investigators obtain nothing about data information. To
address this issue, this paper proposes an AF scheme with multi-device
storage based on Reed-Solomon codes by combining data hiding and data
destruction. The data is divided into multiple out-of-order data blocks
and parity blocks, where these blocks are stored separately in different
devices. This method can reduce the storage cost and protect the pri-
vacy of data. Even if the data is destroyed, it allows AF investigators to
recover the data. Security analysis showed that this AF method can pre-
vent malicious, erroneous or invalid files while acquired and ensure data
security in data stolen. Theoretical analysis indicated that this method
was difficult for investigators but easy for AFer in files recovery. Exper-
imental results demonstrated that the proposed method is effective and
has practical efficiency.

Keywords: Anti-forensics · Digital forensics · Encryption · Computer
crime · Distributed storage · Erasure coding

1 Introduction

Evidence has traditionally been used as a criterion for the judge’s determination
of guilt or innocence and is of the nature of Relevance, Materiality and Facts-in-
issue and Admissibility [23]. In [15], Garber mentioned that computer forensics
is the process of analyzing various types of storage media to discover evidence of
the crime. e.g., Microsoft’s toolkit COFEE [27], Volatile Systems’ open source
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memory forensics framework Volatility [35], AccessData’s hard drive scanning
software FTK [1], etc. There are also some operating systems that can be used
for forensics, such as Kali Linux [5], CAINE Linux [2], etc.

The opposite area of research to forensics, anti-forensics, refers to the removal
or concealment of evidence during the forensic investigation phase, thereby
reducing the data validity [18]. Rogers proposed AF methods in [33], but the
tools or algorithms available were divided into two main areas, data hiding, and
data destruction. Data hiding includes methods such as encryption and steganog-
raphy, with some standard tools such as Invisible Secrets[3], software with
steganography and file encryption released by East-Tec, and strongSwan [10],
a multi-platform IPsec implementation that provides encryption and authenti-
cation for servers and clients. The earliest erase algorithms were filled with zeros
through one pass. Nowadays, most erase algorithms write different Zeros, Ones,
and Random Characters to the sector, e.g., [8,9,19,25,34]. The algorithms can be
viewed in [6], and the anti-forensic toolset was classified in more detail and made
publicly available in [13]. Other methods such as trace obfuscation Timestomp (a
component of the Metasploit Framework) [7], and attacks on computer forensics
can also reduce data validity.

1.1 Our Contributions

However, simple data hiding and data destruction do not reduce the validity of
the data and make it more difficult for the anti-forensicser (AFer) to obtain the
data again after it was erased or destroyed. The problems of effectively hiding
data while ensuring the integrity of the data and how to reduce the difficulty of
the recovery process if an AFer needs to recover a file after some of the data has
been destroyed have not been well addressed. This paper proposes a data hiding
method with EC codes to address the above issues. With the proposed method,
data are stored in chunks on different storage media, which hides the original
data format, and keeps only the actual data part, while the AFer encodes the
chunked data to save the parity blocks. This method is not focus on the process
of attack, but on how to keep secure of the obtained files after attack. The main
contributions of this paper are summarized as follows:

• A new anti-forensic method is proposed, which on the one hand, hides and
obfuscates the AFer data files, ensuring the confidentiality of the data. On the
other hand, it supports the AFer in recovering the destroyed data, ensuring
the integrity of the data throughout the process.

• The proposed method can rewrite the file header signatures of different files
and remove the trailing signatures of some files, allowing AFer to manage
large numbers of files efficiently while further increasing the concealment of
the original files.

• By breaking up the data stream into chunks and encoding it with Reed-
Solomon codes, it can be ensured that AFer can recover and review the data
later in the process if a certain amount of data blocks were erased, destroyed,
or lost.
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1.2 Related Works

Data hiding is one of the earliest AF technology [37]. As the oldest data hiding
tool, StegFS [28], uses the steganography and encrypted file systems to make
data and files system contents indistinguishable via modified ext2 kernel driver.
Piper et al. [31] presented further discussion of different data hiding techniques
for ext2 and ext3. Göbel and Baier [16] have analyzed and evaluated different
hiding methods in the ext4 file system. Later, with the ext4 data hiding technique
based on the nanoseconds part of the timestamp [29], Göbel and Baier [17]
improved the secrecy of hidden data and reduced the threshold of users. Besides
hiding data in the file system, data can be hidden in other types of files. Kakde,
Gonnade and Dahiwale [22] proposed an audio steganography method to hiding
secret text information in the video file based on Discrete Wavelet Transform
and Singular Value Decomposition and random Least Significant Bit. Kumar,
Kansal and Singh [26] proposed JPEG AF technique by hiding the artifacts of
compression in Discrete Cosine Transform domain, so as to trick the forensic
detectors.

Trail obfuscation is a dangerous anti-forensic technology by obfuscating and
distracting the forensics investigators [37]. In [14], Cristea and Groza found that
the Android platform did not mask ICMP timestamp requests by default, which
was used to distinguish smartphone remotely by calculating the clock skew of
ICMP packets. By exploiting a bug in IEEE 802.11, Banakh and Piskozub [11]
intercepted the location identification via WIFI metadata. Through different
machine learning algorithms, Perez, Musolesi and Stringhini [30] analyzed the
atomic fields in the metadata to be used in identifying the user. Beside the above
mentioned methods for forging data or modifying file metadata, there also exists
spoofing related techniques. Jeitner and Shulman [21] has found that encoding
malicious payloads into DNS records can launch string injection attacks. Chan-
dramouli et al. [12] found that if the mailing script failed to check the presence
of e-mail header in user input, e-mail header injection might occur in the built-
in mail functionality in mainstream programming languages such as PHP and
Python. Hitefield, Fowler and Clancy [20] found that buffer overflow vulnerabil-
ities can be used to launch denial-of-service attacks and modify the behaviour of
the executing waveform remotely through shellcode injection in software defined
radios. Wang et al. [36] also has established a trustworthy environment that can
filter and detect unreal information.

1.3 Paper Organization

The remainder of the paper is organized as follows. Section 2 describes some
preliminaries of the file header signatures and Reed-Solomon codes. Section 3
introduces the system architecture and design goals. Section 4 presents the tech-
nical details. The proposed method is analysed in Sect. 5 and Sect. 6 concludes
the paper.
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2 Preliminaries

2.1 File Header Signatures

File header is also known as file signatures or magic numbers[24], which is con-
tained in the first few bytes of a file. File header is fixed for many types of files
and can be used to indicate the format of a file or protocol. For example, the first
few bytes of a jpg file are 0xFFD8FFE10018457869660000, where 0xFFD8 denotes
the start-of-image (SOI) marker and the corresponding end-of-file 0xFFD9 is the
end-of-image (EOI) marker. The two bytes following the SOI 0xFFE1 indicate
that the file is a JPEG file with the Exif metadata standard, which is also
known in images as the Application Marker Segment 1 (APP1) Marker and
0x0018 refers to the length outside the APP1 segment. 0x457869660000 is the
ASCII code for “Exif” and is terminated by a null byte. The two bytes after
the SOI 0xFFEx, x = 0, · · · ,F indicate the different segment tags that contain
application-specific information.

File signatures are not equivalent or similar to ASCII codes. For example,
in some files, they can represent the birthday, name, or even the initials of the
developer of the file format. For some files, file signatures are insufficient to
identify the file type, where most typically are plain text files, including txt,
HTML, XHTML, XML files, and source code. It is usually possible to analyze
such files according to the beginning of the text, e.g., < html > for HTML files.

2.2 Reed-Solomon Codes

Erasure Coding was first applied to communication processes to check and cor-
rect errors in transmitted data and was later introduced to storage systems to
address data volume inflation and high storage costs.

Reed-Solomon (RS) [32] code is one of the erasure coding technologies,
evolved from BCH codes, which is a system based on bytes rather than indi-
vidual zeros and ones, and has gradually become one of the most commonly
used types of censoring codes. If less than m blocks are damaged or lost, the
original data can be recovered by RS codes as long as k+m blocks are available.

During the encoding stage, the data is divided into k blocks in bytes and
formed into a matrix

D = (D1,D2, · · · ,Dk)T

A matrix B can be constructed as follows

B = (Ik,V)T

from the unit matrix Ik and the Vandermonde matrix V. Then, the coded vector
R can be computed as follows

R = B ·D = (D1,D2, · · · ,Dk, C1, C2, · · ·Cm)T

where Ca (a = 1, 2, · · · ,m) are the parity blocks.
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In the decoding stage, suppose there are less than n (n<m) blocks missing,
any k blocks can be selected from R to form the matrix R′ for recovering the
data. The corresponding rows in matrix B can be chosen to form a new matrix
B′, which is used to calculate

D = (B′)−1 ·R′

to recover the original data.

3 System Architecture and Design Goals

3.1 System Architecture

An AFer program can be planted on the target computer or server to access the
operation through Virus, Web Proxy, Autorun. inf, etc. To not be detected by
the victim, the AFer can forge a digital signature to ensure that the program
seems legitimate. The AFer can either wait for the victim to access the file or
select the desired file itself and send it to a cloud server for processing. The main
reason for choosing to process in the cloud is to prevent information such as the
AFer’s IP address from being compromised.

The system consists of three main processes, namely, chunking, storage, and
merging, as shown in Fig. 1.

– Chunk: In the chunking phase, the AFer processes the acquired files in the
cloud server. The data is then divided into chunks and generates a hash for
each chunk. A parity block is generated using Reed-Solomon codes. A new file
header is generated for each chunk, which is then encrypted. The encrypted
file header is concatenated with the data chunk for storage.

– Storage: In the storage phase, the AFer needs to randomly place the new data
blocks which have been generated in the chunking phase in storage device,
such as a mobile storage device or a cloud server. The AFer creates a database
that stores the index field of each file, the extension name of the file, the file’s
hash, each data block’s hash and the location of the parity blocks. Except
for the device that stores the data block, the AFer should have a more secure
storage device to store the database files and parity blocks.

– Merge: The merging phase allows the AFer to recover the needed data. The
AFer selects the file it needs to recover in the database, retrieves the corre-
sponding data blocks, checks whether the file is complete through the hash
value. If not, the AFer recovers the damaged or missing data block from the
parity codes, then decrypts the file header. The data blocks are concatenated
to form the original file, so that the original file header can be added via the
expanded name of that file.
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Fig. 1. System architecture

3.2 Design Goals

During the file process after an AFer obtained the file, he/she must prevent the
erroneous file and ensure the security of the data file. For the AFer, if the data
file needs to be recovered, it is easy for him/her but difficult for a third party.
Also, for accidental destruction or lost data file, the AFer should also have the
ability to recover the destroyed part in order to read the content. Therefore, this
method should be designed with the following objectives:

– This method needs to ensure that common file types can be processed, their
existing identifiers can be removed, and that the read data stream can be
disrupted and chunked to prevent unsafe software on the victim’s device from
compromising the AFer’s device.

– This method needs to strengthen the data security to ensure that any third
party cannot read the real content even if it has access to the data revised by
the AFer.

– This method needs to ensure that the AFer can recover the contents of cor-
rupted data in exceptional cases while reducing the storage costs.

– This method needs to ensure that the recovering process of a file is easy for
an AFer, while it is difficult or even impossible for a third party such as an
investigator.

4 System Design

4.1 A New File Signature

As shown in Fig. 2, the new file header has 16 bits and supports dynamic expan-
sion to 80 bits.
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Fig. 2. The new file signature

– Header Length (HL): This field takes 2 bits, which denotes the length of the
new file header. This field is set to 00 by default, which indicates the Index
field has 16 bits and the length of new file header is 16 + 16 × 1 bits. When
this field is not 00, it indicates the Index field has 16× n bits and the length
of new file header is 16+16×n bits, where n = 2, 3, 4 correspond to the field
values 01, 10, 11.

– Block Number (BN): This field takes 4 bits, which denotes the number of serial
numbers after division, and determines the concatenation order of blocks in
data recovering. It starts counting from 0 and can support up to 24 chunks.

– EC-Identification (ECI): This field takes 1 bit, which indicates the type of
erase code that AFer has selected. The field value 1 means that the Reed-
Solomon code is selected.

– CheckSum Type (CST): This field takes 1 bit, which indicates the type of
checksum, where 0 denotes the CRC checksum and 1 represents the Hash
function. The default value is 1.

– Reserved (ReS): The field is 8 bits long and is reserved for other uses, which
is set to 0 if not used.

– Index (InD): The length of this field is determined by the HL field, which
takes 16 bits by default and can support up to 64 bits. This field is unique,
which means different files should have different Index values. With this field,
AFer is able to search for file types, Hash values, and the generated parity
blocks. Also, this field can be used by the AFer to find the data blocks with
the same Index value, so as to avoid using the blocks of other files in achieving
data recovery.

4.2 CSM Scheme

4.2.1 Chunk with Storage
Once AFer has obtained the file, he/she reads the file byte stream File Buf
according to the file’s storage path. Based on the first few bytes of the byte
stream, getF ileType() can identify the file type, and the ext function can get
the current file’s extension, such as jpg, png, doc, etc. If the file type by the
byte stream does not match the extension name, the byte stream is discarded
and the next file is read. If matched, the AFer removes the file header and file
tailer of the file in byte stream by using DeleteSign() and calculates the hash
value H0 of the remaining data stream Data Buf . For some files without file
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signature, the AFer can generate the file hash value H0 directly. Furthermore,
AFer generates a random byte stream string RandByte to encrypt the new
file header, and a random number DisruptNum that allows AFer to make the
data stream arranged in a pseudo-random order after being chunked. Before
each operation on the file, the getMaxIndex() function is invoked to obtain the
current maximum value of Index field.

In the chunking step, the AFer generates a new NewHeader based on the
current block number n and the largest index field, which is then XOR-ed with
RandByte to obtain encNewHeader using one-time pad encryption. The AFer
then chunks the data stream according to the pre-defined number of chunks and
the DisruptNum mentioned above, generates hash value Hn for each chunk
Chunk n and fills the beginning of each chunk with the encrypted header file.
Finally, the AFer uses RS codes to generate the parity block Parity m for this
data stream. Note that, since the AFer also needs to guarantee the security of
its data and storage device after acquiring the file, the block number should not
be as many as possible. The AFer should keep the number of chunks it needs to
a maximum that it can afford.

Algorithm 1. Separate Files
Input: File Path, Block Number, RSCodes Number
Output: Chunk 1, · · · , Chunk N , Parity 1, · · · , Parity M
1: Set N ← Block Number, M ← RSCodes Number
2: for Files ∈ File Path do
3: File Buf ← readFile(File Path)
4: Ext ← ext(Files.Name())
5: StreamExt, HeaderLens ← getFileType(File Buf)
6: if Ext != StreamExt then
7: Discard File buf
8: else
9: Data Buf ← DeleteSign(File Buf)

10: H0 ← getHash(Data Buf)
11: for n ∈ N do
12: NewHeader ← GetNewFileHeader(n)
13: encNewHeader = NewHeader ⊕ RandByte
14: Chunk n ← disruptDataBuf(Data Buf, n, DisruptNum)
15: Hn ← getHash(Chunk n)
16: Chunk n ← Append(encNewHeader, Chunk n)
17: end for
18: Parity 1, · · · , Parity M ← Encode(Chunk 1, · · · , Chunk N)
19: end if
20: end for

Before the data blocks are merged, the AFer needs to create a private
database as described in Sect. 3.1. It stores some of the data files generated
during the chunk phase, including the file name, extension name, the hash H0 of
data stream, the hash Hn of each data block, a random byte stream RandByte,
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a random number DisruptNum, the Index field of the new header, and the
location of the parity block to which it points.

4.2.2 Merge Through Storage
In order to merge the data blocks, the AFer can select a file based on the informa-
tion stored in the database or general information, and obtain the block header
encNewHeader based on the RandByte of the same length, which are then
XOR-ed for decryption. The decrypted Index field is compared with that in the
database. If they are the same, the current data block header is removed. The
blocks are concatenated using the Append() function in the order of the BN
field in the block header.

After each block has been concatenated into a data stream, the AFer exam-
ines the current data stream. If the hash value does not match that in the
database, the AFer should re-hash each data block for comparison. Suppose the
hash value of a block matches the one in database, the AFer can discard the
current incorrect block and use the Decode() function to recover the incorrect
block from the correct data blocks and the parity blocks. The recovered block
is put into its original position in the data stream. Then the AFer restores the
order of the data stream based on DisruptNum and the original file header, and
updates the matched extension name.

The AFer cannot ensure that every storage device is secure. If a device is
unsafe, the AFer must discard the device or the data blocks on it. However,
since the erasure coding is used, even if some part of data is lost, the data
can be recovered by the AFer. When the number of discarded blocks n is less
than the number of parity blocks m, the data can be recovered from the locally
stored parity blocks. In contrast, when n>m, it would be difficult for the AFer
to recover the original data.

5 Analysis

This section analyzes the security and performance of the proposed method.

5.1 Security and Theoretical Analysis

This method is designed to allow the AFer to store the acquired files in a new
way to avoid investigation. This section analyzes the possible forensic threats
to the AFer in the proposed scheme according to the design goals mentioned in
Sect. 3.2.

Theorem 1. The proposed method can effectively prevent acquiring malicious,
erroneous or invalid files and thus can guarantee the security of AFer’s other
data.

Proof. In the proposed method, after the AFer acquired one or more files, it first
goes through the first few bytes of the file stream and checks whether it matches
the byte stream identified by the current extension name. If not matched, the
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Algorithm 2. Merge Blocks
Input: RandByte, Index, DisruptNum
Output: File
1: for n ∈ N do
2: for Chunk n ∈ Chunk Path do
3: decNewHeader = encNewHeader ⊕ RandByte
4: if decNewHeader.Index == Index then
5: Chunk n = DeleteHeader(Chunk n)
6: Data Buf = Append(Data Buf, Chunk n)
7: end if
8: end for
9: end for

10: if getHash(Data Buf) != H0 then
11: for n ∈ N do
12: if getHash(Chunk n) != Hn then
13: Discard this Chunk i
14: end if
15: end for
16: Chunk i ← Decode(Chunk 1, · · · , Chunk N , Parity 1, · · · , Parity M)
17: Put the new Chunk i into original place
18: else
19: File Buf ← reDisrupt(Data Buf, DisruptNum)
20: File ← getOriginalSign(File Buf)
21: end if

acquired files are classified as error ones and discarded. For the files have not
been identified in the first step, the subsequent disruption of the data stream
and chunking also prevent some erroneous files from contaminating the storage
device or exposing the location of the AFer, who can then delete all information
about the malicious files when these files are detected.

Theorem 2. After the data is stolen, this method can prevent third party from
reading the real content of the data.

Proof. Once the AFer has acquired the file, it is not stored locally but rather
in the cloud server. When the data is separated, it is stored in different storage
devices, which also avoids exposing the AFer’s file information in a single storage
environment. The scheme also removes the file header information from the file
and disrupts the data stream by pseudo-random number, making it more difficult
for others to recover the file after accessing the chunk and impossible for them
to access the current file’s information. The file content can only be obtained by
running the merge process by the AFer.

Theorem 3. In forensics, the proposed method can make it difficult for inves-
tigators to recover data files.

Proof. When an investigator does not obtain all data blocks of a file, such file
cannot be merged entirely. Also, the new file header is encrypted, so that the
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investigator cannot detect the exact number of chunks in the current file, making
it more difficult for the investigator to merge blocks. If the investigator obtains
all of the data blocks, although he/she can delete the header file and merge
these chunks, the data flow is disrupted by DisruptNum. Thus, the current file
cannot be opened correctly even if the original header identifier or tail identifier
was added. The forensic case is also difficult for the AFer to recover the data if
the unique data table in this method was destroyed. As mentioned earlier, the
data stream is randomly disrupted, and the encrypted file header of each block
is also a random string.

Theorem 4. Even if part of data is lost or destroyed, the AFer can also recover
data blocks.

Proof. The AFer uses RS codes to ensure the recoverability of data blocks. If any
number of blocks within the recoverable range are in error during the recovery
process, the AFer can recover the corrupted data blocks based on the parity
block information stored in the data table. After the investigator has obtained
all data blocks, the parity blocks and data tables need to be stored securely in
an effective way or can be destroyed physically.

5.2 Performance Analysis

In experiments, the number of data was set to 5 and the number of parity blocks
was set to 3. Our simulation experiments were run on a machine with an Intel
i7-6700 HQ and 16 GB of RAM. Since the method is also related to I/O speed,
our experiments were run on a 7200 RPM mechanical hard drive.

We randomly selected a file with a size of 333 KB. As shown in Fig. 3, the time
taken for several essential stages are illustrated, where Chunk() and Merge()
denote the two overall stages of file chunking and merging. The Chunk() includes
the GetNewfileHeader(), disruptDatabuf() and Encode() stages. It can be
seen that very little time was spent in the operations of generating a new header
file and disrupting the data stream, and less than 0.1 s were taken by the entire
chunking process.

The efficiency of the program for different file sizes was also tested. To prevent
excessive errors, the file sizes were basically between 30 KB and 350 KB. Figure 4
showed that as the number of files increases in the chunking process, the running
time does not increase exponentially but takes more than twice the current time.
The reason for this problem is that the files are not uniform in size, that is, the
efficiency is determined by the size of the processed files.

To further demonstrate the validity of the proposed method, a randomly
selected image was analyzed using the analysis tool Hex Workshop [4]. This tool
was used to open file as hexadecimal format, where a standard jpg file with a
hexadecimal beginning is marked in red in Fig. 5.

By running the proposed program, the image file was split into five data
blocks and three parity blocks. Two random blocks are opened, which are shown
in Fig. 6. The data block starts with an encrypted random string marked in red,
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and the followed bytes do not show the exact contents of the file and its primary
format. Without knowing DisruptNum that randomly generated for this file
stream, it is impossible to be recovered even if several data blocks with similar
header files are deleted. The random nature of the encrypted string could lead to
two different files corresponding to the same file header, which makes forensics
even more difficult.
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Fig. 5. Initial file format (Color figure online)

(a) Random data block 1 (b) Random data block 2

Fig. 6. Arbitrary data block (Color figure online)

6 Conclusion

This paper proposed an AF scheme based on erasure coding and distributed
storage, which keeps data in chunks between different devices and generates
parity blocks, i.e., it can tolerate the loss of a particular block and reduce storage
costs compared to multiple copies of files. This solution effectively makes the
forensic process more complex than other solutions, and thus reduces the risk to
the AFer in preserving the files. Theoretical and empirical analysis showed that
the proposed method is effective in hiding data without encrypting it.
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Abstract. In e-commerce, merchants usually increase their profit by
issuing coupons to potential customers. If merchants don’t develop a
suitable coupon strategy, or randomly issue coupons, they may not take
effects and thus waste the budget. Therefore, it is very important for
merchants to issue coupons to customers who are more likely to purchase,
leading to the necessity of predicting consumer’s coupon usage. However,
existing methods such as questionnaires cannot get enough data and
traditional deep learning cannot solve the complex features of coupon
usage prediction. To this end, this paper proposes a novel model for
predicting customer’s coupon usage behavior with capsule network. It
classifies coupon features into multiple groups of capsules, and designs
two capsule network structures for predicting coupon usage behavior.
Meanwhile, we intensively compare the proposed model with multi-layer
perception (MLP), convolutional neural network (CNN) and recurrent
neural network (RNN). The experimental results show that the proposed
model has significantly better prediction accuracy (e.g. AUC).

Keywords: E-commerce · Coupon usage behavior · Capsule network

1 Introduction

E-coupon plays an indispensable role in e-commerce. By issuing e-coupons to
users, merchants can increase the exposure of the store, increase the sales of
products and obtain greater profits. Meanwhile, it can also meet customer’s
needs and help them reduce the economic cost of product payment. The change of
consumption intention and behavior can directly affect the economic benefits. If
merchants can estimate the probability of consumers coupon usage when issuing
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e-coupons, it will bring great convenience and benefits. Therefore, it is of great
importance to predict user’s coupon-usage behaviors.

According to the theory of consumer motivation, consumers will have both
utilitarian and hedonic motivation in the whole shopping process [1]. The former
means that consumers want to buy the goods efficiently, cheaply and on time.
The latter refers to consumers’ desire to acquire hedonic components in the
process of shopping [2]. Acquiring the emotional and social value in the process
of purchasing products helps satisfy these motivations [3].

According to valassis’s annual survey1, there are significantly more consumers
who often use coupons in recent years, as shown in Fig. 1. Meanwhile, people
are eager to find more suitable coupons online. According to “millennial shop-
ping report 2019”2, people are willing to spend more time looking for discounts.
For instance more than half of people (56%) spending three minutes or longer
searching the Internet for coupons. More details can be seen in Fig. 2.

Fig. 1. Overall coupon usage and fre-
quency.

Fig. 2. Duration of searching coupons.

The coupon usage behavior refers to that of receiving and using coupons.
Existing researches usually use questionnaires to study such behaviors. However,
the form of questionnaire usually needs a huge amount of work and only obtains
a small amount of data. Some researchers study the usage behaviors of some spe-
cific coupons. These models usually focus on specific types of coupons, so they
may not be suitable for general coupons. Some existing researches explore the fea-
tures of coupon itself. These researches mainly focus on the issue of coupon for-
warding or coupon duration, neglecting the coupon usage. Some other researches
study other aspects of coupon usage. Lu et al. [4] predict the usage of internet
coupons and rank the importance of factors. Shi et al. [5] propose an O2O coupon
usage prediction model based on XGBoost.

Our Motivation. Keeping the coupon usage prediction task in mind, our moti-
vations are threefold. (1) Fully understanding all aspects of the coupons usage
behaviors and identifing all the key features. (2) Selecting a suitable calculation
model and exploiting these features to make predictions. The model should be

1 CouponIntelligenceReport: http://www.199it.com/archives/711270.html.
2 https://couponfollow.com/research/millennial-shopping-report.

http://www.199it.com/archives/711270.html
https://couponfollow.com/research/millennial-shopping-report
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able to handle large amount of data and have good interpretability. (3) Verifing
the effect of the calculation model on real data set and comparing with common
deep leaning models.

In this paper, we try to promote the deep learning technique in the coupon
usage prediction task and improve the accuracy and intepretability. We propose
a coupon usage prediction model with capsule network. The capsule network has
good interpretability, and the pattern of vector in-vector out allows us to cover
various aspects of the coupon usage behaviors. As far as we know, there is no
research on applying capsule networks to coupon usage prediction yet.

Our contributions are threefold: (1) Coupon-usage feature extraction.
In order to better analyze coupon related data, we extract five types of features
related to coupon usage predictions. We obtain a total of 71 features, which will
be used to construct capsules for prediction model. (2) Coupon-usage predic-
tion with capsule network. We propose two coupon usage prediction models
with capsule network. This is the first work that applying capsule network into
coupon usage prediction. Experiment at evaluation. We conduct intensive
comparative experiments to verify the effectiveness. We also test the compo-
nents of the capsule network. The results validate the effectiveness of our work
and verify the effects of each part of the model.

2 Related Work

In this section, we briefly review the related work.

Researches on User Purchase Behaviors. The purpose of user purchase
behavior analysis is to predict the purchase tendency of specific users for specific
products within a given time range, and to predict whether users will purchase
during the next visit to the e-commerce platform [6]. Thanks to the massive
purchase behavior data retained by e-commerce platforms [7], researchers can
mine user features in the data and build a machine learning model to predict the
purchase behavior. Wu et al. [8] analyzed users’purchase behavior in the online
market. Li et al. [9] constructed feature engineering from seven aspects: user fea-
ture, commodity feature, position feature and combination feature. Researchers
also tried to apply deeping learning methods in the area of user purchase behav-
iors [10]. Our work also explore the features of the customer’s purchase behavior,
and we use the coupon behavior data of the customer in the real scene to under-
stand the data from the three objects: user, coupon and merchant.

Researches on Coupon Usage Behaviors. Researchers found that e-coupons
can bring consumers functional values[11], emotional values [12] and social value
[13]. Specifically, electronic coupons usage can help consumers reduce the eco-
nomic cost of product payment [11]. Consumers can query, obtain, store and
use them anytime and anywhere [14]. The form of e-coupon allows consumers to
carry out independent search on the Internet [15]. As the e-coupon is an inno-
vative consumption mode, the use of e-coupon will make consumers feel more
fashionable than those who do not use e-coupon [13]. It can be seen that deep
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learning is rarely used in coupon usage behavior, and the commonly used deep
learning algorithms are not well explained. Therefore, we study and select the
capsule network model which has better interpretability. We also consider many
factors related to the coupons usage behaviors.

3 Problem Statement and Preliminaries

In this section, we formulate the coupon usage prediction problem, and introduce
the capsule network model we use in this paper.

Coupon Usage Prediction Problem. Given a set of users in e-commerce,
{u1, u2, u3, . . . , uz}, and their purchase histories and coupon usage records,
a set of items, {i1, i2, i3, . . . , ix} and a set of coupons, {c1, c2, c3, . . . , cy}.
The coupon usage prediction problem is trying to effectively predict whether a
target user will use some specific coupon. We consider this problem as a binary
classification problem. The input is a user’s purchase and coupon usage records,
and the output is a binary value, where 0 means that the target user will not
use coupon and 1 is to use the coupon.

Solution Overview. We try to comprehensively exploit coupon related fea-
tures and build a coupon usage prediction model with capsule network. Our
solution has three main steps: (1) Feature extraction; (2) Model construction;
(3) Probability prediction. The solution overview is shown in Fig. 3.

Fig. 3. Solution overview.

We first study three types of objects related to coupons usage, including
customers, coupons and merchants. Then we extract five sets of features from
these three objects. Finally, we build the prediction model with two kinds of
capsule networks, i.e., implicit and explicit feature capsule network.

Preliminary of Capsule Network. Capsule network is a new deep learn-
ing network proposed by Hinton [16]. It can model the hierarchical relationship
of knowledge representation inside the neural network better. The information
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transmission between the upper and lower layers of the capsule network is imple-
mented by a dynamic routing algorithm. Each of the upper and lower capsule
connections contains a weight matrix for extracting the underlying capsule infor-
mation. The values of matrices are all parameters that can be trained by the
capsule network. The lower capsule does not directly transmit itself to the upper
layer, but uses a copy of the feature to convey the information. Next, we must
use feature copies for dynamic routing between capsules.

Dynamic Routing for Coupon Usage Prediction. Wang et al. [17] pointed
out the shortcomings of the original dynamic routing. They proposed an
improved dynamic routing algorithm, which revealed the relationship between
dynamic routing and clustering algorithm. We exploit the dymatic routing algo-
rithm in [17] for coupon usage prediction. In order to use dynamic routing with
capsule network, we need to fully understand all aspects of the coupon usage
behavior and identify all the features. Details are in the following.

4 Data Processing and Feature Engineering

This section describes the construction process of coupon features. We extract
five types of features from three kinds of entity objects, including customers,
coupons and merchants. In next section, we will construct capsules for the cap-
sule network, each original capsule is a vector that represents multiple features of
a certain aspect of the coupon usage behavior. We design many fine-grained fea-
tures with a large amount of real behavior data. The feature engineering carried
out in this section can serve as a reference for e-commerce data processing.

4.1 Data Processing

We use the coupon consumption data released by Ant Financial Services Group
in the O2O scenario3. The O2O industry naturally connects hundreds of millions
of consumers, where all kinds of applications record more than 10 billion users’
behavior and location records everyday.The original dataset provides informa-
tion about customers with real online and offline consumption behavior between
January 1, 2016 and June 30, 2016. In order to protect the privacy of users and
businesses, all the datas are processed anonymously.

The data is divided into the training set and the test set. The former includes
online scenarios and offline scenarios in the first five months. While the latter
includes only the data for offline scenarios in the last month. We aim to predict
the use of coupons online and offline by combining the data of online and offline
scenarios, mining laws and predicting the behavior of offline coupons. In the
original dataset, if both Date and Coupon id are not null, then it indicates that
the customer uses the coupons to purchase goods, and we regard it as a positive
sample. If Date is null, and Coupon id is not null, which means the customer
does not use coupons and we regard it as a negative sample.

3 https://tianchi.aliyun.com/competition/entrance/231593/information.

https://tianchi.aliyun.com/competition/entrance/231593/information
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4.2 Feature Engineering

User features can describe the user’s purchasing preference and usage of coupons.
These habits can have an impact on the coupon usage behavior of users in the
future. We extract a total of 18 user offline features and 8 online features, which
are partially described in detail in Table 1.

Coupon Features. We extract coupon features that will affect the usage ten-
dency of users, such as discount ratio, preferential form, distribution breadth and
so on. The description of coupons in the original data has only one Discount rate
field, indicating its discount rate, which is far from enough. Therefore, we extract
a total of 11 coupon features, some of which are shown as in Table 2.

Table 1. Detailed description of user features

Feature Explanation

Nuser purchase The total number of historical goods purchased by a user

Nuser coupon recipt The total number of historical coupons received by a user

Nuser coupon verification The total number of a user receiving and using a coupon

Nuser purchase without coupons The total number of historical purchases without coupons

Nuser full discount the total number of coupon for a user using x : y as a
discount

Nuser common discount The total number of coupon history for a user using a
normal discount, that is, a non-full discount

Ruser purchase by coupons The ratio of Nuser coupon verification over

Nuser purchase

Ruser coupon discount The ratio of Nuser common discount over
Nuser coupon verification

Nonline
user behavior The total number of times a user clicks, buys, or receives

coupons online

Nonline
user click/buy/receive

Number of times a user clicks/buys/receives coupons
online

Ronline
user click/buy/receive

The proportion of online click/buy/receive coupons by a
user to all online behaviors

Nonline
user verification Number of user coupons verification in a user’s online

scenario

Ronline
user verification Verification rate of user coupons in a user’s online scenario

Oallline
user verification Count the number of coupons verification in online and

offline scenarios

P online
user using coupon A ratio to measure the preference of a user’s online

coupons

P offline
user using coupon A ratio to measure the preference of a user’s offline

coupons
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Table 2. Detailed description of some coupon features

Feature Explanation

Ncoupon publish Total number of historical coupons that has been published

Ncoupon verification The total number that a coupon has been verified by the user

Rcoupon verification Measure the rate at which a coupon is verified by a user

Rcoupon abandon Measure the rate at which a coupon is abandoned

Ncoupon reuse The number of behaviors that a coupon is used at least twice by same

user

Merchant Features. We extract merchant features. The strategy of issuing
coupons plays an important role in the verification of coupons. Therefore, it is
very important to extract the features of merchants and digitize the methods
and strategies of issuing coupons. We extract a total of 15 merchant features,
some of which are shown as in Table 3.

Table 3. Detailed description of some merchant features

Feature Explanation

Nmer coupon publish The total number of historical coupons issued from a merchant

Nmer coupon verification The total number of historical coupons issued by a merchant and

having been successfully verified

Nmer repeat rc The number of times that the same user is receiving the same

coupon for more than two times at a certain merchant

Nmer use repeat rc The number of times the same user who receives the same coupon

twice at a merchant and has at least one consumption behavior

Nmer purchase The total number of historical purchases that have occurred in the

past by a merchant

Rmer purchase by coupon Measure the rate of purchase of coupons in the historical purchase

behavior of a merchant

Combined Features. By combining the features of users with that of the mer-
chants, as well as that of the users and the coupons, the combined features can
specific performances. Therefore, the combined features are of great importance
to the prediction of coupon usage behavior. We extract a total of 12 combined
features, some of which are shown as in Table 4.

Table 4. Detailed description of some combined features

Feature Explanation

Npurchase
u,m The total number of purchases by a user u in a particular merchant m

Nreceive
u,m The total number of times a user u has received coupons in a merchant m

Nverification
u,m The total number of times a user u has received and verified coupons in a

particular merchant m

Rverification
u,m Verification rate of a user u receiving coupons from a merchant m
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Time Features. The influence of time on consumer behavior is great, which
has been studied in the prediction of purchase behavior. We find that the time
features also have a certain impact on the collection and verification of coupons.
Figure 4 shows the statistics on coupons received from January to May 2016.

Table 5. Detailed description of some time features

Feature Explanation

T receipt
fm The receipt of coupons occurs in the first few days of the month

Tuse
fm The use of coupons occurs in the first few days of the month

T receipt
fw The receipt of coupons occurs in the first few days of the week

Tuse
fw The use of coupons occurs in the first few days of the week

Tisholiday 0 is a non-holiday, and 1 is a holiday

T receipt
m Coupon receipt occurs in the early, middle, or late part of the

month. 0 means the first ten days, 1 means the middle ten days,
and 2 means the last ten days

Tuse
m The use of coupon usage behavior occurs in early, middle, or late

part of the month. Among them, 0 means the first ten days, 1
means the middle ten days, 2 represents the last ten days

Fig. 4. Statistical of coupons received from January to May, 2016

In general, it shows more coupons are received by users later in a month.
This may be because many users are always paid in the later days. Meanwhile,
it can be seen that in February, users received far more coupons in the first ten
days of February than that in late February. Therefore, the time factor also has
an important impact on the prediction of coupon usage behavior. The digital
features of the time factors that affect the coupon usage behavior are constructed,
and the detailed descriptions of 7 time features is given in Table 5.
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5 Coupon Usage Prediction with Capsule Network

This section will build the coupon usage prediction model based on capsule
network. The features that we process in Sect. 4 are scalar, but the input of
capsule network should be a vector. Therefore, we need to construct the input
vector. In this section, we propose two types of prediction models with explicit
feature capsule network and implicit feature capsule network, respectively.

Fig. 5. Explicit feature capsule net-
work.

Fig. 6. Implicit feature capsule network.

5.1 Prediction with Explicit Feature Capsule Network (ECapsNet)

In this section, we introduce the coupon usage prediction model based on explicit
feature capsule network structure and describe the composition of its layers.
We encapsulate five features: user features, coupon features, merchant features,
combination features and time features into five original capsules: user feature
capsule, coupon feature capsule, merchant feature capsule, combination feature
capsule and time feature capsule. Because the original capsule is constructed by
its explicit feature group, this network is called the “explicit feature” capsule
network (ECapsNet for short).

The above five original capsules have inconsisity, which makes them unable
to be treated directly by the capsule network. Therefore, we need to unify the
dimensions of the features, and it is set to be 16 dimensions. Then we introduce
five weight matrices [W1,W2,W3,W4,W5], and W1 ∈ R26∗16, W2 ∈ R11∗16, W3

∈ R15∗16, W4 ∈ R12∗16, W5 ∈ R7∗16. Using thse five weight matrices, the five
capsules are mapped to the 16-dimensional feature space. In this way, we unify
the input dimensions of the capsule network.

Figure 5 shows the structure of the explicit feature capsule network. There
are four layers in ECapsNet: the original capsule layer, the feature capsule layer,
the output capsule layer and the output layer. Details are as follows.

Original Capsule Layer: The user feature, coupon feature, merchant feature,
combination feature and time feature are packaged respectively. They are the
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inputs obtained directly by the model, and their dimensions are not uniform, so
they cannot be directly used by the dynamic paths of the capsule network.

Feature Capsule Layer: This layer has five sets of weight matrices. The five
capsules are set up as: v1, v2, v3, v4, v5, respectively. In this layer, the weight
matrix is used to map it to the feature space of dimension unity. We define ui as
the ith capsule in the original capsule layer. The feature capsule after conversion
vi is calculated as follows:

vi = Wi × ui (1)

Output Capsule Layer: This layer is connected to the feature capsule and
transmits information through the dynamic routing algorithm. The output cap-
sule layer is set with two capsules, corresponding to the two classification prob-
lem, where each capsule contains a class of information.

Output Layer: This layer generates the probability result. In order to solve
the sample imbalance problem, we choose to splice the capsule and map it to
probability output y using the fully connected neural network layer, where y ∈
R2, represents the probability result of the binary classification.

5.2 Prediction with Implicit Feature Capsule Network (ICapsNet)

In this section, we introduce the coupon usage prediction model based on the
implicit capsule network structure (ICapsNet for short), as well as its similarities
with and differences from ECapsNet.

The implicit feature capsule network is also divided into four layers, and its
structure is similar to that of the explicit feature capsule network, as shown in
Fig. 6. The difference lies in the treatment of the original capsule layer and the
construction of the feature capsule layer. Details are as follows.

Original Capsule Layer: The original capsule layer of ICapsNet does not
separate the capsule, but directly inputs all 93 dimensional features constructed
by the feature engineering in Sect. 4 (Note that the feature engineering extracted
a total of 71 types of features, which contain more than one statistic. Thus, the
data finally reaches 93 dimensions after all features were expended). Therefore,
the input feature of this layer is u ∈ R93.

Feature Capsule Layer: We define vi as the ith capsule of the feature capsule
layer. In Fig. 6, there is a connection between the original capsule layer and the
capsule of each feature capsule layer, which represents a fully connected neural
network between the original capsule u and each feature capsule vi, and its
structure is shown in Sect. 5.3. Here we use a two-layer fully connected neural
network. Each feature capsule vi can be calculated as follows:

hi = Wi1u + bi1 (2)

vi = Wi2hi + bi2 (3)

where W i1 and W i2 are the parameters of a two-layer fully connected neural net-
work; bi1 and bi2 are their bias. In particular, the number of capsules contained
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in the feature capsule layer is not limited and can be set freely. Because the fully
connected neural network is used to implicitly extract the feature information
from the original capsule layer, it is called “implicit feature” capsule network.

5.3 Sample Imbalance Processing

In this section, Focal loss function [18] is introduced to deal with sample imbal-
anced data, so as to make the capsule network be suitable for coupon usage pre-
diction. It is originally used to deal with the few-shot problem in target detection
task, that is, the number of samples from some analogies is very small, which
is easy to be ignored by the model [17]. Focal loss is introduced into two kinds
of capsule networks. We define yt as the tth probability output of the capsule
network. Then, the Focal loss function is calculated as follows:

FL(yt) = −αt(1 − yt)γ log(yt) (4)

In Eq. (4), αt controls the impact of positive and negative samples to the
weight of the loss function. We set parameter α ∈ (0,1). When the sample is a
positive one, we let αt=α. When the sample is a negative one, αt=1-α. Thus,
when α > 0.5, we can reduce the impact of negative samples, so that the model
can pay more attention to the positive samples. Meanwhile, (1-yt)γ is the mod-
ulation coefficient. If yt is close to 0.5, it is more difficult to classify the sample.
The higher the modulation coefficient is, the higher the loss contribution is, so
that the model can pay more attention to samples that are difficult to judge.

5.4 Coupon Usage Prediction

In this section, we introduce the integrated process of coupon usage prediction.
Firstly, user features, coupon features, merchant features, combination features
and time features are taken as the input of capsule network. Then, according to
whether the original capsule layer is divided into multiple capsules, two forms of
capsule networks are formed for processing separately (the capsule network needs
to be segmented as the explicit feature capsule network; the capsule network that
is directly input all the features as the implicit feature capsule network). After
transforming the original capsule layer into the feature capsule layer, the dynamic
routing algorithm is used to transmit information to form the output capsule
layer. The output capsule layer is set with two capsules, corresponding to the
two classification problems, where each capsule contains a class of information.
Finally, the capsules are spliced and mapped to the probability output y using
the fully connected neural network layer.

6 Experiments

In order to verify the effectiveness of the proposed model, we study the effects
of the parameters, and conduct comparative experiments with three most com-
monly used neural network models. Finally, we conduct the ablation experiments
to test the components of the capsule network structure.
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Evaluation Metrics. AUC scores are used to evaluate such probability clas-
sification. AUC is the area under the ROC curve, and the higher AUC scores
represent better classification results. AUC is calculated as follows:

AUC =

∑
i∈positiveClass ranki − M(1+M)

2

M ∗ N
(5)

in Eq. 5, M is the number of positive samples, N is the number of negative
samples, rank is the probability that the classifiers rate a sample and how likely
it is to be a positive sample.

Baseline Models. In order to verify the effectiveness of our work, we set up
several sets of control models as the baselines, all of them are network models
based on deep learning, as follows:

– MLP: In order to make a fair comparison with the two kinds of capsule
networks, we use a multi-layer perceptual network with two hidden layers.
The input layer is 93 dimensions, the hidden layers dimensions are 80 and 32,
the hidden layer uses relu as the activation function, the output layer uses
softmax as the activation function, and the loss function uses cross entropy.

– MLP-FL: It is the same as that of the multi-layer perceptual machine, but
the loss function uses the Focal loss.

– SVM-Bagging: Support vector machine model with 5-fold cross-validation
and 7 under-sampling, integrated with Bagging.

– RF-Bagging: Random forest model with 5-fold cross-validation and 7 under-
sampling, integrated with Bagging.

– CNN: Convolution network with an input layer of 93 dimensions, using 64*5
one-dimensional filters, and the step size is 1. Then, the mean-pooling oper-
ation with 4 is used to get the second layer. In the third layer, we use 32
one-dimensional filters and use mean-pooling to get 32-dimensional vectors.
Finally, we use the full connection layer and softmax activation function to
get the output, and uses cross entropy loss as the loss function.

– CNN-FL: It is the same as the convolution network, but uses the Focal loss
as the loss function.

– RNN: The initial input layer of recurrent neural network is five groups of
features with a total of 93 dimensions. We use the same original feature
structure as that of the explicit feature capsule network to obtain five 16-
dimensional feature vectors respectively. Then we use the two-layer RNN
structure and connect the full connection layer with the softmax activation
function, and also uses cross entropy as the loss function.

– RNN-FL: It is the same as that of recurrent neural network, but uses Focal
loss as the loss function.

6.1 Parameter Sensitivity

This section studies the effects of model parameters, including the number of
feature capsules in implicit capsule network and the number of iterations.
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The Effects of Number of Feature Capsules: For the implicit feature cap-
sule network, we check the effect of the number of capsules in feature capsule
layer. Table 6 shows results. It shows that the performance of the capsule net-
work reaches the best when the number of feature capsules is 8. When there
are fewer feature capsules, the feature types represented by the capsule layer
are fewer, which makes the feature information in each capsule too complex.
Therefore, the performance of the capsule network is weakened.

Table 6. The effect of the number of capsules on ICapsNet

Number of feature capsules Online (AUC) Offline (AUC)

2 0.75 0.73

5 0.78 0.79

8 0.80 0.90

10 0.79 0.78

15 0.78 0.76

20 0.75 0.76

25 0.72 0.73

30 0.65 0.68

When the number of feature capsules is too large, the performance of capsule
network also decreases. As shown in Table 6, when the number of capsules is more
than 8, the performance of implicit feature capsule network shows a downward
trend. It indicates that when there are more feature capsules, the hidden feature
categories are too fine, so that each feature capsule contains too little information
and makes the capsule network perform worse.

Fig. 7. Effects of iteration number on the performance
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Therefore, it is important to select the appropriate number of feature cap-
sules. In the following experiments, we set the number of feature capsules to 8.
It is worth noting that the optimal number may be different for each data.

The Effects of the Number of Iterations: The dynamic routing algorithm
involves another parameter, i.e., the number of iterations. Figure 7 shows the
effect of iterations r in dynamic routing. The loss function trained when itera-
tions r=3 decreases the fastest and the convergence value is lower. Therefore,
we set the number of iterations as 3 in the following experiments.

6.2 Comparative Experiments

We compare our work with 8 baseline models : MLP, MLP-FL, SVM-Bagging,
RF-Bagging, CFF, CFF-FL, RNN and RNN-FL.

In our prediction model, the dimensions of capsules are set to 16 dimensions.
Both the explicit feature capsule network and the implicit feature capsule net-
work configuration are configured with only two layers of capsule layers. We use
the dynamic routing algorithm as the dynamic routing mechanism for transfer-
ring information between two layers of capsule. In the implicit feature capsule
network, we set the feature capsule layer as a multi-layer sensor network with
one hidden layer and its output layer as the feature capsule. The number of
capsules in the capsule layer is set to 5. α =0.75, γ=2 in our Focal loss function.

The Results: The experimental results are shown in Table 7. It can be seen that
our explicit feature capsule network has better performance than the traditional
deep learning model MLP, CNN, RNN, and also better than the implicit feature
capsule network. This shows that the dynamic routing algorithm of capsule net-
work, which uses fuzzy clustering to transfer information between capsule layers,
can effectively obtain the hidden relations and factors in the features, and mine
the relationships between the features.

The Effects of Network Structure: There are several possible reasons for the
results. First of all, the network structure has an important impact on extract-
ing coupon usage features. For example, RNN has the worst performance in all
models. This may be because RNN is better at processing serialized informa-
tion. Meanwhile, CNN uses filters to extract implicit features in parallel, and
its performance is better than those of RNN and MLP. MLP is simulated by its
simple use of nonlinear functions. The distribution of data is easy to produce
over-fitting, so its performance is not good.

The Effects of Loss Function: Table 7 shows that the Focal loss function
takes significant effects. For MLP, CNN, RNN, when the Focal loss is exploited,
i.e., MLP-FL, CNN-FL, RNN-FL, the AUC is improved from 4% to 15%.

The Effects of Capsules: It can also be found from Table 7 that the per-
formance of implicit feature capsule network (ICapsNet) is slightly lower than
that of explicit feature capsule network (ECapsNet). The ECapsNet explic-
itly corresponds to five groups of features extracted from Sect. 4, which is more
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interpretable. Different from the explicit feature capsule network, the number of
feature capsule layer capsules in the implicit feature capsule network is variable.

Table 7. Comparative results on AUC

Model Online Offline

MLP 0.61 0.58

MLP-FL 0.68 0.67

SVM-Bagging 0.70 0.63

RF-Bagging 0.73 0.77

CNN 0.75 0.73

CNN-FL 0.78 0.78

RNN 0.55 0.59

RNN-FL 0.61 0.63

ECapsNet 0.79 0.81

ICapsNet 0.78 0.79

Table 8. Ablation experiment on AUC

Ablation model Online Offline

ECapsNet-NO-1 0.76 0.74

ICapsNet-NO-1 0.71 0.73

ECapsNet-NO-RT 0.77 0.78

ICapsNet-NO-RT 0.75 0.72

ECapsNet-NO-FL 0.78 0.79

ICapsNet-NO-FL 0.76 0.76

ECapsNet 0.79 0.81

ICapsNet 0.78 0.79

6.3 Ablation Study

In this part, we test the effectiveness of each components in our model. We
remove different parts of the model to carry out ablation experiments. We remove
it separately and supplement the general alternative mechanism as a control. The
results of ablation experiments are shown in Table 8. Overall, the performance
of capsule network with partial structure removed decreased more or less.

The variant models we construct are as follows:

ECapsNet-NO-1: The variant of the explicit feature capsule network, where
the feature mapping layer is removed, and the original feature layer is directly
used as the feature capsule.

ICapsNet-NO-1: The variant of feature mapping layer, which is different from
the explicit feature capsule network. The implicit feature capsule network divides
the 93-dimensional feature vector into 5 parts on average, and for each portion,
the excess 16-dimensional part is removed as the feature capsule.

ECapsNet-NO-RT: The variant of removing dynamic routing in explicit fea-
ture capsule networks. A multi-layer perceptual machine containing 2 hidden
layers is used to connect between each feature capsule and the output capsule.

ICapsNet-NO-RT: The variant of removing dynamic routing in implicit fea-
ture capsule networks, with the same approach as ECapsNet-NO-RT.

ECapsNet-NO-FL: The variant of removing Focal loss function in explicit fea-
ture capsule networks. The Focal loss function is changed into the cross entropy
loss function, and the rest is unchanged.
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ICapsNet-NO-FL: The variant of removing Focal loss function in implicit
feature capsule networks, with the same approach as ECapsNet-NO-FL.

7 Conclusion and Future Work

This paper studies coupon usage prediction in e-commerce. In order to better
improve the performance of prediction and make the model more interpretable,
we propose a capsule network-based coupon usage prediction model, and the
coupon related data is preprocessed as the input. We compare the designed cap-
sule network with multi-layer perceptual machine, convolution neural network
and recurrent neural network. The experimental results show that the capsule
network structure designed in this paper has significant advantages. To the best
of our knowledge, we are the first to apply capsule network to coupon usage
prediction. In future work, we will test our model with more coupon usage data
in other e-commerce platforms, and compare our model with more other works.
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Abstract. In categorical data mining, the K-modes algorithm is a clas-
sic algorithm that has been widely used. However, the data analyzed
by the K-modes algorithm usually contains sensitive user information.
If these data are leaked, it will seriously threaten the privacy of users.
In response to this problem, the existing method that combines differen-
tial privacy with the K-modes algorithm can effectively prevent privacy
leakage. Nevertheless, differential privacy adds noise to the data while
protecting data privacy, which will reduce the availability of clustering
results. In this paper, we propose a high-availability K-modes cluster-
ing mechanism based on differential privacy(HAKC). In this mechanism,
based on the use of differential privacy to protect data privacy, we select
the initial centroid of the clustering by calculation, and improve the cal-
culation method of the distance between the data point and the centroid
in the iterative process.

Keywords: Privacy protection · Categorical data mining · Differential
privacy · K-modes clustering

1 Introduction

With the rapid development of information technology, mankind has entered
an era of explosive growth of data, and a large amount of data is generated at
all times. These massive data contain great values which provide unprecedented
space for people to gain deeper insights. For various fields, if the potential value
in the data can be obtained, which will gain a huge competitive advantage [1–4].
Clustering is a commonly-used data analysis technique, which divides the data
set into different clusters according to a certain standard, making the data in
the same cluster more similar [5]. After years of research, there are a variety of
clustering algorithms. Among them, K-means algorithm is a classical algorithm
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for numerical data clustering [6], and K-modes algorithm extended from K-means
algorithm is a classical algorithm for categorical data clustering [7]. In the era of
big data, the application of data analysis technology is developing rapidly. As an
important data analysis technology, cluster analysis plays an important role in
data mining, service recommendation and other fields. For example, in business
activities, with the rapid development of information technology, the complexity
and scale of each customer’s data continue to increase, and the total amount
of data for the entire customer group is even greater. Massive customer data
makes the traditional method of analyzing data based on experience useless,
and cluster analysis can solve this problem well. By using cluster analysis, huge
customer data can be divided into different categories, and the corresponding
characteristics of different customer groups can be portrayed. Merchants can
further analyze the behavior patterns of different types of customer groups based
on the results of the classification, in order to provide targeted services or guide
future business decisions. Although cluster analysis can effectively mine valuable
information in data, the data it analyzed usually contains a large amount of
sensitive information. If this information is used maliciously, it will seriously
threaten the privacy of users. For example, the attacker can infer the user’s
home address or work location from the location information, and infer the user’s
hobbies from the social network data [8–10]. Therefore, when using clustering
for data analysis, there is an urgent need to protect the privacy of user data [11].

Differential privacy [12] is a privacy protection model with strict mathe-
matical definition. It can quantify the degree of user privacy protection and
resist background knowledge attacks and synthetic attacks launched by attack-
ers [13,14]. Since Dwork first proposed the differential privacy protection model
in 2006, with its strong privacy protection ability, differential privacy has been
widely used of privacy protection in data mining, data publishing, location ser-
vices and other fields [15–17]. Similarly, in terms of cluster analysis data privacy
protection, differential privacy has obvious advantages over traditional privacy
protection technologies such as random disturbance and data exchange [18,19].
Differential privacy is widely used in the protection of clustered data privacy,
but most of the research focuses on the combination of K-means algorithm and
differential privacy, and there are few studies on K-modes algorithm. Moreover,
the current K-modes algorithm based on differential privacy protects user pri-
vacy while adding a certain amount of noise to the data, which will reduce the
availability of data. The goal of our research is to improve the availability of
clustering results while protecting data privacy. The main contributions of this
paper are as follows.

– We propose a high-availability K-modes clustering mechanism based on dif-
ferential privacy. On the basis of using differential privacy to protect data
privacy, we select the initial cluster centroid through calculation to reduce
the influence of random initial centroid on the availability of clustering results
and improve the quality of the clustering results.

– We improve the calculation method of the distance between data points and
centroid in the iterative process. According to the compactness of data points
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in each cluster, the corresponding weight is given, and then the correspond-
ing weight is added when calculating the distance between data points and
centroid, so as to further improve the availability of clustering results.

2 Related Work

Different fromprevious privacy protection technologies, differential privacy adopts
a mathematical model with strict mathematical definitions. It not only has strong
privacy protection capabilities, but also can quantify the degree of privacy protec-
tion, so it has become a research hotspot in the field of privacy protection. Hardt
et al. [20] narrowed the response error boundary of the online query system by
adding weights. Mohan et al. [21] reduced the privacy budget on the premise of
ensuring data privacy security according to the sensitivity and timeliness of differ-
ent data. Blum et al. [22] proposed a distributed differential privacy algorithm in
combination with interval query and half space query in order to further improve
the degree of privacy protection. Li et al. [23] proposed the PrivBasis algorithm
for the frequent item mining problem of high-dimensional data sets. It improves
the availability of mining results under the premise of protecting data privacy by
reducing the dimensionality of the dataset. Aiming at the problem that the direct
use of differential privacy in batch queries will cause excessive noise in the query
results, Xiao et al. [24] used wavelet transform to map the frequency statistical
matrix to the wavelet transform matrix, and then added noise to each wavelet
transform coefficient. In terms of clustering data privacy protection, differential
privacy has obvious advantages over previous methods, so it has been widely used.
Blum et al. [25] implemented the K-means algorithm based on differential privacy
on the SuLQ platform. Dwork [26] further studied on this basis and proposed two
privacy budget allocation schemes in the iterative process. Ni et al. [27] aimed at
the problem that the random selection of the initial centroid in the differential
privacy DBSCAN clustering method seriously affects the quality of the clustering
results, and proposed a differential privacy DBSCAN method that optimizes the
initial centroid selection, which improves the quality of the clustering results. Su
et al. [28] proposed a differential privacy K-means algorithm for interactive and
non-interactive scenes by analyzing the error boundary of K-means under differ-
ential privacy. Nguyen [29] further researched on this basis and proposed different
Differential privacy K-modes algorithm under the scene.

3 Preliminaries

Differential Privacy. Differential privacy is different from traditional privacy
protection methods. It uses strict mathematical definition of security model,
which can quantify the degree of privacy protection. The definition of differential
privacy is as follows.

Definition 1. Suppose there are two arbitrary datasets D and D′, and they
differ by at most one record. Give the algorithm M and all possible outputs
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Ran(M) on D and D′. S is any subset of Ran(M). If formula (1) is satisfied,
then the algorithm M satisfies the definition of differential privacy.

Pr[M(D) ∈ S] � eε × Pr[M(D′) ∈ S] (1)

The ε in definition 1 is called the privacy budget, representing the privacy pro-
tection strength of user’s data, and its value is greater than zero. Therefore, in
specific practice, two aspects of data privacy and availability should be weighed
to determine the value of ε.

Laplce mechanism is a classic mechanism of differential privacy, which is
defined as follows: Given a function f : D → Rd, if the output result of a random
algorithm S satisfies formula (2), then S satisfies the definition of differential
privacy.

S(D) = f(D) + Laplace(Δf/ε)d (2)

where d represents the dimension of the data set, and Δf represents the global
sensitivity, which is defined as follows: Given a function f : D → Rd, the output
of any input data set is a d-dimensional real variable. For two adjacent data sets
D and D′, the global sensitivity Δf is:

Δf = max
D,D′

‖f(D) − f(D′)‖1 (3)

The size of Δf is independent of the data set and is only determined by function
f . When ε is unchanged, the larger Δf is, the more noise will be added to
the query results. The Laplace mechanism is a classic mechanism for numerical
query, and for the case where the function return value is an integer, Ghosh et
al. [30] proposed a geometric mechanism by extending the Laplace mechanism.
The noise Δ added by it is generated by the bilateral geometric distribution,
i.e. Gem(α) : Pr[Δ = δ|α] = 1−α

1+αα|δ|, where α = e−ε. In this paper, we use
geometric mechanism to noise the data.

Differential privacy has two characteristics: sequence composition and par-
allel composition [31]. Sequence composition emphasizes that privacy budget ε
can be allocated in different steps of differential privacy, while parallel compo-
sition ensures the privacy of the algorithm satisfying differential privacy on the
disjoint subset of its dataset.

Theorem 1 (Sequence Composition). Suppose there is a dataset and n dif-
ferential privacy algorithms M = {M1, · · · ,Mn}. If these algorithms all meet
the definition of differential privacy, then the combination of these differential
privacy algorithms on the dataset also meets the definition, where ε =

∑n
i=1 εi.

Theorem 2 (Parallel Combination). Suppose there is a dataset N and divide
it into n disjoint subsets N = {N1, · · · , Nn}. If there is an algorithm that satisfies
the definition of differential privacy for the dataset N , then the algorithm satisfies
the definition of differential privacy on all n subsets.
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4 Our Proposed Scheme

4.1 Overview

Assume that there are data set U = {u1, · · · , un} and attribute set M =
{A1, · · · , Ad}. Each data point ui(1 � i � n) has a d-dimensional attribute
tuple mi = {a1, · · · , ad}, and ajr(1 � j � d, 1 � r � |Aj |) is a certain attribute
value of Aj . The goal of the K-modes algorithm is to divide the data set into
k clusters C = {c1, · · · , ck}, and the clustering process usually contains some
sensitive user information. The use of differential privacy can provide protection
for user privacy, but the existing research does not consider the impact of the
initial centroid. It will lead to a decrease in the accuracy of the clustering results.

4.2 Program Description

In order to improve the availability of the clustering results of the differential
privacy K-modes algorithm, we introduce the K-modes cluster centroid initial-
ization mechanism of Bai et al. [32], and improve the method of calculating
the distance between the data point and the centroid in the iteration process,
and propose a high-availability data clustering mechanism based on differential
privacy, the specific process is as follows.

The initial centroid selection is usually based on the density of the data point,
and the density depends on the total distance between the data point and all
data points, so we define the density of each data point as follows.

Dens(x) = − 1
|U |

∑

y∈U

d(x, y) (4)

where x and y are the data points of dataset U , and d(x, y) represents the
distance between x and y. According to formula (4), |A| � Dens(x) � 0. Formula
(4) needs to calculate the distance between each data point and all data points.
When the data set U is large, the time complexity will be very high. In order
to improve efficiency, formula (4) is optimized. The K-modes algorithm uses
Hamming distance to measure the distance between two points, i.e. d(x, y) =∑

a∈A

γa(x, y), where γa(x, y) is defined as follows.

γa(x, y) =

{
1 iff(x, a) �= f(y, a)
0 iff(x, a) = f(y, a)

(5)

where f(x, a) represents the attribute value of data point x in attribute A. It
can be obtained by formula (4) and formula (5).
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Algorithm 1. Calculate CZk

Input: Dataset U , x.
Output: CZk.

1: Define set Si = {y|d(x, y) = i, y ∈ U} = ∅, Qi = {y|d(x, y) = i, y ∈ U} = ∅,
CZk = ∅, 1 � i � |A|.

2: for each y in U do
3: i = d(x, y).
4: Si = Si

⋃
y

5: end for
6: for i = 1 to |A| do
7: if i = 1 then
8: Qi = Si

9: end if
10: if i �= 1 then
11: Qi = Qi−1 + Si

12: end if
13: end for
14: for each Qi do
15: Calculate the frequency of all attribute values in Qi.
16: Calculate the Dens of the data point in Qi, and pci = Max(Dens).
17: CZk = pci

⋃
CZk

18: end for

Dens(x) = − 1
|U |

∑

y∈U

d(x, y)

= − 1
|U |

∑

y∈U

∑

a∈A

γa(x, y)

= − 1
|U |

∑

a∈A

(|U | − |{y ∈ U |f(x, a) = f(y, a)}|)

=
∑

a∈A

(
|{y ∈ U |f(x, a) = f(y, a)}|

|U | − 1)

(6)

where |{y ∈ U |f(x, a) = f(y, a)}| represents the frequency of attribute values.
After calculating the density of all data points, select the data point with the
largest density value as the center point, i.e. Dens(z) = Maxx∈UDens(x). Then,
considering the density of data points and the distance between data points and
center point z, define PosExeci

(x) = Dens(x)+d(x, y), and take the data point
with the maximum value of PosExeci

(x) as the centroid example point of cluster
C1. Then calculate the candidate initial centroid set CZk = {pc1, · · · , pc|A|} of
cluster Ck, the specific process is shown in Algorithm 1.

After obtaining the initial set of centroids, define Centerck
(y) = Dens(y) +

d(y, z)−d(y, x), where y is the data point in CZk, and use the data point with the
maximum value of Centerck

(y) as the centroid. After the above process is com-
pleted, the centroid of the first cluster C1 can be obtained, and the centroids of
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other clusters are solved by defining PosExecl+1(x) = Dens(x)+Mini∈ld(x, zi)
and Centercl+1(x) = Dens(x) + Mini∈ld(x, zi) − d(y, x). Where 1 � l � k − 1,
zi are the centroids that have been solved. The entire initial centroid solution
process is shown in Algorithm 2.

After obtaining the initial centroid set, we can divide the dataset U into k
initial clusters IniCluk = {ic1, · · · , ick}. The similarity of data points in each
cluster is different. Some clusters have higher similarity of data points, and the
whole cluster is closer, while some clusters are looser. The traditional K-modes
algorithm does not consider that the similarity of data points in each cluster
may be different during each iteration, which affects the quality of the clustering
results. Our scheme first calculates the similarity of each cluster in the iterative
process, and then when calculating the distance between the data point and the
centroid, the corresponding weight is given according to the similarity of the
cluster. In this paper, we measure the similarity of clusters by calculating the
variance between data points and centroid in clusters. The larger the variance
is, the lower the similarity of the data points in the cluster is and the looser the
whole cluster is. Therefore, a lower weight is given when calculating the distance
between the data points and the centroid. The smaller the variance, the higher
the similarity of the cluster and the closer the whole cluster. Therefore, a higher
weight is given when calculating the distance. In summary, the weight can be
expressed as the reciprocal of the variance, which is defined as follows.

wi =
1

V ari
=

|ci|∑

x∈ci

d2(x, zi) (7)

where zi is the centroid of cluster ci, so the distance calculation formula in the
iteration process is as follows.

ReDis(x, zi) = wi ∗ d(x, zi) (8)

In each iteration, the relative distance between the data point and the centroid
is calculated and divided into the centroid with the closest distance. In this
process, differential privacy is used to protect data privacy. The specific process
is shown in Algorithm 3.

4.3 Privacy Analysis

As can be seen from Algorithm 3, our proposed scheme adds noise Gem(α) when
counting the frequency of each attribute value in the cluster, where α = e

−ε
|M|∗T .

In other words, the privacy budget ε obtained for each attribute value in each
iteration depends on the attribute set size of the dataset U and the number
of iterations. Therefore, according to the sequence composition of differential
privacy, our scheme meets the definition of differential privacy.
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Algorithm 2. Calculate the initial centroid
Input: Dataset U , number of clusters k.
Output: Initial centroid set Centers.

1: Calculate the frequency of each attribute value in dataset U .
2: Definition Centers = ∅.
3: Calculate the density Dens(x) of each x ∈ U , and use the data point of

Maxx∈UDens(x) as z.
4: for i = 1 to k do
5: PosExeci(xci) = Maxy∈U (PosExeci(y))
6: Use algorithm 1 to calculate CZk = {pc1, · · · , pc|A|}.
7: for j = 1 to |A| do
8: Calculate Dens(pcj)
9: end for

10: Centerci(zi) = Maxpcj∈CZi(Centerci(pcj))
11: Centers = Centers

⋃{zi}
12: end for
13: Return Centers

Algorithm 3. Data clustering
Input: Dataset U , number of clusters k, initial clusters IniClu, initial centroids
Centers, privacy budget ε, number of iterations T , attribute set size |M |.
Output: Clustering result.

1: α = e
−ε

|M|∗T

2: for 1 to T do
3: Calculate the weight w of each cluster.
4: for each x in U do
5: Calculate ReDis(x, z)
6: Divide x to the nearest centroid.
7: end for
8: for 1 to k do
9: Count the frequency suma of each attribute value in each cluster.

10: sum′
a = suma + Gem(α)

11: Update the centroid of clusters.
12: end for
13: end for
14: Return Clustering result.

5 Conclusion

Aiming at the privacy protection problem of user sensitive information in cate-
gorical data, the K-modes algorithm based on differential privacy can effectively
prevent the leakage of user privacy. However, differential privacy needs to add
noise to the data while protecting data privacy, which will reduce the quality
of the clustering results. In this paper, we propose a high-availability data clus-
tering mechanism based on differential privacy. Based on the use of differential
privacy technology to protect data privacy, this mechanism improves the quality
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of the clustering results by calculating the initial centroid and improving the
calculation method of the distance between the data point and the centroid in
the iteration process.
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Abstract. The exponential increase of big data volumes demands a
large capacity and high-density storage. Deoxyribonucleic acid (DNA)
has recently emerged as a new research trend for data storage in vari-
ous studies due to its high capacity and durability, where primers and
address sequences played a vital role. However, it is a critical biocom-
puting task to design DNA strands without errors. In the DNA synthesis
and sequencing process, each nucleotide is repeated, which is prone to
errors during the hybridization reactions. It decreases the lower bounds
of DNA coding sets which causes the data storage stability. This study
proposes a metaheuristic algorithm to improve the lower bounds of DNA
data storage. The proposed algorithm is inspired by a moth-flame opti-
mizer (MFO), which has exploration and exploitation capability in one
dimension, and it is enhanced by opposition-based learning (OBL) strat-
egy with three-dimension search space for the optimal solution; hereafter,
it is MFOL algorithm. This algorithm is programmed to construct the
DNA storage codes by reducing the error rates of DNA coding sets with
GC-content, Hamming distance, and No-runlength constraints. In exper-
iments, 13 benchmark functions and Wilcoxon rank-sum test are imple-
mented, and performances are compared with the original MFO and
three other algorithms. The generated DNA codewords by MFOL are
compared with a state-of-the-art Altruistic algorithm and KMVO algo-
rithm. The proposed algorithm improved 30% DNA coding rates with
shorter sequences, reducing errors during DNA synthesis and sequencing.

Keywords: DNA data storage · Biocomputing · DNA coding sets ·
Opposition-based learning · MFO algorithm

1 Introduction

International Data Corporation estimated that the digital data would expo-
nentially grow from 33 ZB to 175 ZB (2.5 EB/day) during 2018–2025 due to
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extensive usage of IoT worldwide [1]. Meanwhile, the limitation of storage den-
sity and longevity in the existing storage media demands the development of the
latest technology. DNA is a step-forward molecular-based solution due to primers
that play a vital role in its density and long-lasting stability. It comprises four
nucleotides - adenine (A), thymine (T), cytosine (C), and guanine (G). The A
and T nucleotides are integrated by dual Hydrogen bonds while C and G with
triple H-bond and form a double helix with the pairing of complementary bases
known as hybridization. In DNA synthesis, primers are added into the strands
during the data writing which is utilized in polymerase chain reaction (PCR)
amplification for particular required data during the data reading process. As
DNA molecules lack particular spatial organization, the encoded strands should
have a specific address to recognize their location in the data stream [2]. Each
DNA strand is divided into blocks to encode a big amount of data, as presented
in Fig. 1. DNA has the capability to store 4.2 × 1021 bits binary data per gram
of single-strand, which is 420 billion times high-performance bio-computing than
existing electromagnetic media [3]. DNA data storage technology can be defined
by following three fundamental steps [3–5]: (1) Digital data is converted into
binary form and encoded into DNA strands (A, T, C, or G strings) with a par-
ticular coding scheme. These stings are called DNA codes or codewords. (2) The
encoded DNA strands are synthesized into oligonucleotides by a DNA synthe-
sizer, and data is stored. This process is called data writing on DNA. (3) DNA
strands are decoded by DNA sequencing to retrieve the original digital data,
which is called data reading from DNA.

Fig. 1. DNA strand structure with primers, payload, sense (s) and address.

A plethora of studies have shown the novel tracks for its developments. For
instance, Church [4] encoded 5.27 MB files into DNA chemical molecules and effi-
ciently decoded those files by DNA sequencing. Goldman [5] proposed a scalable
method to store the 739 kilobytes of digital information. Bornholt [3] delivered
random access features by XOR encoding scheme and synthesized DNA of 151
KB dataset. The author has developed an end-to-end DNA data storage system
to overcome the challenges of high risks in data loss [6]. It proposed a self-
contained DNA storage system with three different methods, which thoroughly
reduce the data redundancy and improve the DNA coding sets. The reported
results indicate the significance of DNA sequence codes. All the above-mentioned
studies found that DNA coding sets directly affect DNA synthesis and sequences
efficiency. Thus, it is strongly required to develop robust DNA coding sets that
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must satisfy the DNA coding constraints. It is compulsory to detect the error
source to avoid the insertion, substitution, and deletion errors that occur during
the development of DNA codes. For example, a DNA code: ACAGGGTACT,
G has been consecutively repeated, which will be considered a single G for the
reading process and caused the lowest convergence rate for the DNA reading
and writing. Thus, GC content and homopolymer length constraints are deemed
initially in the DNA Fountain code [2].

Song [7] proposed a coding method that satisfied No-runlength and GC-
content constraints, but still, it generated errors during the encoding and decod-
ing and reduced the DNA codes. Therefore, DNA codewords have been signif-
icantly improved with the constraints and stochastic search algorithm recently.
Metaheuristic algorithms, i.e., moth-flame optimization (MFO) [8], firefly opti-
mization algorithm (FOA) [9], grey wolf optimizer (GWO) [10], harris hawks
optimization (HHO) [11], and mean-variance optimization (MVO) [12], have
been efficiently used in various aspects of computation engineering. For example,
KMVO [13] has been adopted for DNA coding sets for DNA-based data stor-
age by using MVO. Their results stated that the proposed algorithm attained a
bunch of sequences that satisfy the energy-free constraint at a particular melt-
ing temperature. The motivations of this paper are KMVO and Altruistic algo-
rithms [14]. KMVO algorithm attained the 1.5 times higher DNA coding set
than Altruistic algorithm with the same purpose. However, authors [13,14] sug-
gested it further can be improved by mutation strategy. In biocomputing, A
mutation strategy enables the alteration in the nucleotides sequence to generate
high-quality codes-for example, the opposition-based learning (OBL) strategy
focuses on exploring the solution in the opposite dimension. To the best of our
knowledge, the MFO algorithm with the OBL mutation strategy has not been
reported in the literature to construct DNA coding sets for data storage.

In this paper, moth-flame optimization (MFO) has been enhanced by the
opposition-based learning (OBL) strategy to generate DNA coding sets - here-
after, its MFOL. MFO algorithm has the exploration and exploitation ability
in one dimension of search space that is improved by OBL; which considers the
opposite solution of the concerned solution in three dimensions to boost the local
search capability. The experiments are conducted on 13 benchmark functions,
including unimodal and multimodal functions. As a result, the MFOL algorithm
efficiently enhanced the global exploration and exploitation abilities to improve
the convergence rates. The results are compared with 4 different well-known
optimizers. MFOL algorithm is applied to design DNA codes for DNA-based
data storage systems. To overcome the critical issue of error occurrence during
the DNA synthesis, the MFOL algorithm is utilized with GC-content, Hamming
distance, No-runlength constraints. The results are compared with the state-of-
the-art Altruistic algorithm and KMVO. The overall mechanism of the MFOL
algorithm with the opposition-based learning strategy and existing constraints
reported the high quality of large DNA coding sets with improved lower bounds
to construct a dense-based DNA storage system. The significant contributions
are as follows:
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• A novel algorithm (MFOL) is proposed based on a moth-flame optimizer
which synergy by opposition-based learning mutation strategy for faster con-
vergence and stronger exploration and exploitation capabilities.

• The proposed algorithm is applied to construct DNA codewords. It con-
tributes to improving the lower bounds of DNA coding sets, and it is validated
by computing the temperature variance.

• The MFOL algorithm satisfies the DNA coding constraints to avoid the
non-specific hybridization for storing larger digital data files in the shorter
sequence of DNA to deliver a stable data storage system.

The structure of the rest article is as follows; Sect. 2 introduces the existing
DNA constraints, Sect. 3 elaborates the proposed algorithm, Sect. 4 explains the
experiments and results, Sect. 5 concludes the work.

2 DNA Code Constraints

The critical aspect of DNA storage is to design DNA strands with the least errors
during its vital processes; synthesis and sequencing. The existing state-of-the-
art constraints (GC-content, Hamming distance, and No-runlength) are used to
design the DNA codes with C(n, M, d), wherein n is the length of the sequence
and d presents Hamming distance and M is a symbol to indicate GC-content
with �n/2� parameters.

The GC-content constraint in C(n, M, d) set is the ratio of the sum of bases
content (G and C) to the total number of bases. It can be defined for s sequence
length as [7]:

GC(s) =
|G + C|

|s| × 100% (1)

Similarly, the No-runlength constraint is to avoid the existence of homopoly-
mers in a sequence, and for a DNA sequence S with n bases (S1, S2, S3, . . . ,Sn)
can be presented as [11]:

Si �= Si+1, i ∈ [1, n − 1] (2)

Meanwhile, the Hamming distance H between 2 sequences (α & β ) of the
same length in C(n, M, d) set can be computed by the sum of different base
elements by satisfying the H(α, β) ≥ d, where, d is threshold [15]:

H(α, β) =
n∑

i=1

h (αi, βi) , h (αi, βi) =
{

0, αi = βi

1, αi = βi
(3)

In Hamming distance, H determines the similarity between 2 DNA sequences
by calculating the d. The greater H shows the greater distance and less similarity
among the particular sequences, which avoids non-specific hybridization. Overall,
these constraints aim to develop feasible DNA codes with different lengths.
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3 Proposed Algorithm - MFOL

The proposed algorithm leverages the moth-flame optimizer (MFO) [8], where
the moth uses a transverse orientation (TO) navigation mechanism. The TO
method enables a moth to fly by adjusting a fixed angle by the moon’s focal
point. Meanwhile, the moth collided with artificial lights and lost its destina-
tion. However, the moth persists in maintaining the same angle, which causes
its deadly spiral path. This concept provides a mathematical optimizer algo-
rithm that supports the convergence of an object or moth. MFO algorithm has
two candidate solutions; Moths (M) and Flame (F ). In a population-based algo-
rithm, there can assume another array of fitness (f) values for all solutions. Both
candidate solutions can be considered in the following matrices.

M =

⎡

⎢⎢⎢⎣

m1,1 m1,2 . . . m1,d

m2,1 m2,2 . . . m2,d

...
...

...
...

mn,1 mn,2 . . . mn,d

⎤

⎥⎥⎥⎦ , Mf =

⎡

⎢⎢⎢⎣

Mf1
Mf2

...
Mfn

⎤

⎥⎥⎥⎦ (4)

F =

⎡

⎢⎢⎢⎣

F1,1 F1,2 . . . F1,d

F2,1 F2,2 . . . F2,d

...
...

...
...

Fn,1 Fn,2 . . . Fn,d

⎤

⎥⎥⎥⎦ , Ff =

⎡

⎢⎢⎢⎣

Ff1
Ff2

...
Ffn

⎤

⎥⎥⎥⎦ (5)

where n shows the candidate solution number and d is the dimension variable.
The only difference between both solutions is the system how we deal with

them in the iteration process. The moth flies in the search space and acts as
a search agent, while the flame is the optimal solution for the moth to achieve
it as a destination in the search space. Thus, a moth flies around the search
space by focusing the destination (flame) on finding a globally optimal solution.
In this paper, the parameters have been chosen as given in the original work of
MFO. As the motivation of this optimizer is TO, the moth updates its position
corresponding to the flame with the following mathematically model:

Mi = S (Mi, Fj) = Di · ebt · cos(2πt) + Fj (6)

where Mi represents the i-th moth, S indicates the spiral function, Fj presents
the j-th flame, Di shows the distance of i-th moth for the j-th flame, b is a
constant for spiral function, and t is a random number [−1, 1].

Equation (6) adjust the moth’s spiral path, which allows a moth to fly around
a flame. The spiral function is a key component of MFO which decides the moth
movement with respect to flames. Thus, it enables the MFO algorithm to attain
the ability of exploration and exploitation in the search space. The logarithmic
spiral, position with different t curves and space around the flame are illustrated
in Fig. 2.

Apart from these spiral functions of the MFO algorithm, the following
variable-based array is also considered as lower bounds for MFO:

ub = [ub1, ub2, ub3, . . . , ubn−1, ubn] (7)
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Fig. 2. Logarithmic spiral, position concerning t and space around the flame [8].

lb = [lb1, lb2, lb3, . . . , lbn−1, lbn] (8)

where ub and lb indicate the upper bounds and lower bounds with n number of
moths, respectively.

These bounds decide the search space limit of the moth after the initializa-
tion. The optimization of this mechanism enables the moth to acquire the best
position in the search space. However, a problem can occur due to one dimension
search space that causes MFO to fall into local optima and affects searchability.
In order to maintain the balance between exploitation and exploration and find
the best optimal solution, this paper utilized the following mutation strategy.

3.1 Opposition-based Learning Strategy

In optimizing any problem, solution Z is estimated as Ž, which is not the exact
solution. It is not a best practice to consider the initial guess as to the best
result. Practically, for all the optimal solutions, the optimized system should
focus on all dimensions or aspects, more specifically toward the opposite direc-
tion/dimension [16]. Tishoosh et al. (2005) reported opposition-based learning
(OBL) mutation strategy for computational intelligence [17]. The OBL strat-
egy tackles the moth solution Z in three dimensions (3D) if its searching is
advantageous in the opposite direction with opposite moth solution Ž. In which,
considering the 3D interval (a, b, c), the solution for the concern problem can be
observed in moth Z. The Ž will be generated at the opposite interval (a′, b′, c′)
of initial moth Z, as illustrated in Fig. 3. It will prior search the opposite moth
solution Ž according to the following definitions.

Definition 1. Let Z ∈ R is a real number for a particular interval; Z ∈ [a, b, c].
The opposite number Ž can be defined as follows:
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Fig. 3. Three-dimension search space for the moth solution Z and opposite moth solu-
tion Ž for the Opposition-based learning mutation strategy.

Ž = a + b + c − Z (9)

For a + b = 0 and c = 1, or vice versa, then,

Ž = 1 − Z (10)

Meanwhile, this behavior of opposite number for multiple dimensions can be
defined as follows:

Definition 2. let Z (a1, a2, . . . , an) is a location in n-dimensional search space
for the coordinate system with ai ∈ [xi, yi] and i ∈ 1, 2, . . . , n. The opposite
location or area Ži = (a′

1, a
′
2, . . . , a

′
n) is defined as follows:

Ži = a′
1 + a′

2 + a′
n − Zi i = 1, 2, . . . , n. (11)

Based on Eq. (11), the moth Z or opposite moth Ž are close to a solution
with respect to the flame. The 3-dimension interval can recursively optimize
until either moth or opposite moth come close enough to the targeted solution.
These characteristics furnish the opportunity for the MFOL algorithm to access
the global optima solution by balancing between exploitation and exploration
abilities. The computation time complexity of MFOL is also same as the MFO
algorithm (O(MFOL) = O(tn2 + tnd)), where d is the number of variables
and t is the maximum number of iterations [8]. The pseudo-code of the MFOL
algorithm is presented in Algorithm 1. The architecture of MFOL is illustrated
in Fig. 4.

4 Experiments and Results Evaluation

The experiments were executed in an integrated environment; for instance, all
algorithms performed on MacBook 2.4 GHz, 8 GB DDR3, Python with 3.7.10v,
platform Google’s Colab, and 3D convergence plots into MATLAB R2018b. To
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Algorithm 1: Pseudocode of proposed MFOL algorithm

Input: The population size N for two candidate solutions (M,F ), Location
of moth (L), FitnessFunction of moth Mf , Fitness Function of flame Nf .
Output: Global best individual solution Xm.
1: Initialize random population Xi

2: for (each moth Xi ) do
3: Calculate fitness of Mf and Ff population using Eq. (4) and (5);
4: if (population N converge) then
5 : Update the moths’ position L for lb using Eq. (8);
6 : Compute global optimal L with opposition-based learning strategies

(Eq. 11); else
7 : while (not converge) do
8 : for i = 1 : n;
9 : update candidate solutions (M,F ) with Eq. (6)
10 : end for
11 : end while end if
12 : end for
Return: Global optimal solution Xm.

Fig. 4. An architecture of the proposed MFOL algorithm is presented based on the
MFO algorithm and opposition-based learning mutation strategy.



292 A. Rasool et al.

construct DNA codewords, DNA bases (A, T, C, and G) are mapped with the
quarterly number (A-0, T-1, C-2, and G-3). It employed 13 mainstream functions
(mathematically defined in [8]) to demonstrate the optimization performance
of MFOL. A set of different parameters have been implemented. However, the
significant results presented in this paper are based on these parameters; the
number of moths or population size: 50, and the number of iterations for each
function: 500. If an algorithm performs for n times will yield average or standard
deviation (SD) with the best solution. The following mechanism is utilized to
report the optimal solution for average and SD values.

• The lowest the average value, the highest the algorithm’ performance.
• The minimum the SD value, the maximum the stability of the algorithm.

Additionally, the proposed algorithm MFOL is compared with the original
MFO [8] and the other three algorithms; FOA [9], GWO [10], and HHO [11]. A
non-parametric Wilcoxon Rank-sum test [18,19] is accompanied to validate the
result’s originality of MFOL algorithms and compare with MFO [8]. Further-
more, the MFOL algorithm is trained with available DNA coding constraints,
i.e., GC-content, Hamming distance, etc., to overcome the occurrence of the
error of sequences for the DNA storage effectiveness. The lower bounds values
are compared with the state-of-the-art Altruistic algorithm [14]. Eventually, a
thermodynamic analysis is performed on existing constraints to validate the gen-
erated sequences by computing the temperature variance of DNA coding sets.

4.1 Benchmark Functions’ Evaluation

This study used 2 types of benchmark functions; Unimodal (F1–F7) and Multi-
modal Functions (F8–F13), to test the MFOL performance. Unimodal functions
have the exploitation capability, deal only with 1 global optimal score, and do not
consider the local optimal values. In contrast, multimodal functions have explo-
ration ability due to having numerous numbers of local optimal solutions [8].

Tables 1 and 2 indicate the average and standard deviation of unimodal
and multimodal functions, respectively. In Table 1, a general trend presents
the improved performance of our proposed algorithm in various functions. For
instance, the functions F2–F5 achieved the best convergence in both matrices of
average and SD. However, the score of MFOL with F6 lags behind the original
MFO due to probably larger optimization intervals. In Table 2, MFOL exhibits
superior performance with the lowest average and SD scores as compared to MFO
[8]. The average and SD scores of F8 and F10–F12 secured the global optimal
solution after 500 iterations, demonstrating the proposed algorithm jumping-
out performance from the local optimum. Meanwhile, the proposed algorithm
failed to attain the maximum global optimal solution for F9 due to high variance
values as compared to the rest of the other algorithms. This insufficient result
may be appeared due to the moth’s large interval for optimization in search
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Table 1. Comparison of different algorithms with MFOL for unimodal functions.

Functions Metrics MFO [8] FOA [9] GWO [10] HHO [11] MFOL

F1 AVG 8.63E+03 3.61E+03 6.29E+02 1.51E+04 1.49E+02

SD 1.48E+04 9.78E+03 4.80E+03 2.14E+04 3.80E+03

F2 AVG -7.61E+03 -3.55E+03 -4.18E+03 -1.22E+04 0.00E+00

SD 1.26E+03 2.22E+02 1.91E-02 1.02E+03 0.00E+00

F3 AVG 3.50E+04 1.75E+04 3.24E+03 4.77E+04 0.00E+00

SD 1.65E+04 2.52E+04 1.28E+04 3.53E+04 0.00E+00

F4 AVG 6.44E+00 1.38E+01 3.51E+00 5.62E+01 0.00E+00

SD 6.55E+00 2.26E+01 1.29E+01 9.36E+00 0.00E+00

F5 AVG 2.01E+07 7.58E+06 1.63E+06 9.15E+07 0.00E+00

SD 4.94E+07 2.76E+07 1.60E+07 1.04E+08 0.00E+00

F6 AVG 3.44E+01 5.04E+04 5.59E+04 2.36E+04 5.27E+01

SD 1.26E+04 5.10E+03 2.64E+03 6.78E+03 3.05E+03

F7 AVG 1.55E+01 4.75E+00 7.31E-01 3.57E+01 1.17E+00

SD 2.04E+01 1.41E+01 7.04E+00 4.50E+01 4.10E-01

Table 2. Comparison of different algorithms with MFOL for multimodal functions.

Functions Metrics MFO [8] FOA [9] GWO [10] HHO [11] MFOL

F8 AVG 1.09E+04 3.33E+10 2.81E+10 8.32E+09 0.00E+00

SD 1.18E+11 7.43E+11 6.28E+11 1.82E+11 0.00E+00

F9 AVG 1.92E+02 1.64E+02 1.50E+02 1.60E+02 2.42E+02

SD 6.75E+01 9.48E+01 8.45E+01 1.26E+02 5.93E+01

F10 AVG 1.69E+01 8.56E+00 1.65E+01 1.19E+01 6.16E-01

SD 1.70E+00 3.99E+00 2.75E+00 2.88E+00 8.28E-01

F11 AVG 9.18E+01 1.12E+00 5.71E+00 1.40E+02 1.05E+00

SD 1.34E+02 8.87E+01 4.35E+01 2.02E+02 1.19E+00

F12 AVG 3.50E+07 1.34E+07 3.43E+06 2.57E+08 2.61E+00

SD 1.01E+08 5.70E+07 3.56E+07 2.76E+08 3.99E+00

F13 AVG 1.00E+08 2.88E+07 7.02E+06 4.23E+08 2.38E+04

SD 1.98E+08 1.16E+08 7.09E+07 4.89E+08 7.37E+08

space. As compared to the remaining three optimizers, the proposed optimizer
competitively jumps out of the local optimum and secures itself in the global
optimum solution with minimum magnitude and variances. These significant
results indicate the demand and importance of the OBL strategy.
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4.2 Convergence Efficiency

The convergence curve is a vital criterion to assess the algorithm convergence
speed and capability to jump out from the local optima [8]. The convergence
curves with 3D representation are depicted in Fig. 5. This paper considers only
one function’s outcome from each unimodal and multimodal function due to
their significant convergence efficiency and paper page limit. In the unimodal F5
function, MFOL converges speedily than MFO and other algorithms to attain
the global optimal solution. In contrast, in the multimodal F12 function, the pro-
posed algorithm achieved optimal solution at 50 iterations, while MFO fell into
the local optima. In summary, the MFOL convergence curves are experimentally
guaranteed by quantitative and qualitative metrics that exhibit the competitive
results over the state-of-the-art algorithms by establishing a balanced nature
between exploration and exploitation.

Fig. 5. A 3D representation and convergence efficiency of unimodal function F5 and
multimodal function F12 is illustrated separately. Each function has its particular
search space, search history, and convergence curves indicating the highest performance
for the MFOL algorithm.

4.3 Wilcoxon Rank-sum Test

The results of benchmark functions indicate the algorithm’s general performance,
while the statistical test, Wilcoxon Rank-sum Test, proves the algorithm’s statis-
tical significance [19]. According to the Wilcoxon test’s hypothesis, an algorithm
is considered statistically significant if the P − value is greater than 0.05. This
study compared the statistical significance between MFO and MFOL by rank-
ing any 2 samples of the 30 iterations from unimodal and multimodal functions.
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In Fig. 6, the results met the criteria in most cases which present the optimum
results of the proposed algorithm.

Fig. 6. Compersion of wilcoxon rank-sum test for MFO [8] and MFOL with (a) Uni-
modal functions and (b) Multimodal functions. A dotted line at the P−value of 0.0500
indicates the threshold level for this rank-sum test.

4.4 Bounds on DNA Storage Constraints Coding

MFOL algorithm is trained and practically applied to improve the lower bounds
of DNA storage coding sets with GC-content, No-runlength, and Hamming dis-
tance constraints CGC,NL(n,M, d), where n indicates sequence length, d presents
the Hamming distance, and M shows the GC-content with �n/2� parameters.
The Altruistic [14] and KMVO [13] algorithms used 4 ≤ n ≤ 10 and 3 ≤ d ≤ n
bounds to satisfy the constraints CGC,NL(n,M, d). In Table 3, the values in
parenthesis with superscripts ‘a’ and ‘k’ indicate the Altruistic and KMVO’s
lower bounds, respectively. In contrast, the bold black values are outperformed
the bounds values of the MFOL algorithm. A plethora of lower bounds delivered
by the MFOL algorithm are better than the existing algorithm. For instance,
at n = 10 and d = 5, the size of our DNA coding set is 25% better than the
KMVO algorithm. In all sequences with d = 4, new DNA codes are 37% higher
than the Altruistic algorithm and 30% better than the KMVO algorithm. Over-
all, MFOL enhanced 30% and 17% DNA coding sets in the given boundary
compared to the Altruistic and the KMVO algorithm, respectively. These signif-
icant improvements are due to the consideration of the OBL mutation strategy
with MFO, which empowers the exploration and optimization ability of the
MFOL algorithm. In addition, Table 4 presents the DNA coding sets satisfying
the CGC,NL(n,M, d) constraints when n = 10 and d = 7.

Furthermore, these improvements of lower bounds for the given sequence
length are directly advantageous to the improvements of DNA coding rates.
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Table 3. Comparison of lower bounds of MFOL algorithm with Altruistic and KMVO
algorithms for CGC,NL(n,M, d).

n d = 3 d = 4 d = 5 d = 6 d = 7 d = 8 d = 9

4 11 (11a)

5 24
(
20k

)
8 (7a)

6 58 (44a) 26 (16a) 7 (6a)

7 148
(
127k

)
49 (36a) 19 (11a) 6 (4a)

8 328 (289a) 114
(
94k

)
35

(
32k

)
11 (9a) 6

(
4k

)

9 906
(
680k

)
281

(
202k

)
83

(
65k

)
30

(
23k

)
9 (8a) 4 (4a)

10 2254
(
2081k

)
721

(
547k

)
189

(
151k

)
79

(
54k

)
17 (7a) 5 (5a) 5 (4a)

Table 4. DNA storage coding sets when n = 10 and d = 7.

GACACTATAG CTATACAGTG AGCACATGAC TATGCTACAT

ATCACACAGT ATACAGCGAT GAGTATACAT ATAGCACATC

CTACTGACTA CAGCATGATC ATAGCAGATG TACACGATAC

GTCACGTACT CAGTAGAGCA GACGATGCTG ATGCATCGAT

TCTAGCATCA

The coding rate (R) defines as; R = log4 K/n, where K is the number of DNA
coding sets, and n is the number of sequence lengths [13]. The analysis of Table 5
indicates that the improved MFOL algorithm attained the same coding rate
with shorter sequence lengths in 89% coding sets. For instance, the Altruistic
algorithm achieved the coding rate R = log4 86/8 = 0.4016 when n = 8 and
d=4. In contrast, the proposed algorithm reported a 0.4010 coding rate when n
= 7 and d = 4. Similarly, the KMVO algorithm attained a 0.5227 coding rate
when n = 9 and d = 3. In comparison, the MFOL algorithm has a 0.5223 coding
rate when n = 8 and d = 3. Thus, it analytically proved that shorter sequences
can also accomplish the same DNA storage performance as longer sequences. It
indicates that shorter sequences are less expensive and easier to synthesize with
more stable conditions, which shows the improved lower bounds effectiveness for
the further deployment of the DNA data storage system.

4.5 Temperature Variance of DNA Codes

The validity of DNA coding constraints is empirically computed by the tem-
perature variance of DNA coding sets. In the coding of DNA storage, the melt-
ing temperature (Tm) is a certain temperature when half of the double-strand
DNAs convert into single-strand DNAs during the denaturation process [20].
Tm depends on GC content, which affects the reaction rates of DNA molecules:
the higher GC content presents, the higher Tm. In PCR amplification, suf-
ficiently lower Tm can be more effective in binding the forward and reverse
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primers. Thus, both primers must be having similar Tm that can avoid the non-
specific hybridization possibility. The non-specific hybridization is associated
with oligonucleotides structure and its thermodynamic properties. Therefore,
each DNA sequence should be with the same Tm to construct the DNA coding
sets. The temperature variances are utilized to distinguish the sequence qual-
ity; the smaller the temperature variance, the more stable the Tm of the DNA
coding set [21].

Table 5. Comparison of CGC,NL for Tm variance of DNA codes with 5 < n < 10 and
2 < d < 9.

n/d Constraints d = 3 d = 4 d = 5 d = 6 d = 7 d = 8

6 CGC,NL 3.6311 4.2734 4.0246

7 CGC,NL 5.3691 4.1368 3.6814 4.7168

8 CGC,NL 3.9812 3.2451 3.1931 3.0161 4.364

9 CGC,NL 4.6841 5.3017 5.8054 2.8972 3.9218 2.7204

As the primary focus of this study was to construct the DNA codes with
shorter sequences, an empirical thermodynamic test is conducted to validate the
DNA sequences. For the temperature variance, the empirical values of primer
concentration are set at 200 nM while the salt concentration is set at 50 nM.
For example, based on these concentrations, a primer (TATGTAGTAC) with
sequence length 10 delivers the 30% GC-content, and nucleotides degeneration
is allowed at Tm = 26◦C. The coding sets with the proposed MFOL algorithm
are analyzed with existing constraints for its correlated Tm values. Table 12
compared the Tm variances with CGC,NL constraints for 5 < n < 10 and 2 <
d < 9 lower bounds. The results present the significantly lowest Tm variance
for the CGC,NL. This analysis signifies the practical implication and necessity of
the MFOL algorithm with the OBL strategy for DNA coding sets. These smaller
Tm variances of DNA coding set advantageous the more stable PCR reaction
due to reduction of non-specific hybridization.

5 Conclusion and Future Work

This paper proposed a novel MFOL algorithm based on MFO that is synergized
by the OBL strategy to construct the DNA coding sets. In experiments, the
MFOL’s exploration and exploitation capabilities are compared with 4 different
state-of-the-art optimization algorithms. Based on MFOL’s competent results
(Tables 1 and 2 and Fig. 5), MFOL is applied in practical problems to generate
DNA codewords with GC-content, Hamming distance, No-runlength constraints.
It improved 30% and 17% lower bounds DNA coding sets compared to the
Altruistic and the KMVO algorithms, respectively (Table 3). Meanwhile, the
temperature variance with CGC,NL constraints for the given lower bounds also
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reported practical implications and the necessity of the MFOL algorithm for
DNA data storage (Table 5). It is concluded that improved lower bounds can
avoid further non-specific hybridization, and the shorter sequences can reduce
more errors during the DNA synthesis and sequencing.

In the future, the DNA sequences generated by the MFOL algorithm will
be assessed by the combinatory constraints of GC and RC. As the OBL strat-
egy significantly improved the proposed algorithm capabilities, this work can
be further extended by testing Levy flight or Cauchy mutation strategies with
more benchmark functions (F1–F19). The effective efficiency of this stochastic
algorithm will support the generation of the DNA codewords for a DNA-based
data storage system.
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Abstract. As one of the critical application directions in the Recom-
mendation Systems domain, the top-k recommendation model is to rank
all candidate items through non-explicit feedback (e.g., some implicit
interact behavior, like clicking, collecting, or viewing) from users. In
this ranking, the rank shows the users’ satisfaction with recommended
items or the relevance of the target item. Although previous methods all
improve the performance of the final recommended ranking, they suffer
from several limitations. To overcome these limitations, we propose a
Multi-Relational Hierarchical Attention within Graph Neural Network
(GNN)-attention-Deep Neural Network (DNN) architecture for the top-
k recommendation, named MRHA for brevity. In our proposed method,
we combine the GNN’s ability to learn the local item representation of
graph-structure data and attention-DNN architecture’s ability to learn
the user’s preference. For processing the multi-relational data that occurs
in the real application scenarios, we propose a novel hierarchical attention
mechanism based on the GNN-attention-DNN architecture. The compar-
ative experiments conducted on two real-world representative datasets
show the effectiveness of the proposed method.

Keywords: Top-k recommendation · Hierarchical attention ·
Multi-relational graph

1 Introduction

As one of the two major recommendation systems’ application scenarios (rating
prediction and top-k recommendation), the top-k ranking recommendation is to
predict the ranking of users’ preferences for candidate items. In the deep learn-
ing phase, the major method is learning user’s approximate preference by many
item representations. So top-k recommendation model’s problem becomes how
to learn sufficiently representative item representations and user’s approximate
preference. Inspired by Skip-gram [1] and Deep-walk model [2], the top-k rec-
ommendation model uses GNN to learn item representations instead of previous
embedding mechanisms, which lack the ability of learning item-to-item relation-
ships. We name the feature information of the GNN’s neighbor node as the local
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information, and the item representation, including the local information as the
local representation. But the item representation cannot be used to predict the
ranking directly as the user’s preference. Meanwhile, GNN-only model cannot
learn users’ preference from the item representation and use them to predict
ranking. Based on the attention-DNN architecture, the recommendation model
[3] can effectively learn the item representation that is closest to the user’s prefer-
ence in the features space. Although these methods using GNN or attention-DNN
architecture improve the performance of recommendation models, they still have
some limitations. First, methods based on GNN or attention-DNN architecture
have their own problems in practice. For GNN-based models [4,5], they overlook
the learning of the user’s preference. On the other hand, the model using the
attention-DNN architecture [6] normally is difficult to model graph-structure
data and learn the item representation, including the local information. Second,
inspired by the research [7], we assume that there are multiple interact behav-
iors in the actual application scenario of the recommendation model, which can
be divided by the relevant degree with the predicted target into two parts, the
target interact behavior (high relevant behavior as clicking, adding to cart, buy-
ing) and the auxiliary interact behavior (low relevant behavior as viewing, col-
lecting, liking). For multi-relational data (multiple interact behavior), previous
works [8,9] and works in other recommendation systems’ application scenarios
[10,11] propose GNN as the method of extracting the multi-relational data’s
local information. However, the model lack the effective learning ability for the
user’s preference. To overcome these limitations, we propose a Multi-Relational
Hierarchical Attention within GNN-attention-DNN architecture for top-k rec-
ommendation, named MRHA for brevity. Based on the multi-relational GNN,
we combine it with our proposed hierarchical attention mechanism and finally
perform ranking prediction by DNN.

The main contribution of this work are as follows:

1. In multi-relational top-k items recommendation task, we propose the GNN-
attention-DNN architecture based on the promising performance of GNN’s
learning the local representation and attention-DNN architecture’s learning
the user’s preference. In the proposed method, the multi-relational GNN
module adequately extracts multi-relational local information from graph-
structure data. Based on multi-relational GNN, the attention-DNN architec-
ture learns the user’s preference and predicts ranking.

2. For learning the users’ preference more effectively, we propose a novel hierar-
chical attention strategy in the GNN-attention-DNN architecture. The hier-
archical attention mechanism on two different layers uses the attention of
single interact behavior and multiple interact behavior to emphasize sepa-
rately important features of different layers in the local representation.

2 Related Work

2.1 Graph Neural Networks

The GNN method is a updating method of node’s hidden status (or node’s
representation)originally in the graph based on the immobile point theory [5].
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In this paper, the updating function of node’s hidden status named briefly as
the local transfer function. So the neighbor information learned by GNN named
as the local information in our research. Subsequent GNN’s relevant researches
are all based on this function. Early, the GNN method were mainly applied to
solve problems in the direction of the graph theory. Subsequently, the convo-
lutional method [12] was proposed based on the spatial-domain GNN and the
spectral-domain Fourier transforming for the Graph Signal Processing. Because
the spatial-domain GNN method in the direction of representation learning
for graph has the promising performance. Inspired by the word2vec model [1]
and DeepWalk model [2], the graph representation learning method is proposed
and becomes the major development direction of GNN. In the RS, inspired by
the multi-relational research [7], the MGNN-SPred model [8] can learn multi-
relational local representation due to add of the information sources constituting
the graph.

2.2 Attention Mechanisms

Firstly, the RAM model [13] proposes the architecture combining
RNN(Recurrent Neural Network) model and attention mechanism in the image
classification tasks. The attention mechanism can extract and emphasize parts
of the whole image that need to be processed urgently. In the Natural Language
Process, the seq-to-seq research [14] proposes that the attention mechanism can
process concurrently translation and alignment operations in the machine trans-
lation task. Because of the advantage, the attention mechanism is widely used
in various RNN-based models and gradually replaces RNN. Due to the parallel
emphasis capability of the attention mechanism, it is also used to emphasize
the important information of CNN(Convolutional Neural Network)’s convolu-
tional kernel. Subsequently, the Transformer model [15] uses the self-attention
mechanism to replace RNN or CNN for learning the text representation in the
machine translation task. In RS, AFM [16] firstly utilizes the attention mech-
anism to emphasize important decomposition vectors. Then, a large amount of
RS’s researches gradually start to use widely and improve the attention mecha-
nism. It can be divided into the single-layer attention and the multi-layer atten-
tion based on the its’ structure. Based on computational approach of the atten-
tion score, it can be divided into the local attention and the global attention.
Among many single-layer attention approaches, the global attention approach
[17] learns the attention score matrix of item representations by the adaptive
learning. The local attention approach gains the attention scores by computing
the sum [18] or the product [3] of weighted item representations. Among many
multi-layer attention approaches, there are some models that compute an atten-
tive score once at each layer [19], and others models that gain the attention
score of different attended degree by emphasizing different information at each
layer [20].
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Fig. 1. Network Architecture. The left section is our proposed MRHA model including
three parts. 1) Input Embedding, the lower right part and Graph Neural Network:
construct graph and learn item status;2)Attention Mechanism; 3) DNN. The upper
right part illustrates the Dice activation unit of the DNN module.

3 The Proposed Method

3.1 Symbolic Description

In our top-k recommendation model, let S =
{
sT1 , sA2 , sT,A

3 , ..., si, ..., s
T
n , ...,

sAo , ..., sm
}

denote the set including all items. The item with the superscript
denotes the item interacted by the user’s target behavior or auxiliary behavior.
So we name the history sequence of target interactive behaviors as the target
sequence, and the history sequence of auxiliary interactive behaviors as the aux-
iliary sequence. In the target sequence ST = {sT1 , sT3 , ..., sTi , ..., sTn}, sTi represents
a target item(a clicked item or an add-to-cart item in this paper). Similarly, in
the auxiliary sequence SA = {sA2 , sA3 , ..., sAi , ..., sAo } ordered by timestamp, sAi
represents an auxiliary item(a clicked item or an add-to-cart item in this paper).
In our proposed model, ŷ = {ŷs1 , ŷs2 , ..., ŷsi , ..., ŷsm} denote the probability set
for all candidate items that interact with the user’s target behavior.

3.2 Constructing Multi-Relational Graphs

For the multi-relational GNN, we can use the target sequence ST and the aux-
iliary sequence SA to construct two undirected graphs by the Algorithm 1. We
name the undirected graph constructed by the target sequence GT as the tar-
get undirected graph GT = (VT , ET ). In the target directed graph, each node
sTi ∈ VT represents an item that interacted by user’s target behavior, and each
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Algorithm 1. Multi-relational item graph construction
Input: target behavior sequence ST and auxiliary behavior sequence SA, where

ST , SA ⊂ S;
Output: Two undirected graph GT = (VT , ET ) and GA = (VA, EA)
1: VT ← ∅, ET ← ∅, VA ← ∅, EA ← ∅

2: for i = 1 to b do
3: if si in ST then
4: if VT is ∅ then
5: VT ← VT ∪ sTi
6: else
7: VT ← VT ∪ sTi
8: ET ← ET ∪ (sTi−1, s

T
i )

9: end if
10: end if
11: if si in SA then
12: if VA is ∅ then
13: VA ← VA ∪ sAi
14: else
15: VA ← VA ∪ sAi
16: EA ← EA ∪ (sAi−1, s

A
i )

17: end if
18: end if
19: end for

edge (sTi−1, s
T
i ) ∈ ET represents that there is the sequential relation of time

between two nodes sTi and sTi−1. The undirected graph constructed by the aux-
iliary sequence GA(the auxiliary undirected graph GA = (VA, EA)) is similar to
the target undirected graph GT . In the lower right part of Fig. 1, the target
undirected graph GT and the auxiliary undirected graph GA form together the
multi-relational graph. We use the embedding esi of each item si in the embed-
ding space of all items E ∈ R

|S|×dim to represent embedding of the node, which
denotes the initial status of the node representation. Due to encoding uniformly
of items, the node for the item such as the item sT,A

3 exists in both the target
undirected graph GT and the auxiliary undirected graph GA. Meanwhile, the
node representation esi for the node is also consistent.

3.3 Learning the Status of Item Nodes on Multi-Relational Graphs

After constructing the multi-relational graph, we present how to learn the status
of node esTorA

i
(the node si exists in the target undirected graph or auxiliary

undirected graph or both the two undirected graph as the node s3) by multi-
relational GNN. Inspired by the spatial-domain approach [12], we use the mean-
pooling method for the set of node si’s neighbor nodes to update the status of
node si. We formally demonstrate the updating process of node si in graphs GT

and GA as follows.
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ET,dep
Neigh(sTi ) = {edep

sTi−1
|(sTi−1, s

T
i ) ∈ ET }

EA,dep
Neigh(sAi ) = {edep

sAi−1
|(sAi−1, s

A
i ) ∈ EA}

(1)

cted gra For node sTorA
i ’s sets of neighbor nodes ETorA,dep

Neigh (sTorA
i ) in the target

undirected graph or the auxiliary undirected graph, we use the multi-relational
GNN to obtain the node sTorA

i ’s representation ek
sTorA
i

. The superscript TorA

in sTorA
i denotes the node si may exist in the target undirect graph GT or the

auxiliary undirect graph GA or both two graphs. And the superscript dep in
ed
sTorA
i

ep denotes the node si’s representation through dep layers’ computation
of the multi-relational GNN.

AggTorA,dep(ETorA,dep
Neigh (sTorA

i )) =

⎧
⎪⎨

⎪⎩

ETorA,dep
Neigh (sTorA

i ) ifdep ≤ 0,

AggT,dep−1(ET,dep
Neigh(ET,dep−1

Neigh (sTi )))

+AggA,dep−1(EA,dep
Neigh(EA,dep−1

Neigh (sAi ))) ifdep > 0.

(2)

AggTorA,dep(sTorA
i ) =

AggTorA,dep(ETorA,dep
Neigh (sTorA

i ))+

|ETorA,dep
Neigh (sTorA

i )| (3)

edep
sTorA
i

= AggTorA,dep(sTorA
i ) + edep

sTorA
i

(4)

After the multi-relational GNN of Fig. 1 aggregate the neighbor nodes’ set k
times, we gain the local representation esTorA

i
∈ ETorA

LocaRep(s
TorA
i ) containing the

feature of node , the status of node si’s neighbor nodes AggTorA,dep(sTorA
i ) and

the sequential feature of edges connected with neighbor nodes. The node si’s
status of neighbor nodes and the sequential feature of edges connected with
neighbor nodes are our proposed local information.

3.4 Hierarchical Attention Model

Inspired by these researches [3,19], for ranking candidate items more accurately,
we plan to obtain the inner-relationships among the feature of the local represen-
tation by the attention mechanism. Through learning the inner-relationships of
all local representations’ feature globally, we can approximately gain the repre-
sentation of user’s preference combining local representations’ feature. Inspired
by the design of multi-layer attention mechanism [20], we propose the multi-layer
parallel hierarchical attention mechanism as follows.

AttT (sTorA
i ) = WTET

LocaRep(s
TorA
i ) AttA(sTorA

i ) = WAEA
LocaRep(s

TorA
i )

WT ,WA ∈ R
dim×dim ET

LocaRep(s
TorA
i ), EA

LocaRep(s
TorA
i ) ∈ R

|S|×dim
(5)

where WT and WA are attention weights matrixs. In the single behavior phase,
two weighted local representation AttT (sTorA

i ) and AttA(sTorA
i ) can emphasize

separately the respective features of the target and auxiliary behavior related to
the user preference. In the multi-behavior phase, the attention mechanism uses
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the attention score for learning features combinations αT (sTorA
i ) and αT (sTorA

i )
to emphasize weights of local representations’ important features.

αTA(sTorA
i ) = AttTAttTA (6)

αT (sTorA
i ) = αTAET

LocaRep + SA αA(sTorA
i ) = αTAEA

LocaRep + ST (7)

In the comparative experiment of Sect. 4.4, we compared several attention mech-
anisms proposed in Sect. 2.2. In the multi-behavior phase, we use the previous
computation results AttT and AttA as the input to avoid possible information
loss during the computation.

UP(sTorA
i ) = Linear([αT , αA, ET

LocaRep, ET
LocaRep]) (8)

where Linear denotes the linear computation degenerated by one-layer MLP.

3.5 Making Recommendation and Model Training

Through inputting the user preference and the local representation of items, we
use DNN to predict the ranking of items. DNN fits high-level nonlinear computa-
tion to learn the relationships of the user preference and all local representations
through multiple layers of linear computations. The relationships learned by
DNN improve the ranking performance of our proposed MRHA model.

Rank(sTorA
i ) = DNN([UP(sTorA

i ), ET
LocaRep(s

TorA
i ), EA

LocaRep(s
TorA
i )]) (9)

where Rank(sTorA
i ) denote the ranking of item sTorA

i in the ranking of items set
S. We learn the ranking by concatenating user preference and local representa-
tions. During DNN computation process, we adopt the Dice activation function
in the [3] work to fit the different distribution of user preference reflected by user
behaviors of different time periods. For MRHA model, we use cross-entropy loss
function to train.

loss = −
batch∑

i=1

yi log(ŷi) + (1 − yi) log(1 − ŷi) (10)

where ŷi simply denote Rank(sTorA
i ).

4 Experiment

4.1 Datasets and Data Preparation

For fitting the actual recommendation scenarios as closely as possible, we exclude
datasets that not contain multiply interactive behaviors. And for the exper-
iments’ reproducibility, we exclude hard-to-get and not widely used datasets
from multi-relational datasets. Combining needs of all aspects,
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Table 1. Basic statistics of the datasets.

Data Yoochoose Retailrocket

Item 52,740 36,968

Time duration 2014/04/01–09/30 06/09–10/24

Edge of target 225,879 69,332

Edge of auxiliary 3,277,411 2,664,312

Training data 163,005 433,648

Validation data 12,985 40,342

Test data 25,971 15,132

Table 2. Evaluation results of all methods.

Methods Yoochoose 1/64 Yoochoose Retailrocket

H@100 M@100 N@100 H@100 M@100 N@100 H@100 M@100 N@100

Pop 6.095 0.2529 1.2231 6.714 1.1247 2.3785 0.0644 0.0032 0.0066

Item-KNN 15.286 1.9415 4.4040 51.609 4.362 13.4224 0.1933 0.0155 0.0268

GRU4Rec 19.114 2.5292 5.5830 60.641 4.5782 16.1025 0.732 0.0156 0.0265

NARM 18.775 2.5819 5.5813 68.322 5.7266 18.3805 0.852 0.1490 0.1283

STAMP 20.361 2.3487 5.6879 68.741 5.9345 18.2852 1.0648 0.1870 0.1281

SR-GNN 21.262 2.6892 6.1232 70.575 6.1883 18.6437 2.0404 0.2109 0.2165

MGNN-SPred 28.632 3.6564 8.2722 68.767 9.9210 21.2084 6.040 0.8821 1.7741

MRHA 34.110 5.8707 11.3311 75.342 12.9710 25.1053 5.774 1.3038 2.1351

we chose two real world datasets, Yoochoose1 and Retailrocket2 as shown
in Table 1. Yoochoose dataset contains all users on the e-commerce website of
clicking and buying event stream for items during 6 months. In the Yoochoose
dataset, we use the buying behavior as the target behavior, and the clicking
behavior as the auxiliary behavior. Retailrocket dataset contains all users on
the e-commerce website of all interactive behaviors(view, click, add to cart and
purchase)’ event stream for items during 4.5 months. Considering that too few
interactive behaviors cannot be used to learn local representation, we merged the
purchase behavior into the add-to-cart behavior as the target behavior. Also,
in order to fit the Yoochoose’s rate between target and auxiliary behavior to
construct different datasets’ comparison, we chose the viewing behavior having
more interactive times than the auiliary behavior. When processing the original
datasets, we screened out events of item that occur too infrequently or have
only a single interacitve behavior to ensure that constructed multi-relational
graph architecture would not degenerate into a tree architecture. In the Table
2 evaluation results of all methods, we use 1/64 Yoochoose dataset as one of
comparative datasets to compare the effect of dataset size on the experimental
results.

1 https://www.kaggle.com/chadgostopp/recsys-challenge-2015.
2 https://www.kaggle.com/retailrocket/ecommerce-dataset.

https://www.kaggle.com/chadgostopp/recsys-challenge-2015
https://www.kaggle.com/retailrocket/ecommerce-dataset
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4.2 Model Comparison

As shown in Table 2, the above comparative methods have many shortcomings
compared to our model MRHA. We use three evaluative metrics in this compar-
ative experiment. H@100(Hit Ratio in top-100) calculating the proportion that
‘hits’ how many positive ranked items sample the user has in the total number
of 100 candidate samples. MRR@100 (Mean Reciprocal Rank) is a way for
evaluating the average where reciprocal ranks list of the possible recommended
items list. The smaller MRR value, the more items predicted failure before the
first successful prediction item in the predicted ranking list of candidate items.
NDCG@100 (Normalized Discounted Cumulative Gain) measures the accuracy
of model’s predicting recommend ranking through calculating the score rate of
the predicted ranking position score and correct ranking position score. Pop
method is an early representative recommendation method. But the most pop-
ular item only indicates that the item fits the preference of major users rather
than matches the preference of the target user. Item-KNN [21] model is used
to screen top-k items. It is an early top-k recommendation method that simpli-
fies the computation process of item-to-item relation to the computation process
of item-to-item distance. The recommendation method still not considers self-
features of items and item-to-item associated features. GRU4Rec’s work [22]
used multi-GRU(RNN) to extract the possible sequential relations among items.
But in the aspect of combining low-level features, the Transformer [15] proposes
that attention is more efficient and outperform about the extracting features
of CNN and the learning sequential relations of RNN. NARM model [23] uses
parallel module of combining multi-RNN and GRU-attention for extracting item-
to-item sequential relation. However, compared with the attention mechanism,
RNN is more easily to forget long sequential information [24], even occurs easily
the problem of the gradient explosion and gradient disappearance. The STAMP
[6] model fully defines the embedding-attention-DNN architecture. It uses the
attention mechanism to learn the combination of low-level features and to extract
sequential relations, firstly. And in STAMP [6], the embedding-attention-DNN
architecure is fully defined and only use the attention mechanism to learn the
combination of low-level features and extract sequential relations. And learning
items’ features representation only by embedding mechanism is shifting the task
of learning item-to-item relation and items’ local information to the attention
mechanism and DNN. SR-GNN [18] uses GNN for replacing embedding mech-
anism to capture item-to-item sequential relations and extract local information
based on the architecture of embedding learns representation-attention learns
combination of low level feaures-DNN fits high-level computation. However, in
the actual recommendation scenarios of having multiple interactive behaviors,
MGNN-SPred model [8] uses the multi-relational GNN that can extract the
relation of multiple interactive behaviors for top-k recommendation. But the
top-k recommendation model not only learns item-to-item relation consisting by
multiple relations and items’ local information, but also needs to use the mod-
ule like the attention mechanism to combine low-level features and DNN to fit
high-level computation.
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Table 3. Results of not using auxiliary behavior sequences in Yoochoose.

Methods Without auxiliary With auxiliary

H@100 M@100 N@100 H@100 M@100 N@100

GRU4Rec 14.817 1.6032 4.0012 19.114 2.5292 5.5830

NARM 14.443 1.5540 3.8900 18.775 2.5819 5.5813

SR-GNN 15.302 1.5782 4.0852 21.262 2.6892 6.1232

MGNN-SPred 21.089 2.3798 5.8221 28.632 3.6564 8.2722

MRHA 30.434 4.2086 9.1328 34.110 5.8707 11.3311

4.3 Comparison with and Without Auxiliary Behavior Sequence

As the Sect. 2.1 and Sect. 1 of our paper shown, we have clarified the supe-
riority of GNN in the top-k recommendation. And whether GNN needs the
auxiliary behavior sequence, how much improvement multi-relational GNN have
than other GNNs, we will compare detailed in the Table 3. In the Table 3,
we use several models that can model interactive behavior sequences to com-
pare. Through the horizontal comparison, we can find that SR-GNN’s and
MGNN-SPred’s constructing graph process outperform than GRU4Rec’s
and NARM’s sequential process to interactive historical sequence. And com-
pared with SR-GNN, our proposed model uses auxiliary behavior sequence and
the novel attention mechanism. Compared with MGNN-SPred, our proposed
model use GNN-attention-DNN architecure and the novel attention mechanism.
Thus, compared with all comparative models, our proposed MRGD-HA out-
performs. Then through the longitudinal comparison, we can observe that the
performance of models with the auxiliary behavior sequence outperforms than
the performance of models without the auxiliary behavior sequence. According
to these, we can conclude that the auxiliary behavior contains the auxiliary
information that can assist the recommendation.

4.4 Comparison with Different Variants of Attention Mechanism

In this subsection, we will verify the one of the main innovation hierarchi-
cal attention mechanism in this paper. As the Fig. 2(a) shown, we com-
pare four different MRHA variants, MRHA without the attention mecha-
nism(MRHA WOA), MRHA with traditional attention mechanism(MRHA TA),
MRHA with self-attention mechanism(MRHA SA) and MRHA. In our experi-
ments, we found that the metric values of 1/64 Yoochoose dataset are larger
among three datasets. The characteristics facilitate us to enlarge experimental
results and highlight the difference among results. Meanwhile, for showing dif-
ferent performance among different attention mechanism, we will use the graph
to show. H@100 metric is more representative so selected as the comparison
metric in the graph. As Fig. 2(a) shown, MRHA TA as the traditional attention
mechanism [18] and MRHA SA as the self-attention mechanism [3] have worse
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(a) Comparison results of using different
attention mechanism in 1/64 Yoochoose

(b) Results of our model with different
depths of GNN in 1/64 Yoochoose

(c) Results of our model with different
depths of DNN in Yoochoose 1/64

(d) Results for different maximum
nodes number in Yoochoose 1/64

Fig. 2. All comparison

performance than MRHA WOA and MRHA. It is because traditional attention
mechanism and self-attention mechanism do not have the hierarchical method
consisting of multiple layers, which can compute attention scores by the tar-
get information and the auxiliary information. So the adding auxiliary informa-
tion inversely reduces the computational efficiency. Compared to MRHA WOA
shifting the task of learning low-level features combination to DNN, MRHA’s
multi-layers way of learning and prediction achieves better results. From the
comparison, we can conclude that hierarchical attention has enough innovation
than previous attention mechanisms indeed.

4.5 Comparison with Different GNN Depth

In the comparison, we research the impact of different GNN’ learning depth on
the model’s performance. The learning depth of GNN denotes the aggregated
range of GNN on the nearest-neighbor(NN) item nodes set. We can observe from
the Fig. 2(b) that the GNN lacking enough NN item nodes leads to the model’s
performance worse when dep = 0’s GNN degenerate to embedding and dep = 1’s



Multi-Relational Hierarchical Attention for Top-k Recommendation 311

GNN only aggregate One-hop item node set. When GNN’s depth dep = 2, it can
aggregate one-hop and two-hop item nodes set, and the model’s performance is
optimal. Then when the GNN’s aggregated range reaches three hop(dep = 3),
because GNN samples too many distant NN nodes, the model’s performance
will decrease. In the experiment, we find that there are problems of the model’s
performance decreasing and frequent model’s gradient explosion once GNN’s
learning depth is over 3. Thus, we only show the comparison results of GNN’s
learning depth from 0 to 3.

4.6 Comparison with Different DNN Depth

In this subsection, we find that the change of DNN’s layers number(actually
DNN’s hidden layers number) will affect the DNN’s ability of fitting high-level
non-linear computation and model training efficiency, which show on the effect of
model performance. DNN comprises one inputting layer, multiple hidden layers
and one outputting layer. Because DNN with less than two layers(inputting and
outputting layer) cannot construct a basic DNN for basic linear computing, we
compare by the model performance of two layers’ DNN. From Fig. 2(c), we
can observe that DNN with 3 layers has the best performance. Although the
model performance has a noticeable improvement when DNN’s layers changed
from 5 to 6, the model performance still decreases as the numbers increase of
DNN’s hidden layers. In the comparison experiment, the model performance will
decrease further and the model occurs the gradient explosion problem frequently
while DNN’s layers have over 7 layers. Thus, we only compare the effect of DNN’s
layer from 2 to 7 layers. The 3 layers’ DNN structure(one inputting layer, one
hidden layer and one outputting layer) combines two advantages of fitting ability
of high-level computation and model training efficiency.

4.7 Comparison with Different Maximum Nodes Number

In the GNN learning item representation process, for improving the efficiency of
GNN training and simplifying the computation of Equation 3, we set a fixed
maximum numbers of item nodes for each-hop set of item nodes per aggregation,
named the maximum nodes number. For avoiding the poor model performance
caused by too few item nodes and frequent problem of model gradient explosion
caused by too many item nodes, we chose 6 different maximum nodes number
in the range from 5 to 30 for comparison. As the comparison experiment of Fig.
2(d) shown, nodes number 5 and 30 lead to poor model performance, respectively
because of the too few nodes number and difficult convergence caused by too
many nodes number. And the model with the maximum nodes number of 25
combines learning sufficient NN nodes number and model training efficiency to
obtain the best model performance.

5 Conclusions

In this paper, we present a Multi-Relational Hierarchical Attention within GNN-
attention-DNN architecture for top-k recommendation. It is a novel architec-
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ture for top-k items sequence recommendation that incorporates the aggregated
method GNN for the multi-relational graph and the hierarchical attention mech-
anism and DNN into predicting top-k recommend items. Comprehensive experi-
mental analysis verified that our proposed model MRHA can consistently achieve
the best performance than other state-of-art methods.
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Abstract. Edge computing has emerged as a promising line of research
for processing large-scale data and providing low-latency services. Unfor-
tunately, deploying deep neural networks (DNNs) on resource-limited
edge devices presents unacceptable latency, hindering artificial intel-
ligence from empowering edge devices. Prior solutions attempted to
address this issue by offloading workload to the remote cloud. However,
the cloud-assisted approach ignores that devices in the edge environment
tend to exist as clusters. In this paper, we propose EdgeSP, a scalable
multi-device parallel DNN inference framework that maximizes resource
utilization of heterogeneous edge device clusters. We design a multiple
fused-layer blocks parallelization strategy to reduce inter-device commu-
nication during parallel inference. Further, we add early exit branches
to DNNs, empowering the device to trade-off latency and accuracy for
a variety of sophisticated tasks. Experimental results show that EdgeSP
enables inference latency acceleration of 2.3 × −3.7× for DNN inference
tasks of various scales and outperforms the existing naive parallel infer-
ence method. Additionally, EdgeSP can provide high accuracy inference
services under various latency requirements.

Keywords: Edge computing · Edge intelligence · Parallel inference ·
Deep neural networks · Early-exit · Internet of Things

1 Introduction

Deep neural networks (DNNs) have become indispensable for handling complex
tasks in computer vision, natural language processing, and other fields [1]. While
DNNs provide intelligent services with high accuracy, they place higher demands
on the computing resources of the devices. At the same time, the number of
Internet of Things (IoT) devices has grown exponentially in recent years, and
edge computing has emerged to cope with the resulting massive amounts of data
and tasks. Edge computing aims to provide low-latency services by performing
tasks close to the edge of the network where data is generated, such as end devices
c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 317–333, 2022.
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or edge servers [2]. It is rewarding to equip DNNs on edge devices, enabling the
edge to provide a wide range of intelligent services.

Enable resource-limited edge devices to rapidly execute large DNNs to meet
the demands of real-time tasks has attracted extensive research. A common
approach is for edge devices to perform DNNs inference tasks collaboratively
with the edge server or cloud [3,4]. In addition, neural networks with early exit
branches are receiving more and more attention because of their effectiveness
and flexibility [5]. This kind of neural network reduces redundant calculations
by allowing simple samples to exit from the shallow layer of the network, thereby
significantly reducing inference latency. A triple-partition network with multi-
ple exit branches is proposed [6] based on the early exit mechanism, as shown
in Fig. 1. However, this server-assisted approach is critically hampered by the
quality of the device’s network connection to the remote servers. When the net-
work connection degenerates, the DNN inference time also increases sharply. In
addition, transferring local data to edge servers or cloud servers may result in
privacy disclosure.

Conv Conv

Conv

Conv

Conv

Conv Conv Conv

FC FC

FC

FC

..... .....

Local
Exit

Edge 
Exit

Cloud 
Exit

End Device Edge Server Cloud Server

Fig. 1. A sketch of the triple-partition network architecture: simple input samples can
be inferred at the DNN branch at the end device, while complex samples require further
computation at the edge server and cloud.

Another prospective way to accelerate DNN inference is to perform tasks in
parallel by multiple devices, as edge devices typically appear in the form of clus-
ters [7–10]. Some previous work explored the parallel execution of DNN inference
on multiple devices [11–13]. However, it is non-trivial to distribute the inference
of DNNs on multiple devices. Parallel inference presents data dependency prob-
lems since DNNs are inherently tightly coupled [7]. Due to the data dependency
problems, existing DNN parallel inference methods incur frequent inter-device
communication [14] or substantial overlapping computation [15]. Moreover, none
of the above methods can dynamically adjust the inference latency, yet the tasks
in edge computing scenarios typically have different requirements. Taking traffic
cameras as an example, the task of detecting traffic jams requires low latency
but not high accuracy; the task of identifying license plate numbers requires high
accuracy, but a moderate amount of latency is acceptable [16]. Therefore, it is
indispensable to provide different services according to the application require-
ments.
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To tackle the aforementioned problems, we propose EdgeSP, a scalable
multi-device parallel DNN inference framework that leverages the computational
resources of heterogeneous edge devices in IoT environments. Multi-device syn-
ergy enables fast execution of DNN inference on devices with scarce computing
resources. Unlike the server-assisted approaches, EdgeSP resides data on the
local trusted devices, avoiding performance instability and privacy disclosure
caused by sending data to remote servers. Furthermore, EdgeSP can trade-off
between dynamic response time and accuracy to adapt to the needs of different
tasks in the IoT environment.

Concretely, our contributions are summarized as follows:

– We propose EdgeSP, a scalable parallel DNN inference framework for het-
erogeneous edge devices, which accelerates DNN inference and improves the
utilization of computational resources in edge clusters.

– We propose a multiple fused-layer blocks (MFLB) parallelization strategy to
minimize inter-device communication and overlapping computation overhead,
and we further design an adaptive fused-layer workload partition algorithm
based on the compute capabilities of heterogeneous devices and dynamic net-
work bandwidth.

– We propose a stepwise method for determining the confidence threshold of
exit branches based on task latency requirements so that edge devices can
complete the inference task within the specified time.

– We implement EdgeSP on a cluster of heterogeneous edge devices and eval-
uate its performance on three different scales of DNNs. Experimental results
show that EdgeSP is effective in minimizing the inference latency and out-
performs prior works.

The rest of this paper is organized as follows. Section 2 provides background
information. Section 3 overviews the design of EdgeSP, followed by the descrip-
tion of technical details. Section 4 evaluates the performance of EdgeSP, and
Sect. 5 concludes.

2 Related Work

To enable resource-limited edge devices to perform large DNNs, some researchers
focus on refining neural network structures to reduce computation. Model prun-
ing is dedicated to removing nonsignificant weights in the DNNs model to reduce
calculation [17]. Weight quantization reduces the number of model parameters
and calculations by replacing the floating-point number parameters in the orig-
inal DNN network with low-bit parameters [18]. However, the above methods
will degrade the accuracy of the model. The early exit mechanism takes advan-
tage of the variability between samples by adding branches to the shallow layers
of the neural network to allow simple samples to complete their inference in
advance [5,19]. Although the early exit mechanism can reduce computation, its
acceleration of DNNs inference for edge devices is insufficient [20].
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Some researchers are inclined to offload compute-intensive tasks from edge
devices to powerful servers. Neurosurgeon [3] proposes to accelerate DNNs infer-
ence on edge devices with the help of the cloud. The edge device performs the
front part of the DNNs and sends the intermediate data to the cloud, which
subsequently performs the rest of the computation. Edgent [21] proposes an end
device and edge co-inference method with two early exit points by combining
BranchyNet and Neurosurgeon. The Triple-partition Network [6] adds three exit
points to traditional DNNs and deploys them to end devices, the edge, and the
cloud. However, this server-assisted approach is highly dependent on the quality
of the network connection. Worse still, sending local data to edge or cloud servers
may result in privacy disclosure.

Another rising star, multi-device parallel inference, has attracted increas-
ing attention. MoDNN [14] first put forward to allocate DNN inference tasks to
multiple devices for parallel execution, but its method will cause additional com-
munication overhead. DeCNN [22] reduces frequent inter-device communication
during parallel inference by modifying the network structure. Deepthings [15]
fuses the first few layers of the DNN network to reduce the communication over-
head, which will generate extensive overlapping computations when the number
of fused layers is too large. None of the parallel inference architectures men-
tioned above are scalable, i.e., they cannot provide the flexibility to adjust DNN
inference response times according to task requirements.

3 EdgeSP Framework

Our work aims to accelerate DNN inference by leveraging heterogeneous edge
device clusters and provide edge devices with the ability to trade-off latency
and accuracy to accommodate the varied needs of real-time applications. To do
this, we need to address the following issues: (1) how to optimize the impact of
data dependency problems caused by parallel inference; (2) how to adaptively
distribute tasks to heterogeneous devices in a dynamic network environment; (3)
how to empower devices with scalable DNN inference capabilities. Our research
focuses on convolutional neural networks (CNNs) as they are widely used in
broad-spectrum intelligent services [11].

3.1 Framework Overview

We design a framework, EdgeSP, that can adaptively distribute CNN inference
tasks to heterogeneous devices in a dynamic network environment. In order to
enable the device to adapt to tasks with different response time requirements,
EdgeSP adds several early exit branches to the original CNN network. EdgeSP
includes the preparation phase and inference phase. In the preparation phase, we
first train CNNs with branching structure and subsequently train the compute
capability models of the heterogeneous devices to quantify their performance.
As the compute capability of the devices is invariant, each device only needs
to be trained once. Each edge device will then broadcast the trained compute
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Device 1

Device 1

Device 2

Device 3

Branch 1

Convolutional layers

Fused-layer Block

Exit 1  
Output

Main Branch

Main  
Branch 
Output

Branch 2

Exit 2 
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Fig. 2. An example of the inference workflow of EdgeSP. In addition to the main
branch, two early exit branches are added to the DNN, namely Branch 1 and Branch
2. An input sample is distributed to three heterogeneous devices, and they execute the
DNN in parallel using a multiple fused-layer blocks approach.

capability model to the other devices involved in parallel inference. Eventually,
each device will be aware of the compute capabilities of the other devices.

Figure 2 illustrates an instance of the EdgeSP inference workflow. Three
devices execute a CNN with two branches in parallel. The inference workflow is
as follows:

– Device 1, which initiates the CNN inference task, runs the adaptive fused
layer workload partition algorithm that assigns different workloads to Device
2 and Device 3 based on network bandwidth and devices’ compute capability.

– The three devices perform successive multilayers in a multiple fused layer
blocks manner, which will be discussed in Sect. 3.2. The fused layer blocks
are followed by synchronization points where the devices will recombine the
feature maps.

– When the neural network executes to Branch 1, each device will save the
feature maps computed in the main branch at this point and initiates a new
fused layer block. When executing to the fully connected layer, each device
sends the computed feature map to the device with the most powerful com-
pute capability in the entire cluster, i.e., Device 2.

– Then Device 2 will execute the fully connected layer and determine whether
to exit the inference in advance at this branch. The details of the early exit
mechanism will be elucidated in Sect. 3.4. If Device 2 determines to quit the
inference at this point, it will send the result to the task initiating device.
Otherwise, Device 2 will send the command to continue execution to Device
1 and Device 3, and the edge cluster will restore the feature map just retained
and continue to execute the main branch.

– When the execution reaches the later branches, the cluster will repeat the
above process and determine whether to exit the inference until the whole
CNN network is executed.
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Fig. 3. Schematic diagram of the data dependency problem arising from parallel infer-
ence. Device A needs data from device B to compute the output feature map.

3.2 Multiple Fused-Layer Blocks Parallelization Strategy

According to [13], convolutional operations account for more than 70% of the
overall execution time of CNN networks, so accelerating the execution of the
convolutional layer has become a hot research topic. Since the structure of the
convolutional neural network is tightly coupled, distributing the convolution
operation to multiple devices incurs data dependency problem. In this section,
we present the details of the data dependency problem and the corresponding
solutions.

In a convolutional neural network, the convolutional layer extracts massive
features from the input samples and passes the results to subsequent convolu-
tional layers to extract higher-level features. For a convolution layer with feature
map M {ChM ,H,W} and convolution kernel K {ChK , F, F}, the convolution
operation can be expressed as follows [23]:

M ⊗ K =
F−1∑

i=0

F−1∑

j=0

M[Sx + i][Sy + j] × K[i][j]

0 ≤ x <
H − F + S

S
, 0 ≤ y <

W − F + S

S

(1)

where H, W , and ChM denote the height, width, and number of input channels
of the feature map, F , S, and ChK denote the size, stride, and number of output
channels of the convolution kernel, respectively.

From Eq. 1, it can be derived that a neuron in the output of the convolution is
only relevant to the partial data in the input feature map. This characteristic of
the convolution operation provides the possibility of distributing the CNN task
to multiple devices for parallel execution. But this characteristic also indicates
that the CNN structure is highly coupled, which incurs the data dependency
problem. Figure 3 presents an instance of the data dependency problem. In Fig. 3,
the input feature map is assigned to three devices. Calculating the data in the
red box in the output feature map requires the contents of a 2× 2 size matrix in
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Fig. 4. Comparison of overlap computation caused by fused layer. (a) Schematic dia-
gram of overlap computation caused by fused layer. Variation of computation area size
for (b) a single fused layer block and (c) multiple fused layer blocks.

the input data, but these data are stored in two different devices. Generally, for a
convolution kernel of F ×F , each device needs its allocated feature map partition
to extend �F/2� along the edges to contain the data required for convolution.

To resolve the data dependency problem, some researchers have adopted a
layer-wise approach [11,12,14], where each device exchange overlapping data
before performing each layer of convolution. This layer-wise approach will
undoubtedly incur frequent inter-device communications [13]. We propose a mul-
tiple fused-layer blocks (MFLB) parallelization strategy. Each device performs
multiple consecutive convolutional layers without exchanging overlapping data
during this period, thus avoiding frequent inter-device communication. For work-
load assignment, we first divide the last layer of the block according to the device
compute capability and network bandwidth, and then each workload feature map
is extended �F/2� along the edge and recursively to the first layer of the block
layer by layer.

As shown in Fig. 4(a), the fused-layer method removes data dependencies by
introducing overlapping computations. As the number of fusion layers increases,
redundant computations also increase layer by layer. Therefore, we trade off the
communication overhead and overlapping computation and adopt multiple fused-
layer blocks to reduce the overlapping computation caused by too many fusion
layers, as shown in Fig. 4(c). We divide the entire CNN network into blocks,
where each device performs the workload within a block consecutively. Each
fused block is followed by a synchronization point where each device aggregates
and redistributes the feature maps. Figure 4(b) and Fig. 4(c) are sketches of the
naive fused layer method and the MFLB method. In order to calculate Layer
4, the computation amount of the single fused layer block is more than that of
multiple fused layer blocks. How to determine the size of each fusion block will
be elucidated in Sect. 3.3.
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3.3 Workload Partition Algorithms

In this part, we discuss how to distribute workloads to heterogeneous devices
adaptively. The fused-layer block assigned to each device can be regarded as a
separate task. Each block’s last layer is followed by a synchronization point. The
goal of distributing workloads is to strive for near-synchronous completion of the
fused-layer block tasks by individual devices to avoid long waits at synchroniza-
tion points.

It was clarified in [24] that the execution time of convolution operation is
approximately proportional to the number of floating-point operations (FLOPs)
required. To quantify the performance differences between heterogeneous devices
Dk = {D1,D2, · · · ,DK}, in the preparation phase, each device runs a series
of convolutional layers with different parameters to train the linear regression
model of its compute capability. For a convolutional layer L with feature map
M {ChM ,H,W} and convolutional kernel K {ChK , F, F}, the FLOPs required
can be expressed as follows [25]:

FLOPs = 2HW
(
ChMF 2 + 1

)
ChK (2)

The linear regression model of the compute capability of the device Dk is denoted
as Ck. Then the execution time for the device Dk to run convolutional layer L
can be predicted, which is Ck(L).

Data transmission delay is another factor that affects the execution time
of each individual fused-layer block. Edge devices are typically under the same
network, so we focus on edge clusters under the same LAN in this work. We use
B to denote the network bandwidth. We take a bottom-up approach to analyze
the size of the communication data, i.e., we first calculate the size of the last layer
of the fused layer block. For device Dk, assuming that the size of the feature map
matrix for the last layer of the block is Wend, the amount of data required to
transmit the last layer is 4Wend bytes since the size of the floating-point number
is 4 bytes. The size of the first layer of the fused layer block, denoted as Wfirst,
can be obtained by expanding �F/2� layer by layer along the edge of the Wend

and recursively to the first layer. Then the total time for device Dk to execute
a fused layer block with N layers can be expressed as follows:

Tk =
N∑

i=1

Ck(Li) +
4 (Wfirst + Wend)

B
(3)

We perform one-dimensional workload partitioning of the feature map because
one-dimensional partitioning has better performance than two-dimensional par-
titioning [8].

We propose an adaptive fused-layer workload partition algorithm, as shown
in Algorithm 1. This algorithm continuously fine-tunes each device’s workload
based on its compute capability and network bandwidth until the execution
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Algorithm 1. Adaptive Fused-Layer Workload Partition Algorithm
Input:
{Dk|k = 1, ..., K}: K available devices
{Ck|k = 1, ..., K}: computation capabilities of K devices
{Lstart, Lend}: the start and end layer of the block
ζ: waiting time factor

Output:
S {Wk}: workload partition strategy

1: Procedure
2: for Dk (k = 1, ..., M) do
3: Wkend ← Lend × Ck∑M

k=1 Ck
, Wkfirst ← Wkend

4: compute Tk from Eq. 3
5: end for
6: Tavg ← 1

M
× ∑M

k=1 Tk

7: T diff
k ← abs (Tavg − Tk)

8: if max T diff
k > ζ · Tavg then

9: Wargmin(Tk) expands by one pixel
10: Wargmax(Tk) decreases by one pixel
11: Goto Step 6
12: else
13: return S {Wk}
14: end if

time of each device differs by no more than ζ, where ζ is a hyperparameter that
adjusts the tolerable wait time of the synchronization point. For example, when
ζ is set to 10%, the maximum tolerable wait time at the sync point is 10% of
the total execution time of the current fusion layer block.

With the workload partition strategy S, we can further determine the size of
each fused-layer block. As mentioned above, the MFLB parallelization strategy
reduces inter-device communication overhead while also introducing overlapping
computation. The amount of overlapping computation Woc can be obtained by
extending �F/2� layer by layer along Wk in S. We design a multiple fused-layer
blocks strategy search algorithm that greedily expands the fused-layer block
layer by layer until the maximum overlap computation delay is greater than the
reduced communication delay or an early exit branch is encountered, as shown
in Algorithm 2. This greedy algorithm can select the size of each fused-layer
block based on the CNN structure and network bandwidth to minimize the
total latency.

3.4 Early Exit Mechanism

To meet the needs of different real-time tasks, we leverage the early exit mechanism
to provide devices with the ability to trade-off latency and accuracy. The early exit
mechanism adds branches to the original CNN, allowing simple input samples to
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Algorithm 2. Multiple Fused-Layer Blocks Strategy Search Algorithm
Input:
{Ck|k = 1, ..., K}: computation capabilities of K devices
{Li|i = 1, ..., N}: CNN model with N layers
E: set of early exit branches
B: network bandwidth
Woc: overlapping feature map

Output:
F : multi fused layer strategy

1: Procedure
2: Lstart ← L1, Lend ← Lstart

3: if Lend+1 �= LN and Lend+1 �∈ E then
4: Lend ← Lend+1

5: execute Algorithm 1 with {Lstart, Lend}
6: if max Ck (Woc) > max

∑end−1
i=first+1 4Wi/B then

7: add {Lstart, Lend} to F
8: Lstart ← Lend+1, Lend ← Lstart

9: end if
10: goto Step 3
11: else if Lend+1 ∈ E then
12: goto Step 7
13: else
14: add {Lstart, Lend} to F
15: end if
16: return F

be inferred in a shallow layer of the CNN. Here entropy is used to evaluate how
confident the branch is about the input sample. Entropy is defined as:

entropy (y) =
∑

c∈C
yc log yc (4)

where y is a vector containing computed probabilities for all possible class labels
and C is a set of all possible labels [5]. It is worth noting that EdgeSP has
multiple synchronization points, which are well adapted to the added branches.

The confidence threshold for each exit branch needs to be dynamically scaled
according to the task latency requirements. For each branch n ∈ {1, 2, · · · , N},
the probability that a sample exits at this branch is Pn (Pn ∈ [0, 1]), where N is
the main branch. We can predict the execution time Tn for each branch based on
Eq. 3. Then for a given task time threshold Tth, Pn should satisfy the following
constraints:

N∑

n=1

Pn × Tn ≤ Tth,

N∑

n=1

Pn = 1 (5)

We propose a stepwise method for determining branches confidence thresholds
with the following procedure:



EdgeSP: Scalable Multi-device Parallel DNN Inference 327

– In the training phase, we record a list of entropy values for the entire training
set samples at each exit branch, denoted as Ln

– In the inference phase, a set of eligible Pn values is generated based on the
delay requirement Tth, and the set with the highest percentage of posterior
exit branches is selected to obtain higher accuracy.

– The entropy value at P1 of the entropy list L1 is chosen as the confidence
threshold of the first branch.

– Subsequently, the first
∑n−1

i=1 Pi values are eliminated from the entropy list
Ln, and then we choose the entropy value at Pn

1−∑n−1
i=1 Pi

as the confidence
threshold for exit branch n.

We note that adding too many exit branches is inadvisable since complex
samples need to go through each branch without being able to exit inference
earlier. Therefore, increasing the number of branches, while providing a more
fine-grained service, also leads to an increase in the average inference latency. The
exit branch at the shallow level of the CNN fails to give high confidence results
due to the insufficient features extracted. Therefore the exit branch should not be
positioned too close to the front of the models. Previous work has demonstrated
that branches added at 1/2 and 3/4 of the CNNs can achieve the satisfactory
speedup without excessive loss of accuracy [26]. In this work, for comparison
with the server-assisted architecture, we added exit branches at 1/2 and 3/4 of
the original CNNs to simulate the exit branches at the edge server and the cloud,
respectively.

4 Evaluation

We implement EdgeSP in a cluster of heterogeneous edge devices and evaluate its
performance under different device counts and network bandwidths. Moreover,
we further test the average inference accuracy of EdgeSP under different latency
requirements.

Table 1. Heterogeneous edge devices used in experiments

Device CPU frequency Memory

Raspberry Pi 4B × 2 1.5 GHz 4GB

Virtual machine × 2 1000MHz 4GB

Virtual machine × 2 800 MHz 4GB

4.1 Experiment Settings

We simulate edge device clusters with heterogeneous computing capabilities with
the devices in Table 1. We increase the number of devices in the edge cluster from
1 to 6 in the order shown in Table 1. For comparison with the Edgent [21] and
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Fig. 5. The performance of EdgeSP at different device counts. Its average latency is
compared with MoDNN, Edgent, and Triple-partition Network.

Triple-partition Network [6], we use a PC with an i5-8400 CPU to simulate the
edge server and a server with four GTX3090 GPUs to simulate the cloud. We
implement EdgeSP on AlexNet [27], ResNet50 [1], and ResNet101 [1] as they rep-
resent CNN models with different depths. The CIFAR10 [28] and ImageNet [29]
datasets are employed to evaluate the performance of EdgeSP in tasks of varying
difficulty. We use the WonderShaper [21] tool to adjust the available bandwidth
between devices.

4.2 Performance Comparison

The variation of the average inference delay for each CNN model with an exit
rate of Pn = [40%, 40%, 20%] and network bandwidth of 100 Mbps are shown
in Fig. 5. It’s a representative case as the entire inference workflow described
in Sect. 3.1 is executed at this exit rate, and different CNN models can achieve
satisfactory acceleration performance. Our framework achieves desired perfor-
mance in CNN inference tasks of three different sizes and difficulties. We can
observe that the average latency of CNN tasks decreases as the number of
devices increases. Benefiting from the early exit mechanism, the average latency
of EdgeSP is significantly lower than MoDNN in all three CNN tasks. Moreover,
a lower communication latency than MoDNN is achieved thanks to the MFBL
parallelization strategy. When the number of devices exceeds five, EdgeSP can
complete the inference task faster than Edgent and Triple-partition Network.
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Although they speed up the inference with the help of edge servers and the
cloud, tasks that reside on end devices cannot be accelerated. Furthermore,
EdgeSP does not involve uploading data to third-party servers, thus avoiding
the risk of privacy disclosure.

As the number of devices increases, the acceleration ratio curves of EdgeSP
and MoDNN flatten out, but EdgeSP consistently achieves a higher acceleration
ratio than MoDNN. This trend is due to the increase in overlapping computation
and communication overhead, which suggests that involving too many devices
in parallel inference is not justifiable. Previous work [13] has demonstrated that
when the number of devices exceeds six, the additional overhead significantly
diminishes the acceleration effect.

Fig. 6. AlexNet communication overhead at different bandwidths. (a) Variation of total
communication data size with the number of devices. (b) Variation of communication
time with bandwidth. (c) Variation of communication time as a percentage of total
time with bandwidth.

4.3 Analysis of the Communication Overhead

Figure 6 shows the impact of network bandwidth on the performance of EdgeSP
using AlexNet as an example. As the number of devices increases in Fig. 6(a), the
workload is divided into smaller areas, but the overlap of tasks between devices
increases. Therefore, the amount of data to be transferred also increase. The
smaller the number of devices, the smaller the total communication size, but
the more workload is allocated to each device. Therefore, the communication
time is higher with fewer devices, as shown in Fig. 6(b). Combining Fig. 6(b)
and Fig. 6(c), we can see that the communication time gradually decreases as
the network bandwidth increases. The more devices there are, the faster the
computing task will be completed, so the communication time occupies a higher
percentage when there are more devices. On the other hand, multi-device can
complete the task faster, which means that EdgeSP can mitigate the impact of
bandwidth reduction to some extent.
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Fig. 7. Variation of the average accuracy of the three CNNs for different task latency
requirements.

4.4 Performance Under Different Latency Requirements

EdgeSP is capable of adjusting the inference time according to the task latency
requirements. Taking AlexNet in Fig. 7(a) as an example, when the latency
requirement is 59 ms, the inference accuracy of a single device can only reach
77.9%, while the inference accuracy of multiple devices can reach 79.2%, and a
single device cannot complete the task within 38 ms. As the number of devices
increases, EdgeSP can achieve higher accuracy with a specified latency require-
ment. For example, when the latency requirement is 24 ms, the inference accu-
racy of two devices is 76.6%, while the inference accuracy of six devices can be
as high as 79%. Due to the complexity of ImageNet, the accuracy of early exit
branches is not as high as on CIFAR10, so the average accuracy in Fig. 7(c)
will have more attenuation than in Fig. 7(b), but is still within an acceptable
range. In Fig. 7(b) and Fig. 7(c), ResNet with multiple exit points running on
a single device suffers from the acceleration bottleneck phenomenon due to its
complex architecture. The acceleration bottleneck arises because the accuracy
of the preceding exit branch is unsatisfactory, and the later branches require
a longer execution time. Most input samples can only exit from the preceding
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branches with lower accuracy to meet the latency requirement. However, multi-
device parallelism effectively suppresses the impact of acceleration bottlenecks.
In a word, the multi-device parallelism and early exit mechanism complement
each other, thus enabling EdgeSP to provide scalable and fast DNN inference
capability for edge devices.

5 Conclusion

In this paper, we propose EdgeSP, a scalable multi-device parallel DNN infer-
ence framework, which substantially reduces the latency of DNN execution by
resource-limited edge devices. We design a multiple fused-layer blocks paral-
lelization strategy to minimize the communication overhead incurred by parallel
inference. In addition, we add early exit branches to the original DNNs and
propose a stepwise confidence threshold determination method, which empow-
ers the device to trade-off latency and accuracy. Experimental evaluations show
that EdgeSP achieves lower latency than server-assisted approaches and naive
parallel inference in tasks of different scales. Furthermore, EdgeSP enables scal-
able inference for edge devices to provide high-accuracy services under various
latency requirements. In future work, we plan to explore multi-device parallel
execution of fully connected layers to accelerate DNN inference further.
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Abstract. The emergence of mobile edge computing (MEC) has improved the
data processing capabilities of devices with limited computing resources. How-
ever, some tasks that require higher latency and energy consumption are still facing
huge challenges. In this paper, for the time-varying wireless channel conditions,
we proposed an effective method to perform offloading calculations on the com-
puting tasks of wireless devices, that is, to distribute the tasks to the local of
offload to the edge server under the premise of satisfying time delay and energy
consumption. Based on this, we adopt the parallel calculationmodel of DeepRein-
forcement Learning Optimal Stopping Theory (DRLOST), which is composed of
two parts: offloading decision generation and deep reinforcement learning. The
model uses a parallel deep neural network (DNN) to generate offloading deci-
sions, and stores the generated offloading decisions in the memory according to
the optimal stopping theory model parameters to further train the model. The sim-
ulation results show that the proposed algorithm can minimize delay time, and can
respond quickly to tasks even in a fast-fading environment.

Keywords: Mobile edge computing · Offloading decision · Parallel computing ·
Optimal stopping theory

1 Introduction

In 5G era, the pace towards the Internet of Everything is getting faster and faster. The
storage capacity, battery power consumption, and the delay constraint problems brought
by IoT devices are enormous challenges we need to face. If we only rely on local
devices to process computing, we cannot meet the computing requirements of some
tasks under the delay constraint and the energy consumption. In recent years, even
with the rapid development of wireless communication technology and data calculation
scheduling methods, the communication transmission distance between mobile wireless
devices and remote servers is long, which has a huge impact on transmission rate and
energy consumption, and data security cannot be obtained. The proposal of MEC [1]
can effectively solve the above problems.
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TheMEC decentralizes computing resources to the edge of the network, and deploys
small-capacity edge servers at base stations close to users. This has great advantages for
computing tasks that require the large delay constraint and energy consumption, such as
environmental detection [2], cloud Games [3], AR applications [4], and it can also be an
intermediate data processing layer to provide resources for mobile node data offloading.
The MEC server is sometimes used by a large number of users at the same time, and
only a few users are using it at other times [5], so the key to the mobile device is to solve
the problem of offloading decision.

In the field of wireless communication, the amplitude of the received signal changes
randomly due to the change of the channel. Therefore, we need to make real-time
decision-making in the fast fading channel. The main problems faced by the multi-
user scenario are the selection of calculation methods and the resource allocation of
joint optimization. In order to reduce the complexity of calculation, Chen et al. [6] uses
heuristic local methods, and Alghamdi et al. [7] proposes convex optimization methods.
However, they need to perform multiple iterations to find a local optimal solution, and
they are not suitable for the time-varying wireless channel conditions.

In this paper, we study an MEC network of multiple users and an edge server,
and each user decides to run or offloading computing tasks. The calculation data all
obey the binary offloading decision, and the optimal offloading decision is determined
according to the time delay and energy consumption. We propose an optimal stopping
theory method based on deep reinforcement learning, which maximizes the user’s data
processing rate by quickly determining the offloading decision. Compared with existing
methods, our contributions are:

1) In the environment wheremulti-user wireless channel transmission is rapidly attenu-
ating, we propose an efficient the algorithm framework can quickly select offloading
decisions.

2) Aiming at the problem of making optimal choices for offloading decisions of expo-
nential order, we use preprocessing to optimize the number of offloading decisions,
and then quickly select offloading decisions based on the optimal stopping theory.

3) We propose an optimal stopping theory model based on deep learning to judge
the offloading decision. The purpose is to determine the offloading decision in
the shortest time. Through the memory, it can learn and optimize from the past
experience.

2 Related Work

What the task offloading strategy focuses on is whether the data is calculated locally or
offloaded to the edge server, and the optimal offloading strategy is determined according
to the execution delay and energy consumption. Zhan et al. [8] proposed an optimal stop-
ping theoretical model with continuous time optimization to minimize the expected pro-
cessing time. Pan et al. [9] uses the optimal stopping theory principle of three continuous-
time optimization decision models to solve the problem of task offloading. The proposed
optimal stopping timemodel for house sales can be effectively used in wireless users and
actual data. Alghamdi et al. [10] uses the principle of optimal stopping theory to solve the
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problem of offloading decision-making, aiming to select the best server under the best
load and optimize the service quality of mobile users. It is proposed to adopt sequential
decision-making method to minimize delay. For the multi-decision problem, Hekmati
et al. [11] proposed aMarkov process to solve the offloading shunt decision problemwith
offloading time constraints on the wireless channel, and used the online energy optimal
calculation shunt algorithm to verify the effectiveness of the Markov stopping theory.
Kuang et al. [12] studied the optimal task offloading strategy and resource allocation,
minimizes the weighted sum of wireless device energy consumption and delay, and pro-
poses a binary searchmethod to obtain the optimal solution, and then obtains the optimal
solution according to the Gibbs sampling algorithm Optimal offloading decision.

Most research uses deep learning to generate offloading decisions. Bozorgchenani
et al. [13] minimizes the energy consumption and task processing delay of mobile
devices, model task offloading in MEC as a constrained multi-objective optimization
problem (CMOP). Mukherjee et al. [14] studied a distributed deep learning offloading
algorithm, which generates a near-optimal offloading decision for a single edge server
and multi edge server computing network. Alfakih et al. [15] proposed a deep reinforce-
ment learning offloading scheme, which considers making the best offloading decision
for users in the temporary mobile cloud, uses the Markov decision process to solve the
offloading decision problem. Huang et al. [16] proposed an online shunting framework
for deep reinforcement learning. The training data does not need to be labeled. It gener-
ates an offloading decision storage database online based on the training data and then
performs training.

3 System Model and Computing Method

3.1 System Model

In this paper, we consider an MEC network with an edge server and N wireless devices
(WDs), shown in Fig. 1. The mutual interference between our wireless power supply
system and transmission time stamp users is negligible. Each WD is equipped with a
rechargeable battery and can independently choose whether to perform tasks locally or
send an offload request. There is a connection between the edge server and the user. For
the communication line, since the computing power of the edge server is higher than that
of the wireless device, the wireless device can choose to offload tasks to the edge server.
In order to avoid the interference caused by the wireless power transmission system to
the communication, each device adopts a time division multiplexing (TDD) circuit [17].

In RF-enabled wireless energy transfer (WET) provides energy for the wireless
device [18]. Since the thermal noise power and user transmit power are far less than the
transmit power of the electric base station, their influence can be ignored. According to
the law of conservation of energy, get the energy received by the i-th user, i.e.

EH
i = σpihiτ 0 (1)

During the transmission time τ0, the channel transmission power pi , where σ ∈ (0, 1]
represents the energy conversion efficiency, and hi represents the channel gain between
the power base station and the i-th user.
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Fig. 1. TheDRLOSTmodel involving a P-MEC server, a set of N user and system time allocation.

Through the harvested energy, the data collected by wireless devices need to be
calculated within a limited time frame. In order to simplify the calculation, we assume
that there is no difference in the computing power of each wireless device. The decision
whether to split is mainly based on the size of its own load and the data. The number of
bits, the user chooses the calculation method, set ai ∈ {0, 1} represents the offloading
decision, where ai = 0 indicates that the task is performed locally, ai = 1 indicates that
the task is offloaded to the edge server.

3.2 Computing Method

There are two calculation methods: local computing and computation offloading.
Local calculation mode: each user can perform local calculations in the entire time

frame and local calculations can be performed at the same timewhen energy is collected,
for example, [19–21]. Assume that fi represents the CPU frequency, and C represents
the total number of CPU cycles required to complete the task. Therefore, the amount
of data processed locally by the i-th user is expressed as Di = tif i/C, and the energy
consumption is eli = tiγcf

3
i , γc represents the effective capacitance of the processor chip

on the user side the coefficient, fi represents the energy efficiency coefficient calculated
by the user terminal. The local computing time [22] as:

tli (fi) = C

fi
(2)

User computing energy consumption subjects to EC
i ≤ EH

i , i.e.

tiγcf
3
i =≤ σPhiτ 0,∀i ∈ N (3)

The computation offloading is divided into three stages: 1) the data to be offloading is
transferred from the user to the MEC server, 2) the MEC server calculates the remotely
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input data, and 3) the execution result is returned from the MEC server to the user.
As mentioned in the literature [23], the computing performance of the edge server is
far greater than that of the client. Therefore, based on time division multiple access
According to the Shannon’s formula, number of the task by the i-th user, i.e.

R
(
ŵ,Pi

) = ŵ log2

(
1 + hiPi

σ 2

)
, i ∈ N (4)

where ŵ represents the channel bandwidth, σ 2 represents the noise spectral density,
Pi represents offload the transmission power.

After the offloading task is sent to the edge server, the edge server will allocate CPU
to the offloading task.Where f0 represents the CPU frequency allocated to the offloading
task, F0 represents the total available CPU frequency of the MEC edge server, and Di

represents the size of the offloading data. The transmission time and calculation time
consumption are expressed as:

texi (f0) = C

f0
(5)

texi
(
ŵ

) = Di

R
(
ŵ,Pi

)

subject to
∑

i∈N aifi ≤ F0 (6)

The total time delay of UEi can be formulated as:

t0i
(
ŵ, fi

) = ttx
i

(
ŵ

) + texi (f0) (7)

The total energy computation ofUEi is divided into transmission energy consumption
and calculation energy consumption. In this paper ignores the energy consumed during
the MEC calculation task, and e0i (w) represents the total energy consumed.

e0i
(
ŵ

) = pit
tx
i

(
ŵ

)
(8)

4 Problem Formulation and Problem Solving

4.1 Problem Formulation

When processing task data, the main factors that affect user experience are execution
delay and user-side energy consumption.

ti = ait
0
i

(
ŵ, fi

) + (1 − ai)t
1
i (9)

ei = aie
0
i

(
ŵ

) + (1 − ai)e
1
i (10)

Based on the paper [24], we designed a practical function based on user service qual-
ity to detect the effectiveness of the computing offloading scheme. Compared with local
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computation, the time and energy spent on offloading tasks to the edge for computing is
significantly reduced. Therefore, we define the trade-off between energy consumption
and latency, i.e.

Q
(
ai, ŵ, fi

)
�

∑N

i=1
ηT
i

(
tli − ti
t1i

)

+ ηE
i

(
eli − ei

eli

)

(11)

Where ηT
i ∈ [0, 1] and ηE

i ∈ [0, 1] indicate the proportion of the weight required by
the task computation when the user performs the task.We define ηT

i +ηE
i = 1. Assuming

that the task does not impose constraints on energy consumption and requires relatively
high time delay, we can increase the time weight parameter. The opposite is also true.

4.2 Problem Solving

Offloading Optimization Problem. We first decompose the evaluation user service
quality function into two sub-problems for solving, namely, the offloading decision
problem (P1) and the resource allocation problem (P2). The key to solving the P1 prob-
lem is the integer optimization problem. Real-time optimization of traditional solving
algorithms is impossible in a rapidly changing environment. In order to solve this prob-
lem, we use the deep reinforcement learning and obtain the offloading decision ai, which
can quickly generate offloading decisions.

texi (f0) = C

f0
(12)

P1 : maxQ
(
ai, ŵ, fi

)

s.t : ai ∈ {0, 1}

fi > 0,∀i ∈ N , ai = 1,

ti ≤ di,∀i ∈ N , (13)

In Eq. (13), the i-th user is in the local computing mode, and the user service quality
function Q

(
ai, ŵ, fi

) = 0 is evaluated. Where di represents the maximum time delay
total time delay.

After the offloading decision ai is obtained, the convex optimization P2 problem can
be effectively solved. A certain amount of resources must be allocated to offloaded tasks.
We assume that the computing cycle of the edge computing server is much greater than
the computing request resources.

P2 : minQ
(
1, ŵ, fi

)

s.t :
∑

i∈N aifi ≤ F0,
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fi > 0,∀i ∈ N, ai = 1, (14)

The key to solving the P1 problem is the size of the offloading solution, which
depends on the number of mobile users in the MEC system. Since each task has 2N

candidate modes, it is obvious that the amount of calculation is very large. In order to
control the number of offloading decisions, we have learned from the literature [15].

Deep learning can iteratively learn from optimal offloading decisions and output
better offloading decisions over time. However, in a rapidly decayed wireless channel,
we hope that on the premise of meeting time delay and energy consumption, offloading
decisions can be generated faster for data processing. To address the above challenge,
the detailed description of DRLOST algorithm is provided in Algorithm 1.

Algorithm 1: DRLOST
1: Randomly initialize the local parameter and empty memory 
2: Initialize the inputs
3: For i=1 to iteration.size do
4:   The amount of data processed is input to K DNNs
5:   In a distributed manner, a candidate offloading decision is generated from each DNN
6:   Select and save the offloading decision that minimizes (P2) in the previous 
7:   Among , select the candidate offloading decision that minimizes (P2),

8:   Save to the memory

9: Select k training data from the memory and train the DNN
10: Update parameter using the Adan algorithm
11: End

Optimal Stopping Theory Heading. In each time frame, after obtaining the offloading
decision, the user decides the selected offloading decision that satisfies the conditions,
and then offloads the computing task. In response to this problem, we use the optimal
stopping theory model to solve the processing problem of the offloading solution, that
is, the resource allocation problem, in order to minimize the expected processing time.

First, the user knows in advance the number of offloading decisions an, that are
candidates for task offloading. Our goal is to select the best offloading decision as much
as possible for task offloading. The best strategy is to reject the top ar − 1, ar ∈ [2, an]
candidate offloading decisions, and then judge the remaining an − ar + 1 offloading
decisions and choose the best offloading compared to the previous ar Decision, we
select the probability model of the optimal offloading decision [24], i.e.

P(ar) = ar − 1

an

∑an

k=ar

1

k − 1
(15)

In this paper, we assume that the computing resources of the edge server are large
enough. When an → ∞, we get the familiar secretary solution problem, where the
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optimal probability is e−1 = 0.368, which is the optimal offloading decision probability
for us. Figure 2 shows the influence of the number of offloading decisions on the optimal
decision For example, when an = 20, we have a 38.4% probability that the optimal
offloading strategy will be selected.

Fig. 2. The value of ar − 1 for different numbers of offloading decision (a) and the probability
of offloading to the best (b).

5 Simulation Results

Table 1. The simulation experiment parameters.

Parameter Value

The CPU frequency of the UEi(cycle/s) 0.6 × 109

The CPU frequency of the edge server(cycle/s) 10 × 109

hi 0.2 × 10−6

σ/mW 3.423 × 10−8

F0/CPU cycle/s 1 × 103

ηTi , η
E
i 0.6, 04

ŵ/MHz 20

In this section, we compare theDROOalgorithmwith our proposedDRLOST algorithm.
There are ten edge servers in the experimental simulation, and at the same time, each
user may offload tasks to the edge. Considering the limited performance of the computer
used in the experiment, we set the number of algorithm iterations to 10. The simulation
experiment parameters are listed in Table 1.

Figure 3 compares the total time delay by the two algorithms for task processing
with different numbers of users. It can be observed that when the number of users is
small, the total time consumed by our proposed algorithm is much lower than that of
the DROO algorithm. For example, when the number of users n = 20, our proposed
algorithm saves half of the time than the DROO algorithm.
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Fig. 3. The total time delay by the two algorithms for task processing with different numbers of
users.

Fig. 4. Training losses for DRLOST algorithm under the different user, a: n = 10, b: n = 20, c:
n = 30, d: n = 40, e: n = 50.

In Fig. 4, we studied the impact of different user numbers on the two algorithms,
where we set the number of iterations to 10 and the learning rate to 0.01. As shown in the
figure, the training loss utility function of our proposed algorithm converges quickly and
then tends to a stable value. Figure 4 (b)-(e) appear jitter after converging to a stable value
because when selecting the best offloading decision, the optimal decision is included in
the top 37%, but the final offloading decision is saved in the memory.

6 Conclusion

In this paper, we propose a parallel computing model of the deep reinforcement learning
optimal stopping theory for the rapidly attenuating wireless channel. While considering
the average delay and average energy demand, the distributed parallel processing data
is used to generate the offloading decision. The number of offloading decisions is con-
trolled within a reasonable range. The optimal offloading decision is selected based on
the optimal stopping theory. Finally, we study the convergence and time delay perfor-
mance of DRLOST through simulation. The results show that the algorithm can quickly
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determine the optimal offloading decision for task calculation within the controllable
range of energy consumption.

In the future work, we will consider the cloud server and cloud-side collaboration
structure, and further consider making further improvements in the mobile user group.
In addition, we will continue to study the cloud-side collaborative inference calculation
model and apply it to the heart sound detection model based on this. This is also one of
our purposes for designing efficient computation offloading.

Funding. This research has been supported in part by the new generation information technology
innovation project of China University Industry-University-Research In novation Fund under
Grant No. 2020ITA03015, Fujian Provincial Natural Science Foundation of China under Grant
No. 2019J01856, and the science and technology innovation program for graduate student of
Xiamen University of Technology.
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Abstract. WiFi-based perception systems can realize various gesture
recognition in theory, but they cannot realize large-scale applications in
practice. Later, some work solved the problem of cross-domain identifi-
cation of the WiFi system, and promoted the possibility of the practi-
cal application of WiFi perception. However, the existing cross-domain
recognition work requires a large number of calculations to extract
motion features and recognition through a complex network, which deter-
mines that it cannot be deployed directly on edge devices. In addition,
some hardware limitations of edge devices (for example, the network card
is a single antenna), the amount of data we obtain is far less than that
of the general network card. If the original data is not calibrated, the
error information carried by the data will have a huge impact on the
recognition result. Therefore, in order to solve the above problems, we
propose WiRD, a system that can accurately calibrate the amplitude
and phase in the case of a single antenna, and can be deployed on edge
devices to achieve real-time detection. Experimental results show that
WiRD is comparable to existing methods for gesture and body recogni-
tion within the domain, and has 87% accuracy for gesture recognition
cross the domain, but the overall system processing time is reduced by
9× and the model inference time is reduced by 50×.

Keywords: Wi-Fi sensing · Deep learning · Routing node · Edge
computing · Convolutional neural network

1 Introduction

IOT research is now divided into two main directions, one is the transmission and
protection of sensing data [15,17], and the other is the research of sensing applica-
tions. With the development of artificial intelligence, sensing technology has been
newly developed, among which the technology represented by gestures recogni-
tion has been widely used in related fields, such as smart city [16], virtual reality
and mobile games. The earliest gesture recognition relied heavily on specialized
hardware devices, which not only brought additional overhead to the user but also
seriously affected the user experience. Later, with the development of deep learn-
ing, computer vision-based action recognition became mainstream [4,10]. How-
ever, accurate image recognition relies heavily on internal chip computing power
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and has privacy leakage problems. The device-free recognition technologies has
attracted a lot of attention, and they can not only solve the privacy problem, but
also work in NLOS scenarios. Initially people have chosen to use RSS for their
research because it is easily accessible on the existing wireless infrastructure [1].
Later, with the successful extraction of CSI [22], it triggered extensive research on
commodity Wi-Fi based sensing solutions.

Because the signal in the cross-domain recognition will lead to a significant
decrease in accuracy, infinite perception has not been able to achieve widespread
use. In order to solve the above problems, Widar3.0 [23], WiHF [9] extract the
motion features independent of the domain, and achieved good results by using
the CNN-GRU network for recognition. However, the above work requires a lot of
calculations to extract motion features, and because the neural network model is
too complex, its model reasoning also requires very high computing power. The
above requirements limit the deployment of its system on edge devices, and it
must require the participation of a high computing power platform, which brings
a lot of inconvenience to actual deployment and use.

In this paper, we propose WiRD, a deployed end-to-end WiFi action recog-
nition system at the routing node. First of all, due to the limitation of the edge
device network card, only one antenna can be used for signal acquisition, which
not only results in fewer features, but also cannot use multiple signal calibra-
tion methods such as phase difference calculation between multiple antennas and
conjugate multiplication, which brings difficulties for us to obtain accurate CSI.
Therefore, in view of the current actual situation, we propose a single-antenna
CSI enhancement method, which achieves calibration for amplitude and phase.
Then considering the weak computing power of edge devices, we need to extract
gesture features through some uncomplicated calculations for subsequent recog-
nition. Finally, by using the redundancy of convolution operations, we designed
a neural network specifically for edge devices, which improved the model’s infer-
ence speed while ensuring accuracy.

Design Challenges: the design of such a WiFi gesture recognition system on
edge device involves the following challenges.

Necessity of Single Antenna CSI Calibration. Due to the limitation of
the number of antennas of the edge device’s network card, the amount of data
that can be obtained is far less than that of the commonly used network card.
If the CSI is not calibrated, the error information contained in the original CSI
will have a great impact on subsequent recognition, especially the recognition
of fine-grained actions. How to achieve accurate CSI correction in the case of a
single antenna is the primary challenge we face.

Timeliness of Feature Extraction. Although widar3.0 achieves high-
precision recognition by extracting cross-domain features, the amount of cal-
culation for feature extraction is too large, the calculation time is too long,
and it does not meet the real-time requirements. Therefore, how to extract rich
features while ensuring low extraction calculations will be our biggest challenge.
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Rapidity of Mini Network Model Inference. Because of the computational
power limitation of the edge devices, we cannot deploy more complex neural
networks on them. It will be an important challenge to design a lightweight neural
network that can extract as many features as possible with as little computation
as possible while ensuring accurate gesture recognition, and can guarantee real-
time inference on mobile.

WiRD offers efficient countermeasures to solve the challenges mentioned
above. First, we separately enhance the amplitude and phase of the signal. We
manually turn off the AGC to stabilize the amplitude data and eliminate addi-
tional interference. As far as we know, this is the first time that AGC jitter has
been eliminated for amplitude. Regarding the phase, we eliminated the distor-
tion and related linearity errors caused by the baseband through fitting, and
achieved the stability of the phase. Secondly, we analyze the power of motion to
get the relationship between power and motion speed, and then through orthog-
onal decomposition and principal component fusion, we can extract the motion
features. Third, using the feature redundancy of convolutional extraction, each
channel data feature is extracted separately. Then the features are expanded
using linear variation, which substantially reduces the computation of the neu-
ral network.

We implemented the real-time inference of the neural network model on the
Raspberry Pi 4B and conducted experiments to evaluate its performance in var-
ious scenarios. Experimental results show that WiRD is comparable to existing
methods for gesture and body recognition within the domain, and has 87% accu-
racy for gesture recognition cross the domain, but the overall system processing
time is reduced by 9× and the model inference time is reduced by 50×.

In summary, the main contributions of this work are as follows:

– For the first time, we realized the real-time reasoning of the model on the
edge device on the cross-domain recognition, which satisfies the real-time
condition.

– Under the condition of the network card based on the edge device, we realized
for the first time to eliminate the influence of AGC on the amplitude, and
we enhanced the phase part, so as to realize the accurate calibration of the
information under the premise of fewer features.

– By analyzing the relationship between power and motion speed in a cer-
tain time interval, we orthogonally decompose and fuse the power, thereby
extracting fine-grained motion features under the premise of low computa-
tional complexity.

2 Preliminaries

As we all know, the CSI in the frequency domain returned by every router is
given by a complex-valued matrix H of dimension R × S, where R is the total
number of antenna ports of the device and S is the number of subcarriers used.
The elements of H are given by

hr,s = |hr,s| exp(j∠hr,s) (1)
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in which r is the antenna index, k is the subcarrier index and ∠hr,s refers to the
angle of the complex channel coefficient hr,s. The channel between a transmitter
and receiver, which is estimated in a typical propagation environment, can be
modeled as a multipath channel

hr,s =
N∑

n=0

an · e−j2πfkτn (2)

where N is the total number of paths, an is the attenuation and τn is the time
of flight of the respective path n.

In a standard WiFi setup, every transceiver derives’ LO and sampling clocks
from its own crystal oscillators. This results in a number of impairments to the
CSI, especially on the phase of hr,s. The estimated phase ∠hr,s is given as

∠hr,s = ∠hr,s + (λPDD + λSFO) · k + λCFO + α + β (3)

where ∠hr,s is the real phase, ∠hr,s is the phase which we get, λPDD is the phase
slope caused by the PDD, λSFO is the phase slope caused by the SFO and λCFO

is an additive phase offset caused by the CFO, α is a constant system phase offset,
and β is the measurement noise [3,20,21]. α is a time-invariant phase offset as
long as the PLL is locked. α contains phase offsets due to different cable lengths
and the PLL locking points. As long as we ensure that the router is not rebooted
or the WiFi channel is not switched we can ensure that α is constant so that we
can disregard the impact it brings. And we can use the filter to eliminate the β.
So we need to solve the remaining unknown quantities in order to get a stable
phase. In the existing work, we use multiple antennas to do phase difference
or by calculating conjugate multiplication to get an approximation of the real
data. But in our edge devices, it is difficult to meet the conditions of multiple
antennas (such as the Raspberry Pi has only one antenna), so how to achieve
phase calibration on a single-antenna device is something we need to solve.

3 System Overview

It is a well-known knowledge that the raw CSI measurement contains multiple
errors [7], if only the neural network is used to eliminate these errors, it not only
requires a lot of computing resources but also easily affects the overall recog-
nition accuracy. And because the existing edge devices have a single antenna
on the NIC, this makes some common methods in calibrating the phase unus-
able. Firstly, we need to calibrate the CSI to ensure that we can use the stable
amplitude and phase information for gesture recognition. Secondly, we need to
extract the power change of the signal as a feature, and ensure that there can
be no excessive calculation amount. Finally, we propose a lightweight network
to ensure real-time inference on edge devices. The whole flow of our system is
shown in the Fig. 1.
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Fig. 1. System overview

CSI Enhancement on the Single Antenna. The CSI we acquire directly is
an inaccurate data, and existing work generally eliminates errors by conjugate
multiplication with multiple antennas, but here we need to get a stable phase
data on a single antenna of edge devices. First, By shutdown the AGC and
specifying the Rx gain manually, we obtain continuous and smooth CSI mea-
surement across packets. Then, in order to eliminate the CSI distortion caused
by the baseband, we collect the CSI measurement value between the two nodes
as the baseband distortion profile. Then subtract the distortion profile from the
collected data to get the distortion-free CSI. Finally, we use two consecutive
packets to removed the linear fit of CSI phase response for first packet to obtain
modified phase response.

Motion Feature Extraction on the Domain We know that human behav-
ioral actions affect CSI, specifically in the frequency domain, by influencing the
amplitude and phase of the signal. However, it also contains a lot of relevant
information in the time domain. Also we know that the phase is much more sen-
sitive to the gesture than the amplitude information, so the high responsiveness
of the system can be improved by using an accurate phase. This ensures that we
can accurately track more fine-grained movements (e.g., finger movements). Here
we make the assumption that when a person performs an action we can consider
the action as a combination of several atomic actions and decompose the action.
The frequency of the atomic action and the power of the energy generated are
considered to be constant for a certain period of time. So we filter the obtained
raw data and then perform Short Time Fourier Transform (STFT) to divide it
through the window to obtain the spectrogram in the time-frequency domain.
Meanwhile, since we know that the power distribution of the spectrogram is
related to the velocity of motion and the reflected area, but trying to extract it
requires complex calculations [9,23]. So we want to create a new feature more
representative of the motion velocity and reflected area to describe the motion,
and to achieve accurate recognition of the pose by extracting this motion feature.
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Mini Neural Networks on the Edge Nodes. Since our entire system is
deployed all directly on the front-most edge devices, no additional computing
devices are required to participate, but this limits the computing requirements
of the entire system. So here we propose a mini neural network architecture
for the weak computational power of edge devices. In neural networks, a large
number of computations are focused on convolution. And the features extracted
by convolutional operations have certain redundancy. If the redundant features
can be used reasonably, the computational effort of feature extraction will be
greatly reduced. We transform the extracted features through a linear function,
so that the feature expansion can be achieved with a small amount of calculation.
Compared with the conventional network, we can achieve a reduction of nearly
50% in computation.

4 System Design

4.1 CSI Enhancement on the Single Antenna

The raw CSI measurement contains multiple errors, including but not limited to
the carrier frequency offset (CFO), sampling frequency offset (SFO), sampling
time offset (STO), phase ambiguity, etc. It requires considerable modelling and
computation efforts to isolate and remove these measurement errors even by
human researchers [7]. In order to achieve the accuracy of fine-grained action
recognition, we propose an efficient three-step CSI stabilization method.

Step 1: removing AGC caused amplitude disturbance. COTS Wi-Fi
NICs employ automatic gain control (AGC) algorithm to perform the per-packet
Rx Gain control. AGC algorithm scales the input signal to a proper size to
maximally utilize the ADC range, which improves the signal noise ratio (SNR).
However, AGC calculates the amplification ratio in per-packet fashion, resulting
in non-smoothed CSI amplitude measurement even in stationary environment.
This amplitude variance inevitably introduces additional burden to the neural
network training and inference.

To address this issues, we analyzed AR9300’s open-source driver and con-
firmed that AR9300 NIC has three stages of signal amplification in the ana-
log frontend, which provide up to 66 dB amplification all-together. We modify
the QCA9300’s driver and integrated the Rx gain control into PicoScenes plat-
form [7]. By shutdown the AGC and specifying the Rx gain manually, we obtain
continuous and smooth CSI measurement across packets, as shown in Fig. 2.

To the best of our knowledge, this is the first platform that offer manual Rx
gain control for the COTS Wi-Fi NICs.

Step 2: removing the baseband-caused phase distortion. To remove
the magnitude and phase distortion, we follow Jiang [7] approach to eliminate
the baseband introduced distortion. We collected the mean phase and magnitude
CSI measurement between two nodes, which were later used as the baseband
distortion profile. Then, for each raw CSI measurement, the distortion profile is
then subtracted. In this way, we obtain the distortion-free CSI measurement.
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Fig. 2. The influence of AGC on amplitude

Step 3: linear phase error correction by phase sanitization. For CFO,
SFO and STO, we use the phase sanitization scheme [8] to remove the linear
error terms. It is worth noting that, this scheme removes not only the linear
error terms, but also the phase slope value caused by propagation distance.

4.2 Motion Feature Extraction on the Domain.

We consider that each action can be divided into multiple atomic actions that
cannot be further subdivided within a certain time period. And in each process
we consider that the direction and speed of the finger movement remain constant.
We then used the short-time fourier transform to obtain a spectral map of the
action by using a window function to segment the action in the time domain.

X(n,�) =
∞∑

m=−∞
x(m)�(n − m)e−j�m (4)

where x(m) is the input signal, �(m) is a window function that is inverted in
time and has an offset of n samples, and X(n,�) is a two-dimensional function
of time and frequency, which links the time and frequency domains of a signal
and allows us to perform time-frequency analysis of the signal.

And in previous studies [18] we know that the power distribution of the spec-
trogram is related to the velocity of the motion and the reflection region. If we
want to extract the motion information from spectrogram we still need to face
several challenges. First, spectrogram only shows the power value of a specific
velocity component over time. Due to the superposition of velocity components
at the receiver side, it cannot provide accurate fine-grained motion informa-
tion. Secondly, the spectrogram contains too much redundant information, which
can unnecessarily interfere with the results. Therefore, we define the power P
by propagating the proportional loss factor C, which describes the connection
between the velocity of motion, the reflected area and the spectrogram.
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P (t) = C ·
K∑

k=1

S(k, t) · fd(k, t) (5)

where S(k, t) denote the kth body part reflection area at time t, and fd(k, t)
denote the instantaneous frequency of the kth part at time t. Here, because
we think that the frequency of each atomic action in a certain period of time
is fixed, so we choose to replace the instantaneous frequency fd(k, t) with the
average frequency fD(k, T ) in the period of time,

fd(k, t) ≈ fD(k, T ), t ∈ T (6)

So, our formula can be written like this,

P (T ) ≈ C ·
K∑

k=1

S(k, T ) · fD(k, T ) (7)

At the same time, fd and v are related in the following way [11,12].

v = fd × λ

2
(8)

By observing the above formula, we find that there is actually a direct rela-
tionship between the power and the speed of the moving part of the body,
P ∝ (S, v). However, since there is frame overlap in the process of using STFT, it
is difficult for us to directly extract the direct relationship between power, body
reflective area and motion speed. Although the existing work chooses to further
calculate the acceleration, that brings a huge amount of computation and does
not match the actual situation of edge devices. So we want to construct a new
feature that can accurately describe the variation of power.

Here we use PCA to construct new features. The advantages of using PCA
here are mainly the following three points. First, because the covariance matrix
obtained in the PCA process is symmetric, the principal components are orthog-
onal, so they are not related to each other, thereby eliminating the mutual influ-
ence of the original data due to frame stacking. Second, it is possible to extract
features that can better describe the reflection area and movement speed of the
body from the spectrogram, and reconstruct some new and more representative
attributes. Third, replace most indicators with a few indicators to reduce the
amount of calculations.

When we get the principal components by PCA, we find from the Fig. 3 that
the same gestures have similar features in power distribution in different peo-
ple and environments. So we can use the extracted principal component power
distribution as the main feature to identify the gesture.

Fine-Grained Feature Compensation. Different principal components will
have different granularity of features. so they need to compensate each other
for fine-grained features. As we know, the principal components are orthogonal,
not related to each other, and the contribution rate of each principal component
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(a) Person1 do the same ges-
ture in environment A

(b) Person2 do the same ges-
ture in environment A

(c) Person3 do the same ges-
ture in environment B

Fig. 3. Power distribution of different people in different environments

is gradually decreasing. Therefore, when we fuse multiple principal component
features, we need to proceed according to their contribution.

{
PCA = α · V1 · pca[1] + β · V2 · pca[1] + · · · + λ · Vn · pca[n]
s.t. α + β + · · · λ = 1 (9)

where Vi is the eigenvalues of the diagonal matrix by diagonalizing the covariance
matrix, and α, β etc. are scale factors. In this way, we can ensure that while
extracting the motion features, some fine-grained features are also fused to ensure
the accuracy of the features.

4.3 Mini Neural Network Design on the Edge Nodes

Due to the limitation of computational power on edge devices, we seek faster
inference speed and fewer computational operations. Here we design a kind of
miniature network module suitable for weak computing power devices. When
faced with multi-channel inputs, most people use full-channel convolution (Gen-
eral Convolution). We use convolution with feature extraction on each channel.
In fact, the operation of generating an arbitrary convolutional layer of feature
maps can be expressed as:

Y = X ∗ f + b (10)

Here ∗ is the convolution operation, x is the input data of size n × h × w,
f is the corresponding weight, b is the bias. However, the ordinary convolution
operation produces a large number of redundant features and wastes computing
power. In order to make rational use of computing resources, we will make good
use of the redundancy of the existing feature maps [5]. Similarly, to obtain the
feature maps for 2n feature channels, we first use depthwise convolution on n
of the channels to obtain the feature maps on the respective channels. Then
we perform cheap linear operations on the obtained n feature maps and obtain
similar feature maps by linear transformation, which are generated by using
redundancy. Specifically expressed as follows:

Y ′ = ∅i(Yi),∀i = 1, ..., n (11)

Here Yi is the i-th original feature map in Y , ∅i is the i-th linear operations,
which used to generate the i-th redundant feature map.

N = Y ⊕ Y ′ (12)
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Fig. 4. Mini network block

Finally, we connect the feature maps obtained twice as the input for the next
operation. However, all the feature maps we get here are extracted from a single
channel and there is no exchange of information between each channel, which
will generate feature barriers as the depth of the network deepens. To solve this
problem, we will fuse the features of different channels by used 1 * 1 convolution
to obtain m feature maps (m ≤ 2n). The framework of the whole neural network
is shown in Fig. 4.

5 Implement and Evaluation

Data Collection Platform. We use the PicoScenes platform [7] for CSI col-
lection, and achieve CSI enhancement on a single antenna.

Hardware. Here we are using Raspberry Pi 4B as a routing node. The Rasp-
berry Pi 4B is chosen here for three main reasons. Raspberry Pi is cheap, which
can meet the large-scale deployment. The Raspberry Pi has a wireless network
card, which can realize the function of sending and receiving WiFi signals and
can be used as a router. The performance of the Raspberry Pi is moderate among
edge devices and can be used as a representative of most edge devices.

Data Sets. Before conducting all experiments, we first collected data in three
environments and collected data for 7 body actions. The 7 actions are Standing
Up, Sitting Down, Walking, Falling, Lying, Getting Up, Picking Up. Also, to ver-
ify the fine-grained, 7 sets of hand gestures were captured. The 7 hand gestures
are Draw Rectangle, Draw Triangle, Drawing Circles, Draw X, Draw Z, Waving
left and right, Waving up and down.

5.1 PCA Feature Construction Analysis

We use PCA for power analysis to construct new power-related features from the
time-frequency diagram. We mainly analyzed the first five principal components,
because the subsequent principal components contain less obvious features and
are less effective for practical use. Through the Fig. 5 we find that the first
principal component is a feature extraction of the whole action process and some
redundant information is removed. And the subsequent principal component
features mainly extract the most obvious features. It can be seen from the figure
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(a) The first principal com-
ponent

(b) The third principal com-
ponent

(c) The fifth principal com-
ponent

Fig. 5. This is the spectrogram for the Z gesture, we found that PCA can extract the
most concentrated features in the entire process, such as the content circled in the red
box. At the same time, multiple principal components can complement each other with
some fine-grained features, such as the content circled in blue. (Color figure online)

that they are mainly concerned with the part with greater power, that is, the
time period during which the speed reaches the highest speed.

So we can learn that by using PCA we can eliminate the mutual influence
of the original data due to frame stacking and also separate the gesture features
from the surrounding environment, thus achieving a more fine-grained feature
representation. Therefore, feature fusion of the obtained principal component
features can ensure that the features are rich in information. As the part circled in
red box in the Fig. 5, it is the most obvious part of the whole feature, which is the
fastest part of the whole motion process, so multiple principal components have
this part. The blue box is the complement of the remaining principal components
to the fine-grained features to ensure the comprehensiveness of the features.

5.2 Fine-Grained Hand Gestures Recognition

Gesture recognition is a fine-grained action recognition, and to ensure the accu-
racy of the recognition, here we achieve the phase calibration by borrowing only
a single antenna. Since the phase information is highly responsive, it is more sen-
sitive to small action changes. By comparison, From the Fig. 6 we find that accu-
rate phase information helps the recognition of small movements. Meanwhile, we
put the gesture information of different volunteers together for recognition and
found that our method is still effective.

5.3 Recognition of Body Actions in Different Environments

We tested the accuracy of body action recognition in different environments.
From Fig. 7, we found our miniature neural network can achieve high recogni-
tion accuracy in different environments. Compared with an ordinary convolu-
tional neural network, our accuracy is comparable to it. So this proves that our
miniature neural network has excellent results. Table 1 shows the recognition
accuracy of each body movement. From the table, we can see that the recogni-
tion of falling movements is the most accurate but the recognition of getting up
is inaccurate.
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Table 1. Confusion matrix of related actions

Lie down Fall Pick up Walk Sit down Stand up Get up

Lie down 92.46% 0.15% 1.23% 1.92% 1.12% 2.15% 0.96%

Fall 0.45% 97.60% 0.91% 0 0.86% 0.13% 0.10%

Pick up 0.65% 0.24% 95.89% 0.21% 1.75% 0.64% 0.62%

Walk 1.84% 0.44% 1.92% 91.22% 3.06% 0.71% 0.82%

Sit down 0.25% 0.27% 1.92% 0.4% 96.58% 0.31% 0.27%

Stand up 4.75% 0.5% 0.70% 1.05% 0.5% 89.25% 3.25%

Get up 1.00% 0.33% 1.00% 0.75% 1.30% 6.83% 88.33%

Fig. 6. Fine-grained hand gestures recog-
nition.

Fig. 7. Recognition of body actions
in different environments and cross
domain.

At the same time, we also conduct cross-domain experiments. The experi-
mental results show that the accuracy is substantially reduced. We analyzed the
results that body actions have a larger area of motion compared to hand ges-
tures, making the power distribution somewhat affected by body size, which leads
to a decrease in accuracy. And hand gestures are less affected by the reflected
area and are therefore more accurate. Also to ensure low computing, we did
not extract more complex features, such as BVP. However, by extracting the
features of power variation, it still reflects good results on the cross domain. In
other words, this is a balanced solution in terms of computation and accuracy.

5.4 Comparison of Gesture Recognition Approaches

We compared CARM [18], Widar3.0 [23], and WiHF [9], where the latter two
are feasible for cross-domain recognition. Specifically, CARM directly uses the
DFS configuration file as a learning feature without further processing and it
also adopts HMM model. Widar3.0 realizes cross-domain detection by extracting
domain-independent BVP features. WIHF calculates the derivative of the DFS
configuration file to obtain the relationship between power and acceleration, and
uses the derivative result as a feature for detection, which also achieves cross-
domain. However, none of them consider the feature extraction time and model
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Table 2. Comparison of gesture recognition approaches

CRAM Widar3.0 WiHF WiRD

Accuracy 80% 92.4% 92.07% 87%

Feature extraction 0.38 s 52.80 s 1.10 s 0.70 s

Model types HMM CNN+GRU CNN+GRU CNN

Model Inference
(Raspberry Pi 4B)

– 6.57 s 6.55 s 0.13 s

Total time – 59.37 s 7.65 s 0.83 s

Gesture duration 1.86 s 1.62 s 1.62 s 1.86 s

inference speed, so this determines that their models cannot be implemented
for deployment on edge devices. Here we have performed a comprehensive test
of the above methods, and from the Table 2 we can find that our system can
achieve real-time detection on edge devices. Our model inference is 50X faster
than the fastest, and our feature extraction also takes very little time.

6 Related Work

6.1 RSSI Based

RSSI-based human activity recognition systems exploit the signal intensity
changes caused by human activity [13]. This approach can only perform coarse-
grained activity recognition, such as standing up, sitting down, etc. Accurate
recognition of fine-grained activities such as finger movements is often not pos-
sible. Sigg et al. improved the granularity of RSSI thus achieving an accuracy
of 72% for gesture recognition [14]. Therefore, in the follow-up wireless sensing
research, almost no one continues to choose to use RSSI.

6.2 Radar Based

Similarly, human activity detection can be performed using radar technology.
Adib et al. [2] used a specially designed FM carrier wave (FMCW) signal with
broad bandwidth from 5.56 GHz to 7.25 GHz for indoor positioning with an
error of almost 8 cm. In addition, this system has good synchronization and can
calculate the time of flight (ToF) of electromagnetic waves through transmission,
refraction and reflection before reception. On the other hand, the bandwidth
available for radar signals is much larger compared to WIFI signals.

6.3 CSI Based

Existing work is based on Intel 5300 or Atheros 9300 NICs to extract CSI and
perform conjugate multiplication operations with multiple antennas to achieve
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data calibration. E-eyes [19] utilizes statistical distribution and time series char-
acteristics for walking and in-place activities recognition. CARM calculates the
power distribution of DFS components as a learning feature of the HMM model.
However, most signal recognition cannot do gesture detection across domains.
Widar 3.0 extracted domain-independent features BVP from CSI, and Jiang
et al. [6] extracted 3DVP to achieve 3D pose reconstruction. In contrast, WiHF
found that the derivative of the power gives the relationship between body
motion acceleration and power, thus also enabling cross-domain identification.

7 Conclusion

In this paper, We propose the WiRD system to achieve CSI enhancement under
the condition of conforming to the single antenna of the edge device, and to
achieve real-time body and hand gesture detection that can be achieved on the
edge device. Firstly, in order to ensure the accuracy of subsequent detection, we
achieve the enhancement of CSI in compliance with the premise that the edge
device has only a single antenna, eliminating the disturbance caused by AGC
and solving the problem of phase instability. We then propose a mini neural net-
work, implement it for deployment on edge devices, and test it on two datasets.
Experimental results show that WiRD is comparable to existing methods for ges-
ture and body recognition within the domain, and has 87% accuracy for gesture
recognition cross the domain, but the overall system processing time is reduced
by 9× and the model inference time is reduced by 50×. As far as we know, we
are the first to fully consider the deployment of the system on the edge device
and implement real-time inference of the model on the edge device.
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Abstract. As an emerging computing paradigm, the mobile edge com-
puting (MEC) has become the top topic in various research fields. Nev-
ertheless, task offloading, as a key issue in MEC environment, is still
an immense challenge because it is often NP-hard. Currently, many
researchers adopt deep learning frameworks to solve task offloading prob-
lem of MEC. Unfortunately, most of these works directly use various
deep learning frameworks. It is insufficient consideration that how to
improve the convergence performance of deep learning in solving MEC
task offloading problem. To cope with this issue, we propose two meth-
ods to enhance the convergence of deep learning in this paper, which are
named as uniform design method (UDM) and hadamard matrix method
(HMM), respectively. UDM and HMM can enhance exploiting ability of
the space near the specific offloading decision, benefiting to improve the
convergence performance of deep learning algorithms. An improved deep
learning algorithm is built by integrating UDM or HMM. The validity of
our proposed algorithm is verified through extensive simulation experi-
ments. The results show that our proposed algorithm can achieve better
convergence performance than the benchmark algorithm under different
learning rates and memory sizes.

Keywords: Mobile edge computing · Task offloading · Deep learning ·
Uniform design · Hadamard matrix

1 Introduction

With the sustained development of mobile networks and communication tech-
nologies over the past several years, a good deal of intelligence applications (e.g.,
automatic navigation, face recognition, unmanned driving, virtual reality, aug-
mented reality, etc.) are gaining growing popularity. This kind of applications
usually have high requirements for response time and stable execution. It poses
tremendous challenges to resources constrained mobile devices.
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Mobile edge computing (MEC) [1,2], a supplement to cloud computing, has
been considered as a promising computing paradigm. The architecture of MEC
was firstly proposed by European Telecommunications Standards Institute in
2014, enabling the provision of resources close to users via radio access network.
In MEC network environment, mobile devices can offload the computation-
intensive and time-sensitive tasks to edge servers for execution. This helps
mobile devices with saving power consumption as well as significantly reduce
the response time of application, making mobile user can enjoy higher quality of
experience (QoE).

However, MEC still faces many of application challenges, such as, more effi-
cient edge server deploy [3] and task offloading solution. Among these challenges,
the task offloading problem is widely concerned. Task offloading problem is usu-
ally NP-hard [4], since at least combination optimization of communication and
computing resources along with the contention of edge devices is required [5].
Therefore, the efficient and effective task offloading scheme has received great
attention from many of researchers.

Deep learning (DL) that uses deep neural network (DNN) constituting of
multiple processing layers has achieved many breakthroughs in different areas
[6], such as natural language process [7], game [8], computer vision [9]. Inspired
by these successful applications in these fields, DL has received great attention
from researchers of wireless communications field in recent years, e.g., some works
have adopted DL to solving the task offloading problem in MEC environment
[10–13]. But, these works often directly use existing deep learning framework to
solve the task offloading problem, and cannot adequately consider how to speed
up the convergence of deep learning algorithm, thus failing to effectively improve
the response speed of offloading solution, which affects the improvement of user’s
QoE.

To fill this gap, we design two schemes to speed up the convergence of deep
learning algorithm, and propose an improved deep learning algorithm (I-DDLO)
for MEC task offloading by integrating them into existing DDLO algorithm.
Simulation results prove the effectiveness of our scheme. The major contributions
of this paper are summarized as follows.

• We propose an enhancing convergence method for DL based on uniform design
(UDM). The method uses advanced uniform experimental design to search
specific local space. In the case of a small increase in computing overhead,
the better offloading action can be found as soon as possible. Therefore, it is
beneficial to speed up the convergence of DL.

• Another enhancing convergence method for DL based on hadamard matrix
(HMM) was constructed. HMM takes full advantage of the row orthogonality
of hadamard matrix to search the better offloading action. Consequently,
HMM can also speed up the convergence of DL.

• We construct a modified deep learning algorithm with enhancing convergence
based on UDM or HMM. Extensive simulation experiments are conducted to
evaluate the performance of the two methods. The results show that they
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can significantly improve the convergence rate of deep learning algorithm in
solving the task offloading problem.

2 Related Works

There are many of works about computation task offloading in MEC environ-
ment. In these works, one direction is to use various classical optimal algorithms
to solve the task offloading problem. Li et al. [14] considered an ultra-dense
networks constituted of different macro base stations and small-cell base sta-
tions. They proposed a cuckoo search algorithm aided green communication and
computation offloading scheme. The global convergence analysis and simulation
results show that the scheme could achieve a satisfying performance. Zhao et al.
[15] studied how to efficiently offload dependent tasks to edge nodes with limited
service caching. An efficient convex programming based algorithm was proposed
for the sake of solving this problem. Simulation results show that this algo-
rithm can significantly reduce task completion time by about 27–51% compared
with other alternatives. Ma et al. [16] developed an iterative algorithm based
on Gibbs sampling for solving the problem of cooperative service caching and
task scheduling in mobile edge computing. The algorithm can jointly reduce the
service response time and the outsourcing traffics compared with the benchmark
algorithms.

Furthermore, duo to DL technology has achieved remarkable success in var-
ious fields, making use of deep learning to obtain the optimal offloading policy
draw researcher’s extensive attention. Mukherjee et al. [17] studied the task
offloading strategy in unmanned aerial vehicle-enabled MEC systems. A dis-
tributed DNN was used to find the optimal offloading decision of end-users. In
this algorithm, multiple DNNs were trained by the same training instance, the
DNN that gives the least training loss was selected finally. Simulation results
show that the algorithm can achieve near-optimal performance with numerous
system parameter settings. Ali et al. [18] proposed a novel energy-efficient deep
learning based offloading scheme. The scheme can select an optimal offloading
set of application components through considering multiple factors syntheti-
cally, such as remaining energy of user, energy consumption by application com-
ponents, network conditions, computational load, amount of data transfer, and
communication delay. Huang et al. [6] investigated a mobile edge computing net-
work with single access point and multiple wireless devices. To conserve energy
and maintain quality of service for WDs, a mixed integer programming prob-
lem was formulated. They proposed a distributed deep learning algorithm which
used multiple parallel deep neural networks for sake of solving the problem. The
algorithm can achieve better convergence performance when the number of DNN
is greater than 1. Other more advanced deep learning algorithms, such as, Deep
Reinforcement Learning [19–21], Recurrent Neural Network [22,23], Convolu-
tional Neural Network[24], were also been applied to the task offloading problem
in MEC environment. To save space, the details of these tasks are omitted here.
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3 Network Model and Optimization Problem

In MEC network environment, task offloading decision means that determining
whether the task is to be executed locally or offloaded to the edge server for
execution. Generally speaking, there is different network model for the different
application scenario. In this work, we focus on how to speed up the convergence
of deep learning algorithm in solving task offloading problem. So, we use the
network model of literature [6], because their experimental results show that the
distributed deep learning algorithm (DDLO) proposed by them can not converge
when one DNN is used. The following is a brief description of the model and
DDLO.

This model includes one edge server, one wireless access point and n wire-
less devices (WDs). Each WDs has m independent task needing to execute. All
WDs’s tasks constitute a set of system task M. The |M| is n × m. dnm denotes
the workload of mth task of nth wireless devices. xnm denotes the offloading
decision. xnm = 1 represents that the wireless device n decides to offload its
mth task to the edge server. Otherwise, xnm = 0 represents that the wireless
device n decides to execute its mth task locally.

Based on this model, they constructed the energy and delay model of edge
computing and local computing. Next, the system utility function Q(d,x, c) was
defined as the weighted sum of energy consumption and task completion delay.

Q(d,x, c) =
N∑

n=1

(
M∑

m=1

(El
nm(1 − xnm) + Ec

nmxnm) + βmax(T l
n, T c

n)) (1)

where El
nm, Ec

nm are the energy model of local and offloading execution.
T l
n, T c

n are delay model of local and offloading execution. β denotes the weight
of energy consumption and task completion. Aimed to minimize Q(d,x, c), an
optimization problem P1 was formulated as follows.

P1 :Q∗(d) = minimize
x,c

Q(d,x, c) (2)

subject to :
N∑

n=1

cn<C (2a)

cn ≥ 0,∀n ∈ N (2b)
xnm ∈ {0, 1} (2c)

The more details of El
nm, Ec

nm, T l
n, T c

n, Q(d,x, c) and P1 see the literature [6].
To address problem P1, DDLO algorithm was proposed. The experiments show
that DDLO cannot achieve good convergence (the convergence accuracy is less
than 88%) when only one DNN is used. Therefore, DDLO uses multiple parallel
neural networks to achieve good convergence performance. But, the change from
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“single DNN” to “multiple DNNs” not only complicates algorithm structure but
also leads to a doubling of training complexity.

To address the issue, we propose two methods (UDM and HMM) to enhance
the convergence of deep learning algorithms when only one DNN, and introduce
a modified DDLO algorithm based on them.

4 Two Methods of Enhancing Convergence

4.1 Uniform Design Based Enhancing Convergence Method

Uniform design (UD) is one of powerful and high quality experimental design
tools, which is proposed by Wang and Fang [25]. The number of experiments
of uniform design is far less than other popular experimental design tools(e.g.,
orthogonal design). For instance, for an experiment with k factors that each one
has q levels, the experiment’s number of orthogonal design and uniform design
are q2 and q, respectively. More details about the uniform design can be found in
[25]. Because of this advantages, UD has been applied to many of areas including
computer experiments.

Generally speaking, uniform design is used to obtain the optimal parameter
setting, to achieve robust performance with low development and manufacturing
cost. Inspired by this, we introduce uniform design based enhancing convergence
method (UDM) for deep learning. The major idea of UDM is to find better
offloading decision via uniform design after the neural network generates an
offloading decision.

The general steps for using of uniform design were given in [26]. Thereinto,
determining appropriate uniform design table is the most critical step. Normally,
the notation Un(ns) represents an uniform design table, which has n rows and s
columns. The numbers of row mean that the times of experiments to be executed,
yet the numbers of column means that maximum factors to be chosen. There
are a lot of uniform design tables for user to utilize conveniently. Table 1 gives
an example of uniform design table U7(76). The uniform design table U6(66) can
be constructed from U7(76) by deleting the last row [27]. The reason is that the
last row of U7(76) represents the original offloading action in our UDM. In our
work, we choose U6(66) to arrange experimental plan.

To illustrate specific process of the UDM, we given a simple example by
Fig. 1, in which of x1 and x2 are two offloading decisions. One factor of x1 and
x2 was split into six levels, noted L1, ..., L6 with red forecolor, and L1, ..., L6
with green forecolor, respectively. The six circles with yellow forecolor are six
new values about this factor produced by mixed x1 and x2 based on the first and
second column of U6(66). Obviously, a better offloading decision is more likely
to be found between these six new values.

Algorithm 1 describes the details of UDM. There are two offloading decisions
as input parameters. One comes from the output of DNN. The other is an aux-
iliary offloading decision generated by a random way at near the former. Owing
to offloading decision is a binary string consisting of 0 and 1, splitting the level
is inconvenient. Hence, we divide offloading decision into k (k is not greater than
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Table 1. Uniform design table U7(7
6)

No 1 2 3 4 5 6

1 1 2 3 4 5 6

2 2 4 6 1 3 5

3 3 6 2 5 1 4

4 4 1 5 2 6 3

5 5 3 1 6 4 2

6 6 5 4 3 2 1

7 7 7 7 7 7 7

the number of factors) segments (as factors) and convert them to corresponding
decimal number. This operation facilitates splitting and combination of levels. In
addition, the discrete operations in step 2 means that calculate the difference
between x1 and x2 on each segment, and split to six parts uniformly (as levels).

Fig. 1. An example of UDM method

4.2 Hadamard Matrix Based Enhancing Convergence Method

A hadamard matrix is a square matrix whose entries are +1 or −1, and rows are
mutually orthogonal. The earliest construction method of Hadamard matrix was
proposed by James Joseph Sylvester [28]. Specifically, assuming Hn is a n-order
hadamard matrix, then the partitioned matrix as Eq. (3) is a 2n-order hadamard
matrix.
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Algorithm 1. Uniform design based method, UDM
Require: input two offloading decisions x1 and x2.
Ensure: a set of six offloading decisions ux.
1: divide x1 and x2 into k segments and convert to decimal number.
2: for each segment(factor),perform discrete operations and produce 6 levels.
3: for each segment, according to U6(6

6), produce 6 new values by mixed x1 and x2.
4: performs a rounding operation and converts to binary string.
5: produces 6 new offloading decisions by combining the six values on each segment.
6: add each new offloading decision into ux.

[
Hn Hn

Hn −Hn

]
(3)

Consequently, giving the 1-order hadamard matrix H1 = [1], we can obtain
the 2-order and 4-order hadamard matrix as Eq. (4) and (5), respectively.

H2 =
[

1 1
1 −1

]
(4)

H4 =

⎡

⎢⎢⎣

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎤

⎥⎥⎦ (5)

And so on, other higher order hadamard matrix can be obtained. It is worth
noting that the order of hadamard matrix must be 1, 2, or a multiple of 2 [29].
So, the hadamard matrix with 2k order H2k can obtained through Eq. (6).

H2k =
[

H2k−1 H2k−1

H2k−1 − H2k−1

]
= H2 ⊗ H2k−1 (6)

Where, ⊗ denotes the Kronecker product, k is a non-negative integer, and
k ≥ 2. The hadamard matrix has a significant character as Property 1.

Property 1. for a n-order Hadamard matrix Hn,

Hn ∗ HT
n = nI (7)

where HT
n is the transpose matrix of Hn, I is an identity matrix, respectively.

In geometric terms, this means that each pair of rows in the hadamard matrix
represents two perpendicular vectors [30], and they are orthogonal to each other.
This is the most important property of hadamard matrix. Inspired by this prop-
erty, we propose a novel method for constructing multiple offloading decisions in
near space of the given decision, named hadamard matrix based method HMM.
These offloading decisions constructed by HMM distribute in the local space of
the specified decision, and meet the characteristics of vertical and orthogonal. It
is beneficial to improve the probability of finding better offloading decision.

Algorithm 2 is the details of HMM. Noted that notation “¬” in step 12 repre-
sents reverse operation. Because of offloading decision is a vector consisting of 0 or
1, so the reverse operation refers to 0 transform to 1, 1 transform to 0 in HMM.
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Algorithm 2. Hadamard matrix based method, HMM
Require: Input a offloading action x.
Ensure: a set of multiple offloading actions mx.
1: Initialization:
2: Initializes a n-order hadamard matrix Hn.
3: computes the size of offloading x,and stores to the variate b.
4: divide x into n segments through n − 1 random number.
5: For i=1,2,...,n do
6: reads the ith row of Hn,and stores to vector e.
7: defines a null vector t with the same size of x, and divides it into the same

n segments.
8: For j=1,2,...,n do
9: if e[i]==1

10: sets each element of t’s jth segment to be equal to each element of x’s
jth segment.

11: else
12: each element of t’s jth segment = ¬ [each element of x’s jth segment ].
13: end if
14: end for
15: adds offloading decision t into mx.
16: end for

4.3 Improving the DDLO Algorithm

Our idea is that searching the local space around the offloading decision which
is generated by DNN. Therefore, UDM and HMM are executed timely after
the neural network produces output. To simply and specifically describe the
effectiveness of UDM and HMM, we construct the improve DDLO algorithm (I-
DDLO) via incorporating UDM or HMM into DDLO algorithm. The difference
between I-DDLO and DDLO includes two aspects. One is that I-DDLO only has
one DNN. The other is that the UDM or HDM were used to generate multiple
candidate offloading decisions after the neural network produces output. Algo-
rithm 3 gives the pseudo-code of I-DDLO. In the step 12, the gradient descent
algorithm is used for training, and the loss function is the cross-entropy loss.

5 Performance Evaluation

In this section, we evaluate the performance of two methods (UDM and HMM).
We choose the DDLO as comparison algorithm in the process of simulation. In
order to make a fair comparison, the neural network structure and the param-
eter settings of the simulation experiment are consistent with those in [6]. For
distinguishing UDM and HMM, the I-DDLO algorithm that incorporates these
two methods are named I-DDLO-UDM and I-DDLO-HMM, respectively. Uni-
form design table U6(66) is used in algorithm I-DDLO-UDM, and I-DDLO-HMM
uses the 4-order hadamard matrix H4. The objective of UDM and HMM is to
speed up the convergence of deep learning algorithm. Therefore, our simulation
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Algorithm 3. Improved DDLO(I-DDLO)
Require: Inputs workloads dt of all user’s task at time t.
Ensure: Optimal offloading action.
1: Initialization:
2: initializes one DNN with random parameters θt.
3: empties the memory structure.
4: For t=1,2,...,G do
5: inputs all workloads to DNN.
6: generates one offloading action x from DNN with θt.
7: uses the UDM or HMM to exploit action space, and generates multiple

candidate offloading actions set {xk} from x.
8: solves bandwidth allocation optimization problem.
9: selects the best offloading decision as the output.

10: stores the best action and corresponding workload into the memory structure.
11: randomly samples one batch of training data from the memory structure.
12: trains the DNN and update θt.
13: end for

experiments mainly focus on the verification of convergence. Similar to [6], we
use Gain ratio as the measurement of convergence. The definition of Gain ratio
is Eq. 8. In order to maintain fairness, parameters setting of I-DDLO-UDM and
I-DDLO-HMM are same to DDLO.

Gain ratio =
Q(d, x)

Q∗(d, x′)
(8)

where x
′

is the optimal offloading decision obtained by a greedy method,
Q∗(d, x

′
) is the system utility of x

′
.

Figure 2, 3, and 4 show the convergence curves of three algorithms in solving
P1 under three learning rates (0.1, 0.01, 0.001) and fixed memory size (1024).
From these three convergence curves, we can clearly find the following fact.
I-DDLO-UDM and IDDLO-HMM all achieve better convergence than DDLO
under three learning rates. Although, the convergence performance of I-DDLO-
HMM less than 90% under 0.1 learning rate, it is still higher at least 5% than
DDLO. Yet, I-DDLO-HMM can obtain close to 95% convergence performance
under 0.01 and 0.001 learning rate, it is far higher than DDLO. Especially at
the 0.001 learning rate, I-DDLO-HMM significantly better than DDLO. Further-
more, I-DDLO-UDM is clearly better than DDLO at three learning rates 0.1,
0.01 and 0.001. I-DDLO-UDM can rapidly converge at above 95% (within 5000
steps) under learning rates 0.01 and 0.001. For three different learning rates,
the convergence performance of I-DDLO-UDM and I-DDLO-HMM is the best
at learning rate 0.001. Consequently, we can draw a conclusion that UDM and
HDM can effectively improve the convergence performance of the deep learning
at different learning rate in solving task offloading problem P1.
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Fig. 2. Convergence curve of 0.1 learning rate.

Fig. 3. Convergence curve of 0.01 learning rate.

Fig. 4. Convergence curve of 0.001 learning rate.
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Figure 5, 6 and 7 show the convergence curves of three algorithms in solving
P1 under three memory sizes (512, 2048, 4096) and fixed learning rate (0.001).
Three convergence curves show that I-DDLO-UDM and I-DDLO-HMM can all
acquire a good convergence performance. When the memory size is 512, their
convergence performance is the best. The convergence performance of DDLO
algorithm is far lower than IDDLO-UDM and I-DDLO-HMM at three sizes of
memory. In consequence, UDM and HMM can also significantly improve the
convergence at different memory size in solving task offloading problem P1.

To better verify the performance of UDM and HMM, we additionally com-
pare the convergence performance of two proposed algorithms (I-DDLO-UDM
and I-DDLO-HMM) and DDLO algorithm with two DNNs (learning rates is
0.001, and memory size is 1024). The simulation results are shown in Fig. 8.
In this simulation, DDLO with two DNNs get a good convergence performance
than DDLO with one DNN. The result is consistent with literature [6]. At the
same time, the simulation results also show two things. On the one hand, the
final convergence accuracy of I-DDLO-UDM and I-DDLO HMM is higher than
DDLO. On the other hand, the convergence rate of I-DDLO-UDM and I-DDLO
HMM is faster than DDIO. Hence, we can also conclude that UDM and HMM
effectively enhance the convergence of deep learning algorithm in solving task
offloading problem P1

In a word, I-DDLO-UDM and I-DDLO-HMM are superior to DDLO in terms
of convergence performance. This proves that UDM and HMM can effectively
enhance the convergence performance for deep learning algorithm when it is
used to address task offloading problem. In addition, the performance of UDM
is slightly better than HDM.

Fig. 5. Convergence curve of 512 memory size.
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Fig. 6. Convergence curve of 2048 memory size.

Fig. 7. Convergence curve of 4096 memory size.

Fig. 8. Convergence curve of 2 DNNs.
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6 Conclusion

In this work, we proposed two novel methods to enhance the convergence of deep
learning algorithm. They are constructed based on uniform design method and
hadamard matrix, respectively. Then, two modified deep learning algorithms
I-DDLO-UDM and I-DDLO-HMM was constructed by integrating these two
methods into advanced distributed deep learning algorithm DDLO. These two
new algorithms show the preferable convergent performance than original DDLO
algorithm in the simulation experiments of solving task offloading. This proves
the effectiveness of UDM and HDM, as well as the superiority of I-DDLO-UDM
and I-DDLO-HMM.

In the future work, we will further study the application of UDM and HMM
for other deep learning algorithms, and extend them to more complex task
offloading problem, such as the task offloading problem for wireless powered
MEC networks with multiple edge devices.
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Abstract. The emerging vehicle services need more stable and efficient
communication environments. Furthermore, fast-developing in-vehicle
applications increase power consumption, and bring new challenges to the
endurance of electric vehicles (EVs). In this paper, taking a vehicular net-
work with energy harvesting as the background, we propose a joint online
algorithm based on vehicle mobility to minimize the energy consumption
of electric vehicles. Specifically, we determine the relationship between
MEC computing power allocation and vehicle information (position and
driving speed), and minimize vehicles’ energy consumption while ensur-
ing the completion rate of offloading task calculations. This problem is
NP-hard, and we use the Lyapunov optimization to transform the original
problem into a deterministic optimization problem, which has a coupling
between the local calculation amount and the MEC calculation frequency
allocation decision. Toward this end, we apply the Lagrangian duality
method to decouple the problem, and propose a Joint Local Comput-
ing and CPU-cycle Frequency Allocation (JLCCFA) algorithm to obtain
the approximate optimal solution of the original problem. The simulation
experiment results show that JLCCFA can effectively reduce the energy
consumption of vehicle users and maintain a small task queue backlog.

Keywords: Task offloading · Frequency allocation · Lyapunov
optimization · Energy harvesting · Internet of Vehicles

1 Introduction

The gradual popularization of 5G networks has promoted the rapid development
of the Internet of Vehicles (IoV) [1]. A large number of in-vehicle applications
emerge to meet the needs of users, which put forward more stringent require-
ments for task processing efficiency and power consumption [2]. Furthermore, the
rapid increase in information interaction bring huge challenges to the endurance
of electric vehicles (EVs). Compared with the traditional remote cloud, users can
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choose to offload the computing tasks to the edge server for processing, which
can improve the computing efficiency of the tasks [?]. In addition, with the
development of energy harvesting technology, especially for EVs, using energy
harvesting technology to capture green energy to ensure battery power is a very
promising solution, which is in line with the concept of green communication.

As an energy harvesting technology, photovoltaic power generation directly
converts solar radiation energy into electric energy by using the photovoltaic effect
of semiconductor materials of solar cells [3]. The photovoltaic intelligent road uses
this technology, which aims to provide energy for EVs in motion, and has been
tested in Jinan, China [4]. The photovoltaic pavement can convert collected solar
energy into electrical energy. Electromagnetic induction coils are reserved on the
pavement to continuously charge the driving vehicles. Information collection ports
are usually reserved under photovoltaic roads to collect trafficbig data such as vehi-
cle driving information, road safety information and road congestion information,
which is one of the important development directions of smart cities [5].

The related vehicular network communication has gradually become the
research focus of scholars. Yang et al. [6] propose a network resource manage-
ment scheme based on Deep Reinforcement Learning (DRL), which effectively
responded to the dynamics and unknowns of the IoV network environment, and
guarantee the low latency and high stability of vehicle communication. A branch-
and-bound solution with imitative learning ability is proposed in [7], which com-
bines offloading and caching technology to reduce the task completion delay of
vehicle users. In addition, Wang et al. [8] study the task scheduling problem
in Road-Side-Unit (RSU) powered by green energy to optimal the energy con-
sumption for communication, and ensure the network persistence. In the actual
network service scenario, the stay time of high-speed vehicles in the service range
of edge nodes is limited, and it is necessary to switch links frequently, which is
one of the difficult problems in vehicle network optimization [9]. In addition,
the ever-increasing complex computing tasks put pressure on the computational
efficiency and energy sustainability of vehicles. The existing in-vehicle network
design solutions mainly focus on spectrum allocation and communication effi-
ciency, and seldom consider the mobility of the vehicle and the energy efficiency
of the vehicle [7].

In order to meet the above challenges, we investigate the joint offloading and
frequency allocation scheme with energy harvesting. The scheme performs intel-
ligent local computing, offloading and MEC server’s CPU-cycle frequency scaling
decision based on the vehicle’s battery power reserve information, driving infor-
mation (position, direction and speed, etc.), and task queue backlog. The main
aim of this scheme is to efficiently use the green energy collected to process the
computing tasks, and to reduce the energy consumption on the premise of satis-
fying the quality of service (QoS) of vehicle users. Specifically, the contributions
of this paper can be summarized as follows.

– We formulate a dynamic offloading and frequency allocation problem for a
IoV system with energy harvesting. Considering the limited communication
time of vehicles in each RSU’s service range, we maximize the time average
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energy consumption utility subject to the constraints of queue stability and
remaining battery power.

– In order to solve the problem, a Joint Local Computing and CPU-cycle Fre-
quency Allocation (JLCCFA) algorithm is designed. Firstly, we use stochastic
optimization techniques to transform the original problem into a stochas-
tic optimization problem. Then, we decompose the problem into three sub-
problems and solve them in parallel, which greatly reduces the complexity of
the algorithm.

– For the proposed scheme, we perform simulation experiment performance
analysis, which prove that the online algorithm has low time complexity, and
can converge to the optimal average energy consumption under the premise
of guaranteeing the stability of the average task queue.

2 System Model

2.1 Scene Model

An heterogeneous IoV system with energy harvesting is considered in Fig. 1,
which consists of a MBS, R RSUs and N EVs. Let R = {1, 2, ..., R} and N =
{1, 2, ..., N} denote the index set of RSUs and EVs, respectively. In this system,
the photovoltaic highway provide green energy for EVs, and RSUs equipped with
MEC server can process tasks offloaded by vehicle users. Each vehicle stores
the green energy in the battery that supports information interaction, and uses
the energy for local computing and task offloading. A time-slotted model T =
{1, 2, ..., T} is adopted, and the length of each time slot t is τ .

Fig. 1. Schematic diagram of JLCCFA in vehicular network.
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2.2 Vehicle Mobility Model

In our mobile scene, it is assumed that any vehicle n driving on a photovoltaic
highway with a constant speed vn. Due to the limitation of the service range of
RSU, the vehicle n needs to perform task offloading to multiple RSUs in a time
slot. Let drsu represent the service range of the RSU in the horizontal direction.
And vehicle n with a random actual position can pass through the service area
of two RSUs at most in any time slot, which means vn · τ � drsu.

Figure 2 depicts the moving scenario of vehicle n in a time slot. xstart
n (t)

represents the horizontal position of vehicle n at the beginning of time slot t. Let
xstart

rsu (t) and xend
rsu(t) respectively denote the start position and the end position

of the current RSU horizontal service range. Thus, the driving time that vehicle
n stay in the current RSU service range within the time slot t is,

tnrsu(t) =
xend

rsu(t) − xstart
n (t)

vn
, (1)

and the driving time of vehicle n in the service range of next RSU is τ − tnrsu(t).

Fig. 2. Schematic diagram of vehicle mobility.

2.3 Task Model

In each time slot t, An(t) (in bits) represents the amount of computation tasks
arrived in the vehicle n. The vehicle can compute the arrival task locally and
offload the task to the RSUs in a parallel way. Note that this model does not
require any prior statistic information about An(t) (in bits), which is more exten-
sive and applicable than other related literature.

Local Computing: Let Dl
n(t) represent the amount of computation tasks pro-

cessed locally in time slot t. As the energy harvesting unit and computing unit
are independent, the vehicle can operate the energy harvesting and local com-
puting simultaneously. Due to the limitation of vehicle computing power, the
allocated local computation task cannot exceed the maximum compute capacity
of vehicle n,

Dl
n(t) � fmax

n τ

ηn
,∀n ∈ N , (2)

where fmax
n is the maximum CPU-cycle frequency of vehicle n, and ηn is the

number of CPU-cycles required to compute the unit bit task.
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Computation Offloading: In each time slot t, the wireless transmission rate
between vehicle n and the nearby RSU can be obtained by Shannon Formula,

Rn
v2r = Br,n log2(1 +

prhrdr,n
−α

σ2
), (3)

where Br,n is the communication bandwidth, pr is the transmission power, hr is
the channel gain, and dr,n is the distance between EV and RSU. α and σ2 rep-
resent the path loss exponent and noise power, respectively. Due to the mobil-
ity of the vehicle, dr,n is constantly changing. Let f(d) represent the proba-
bility density function of dr,n, and the average offloading rate of vehicle n is
Rn

v2r =
∫ d

d0
f(d) ·Rn

v2rdd [9]. (x0, y0) represents the coordinates when the vehicle
just enters the RSU service area, and (xr, yr) represents the coordinates of the
RSU. The process of a vehicle passing through a complete RSU service area is
considered, the average offloading rate of vehicle n is,

Rn
v2r =

∫ 0

xr−x0
Br,n log2(1 + prhr

√
(yn−y0)2+d2

−α

Bnσ2 ))dd

xr − x0
. (4)

Let ttrn→r(t) denote the transmission time for computation offloading from
vehicle n to RSUr. Thus, the amount of offloaded computation tasks is
D0

n→r(t) = Rn
v2r · ttrn→r(t). In order to ensure the completion rate of offload-

ing tasks, the offloaded amount should be equal to the computed amount of
RSUr,

Rn
v2r · ttrn→r(t) =

fn
r (tnrsu(t) − ttrn→r(t))

ηr
, (5)

where variable fn
r is the CPU-cycle frequency allocated to vehicle n by RSUr,

and ηrsu is the number of CPU-cycles required to compute the unit bit task.
According to Eq. (4), the amount of offloaded computation tasks of vehicle n

to RSUr is D0
n→r(t) = fn

r (t)tn
rsu(t)

ηrRn
v2r+fn

r (t)
Rn

v2r. Similarly, the amount of offloaded

computation tasks of vehicle n to next RSUr′ is D0
n→r′ (t) =

fn

r
′ (t)(τ−tn

rsu(t))

η
r

′ Rn
v2r+fn

r
′ (t)

Rn
v2r.

Due to the mobility of vehicles, the number of vehicles in the service range of
RSUr and RSUr′ is different in each time slot. Therefore, RSUr and RSUr′ only
allocate computing power to their service vehicles,

fn
r (t) =

{
fn

r (t), vehicle n is served by RSUr

0, otherwise , (6)

and

fn
r′ (t) =

{
fn

r′ (t), vehicle n is served by RSUr′

0, otherwise
, (7)

fn
r (t) and fn

r′ (t) should satisfy
∑N

n=1 fn
r (t) � fmax

r and
∑N

n=1 fn
r′ (t) � fmax

r′ ,
where fmax

r and fmax
r′ represent the maximum CPU-cycle frequency of RSUr

and RSUr′ , respectively.
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Task Queue: Let Dn(t) = Dl
n(t)+D0

n→r(t)+D0
n→r′ (t) represent task completion

amount of vehicle n in time slot t. The unprocessed tasks would be stored in
the task queue sequentially and processed preferentially in the next time slot.
Let Qn(t) denote the queue backlog of the unaccomplished tasks in time slot t.
Thus, the queue backlog in time slot t + 1 is,

Qn(t + 1) = max {Qn(t) − Dn(t), 0} + An(t). (8)

Notice that the task queuing delay is proportional to its queue backlog. Due to
the high delay sensitivity of computing tasks in IoV, this paper tries to constrain
the average queue backlog lQn to reduce the average queuing delay of tasks,

lQn = lim
T→∞

1
T

T−1∑

t=0

E {Qn(t)} < ε,∃ε ∈ R
+, (9)

where ε is the constraint value of the average queue backlog.

2.4 Energy Harvesting and Consumption Model

For each vehicle, the energy consumption for task processing consists of two
parts, which are the local computing energy and transmission energy for compu-
tation offloading. When too many computing tasks arrive or the energy harvest-
ing efficiency becomes poor, the renewable energy would not be able to support
the operation of the vehicle task processing module. In this case, the vehicle
uses local driving energy to support task processing, which would reduce the
endurance of the vehicle.

Energy Harvesting: The green energy is mainly obtained from photovoltaic high-
ways through electromagnetic induction coils. Without loss of generality, the
harvested energy obeys an independent and identically distributed Poisson pro-
cess. Let eh

n(t) denote the amount of energy harvested in time slot t, which can
be expressed as eh

n(t) ∼ Poisson(μτ), where μ is the energy harvesting intensity,
representing the energy collected per second.

Energy Consumption: For each vehicle, we consider two parts of energy con-
sumption, which are local computing energy and transmission energy for task
offloading. Denote el

n(t) as the local computing energy consumption of vehicle
n, which can be given by,

el
n(t) = ϕnf2

n(t)Dl
n(t), (10)

where ϕn is the energy factor, and fn is the actual local computing power of
vehicle n.

Due to the limitation of vehicle speed vn and time slot length τ , the vehicle
can offload tasks to the current and the next RSU for computing during the
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driving process. Let etr
n→r and etr

n→r′ denote the transmission energy consumption
of vehicle n in the service area of RSUr and RSUr′ ,

etr
n→r(t) = pnttrn→r(t), (11)

and
etr
n→r′ (t) = pn(τ − ttrn→r(t)), (12)

where pn is the transmission power of vehicle n.

Vehicle Energy Consumption: The battery energy QE
n (t) and renewable energy

eh
n(t) in the current time slot provide all the energy for computing and offloading

tasks, and the remaining energy in each time slot is stored in the energy buffer for
task processing in the next time slot. Devote ec

n(t) = el
n(t) + etr

n→r(t) + etr
n→r′ (t)

is the total energy for computing and offloading tasks, and QE
n (t + 1) is the

battery queue backlog for the next time slot,

QE
n (t + 1) = max

{
QE

n (t) + eh
n(t) − ec

n(t), 0
}

. (13)

2.5 Problem Formulation

This paper attempts to reduce the average energy consumption of EVs. By
reducing the amount of local computation and the offloading time, the corre-
sponding energy consumption of the vehicle can be reduced. In order to ensure
that the vehicle receives the offloading computation result before leaving the cur-
rent RSU’s service range, we define that the offloading amount is equal to the
computable amount of RSU, and the offloading time is expressed by the CPU-
cycle frequency allocated to the vehicle by RSU. However, these solutions can
also lead to the queue backlog become very large and unstable. Thus, this paper
studies the problem of joint local computing and MEC’s CPU-cycle frequency
allocation, which can optimize the average energy consumption of vehicles while
guaranteeing the stability of the task queue. let Ev = lim

T→∞
1
T

∑T−1
t=0 E {ec

n(t)}
represent the long-term average energy consumption of vehicle n. The optimiza-
tion problem is,

P1: min
Dl

n(t),fn
r (t),fn

r
′ (t)

Ev

s.t. C1 : Dl
n(t) � fmax

n τ

ηn
,∀n ∈ N ,

C2 :
N∑

n=1

fn
r (t) ≤ fmax

r ,∀n ∈ N ,

C3 :
N∑

n=1

fn
r′ (t) ≤ fmax

r′ ,∀n ∈ N ,

C4 : ec
n(t) ≤ QE

n (t) + eh
n(t),∀n ∈ N ,

C5 : lim
T→∞

1
T

T−1∑

t=0

E {Qn(t)} < ε,∃ε ∈ R
+, n ∈ N ,

(14)
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where C1 to C5 are the constraints of P1. C1 guarantees that the local com-
putation allocated can be completed. C2 and C3 indicate that the CPU-cycle
frequency allocated by MEC server to all vehicles cannot exceed their maximum
computing capacity. C4 constraints the energy consumption of vehicles, which
means that the energy consumption of vehicles for local calculation and unload-
ing cannot exceed the available electricity. And C5 stabilizes the vehicles’ task
queue.

P1 has two-fold challenges. Firstly, P1 is a stochastic optimization problem,
due to the randomness of vehicle mobility, task arrival and channel state. These
random factors change over time, and it is difficult to obtain accurate forecast
information. Offline solutions are difficult to deal with this problem. How to make
local computing and CPU-cycle frequency allocation decisions in response to
dynamic changes in IoV is a huge challenge. Secondly, as the increasing number
of vehicles would increase the complexity of problem solving, the traditional
optimization algorithm is difficult to satisfy the response requirements of delay-
sensitive tasks.

3 Algorithm Design

In order to solve this stochastic optimization problem, a Joint Local Computing
and CPU-cycle Frequency Allocation algorithm called JLCCFA is designed in
this section. P1 is transformed into a deterministic problem through the Lya-
punov method, and then divided into a series of sub-problems to reduce the
complexity of the algorithm. JLCCFA does not require any prior knowledge of
vehicle mobility, task arrival, and channel status when making decisions, which
are also difficult to obtain or predict in actual scenarios.

3.1 Problem Transformation

By using the Lyapunov optimization method to transform the original problem,
P1 with long-term constraints is decomposed into each time slot for optimiza-
tion. Let Θ(t) = {Q1(t), Q2(t), ..., QN (t)} represent the task queue backlog of all
vehicles in time slot t, and define the Lyapunov function is,

L(Θ(t)) =
1
2

N∑

n=1

Q2
n(t). (15)

Specifically, L(Θ(t)) represents the queue backlog state of the IoV system with
energy harvesting. When the value of L(Θ(t)) is large, it means that there exists
at least one EV with the large queue length. Next, the conditional Lyapunov
drift Δ(Θ(t)) is expressed in,

Δ(Θ(t)) = E [L(Θ(t + 1)) − L(Θ(t))|Θ(t)] , (16)

which reflects the increase in the task queue of all vehicles in the system from
time slot t to time slot t + 1.
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To combine the queue backlog and vehicle energy consumption, the drift plus
energy consumption is defined,

ΔV (Θ(t)) = Δ(Θ(t)) + V · E {ec
n(t)} , (17)

where V represents the trade-off factor between the task queue and vehicle energy
consumption in the system, which is a non-negative number. Then, its upper
bound is derived by Theorem 1.

Theorem 1. In any time slot t, with any local task and CPU-cycle frequency
allocation strategy, given that An(t) ≤ Amax

n , fn(t) ≤ fmax
n and Rn

v2r ≤ Rmax
v2r ,

ΔV (Θ(t)) would be upper bounded by,

ΔV (Θ(t)) ≤ C +
N∑

n=1

Qn(t)E {An(t) − Dn(t)|Θ(t)}

+ V ·
N∑

n=1

E
{
ϕnf2

n(t)Dl
n(t) + pnttrn→r(t) + pnttr

n→r′ (t)|Θ(t)
}

,

(18)

where C = 1
2

∑N
n=1[(A

max
n )2 + ( fmax

n τ
ηn

+ Rmax
v2r ttrn→r(t)) + Rmax

v2r ttr
n→r′ (t))2] is a

constant.

3.2 Optimal Algorithm Design

According to the Lyapunov optimization theory, by minimizing the ΔV (Θ(t))’s
upper bound of a under each discrete time slot, a near-optimal solution to the
original stochastic optimization problem can be obtained, effectively reducing
the average energy consumption of the vehicle, and keeping the cumulative task
queue length of vehicles low. The problem of local computing and MEC’s CPU-
cycle frequency allocation in each time slot is a deterministic optimization prob-
lem. As C and An(t) are the constant in each slot, the following problem is
formulated,

P2: min
Dl,fr,f

r
′

N∑

n=1

(V · ϕnf2
n(t) − Qn(t))Dl

n(t)

+
N∑

n=1

(V · Pn,r(t) − Rr,n
v2r(t)Qn(t))ttrn→r(t)

+
N∑

n=1

(V · Pn,r′ (t) − Rr′ ,n
v2r (t)Qn(t))ttr

n→r′ (t),

s.t. C1 − C4.

(19)

The optimization objective and all constraints in P2 can be proved to be
convex functions, and P2 is a convex optimization problem. Due to the variable
coupling in P2, the problem cannot be solved directly. This paper first uses
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the Lagrangian dual method to decouple the convex optimization problem, then
decomposes the problem into a series of sub-problems, and finally solves the
optimal solutions of the three sub-problems separately.

Denote λr, λr′ and ω = {ω1, ω2, ..., ωN} are the Lagrange multipliers to
relax the constraints C2 to C4. Let L(Dl(t), fr(t), fr′ (t), λr, λr′ , ω) denote the
Lagrangian function. Thus, the dual problem of P2 is,

max
λr,λ

r
′ ,ω

min
Dl(t),fr(t),fr

′ (t)
L(Dl(t), fr(t), fr′ (t), λr, λr′ , ω)

s.t. C1 : Dl
n(t) � fmax

n τ

ηn
,∀n ∈ N ,

(20)

For the given Lagrangian multiplier, an iterative-based method solves the fol-
lowing problems to get the optimal ˆDl(t), ˆfr(t) and ˆfr′ (t),

min

N∑

n=1

[
(V + ωn) · ϕnf2

n(t)ξn − Qn(t)
]
Dl

n(t)

+
N∑

n=1

[
(V + ωn)pn,r − Rr,n

v2r(t)Qn(t)
]
ttrn,r(t) + λrf

n
r (t)

+
N∑

n=1

[

(V + ωn)pn,r′ − Rr′ ,n
v2r (t)Qn(t)

]

ttr
n,r′ (t) + λr′ fn

r (t).

(21)

Obviously, problem (24) can be decoupled into three independent sub-
problems: Local Computation Control (LCC), CPU-cycle Frequency Control in
Current RSU (FCCR) and CPU-cycle Frequency Control in Next RSU (FCNR).

Local Computation Control (LCC):

N∑

n=1

[
(V + ωn) · ϕnf2

n(t)ξn − Qn(t)
]
Dl

n(t)

s.t. Dl
n(t) � fmax

n τ

ηn
,∀n ∈ N .

(22)

This problem is a basic one-time problem, and its optimal solution ˆDl
n(t) is,

ˆDl
n(t) =

{
fmax

n τ
ηn

,
[
(V + ωn) · ϕnf2

n(t)ξn − Qn(t)
]

< 0
0 otherwise.

(23)

CPU-Cycle Frequency Control in Current RSU (FCCR):

N∑

n=1

[
(V + ωn)pn,r − Rr,n

v2r(t)Qn(t)
]
ttrn,r(t) + λrf

n
r (t)

s.t. 0 ≤ fn
r (t) ≤ fmax

r ,

(24)
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Since ttrn,r(t) = fn
r (t)tn

rsu(t)

ηrRn
v2r+fn

r (t)
and fn

r (t) of the variable fn
r (t) are monotonically

increasing, the problem of FCCR can be divided into the following two situations
for classification discussion,

1)
[
(V + ωn)pn,r − Rr,n

v2r(t)Qn(t))
]

> 0 and the optimal solution ˆfn
r (t) = 0.

2)
[
(V + ωn)pn,r − Rr,n

v2r(t)Qn(t))
]

< 0 and the optimal decision ˆfn
r (t) is,

ˆfn
r (t) =

{
x, fmax

r ≥ x,
fmax

r , otherwise,
(25)

where x =

√
−[(V +ωn)pn,r−Rr,n

v2r(t)Qn(t)]tn
rsu(t)ηrRn

v2rλr−Rn
v2rλr

λr
is the positive

point of (27).

CPU-Cycle Frequency Control in Next RSU (FCNR): Similar to FCCR, the
optimal solution is,

1)
[

(V + ωn)pn,r − Rr′ ,n
v2r (t)Qn(t))

]

> 0 and the optimal solution ˆfn
r′ (t) = 0.

2)
[

(V + ωn)pn,r′ − Rr′ ,n
v2r (t)Qn(t))

]

< 0 and the optimal decision ˆfn
r′ (t) is,

ˆfn
r′ (t) =

{
x, fmax

r′ ≥ x,

fmax
r′ , otherwise,

(26)

where

x =

√
−

[
(V +ωn)p

n,r
′ −Rr

′
,n

v2r (t)Qn(t)

]
tn
rsu(t)ηr

′ Rn
v2rλ

r
′ −Rn

v2rλ
r

′

λ
r

′ .

After obtaining the optimal ˆDl(t), ˆfr(t) and ˆfr′ (t), the dual problem of P2
is transformed into (30),

max
λr,λ

r
′ ,ω

L( ˆDl(t), ˆfr(t), ˆfr′ (t), λr, λr′ , ω). (27)

The optimal Lagrangian multipliers λ̂r, λ̂r′ and ω̂ can be obtained by the gra-
dient method,

λr(k + 1, t) =

[

λr(k, t) + ιk(
N∑

n=1

ˆfn
r (k, t) − fmax

r )

]+

, (28)

λr′ (k + 1, t) =

[

λr′ (k, t) + ιk(
N∑

n=1

ˆfn
r′ (k, t) − fmax

r′ )

]+

, (29)
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ωn(k + 1, t) = [ωn(k, t) + ιk(εnf2
n(t)ϕnD̂l(t)

+ pn,r(t) ˆttrn,r(t) + pn,r′ (t) ˆttr
n,r′ (t)

− QE
n (t) − eh

n(t))]+, (30)

where k is the number of iterations, and ιk is the step size. In the process of
iteration, the values of Lagrange multipliers in Eq. (28), Eq. (29) and Eq. (30)
would converge to the optimum by continuously deceasing the value of ιk.

For clarity, the detail of Joint Local Computing and CPU-cycle Frequency
Allocation (JLCCFA) is given by Algorithm 1.

Algorithm 1: JLCCFA Algorithm
1: Input: Task queue length and battery queue length of each vehicle Qn(t) and QE

n (t);
2: Output: Decision variables Dl(t), fr(t) and f

r
′ (t);

3: Initialize Decision variables Dl(t) = 0, fr(t) = 0 and f
r

′ (t) = 0;

4: Choose the appropriate Lagrangian multiplier λr, λ
r

′ , ω and update the step size ιk;
5: while The accuracy does not meet the requirements do

6: Obtain the optimal solution ˆDl
n(t) of LCC;

7: Obtain the optimal solution ˆfn
r (t) of FCCR ;

8: Obtain the optimal solution ˆfn
r

′ (t) of FCNR;

9: Update the Lagrangian multiplier λr, λ
r

′ , ω with Eq. (31), Eq. (32) and Eq. (33);
10: Decease the value of ιk appropriately;
11: end while
12: return {Dl

1(t), D
l
2(t), ..., D

l
N (t)}, {f1

r (t), f
2
r (t), ..., f

N
r (t)} and {f1′ (t), f2

r
′ (t), ..., fN

r
′ (t)}

4 Simulation
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In this section, we evaluate the performance of JLCCFA through extensive simu-
lations on Matlab. We consider that all vehicles are randomly distributed on the
road and travel in the same direction at a certain speed. In addition, the amount of
tasks generated by each vehicle at the beginning of each time slot obeys a uniform
distribution with

[
Amin

n , Amax
n

]
. In fact, JLCCFA does not need any statistical

information about the task arrival and vehicle speed. In the simulation scenario,
we consider the RSU with 500 m coverage and 30 m/s vehicle speed. Beside, the
bandwidth of RSU is 1 MHz, fmax

r = 1010 GHz, pr = 2 W, pn(t) ∼ U [0.03, 0.05]
W, fmax

n = 1 GHz, ηn ∼ U [1000, 2000] cycles/bit and ϕn.
Figure 3 and Fig. 4 describes the impact of different parameter V on user

energy consumption and queue backlog. Figure 3 shows that the queue back-
log increases as the parameter V increases. Note that the queue backlog has
an upper bound, which proves that JLCCFA can maintain the stability of the
queue. Figure 4 shows that the energy consumption of vehicle users decreases as
V increases. This is because V represents the proportion of energy consumption,
and JLCCFA would adaptively adjust the output decision to reduce energy con-
sumption. It can be seen from Fig. 3 and Fig. 4 that when V is large enough,
JLCCFA can obtain the minimum energy consumption while maintaining the
stability of the queue. In addition, by adjusting V , JLCCFA can arbitrarily
compromise between queue backlog and energy consumption.
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Figure 5 and Fig. 6 depicts the impact of different task arrival rate α on user
energy consumption and queue backlog. In the experiment, the task arrival rate
is set to 0.8, 1 and 1.2. Figure 5 shows that the local energy consumption of
vehicle users increases as the task arrival rate increases. This is because due to
the limitation of computing resources, the increase of task arrival rate may cause
more tasks need to be processed locally and offloaded to the RSU to ensure the
stability of the task queue, resulting in increased energy consumption for local
processing and data transmission. As shown in Fig. 6, the task queue backlog
increases as the task arrival rate increases and gradually stabilized. Combining
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Fig. 5 and Fig. 6, we can draw a conclusion that JLCCFA can adapt to differ-
ent task arrival rate, always stabilize the task queue fast and minimize energy
consumption.
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Figure 7 and Fig. 8 depicts the impact of different algorithm on user energy
consumption and queue backlog. The Only Local algorithm has the lowest energy
consumption, but the queue backlog shows a linear increasing trend. This is
because all tasks are only processed locally, which means that there is no offload-
ing energy consumption. Due to the limitation of computing power, the EVs
cannot handle the continuously arriving tasks, resulting in a serious backlog of
task queues. From the Only Edge algorithm, it can be seen that just offloading
all tasks to MEC server for processing can improve task processing efficiency
and stabilize the task backlog queue, but the energy consumption under this
strategy is the highest. The experiment shows that the effect of JLCCFA is the
best, which can effectively reduce vehicle energy consumption and stabilize the
task queue at a small value. This is because JLCCFA can dynamically adjust the
amount of local calculations and the allocation of CPU-cycle frequencies based
on the status of this time slot, including vehicle driving status, channel status,
and task queue backlog status.

5 Conclusion

A dynamic offloading and frequency allocation problem for IoV with Energy
Harvesting is studied in our paper, and the objective is to optimal the EVs’
energy consumption while providing task queue stability guarantees. We analyze
the influence of vehicle mobility on the system, and design a distributed online
algorithm JLCCFA to solve this problem. Specifically, JLCCFA requires no prior
statistical knowledge about the task arrival and wireless channel, and solves
the three sub-problems in parallel, which effectively improves the efficiency of
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the algorithm. The simulation experiments prove that JLCCFA can make the
arbitrary trade-off between vehicle energy consumption and task queue length,
and effectively reduce vehicle energy consumption on the premise of guaranteeing
queue stability.
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Abstract. On-edge learning enables edge devices to continually adapt
to the new data of AI applications. However, much more computing
capacity and memory space are needed to achieve the batch backward
propagation oriented training, in which the system power budget is lim-
ited by the edge circumstance. As the operands are propagated dur-
ing the training, useless zero values are inevitably propagated, which
will cause unnecessary waste of memory accesses and computations.
This paper conducted a thorough analysis of the origin of sparsity in
all three phases of the training based on sparse propagation and gives
three insights about the absolute sparsity and the nonabsolute sparsity
found for efficient deployment of the training process. An efficient train-
ing accelerator named SPACE which can not only reduce memory foot-
print but also delete a massive amount of computations by exploiting
the nonabsolute sparsity and the absolute sparsity is proposed. SPACE
can improve performance and energy efficiency by a factor of 3.2x and
2.8x, respectively, compared with dense training architecture.

Keywords: Sparsity propagation · On-edge learning · Sparse training
accelerator

1 Introduction

In smart edge computing circumstances, deep convolution neural networks
(DCNN) are widely deployed for inference such as image classification [1], object
recognition [2]. However, the inference accuracy of the pre-trained model will
decrease due to the unfamiliar data collected on the smart edge devices. Com-
pared with the straightforward solution which transfers newly collected data to
the remote server and tunes the model on it, and then transfers the new model
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back to the edge devices, on-edge learning keeps the sensitive user data and fine-
tunes the pre-trained model locally to avoid communication round trips and the
sacrificing of privacy.

The training process consists of three phases: forward propagation (FP)
which is the overlapped procedure of inference, backward propagation (BP), and
weight gradient computation and update (WU). Compared with inference, the
neural network training processes are more computation and memory intensive,
which require additional computing elements and memory resources to process-
ing gradient backward propagation and parameter update in the batched inputs.
The deploying of the training process has a more energy efficiency impact on edge
devices that have limited energy and memory resources than deploying inference.

However, not all memory footprint and computation contribute to the train-
ing results. Computation in which at least one of the two operands is zero
not only fails to improve performance but also increases energy consumption.
The ubiquitous sparsity of neural networks provides great potentials concern-
ing enhancing the energy efficiency of neural network hardware. Some work
mitigates deployment difficulties by eliminating redundant parameters through
manual construction [4] or automated neural network architecture search [5] to
obtain compact models. There have been some explorations of sparsity in net-
work inference [3,9,10,12] and training [6–8,14]. [6] and [8] only pay attention
to the training rules of the ReLU layer to optimize memory or computation; [7]
uses the compression method to fine-tune only the fully connected layer sparsely;
[14] is dedicated to introducing a scheduler for improving the data reuse rate and
PE utilization of the sparse training architecture. Although the use of sparsity
has been accelerated, all of them ignore the correlation of the sparsity between
the three phases, and the lack of a systematic discussion on the sparsity of the
entire training process has led to insufficient use of sparsity.

First, as the operands are propagated during the three training phases, the
zero value of related data has corresponding propagation characteristics due to
the layer correlation and operand dependence. Furthermore, the origin of the
sparsity in the training process can be targeted by analyzing the dataflow from
input activations to updated weights. This paper does not only focus on the
individual phase but considering the entire training process of the network to
analyzes the mutual influence between the three phases, and proposes insights
into the deployment of the sparse training process on edge devices. The contri-
butions of this paper are as follows:

(1) A thorough analysis of the origin of sparsity in all three phases of the training
based on sparse propagation and some insights into the energy efficiency
deploying training process on edge devices.

(2) A reconfigurable sparse training accelerator named SPACE with a compres-
sion method for delivering sparsity, deletes useless computations and extra
memory for more energy efficiency.

(3) The workflow of SPACE about sparsity propagation handles various sparsity
in the training process efficiently and flexibly.
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The rest of this paper is organized as follows. Section 2 summarizes the back-
ground of DCNN training and motivation. Section 3 analyzes the origin of spar-
sity based on sparsity propagation and proposes three insights for training pro-
cess. Section 4 presents the dedicated SPACE that aims to exploit sparsity to
obtain energy efficiency deployment of the training process. Section 5 describes
the dataflow of PE array and workflow of SPACE. Section 6 shows experiments to
manifest the benefits of both the compression method and the SPACE. Section 7
summarizes the full paper.

2 Background and Motivation

2.1 DCNN Training

During the training process, features of activation from the input image are
extracted by the FP phase of convolutional layers and pass through some non-
linear and fully connected layers finally. Then, the final loss is computed after
the classification step to be propagated back for the WU phase. Subsequently,
the gradient of the loss are propagated back to produce weight gradient of each
layer for the WU.

Equation (1) (2) and (3) summarizes the three phases of DCNN training.

FP : Ol
i = σ(

N∑

j=0

Ol−1
j ∗ W l

i,j + bli) (1)

Where Ol
i is the output activations of i-th channel and Ol−1

j is the input acti-
vations of j-th channel in layer l. Each convolution kernel of j-th channel in i-th
filter Wi,j is a 2-D tensor with the size of K × K, and vector b is the bias. N and
M are the corresponding input channels and output channels, respectively. Non-
linear activation function ReLU applies point-wise function σ(x) = max(0, x)
on all activations.

BP : δX l
j = σ

′ � (
M∑

i=0

δOl+1
i ∗ W l+1

i,j ) (2)

Where δX l
j is the loss gradients of j-th channel in layer l and σ

′
refers to

the derivative of the activation function ReLU. � is Hadamard Product, used
to multiply the corresponding elements of the matrices.

WU : δW l
i,j = δX l

i ∗ Ol−1
j (3)

Where δW l
i,j is the weight gradients of j-th channel in i-th filter on layer l.

Normally, a batch of samples is used to update the weight. Then the weight
gradients are computed by averaging the batch of gradients. Finally, the weights
are updated according to a learning rate α.

Compared with the inference, the training process not only requires addi-
tional computations of loss gradients and weight gradients but also needs to
allocate additional memory for repeated use in the BP phase and the WU phase.
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2.2 Exploring Sparsity Throughout Training

We collected the memory footprint during inference and training on AlexNet and
VGGNet, respectively. As shown in Fig. 1(a), the memory footprint is increased
several times comparing to the inference, which reaches the giga-byte level. As
the limitation of physical size and power budget on edge circumstances, the
memory consumption of DCNN training is more critical than inference.

(a) Memory footprint com-
parison.

(b) The sparsity in three training phases.

Fig. 1. (a) The memory footprint required for training and inference under batch size
8. (b) Sparsity during training.

As shown in Fig. 1(b), the sparsity of AlexNet and VGGNet with 1000 ran-
dom images was collected in the three phases, in which the sparsity not only
exists in the FP phase but also in the BP phase and WU phase. In general, the
sparsity of the BP phase is higher than that of the FP phase and the WU phase.
Leveraging the sparsity in BP would get more benefits in reducing memory and
computation footprint. In this process, a huge amount of memory and processing
elements are utilized to handle zeros, therefore about 60% energy is wasted in
zero-data storage, communication, and computing.

Therefore, it is necessary and potential to analyze sparsity during the whole
training process to relieve the memory and computation pressure of training.

3 Sparsity Characteristics Analysis

3.1 Origin of Sparsity

A large number of zeros naturally exist in the activations and gradients during
the training. To explore the origin of sparsity, a sparse index matrix (SIM) is
introduced to express the sparsity (equals the number of the zero value divided
by the number of the total) of the operands. In Fig. 2(a), the activations are
taken as an example to illustrate the set rules of the SIM that sets the nonzero
position of the original matrix to 1, and the zero position to 0. The more zeros
in the SIM, the sparser the activations.
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Figure 2(b) shows the three phases based on the SIM for analyzing sparsity
propagation and the origin of sparsity. The sparsity of the input activations
carried by the SIM can propagate the sparsity to the SIM corresponding to the
loss gradients and activations through the data transfer and the computation of
various hidden layers.

(a) SIM. (b) Sparsity propagation.

Fig. 2. (a) SIM is introduced to represent the sparsity of different operands. (b) The
sparsity is propagated based on SIM.

For each layer of the DCNN, the origin of sparsity includes the sparsity from
the input operands marked Sparo, the sparsity obtained by the accumulation
marked Spara and the sparsity achieved by the nonlinear layer and the pooling
layer marked Sparn.

Where Sparo means the sparsity propagated from the other layers to the layer
l through the operands because of the layer correlation and operand dependency
as shown in Table 1. The Sparo of the FP of layer l is provided by the FP of layer
l − 1, and the BP of layer l is dependent on the BP of layer l + 1. Specifically,
the input activations Ol−1 with a certain sparsity (SIM of Ol−1) bring the initial
sparsity to the layer l. However, Sparo cannot be evaluated accurately since the
sparsity of the input operand is dynamically changing.

Where Spara is the sparsity derived by the accumulation operation of the
convolutional layer or the fully connected layer. The SIM that is featured with
the sparseness, can obtain a certain degree of sparseness through multiplication.
After the accumulation of multiple channels, the occurrence of zero loses its cer-
tainty and turns into a relatively accidental behavior. Therefore, although Spara
is associated with a convolution operation, it cannot be accurately computed.

Where Sparn is the sparsity derived by the nonlinear layer or pooling layer.
And Sparnf is for FP and Sparnb is for BP, Specifically. After X l has passed the
ReLU function and the pooling layer with certain rules, the SIM of the output
activation still cannot be accurately evaluated due to the uncertainty sparsity of
X l. Therefore Sparnf cannot be accurately computed.
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Table 1. The operand dependence and layer correlation of the three phases of DCNN.

Training phase Input Weight Output Layer correlation

FP Ol−1 W l Ol FP l−1

BP δXl+1 (W l+1)T δXl BP l+1

WU Ol−1 δXl δW l FP l−1, BP l

We collectively refer to Sparo, Spara and Sparnf as nonabsolute sparsity.
Sparnb can be accurately computed due to the time difference between the for-
ward and backward processing, which is called absolute sparsity.

3.2 Absolute Sparsity

(a) BP in ReLU layer. (b) BP in Max pooling layer.

Fig. 3. (a) The output loss gradients (δXl) and the output activations (Ol) of the
ReLU layer have the same SIM; (b) The sparsity of the output loss gradients (δXl) is
same as the max index information of the pooling layer in the FP.

Figure 3(a) shows the FP and BP methods of the ReLU in the DCNN, and the
bottom of Fig. 2(b) displays the processing rules of the loss gradient backward
mapping. σ

′
refers to the derivative of the activation function ReLU. Then, it

is learned from observation that the pixel positions whose value is less than or
equal to zero in the activations (Ol) are not necessary to propagate the input
loss gradients (δOl) of these positions to the output loss gradients (δX l) when
performing loss gradient propagation. Instead, only these positions need to be
mapped to zero. In short, the output activations (Ol) and the input loss gra-
dients (δX l) can share the same SIM. The absolute sparsity indicates that the
SIM of δX l can be obtained in advance in the FP, which can be exploited for
further optimization in memory and computation. Figure 3(b) shows the same
phenomenon also appears in the pooling layer, but the max index information
(mark the position of the maximum) of the max-pooling layer and the SIM of
the output loss gradients (δX l) are the same.

In addition, if the activation gradient is approximately computed, there is
also a similar absolute sparsity for other activation functions. But this paper only



SPACE: Sparsity Propagation Based DCNN Training Accelerator on Edge 397

focuses on ReLU, and the corresponding research on other activation functions
will be shown in future research.

3.3 Sparse Training Insights

Naturally, the absolute and nonabsolute sparsity can be employed to reduce the
footprint of memory and computation. Thus, some sparsity training insights for
optimizing the training process on edge devices were put forward.

(1) For the nonabsolute sparsity, exploit the sparsity of activation and loss gradi-
ent in FP phase and BP phase is considered respectively and targets sparsity
in loss gradient for the WU phase. First of all, the weight exhibits negligible
sparsity unless the training method incorporates pruning, while the activa-
tion and the output gradient are featured with considerable sparsity. Sec-
ondly, to maintain the control logic overhead, loss gradient with a slightly
larger sparsity are selected for exploitation.

(2) For the absolute sparsity, the pixel positions in the input loss gradient that
are destined to be zero after the backward mapping does not need to be
computed. Therefore, all convolution computations corresponding to these
zero pixels can be deleted to reduce the computation cycles.

(3) As the loss gradient and the output activation have the same SIM, the two
should have the same encoding information due to the absolute sparsity when
a compression method is adopted for relieving memory pressure. Therefore,
it is efficient to share the encoding information during training.

4 Architecture of the SPACE

4.1 The Architecture Overview

Figure 4 shows the architecture of the proposed SPACE which consists of a
PE array, the activation/loss gradient/weight/output global buffer (see blocks
named AG GBuffer, Weight GBuffer et al.), SIM Buffer, Selectors for selection
of nonzero data pairs for a PE Unit, a post-processing engine for ReLU and
pooling, a weight gradient Psum control logic, a weight update engine and a
global controller. The proposed accelerator can use three different data process-
ing modes according to the training process, and then the global controller is
adopted to reconfigure the dataflow (black for FP, red for BP, green for WU)
for acquiring, distributing and collecting data to adapt to the corresponding
computation behavior.

4.2 Compression Method

Leverage the sparsity propagation in training, the data compression should
deliver the sparsity layer by layer. The SIM can not only be used to select
nonzero pairs for nonabsolute sparsity but also to characterize absolute sparsity



398 M. Wang et al.

Fig. 4. An illustration of the architecture of proposed SPACE. (Color figure online)

for computing deletion operations without cost. Neither CSR nor RLC com-
monly used in sparse computing can characterize the sparsity of operands and
propagate sparsity without cost show in Fig. 5. Furthermore, they two need more
coding information than SIM and are more sensitive to different sparsity.

Therefore, SPACE uses the SIM-based compression (SIMC) method to com-
press operands and propagate sparsity naturally. Figure 6 shows an example of
how to compress the activations using the proposed SIMC method that mainly
includes two different fields: (1) the SIM field and (2) the nonzero value field. To
be specific, the SIM field is a mask for the original data as encoding information
that need extra store, and carries the sparsity of the original data. In addition,
the nonzero value field is the nonzero value in the original data, and the size of
the field is related to the sparse ratio in the original data.

Note that in the actual memory architecture, the SIM filed and the nonzero
value field are decoupled and stored in the SIM Buffer and the corresponding
GBuffer respectively. This is for easy address computation in the BP phase.

(a) RLC method. (b) CSR method.

Fig. 5. Commonly used compression method in other sparsity architectures.

4.3 Block Details

PE Array. A PE Array consists of m PE Units, each of which is composed of
n × n PEs connected via simple interconnections. Besides, each PE includes a
MAC unit, which performs multiplication and accumulation operations in the
training process.
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Fig. 6. An example of how to compress activation using proposed SIMC method.

Post-processing and Weight Update. The final results are sent to the post-
processing engine to operate ReLU and pooling in FP. A weight gradient Psum
control logic is set to arrange the computed partial sums of weight gradient
within a batch, and the final weight gradient is sent to the weight update engine
for the update.

Index Selector. The index selectors select nonzero data pairs for the data to be
distributed to the PE array according to the corresponding training phase, which
will not only skip invalid computation cycles but also save energy consumption
for data movement.

SIM Buffer. The SIM buffer stores the SIM field of activation and loss gradient
and is multiplexed for different situations in different layers. For ReLU layers
with absolute sparsity, the SIM of Ol generated in the FP phase is stored in the
SIM buffer for reuse in the BP phase and WU phase to eliminate extra memory
accesses and skip useless computation cycles, thanks to the sparsity of the output
loss gradient that can be predicted in advance. For convolutional operation with
absolute sparsity, the SIM field of activation or loss gradient is used to select
nonzero data pairs.

Optimization of SIM. To reduce the number of off-chip memory accesses as
much as possible for reducing the energy consumption of data movement, we
force the SIM during the training process to always reside in the on-chip SIM
Buffer. The efficient SIMC method provides the possibility for this optimization.

5 Workflow of SPACE

5.1 Dataflow of PE Array

SPACE accelerates MAC operations for the FP, BP, and WU based on the output
stationary dataflow, where the same positions on multiple output channels are
computed at once.

The right of Fig. 4 shows the dataflow of a PE unit. Specifically, each PE
column shares the same filter, and each PE row shares the an input channel acti-
vation with the same sparsity because only the sparsity of activation is exploited
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in FP. Each PE row is employed to compute the partial result of same position
on multiple output channels at t1 (a time to execute a step). Each PE column
is employed to compute some positions (dark orange) on a single channel at t1.
M PE units process the output of m groups output channels in parallel for high
parallelism. In order to reduce the energy consumption caused by the movement
of data as much as possible, the filter is reused vertically in a PE unit, while the
activation is reused horizontally in the PE unit. Similar reuse methods are also
adopted in the BP phase and WU phase.

5.2 Workflow of Nonabsolute Sparsity

Take the FP in layer l as an example to illustrate the nonabsolute sparsity
workflow.

(1) Input activations Ol−1 and weights W l are loaded from the corresponding
GBuffer.

(2) The SIM of Ol−1 is loaded from the SIM buffer as the indication information
for the selector to select nonzero data pairs and distribute them to different
PE Units.

(3) Parallel computations according to the internal dataflow of the PE array.
(4) Perform post-processing, and store the SIM information of Ol to the SIM

buffer, as the selector indication information of the next layer.

5.3 Workflow of Absolute Sparsity

Take the absolute sparsity in layer l as an example to illustrate the absolute
sparsity workflow in BP.

(1) Input gradients δX l+1 and weights W l+1 are loaded from the corresponding
GBuffer.

(2) Based on the PE internal dataflow, obtain the SIM information of Ol from the
SIM buffer as the indication information to delete the computations on the PE
array. As shown in Fig. 7, the sparsity of the loss gradients δX l in ReLU layer
can be obtained in advance, which is the SIM of output activations Ol stored
in the SIM buffer in FP, and then the useless convolution computation of the
pixels corresponding to the zero-valued can be deleted safely, thus eliminates
a huge amount of computation. Note that there is no need to store the SIM
information of δX l because it is the same as that of Ol.

Once the computation on the pixels is required to be deleted, the cycles of
the corresponding PE columns are skipped to execute the next sliding window
in the shared input activation. This will prevent the PE from being idle, thus
speeding up the entire training process. Nevertheless, different PE columns still
have different numbers of necessary MAC operations in the same computation
step. Next, we use a load balancing method similar to [15] to schedule a consider-
able amount of workload to a single PE unit. Specifically, computing blocks with
close execution times are scheduled to the same PE unit by adjusting the order of
filters, which can alleviate load imbalance due to irregular sparsity distribution.
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Fig. 7. The pixels of red dots in input loss gradients (δOl) are meaningless, so the
computation on the PEs corresponding to the pixels can be deleted in advance without
affecting the result. (Color figure online)

6 Evaluation

Methodology. We adopted a validated synthetic evaluation model [11] for model
the accelerated architectures and evaluate the latency and energy quickly and flexi-
bility instead of actual deployment as a more elegant method, and verified the eval-
uation model against the corresponding RTL implementation to ensure its correct-
ness. Specifically, the gate-level netlist is generated based on a commercial 28 nm
technology using the SynopsysDesignCompiler.We refer to [13] for the unit energy
of DRAM accesses and the unit energy costs for computation and SRAM accesses.
Two typical networks (AlexNet [1] and VGGNet [16]) are used for the evaluation
and ImageNet as the dataset, but the optimization method is adapted to any net-
work with a convolutional + ReLU layer structure. Exploiting absolute sparsity
and nonabsolute sparsity in the network simply skips redundant computations in
this paper, which have no impact on the final accuracy.

Architecture Configuration. (1) By deleting the sparse processing components
in SPACE, a dense training accelerator is constructed for Baseline. And a PE
array contains a total of 512 PEs. (2) We add a few modifications to a sparse
inference accelerator [9] as a sparse training accelerator marked as SparTrain. (3)
A training accelerator based on the DianNao architecture to only accelerate BP
by selective computation of gradients marked as DianNao-S [8]. (4) In order to
evaluate the nonabsolute and absolute sparsity proposed in this paper flexibly,
we consider the three SPACE configurations shown in the Table 2 for evaluation.

Table 2. Three SPACE variants participated in the evaluation.

Architecture Nonabsolute Absolute Optimization of SIM

Baseline Not support Not support Not support

ACE+N Support Not support Not support

ACE+NA Support Support Not support

SPACE Support Support Support
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6.1 Evaluation on Key Features

SIMC. Figure 8(a) shows the normalized extra encoding information of RLC
and CSR in the convolutional layer of VGGNet over SIMC. Compared with RLC
and CSR, SIMC can not only propagate sparsity but also has stronger stability
and efficiency.

Memory Footprint. We evaluated the memory optimization of three SPACE
variants based on Baseline as shown in Fig. 8(b). Compared with the Baseline,
ACE+N which uses the SIMC method to compress the activation and loss gradi-
ent reduces the memory footprint by 1.09x and 1.45x on AlexNet and VGGNet.
On the basis of ACE+N, ACE+NA which considers the absolute sparsity based
on sparsity propagation reduces the memory footprint by 1.12x and 1.89x com-
pared with baseline. ACE+N and ACE+NA have a better speedup on VGGNet
than on AlexNet because VGGNet has higher sparsity than AlexNet. Compared
with ACE+NA, SPACE reduces the energy consumption of data movement with-
out affecting memory footprint and reducing the amount of computation.

(a) Extra Encoding Information. (b) Memory Footprint.

(c) Reduced Computation.

Fig. 8. (a) The normalized extra encoding information over proposed SIMC on
VGGNet. The normalized reduced of memory footprint (b) and computation (c) over
baseline required for training achieved by SPACE under batch size 8.
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Reduced Computation. We evaluated the reduced computation of three
SPACE architectures based on baseline as shown in Fig. 8(c). ACE+N reduces
the amount of computation by 1.6x and 2.2x, and the benefit mainly comes from
the cycles of zero-product skipped in the three training phases. On the basis of
ACE+N, considering the absolute sparsity caused by sparsity propagation, the
massive amount of convolution operation deleted makes ACE+NA reduce the
computation amount by 1.7x and 2.4x compared with the Baseline. Note that
unlike the reduction of the computation amount in the BP, ACE+NA which
considers absolute sparsity does not reduce the amount of computation in the
FP and WU compared to ACE+N.

6.2 Performance Evaluation

We benchmark the three SPACE variants with two architecture: DianNao-S [8]
and SparTrain [9] mentioned above. For a fairer comparison, the computation
resources for the accelerators may be different from their original papers, the
bandwidth settings are configured accordingly based on their papers’ design. All
of the accelerators employ the same number of multipliers (512) and the same
size of on-chip memory (2 MB) so that we can compare the performance of the
accelerators with the same computational resources.

Latency Speedup. Fig. 9(a) shows the normalized speedup of the three SPACE
variants and the two previous accelerators. Experiments show that SPACE has
achieved the best performance under the two DCNNs, and realized the speedup
from 2.3x and 3.2x, which verified the effectiveness of SPACE which supports
the nonabsolute and absolute sparsity and optimization of SIM. Compared with
DianNao-S, the benefits come from the exploit of nonabsolute sparsity in three
training phases and optimization of SIM. Compared with SparTrain, the benefits
are mainly derived from the computation cycles deleted due to absolute sparsity,
optimization of SIM.

(a) Latency Speedup. (b) Energy Efficiency.

Fig. 9. The normalized latency speedup (a) and energy efficiency (b) over baseline
achieved by SPACE variants under batch size 8.
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Energy Efficiency. Figure 9(b) shows the normalized energy efficiency of the
three SPACE variants and the two previous training accelerators. The results
show that SPACE achieves an energy efficiency improvement of 1.7x on AlexNet,
2.8x on VGGNet compared with baseline. The reason for its high energy effi-
ciency is that on the one hand, it comes from the reduction of unnecessary com-
puting energy consumption obtained, on the other hand, it comes from the reduc-
tion of energy consumption of data movement achieved by the SIMC method,
the share of SIM and optimization of SIM, which benefits from the fit of SIMC
and SPACE architecture.

6.3 Power Breakdown

We analyze the power breakdown and area of SPACE as shown in the Fig. 10.
Due to the high memory footprint in the propagation, power consumption mostly
comes from them (69.8% for memory), where Weight GBuffer and AG GBuffer
are 15.5% and 31.6%. In addition, SIM buffer also accounts for a larger propor-
tion which is 22.7%. Overall, the SPACE accelerator consumes 10% more power
when executing the same dense workloads. Both are a small price to pay for the
2.8× energy savings offered by SPACE.

Fig. 10. Power breakdown of the proposed SPACE architecture.

7 Summary and Conclusions

Based on the sparsity propagation process of training, this paper conducted a
thorough analysis of the origin of sparsity in all three phases of the training,
and gives three insights about found absolute sparsity of the nonlinear layer
and the nonabsolute sparsity for efficient deployment of the training process. A
training architecture named SPACE was proposed, which propagates sparsity
based on SIMC to alleviate the memory pressure and computation pressure of
on-edge learning by skiping useless computation and extra memory. Compared
with accelerators that ignore sparse propagation, SPACE has achieved a speedup
of 3.2x and an energy efficiency improvement of 2.8x.
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Abstract. In recent years, with the rapid development of mobile Inter-
net and smart sensor technology, mobile crowdsensing (MCS) computing
model has attracted wide concern in academia, industry and business
circles. MCS utilizes the sensing and computing capabilities of smart
devices carried by workers to cooperate through the mobile Internet to
fulfill complex tasks. Worker recruitment is a core and common research
problem in MCS, which is a combinatorial optimization problem that
considers tasks, workers additionally other factors to satisfy various opti-
mization objectives and constraints. The existing methods are not suit-
able for large-scale and real-time sensing tasks. Thus, this paper proposes
a multi-layers worker recruitment framework based on edge-cloud collab-
oration. At the cloud computing layer, the whole sensing area is parti-
tioned into small grids according to task position. At the edge computing
layer, real-time data processing and aggregation are performed and then
a mathematical model is constructed to make decision on worker recruit-
ment by considering a variety of factors from the perspective of workers.
Experimental results on real data prove that, compared with existing
methods, our method can achieve good performance in terms of spatial
coverage and running time under task cost and time constraint.

Keywords: Mobile crowdsensing · Worker recruitment · Edge-cloud
collaboration · Spatial coverage · Cost constraint

1 Introduction

In recent years, with the popularization of smart mobile devices and embed-
ded sensors, people can obtain a variety of sensor data in daily life. Moreover,
the continuous progress of wireless network technology promotes the vigorous
development of MCS.

The traditional MCS as shown in Fig. 1(a) is a kind of cloud-based centralized
model which is convenient for overall scheduling [1]. However, due to concurrent
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(a) Cloud-based MCS (b) MEC-empowered MCS

Fig. 1. MCS architecture.

communication with a large number of terminal devices, cloud-based central-
ized service platforms will encounter unpredictable network delays which is not
suitable for real-time and large-scale MCS applications. Specifically, to ensure
that the proper workers are recruited, the worker recruitment in MCS needs to
track worker real-time information obtained by the communication between the
platform and the worker which leads to both large amount of communication
and serious network delay. To solve this problem, some studies have proposed
new MCS architecture empowered with mobile edge computing (MEC) [2,3], as
shown in Fig. 1(b). Edge nodes (such as base stations) usually have certain stor-
age and computing capabilities. Thus, the MCS platform can extend services to
the edge of the network, and workers’ real-time information updates can occur
near mobile devices, in this way, the overall propagation and calculation delay
can be reduced greatly.

However, the recruitment of workers either in the cloud or at the edge nodes
is inadequate. On the one hand, recruiting workers in the cloud will inevitably
overload the system as the complexity of sensing tasks continue to grow, which
will affect the scale and real-time of MCS; on the other hand, due to the lack
of localized logs at the edge nodes, it is difficult to update worker scores locally
and thus greatly reduce the effectiveness of worker recruitment. It is necessary
and important to design a worker recruitment method combining the advan-
tages of both cloud computing and edge computing. In this paper, we propose a
worker recruitment framework based on edge-cloud collaboration named ECRe-
cruitment which aims to reduce the communication delay for real-time and large-
scale MCS tasks while ensuring overall scheduling. Our goal is to maximize the
spatial coverage of tasks under task cost and time constraints. Especially, when
obtaining the real-time information by communicating with workers at the edge
nodes, we consider much more factors of workers such as the sensing ability of
the worker’s device, the worker’s bid for the sensing task, the maximum number
of tasks assigned to the worker and etc. all. A mathematical model is built based
on these factors to determine whether the worker can be recruited by edge nodes.
In brief, the recruitment of workers in the ECRecruitment framework is based
on the score evaluated according to the historical performance of the workers
which is a kind of real-time dynamic information.
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The main contributions of this paper are as follows:

• We propose a worker recruitment framework based on cloud edge collabora-
tion, which is suitable for real-time and large-scale MCS application scenarios.
Considering the storage and computing capacity limitations of edge nodes, a
layered worker recruitment framework is further designed. Potential workers
are selected in the cloud service platform according to the scores of workers’
tasks completed in history, and the information of these workers is sent to
edge nodes to reduce the real-time optimization scale of the edge network;

• Real-time information obtained through communication with workers when
recruiting workers at the edge nodes, some recruitment factors such as the
sensor configuration of the worker’s sensing device, the worker’s bid for the
sensing task, and the maximum number of tasks assigned to the worker are
considered from the worker’s perspective. This paper builds a model to judge
whether workers can be recruited, which is more in line with actual MCS
applications;

• Experiments results show that the proposed worker recruitment framework
has good performance in terms of spatial coverage and running time under
the time and cost constraints.

2 Related Work

The traditional MCS platform is usually based on a centralized architecture.
Sherchan et al. [4] propose a framework CAROMM that provides an efficient
and extensible method for MCS data collection, enabling end workers to upload
different types of sensed data to the cloud. Messaoud et al. [5] design an end-to-
end common MCS platform Sensarena that recruits suitable workers based on
the preferences of workers and requirement of tasks.

Recently, distributed MCS gradually attracted attention. Sahni et al. [6]
study a new computing paradigm, named Edge Mesh, which distributes decision-
making tasks among edge devices in the network instead of sending all data to a
centralized server. Marjanović et al. [7] propose an edge-computing architecture
that satisfies large-scale MCS services, which significantly improves performance,
reduces privacy threats, and allows workers to control the flow of contributed
sensed data. Roy et al. [8] propose a MCS architecture for music creation, the
music components of singing and instrumental are provided by the edge layer
of the music MCS framework, in this way, they can improve computing effi-
ciency and reduce the data flow of information processing and storage in cloud
services. Zhou et al. [9] study a context-aware worker recruitment framework
for MCS in edge computing scenarios, using tree-based context online learning
algorithms and clustering of participants to achieve efficient Reputation man-
agement realizes the privacy protection of participants, the privacy protection
of task requesters and task-oriented reputation management of participants. Wu
et al. [10] propose PETA, which uses powerful edge servers deployed between
users and platforms to achieve privacy-preserving task assignment.
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The above research can not take advantages of both the cloud and edge.
Thus, in this paper, we propose a worker recruitment framework based on cloud-
edge collaboration which is a common MCS model suitable for edge computing
environments. The layered architecture can not only perform data analysis but
also meet the demand of the edge network, which is suitable for large-scale
extensible MCS services.

3 System Model and Problem Formulation

3.1 System Model

The system model of the worker recruitment framework ECRecruitment consists
of three layers, as shown in Fig. 2.

Fig. 2. ECRecruitment system model.

1) Cloud computing layer. This layer provides resources for complex data
analysis and long-term storage, and also enables service interactions with mul-
tiple edge nodes. The task publisher submits the requirements of the sensing
task to the cloud service platform. The cloud server divides the whole task into
several sub-tasks according to the region scope specified by the sensing task. The
cloud service platform also has a worker score information management module,
which can select the candidate seed worker sets based on the worker’s histori-
cal scores, then it sends the sub-tasks and the index of the selected candidate
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seed workers to the corresponding ME server. Finally, the summarized sensed
results are sent to the task requester, and the worker’s score is updated in time
according to the requester’s feedback after the task is completed.

2) Edge computing layer. It is located near the workers, between sensing
devices and the cloud. The ME server forwards the content of the sub-task to
the candidate seed workers selected from the cloud service platform according
to their index, and then tracks their real-time information. Workers who receive
the task content communicate with the ME server and upload their real-time
information. The ME server establishes a mathematical model based on the real-
time information to determine whether the worker can be recruited. Then the
recruited workers upload the sensed data to the corresponding ME server after
completing the sensing task. Finally, all the ME servers transmit the received
sensed data to the cloud service platform.

3) Sensing layer. Workers use embedded sensors in mobile terminal devices to
sense various information such as the environment, status, and behavior. Seed
workers can use social networks and communication networks to spread tasks to
their friends and neighbors.

3.2 Problem Formulation

Definition 1 (Task T). A task includes information such as task content, sen-
sor types required for the task, the scope of the task’s sensing area, effective time
and the reward of the task.

The tasks can have a variety of contents, such as air quality monitoring,
traffic conditions monitoring, forest fire monitoring, etc. The reward for the task
also includes an additional reward for the worker to spread the task to a friend
or neighbor and compensation for each kilometer the worker moves to complete
the task.

Definition 2 (Worker W). The attributes of the worker include check-in
information, the maximum number of tasks completed by the worker, the sensing
device configuration, and the worker’s bid information for the task.

The set of all workers is denoted by W = {w1, w2, · · · , wm+n}. Among
them, the set of workers recorded in the cloud service platform is repre-
sented by CW = {cw1, cw2, · · · , cwm}, and the set of workers not recorded
is denoted by EW = {ew1, ew2, · · · , ewn}. Specifically, we use W =<
w.id, w.t, (w.xt, w.yt), w.block > to represent a check-in record of the worker.
This paper assumes that every worker involved in the sensing task is honest and
the sensed data they upload is true. In addition, the situation in which workers
outside the sensing area of task requirements move into the sensing area is not
considered.

Definition 3 (Spatial Coverage). If a subarea obtains at least one sensed
data, it is considered to be covered. Spatial coverage is related to the sensing area
covered by workers.
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The sensing task released by the task publisher has a certain range of sensing
area T.region, which is subdivided into small sensing subareas according to a
certain scale. These sensing subareas constitute the task target sensing region set
R = {r1, r2, · · · , rk}, that is, there are k subareas in total, and each subarea has a
unique identifier called a block number. Let Wrecruited ⊆ W denote all recruited
workers. In our model, there are two kinds of recruited workers CWrecruited ⊆
CW and EWrecruited ⊆ EW . The set of sensing areas covered by these workers is
expressed as Covered(CWrecruited+EWrecruited), therefore, the spatial coverage
rate can be expressed as:

SC (CWrecruited, EWrecruited) =
|Covered (CWrecruited + EWrecruited) |

|R| (1)

Definition 4 (Worker Recruitment Problem). The problem of worker
recruitment is to solve the following optimization problem:

Maximize (SC (CWrecruited, EWrecruited)) (2)

s.t.
1) CostCW + CostEW ≤ T.cost (3)

2) ∀cwi ∈ CWrecruited, cwi.t ∈ T.validT ime (4)

3) ∀ewi ∈ EWrecruited, ewi.t ∈ T.validT ime (5)

where CostCW and CostEW represent the total cost of recruiting workers.
The ultimate goal is to maximize the spatial coverage under the constraints of
the total cost and effective time of the task.

The worker recruitment problem proposed in this paper is a combinato-
rial optimization problem that satisfies the constraints and optimization goals.
According to the above definition of tasks and workers, there are a total of
(m + n) workers and k sensing subareas for pairing, so the time complexity
required for this idea is O((m + n) × k). It is necessary to design a greedy or
heuristic algorithm to obtain the approximate optimal solution of the problem.

4 Edge-Cloud Collaborative Worker Recruitment

4.1 Recruitment Factors for Workers

Before recruiting workers, we first establish a mathematical model to determine
whether workers can be recruited based on the real-time information obtained
when the edge node communicates with the workers. This paper considers the
following factors affecting the recruitment of workers from the perspective of
workers [11]:
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1) The sensing device configuration
The edge node can judge whether the worker can be recruited based on the
matching between the sensor configuration of the sensing device carried by the
worker and the sensor required for the task.

isRecruited1 (w) =
{

1, T.sensorSet ⊆ w.sensorSet
0, else

(6)

2) Worker’s bid for tasks
When the worker communicates with the edge node in real-time, the worker
will inform the price they need to complete the sensing task. The relationship
between the worker’s price and the maximum reward limit of the task is one of
the judging factors.

isRecruited2 (w) =
{

1 , T.maxReward ≥ w.bid
0 , T.maxReward<w.bid

(7)

3) The maximum number of tasks assigned to workers
If workers need to complete too many tasks, it will affect the quality of their
tasks. This paper predefines the maximum number of tasks assigned to each
worker, w.num represents the number of tasks the worker currently has to com-
plete.

isRecruited3 (w) =
{

1 , w.num ≤ w.maxTaskNum
0 , w.num > w.maxTaskNum

(8)

4) Availability of workers
Workers who are willing to accept tasks in the sensing area mean that workers are
available. This paper assumes that each worker can have a spatial subarea where
they are unwilling to perform sensing tasks. When the MCS platform recruits
workers and assigns them sensing tasks, it will bring the risk of interference and
privacy leakage to workers. For example, some workers may consider the privacy
of their location and refuse to accept tasks when they are at home. Specifically,
this paper defines an availability list lw for each worker in the sensing subarea.
When lw[r] = 1, it means that worker w is willing to accept the task in the rth
sensing subarea.

isRecruited4 (w) =
{

1 , lw[r] = 1
0 , lw[r] = 0 (9)

5) Possibility of completion of tasks
This paper assumes that each worker has a probability of completing a task,
which can be learned from the historical situation of completing the task, and
pw represents the probability of completing the task by worker w. For workers
with a record of completing tasks, the possibility of completing a worker’s task
is expressed as

p (w) =
completeCount (w)
receiveCount (w)

(10)

For workers who have not completed the task record, we set pw as the average
of the task completion probability of other workers within the control range of
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their edge nodes. In this paper, a threshold of task completion probability pthr
is set in advance. If pw ≥ pthr, it is considered that worker w can be recruited.

isRecruited5 (w) =
{

1 , pw ≥ pthr
0 , pw<pthr

(11)

Combining the above five factors that affect recruitment from the perspective
of workers, when the edge node communicates with worker, the mathematical
modeling of the recruitment of worker can be expressed as

isRecruited (w) =
5∏

k=1

isRecruitedk (w) (12)

Where, isRecruited(w) = 1 indicates that worker w can be recruited, and 0
means not.

4.2 Worker Recruitment Algorithm for ECRecruitment

This paper proposes a worker recruitment framework ECRecruitment based on
cloud-edge collaboration, which uses a layered worker recruitment design con-
cept. The algorithm at the edge computing layer is shown in Algorithm1.

In the edge computing layer, the edge node forwards the task content to can-
didate seed workers and communicates with them in real time. In lines 3–8, seed
workers are recruited according to the heuristic function seedHeurFunc (cw)
until the number of seed worker sets recruited reaches a limit, where the heuris-
tic function can be expressed as

seedHeurFunc (cw) = [β × seedInfluence (cw,CWcand) + (1 − β)
× (Covered (Wrecruited ∪ {cw}) − Covered (Wrecruited))]/cw.bid

(13)

Among them, seedInfluence (cw,CWcand) function is used to measure the
size of influence of seed workers (related to the number of seed workers’ spread-
ing task), (Covered (Wrecruited ∪ {cw}) − Covered (Wrecruited)) represents the
increase of spatial coverage by adding seed workers cw into the recruited worker
set Wrecruited, and β is a parameter used to balance the size of influence and the
utility of spatial coverage. In lines 11–20, workers are recruited according to the
heuristic function heurFunc (ew).

heurFunc (ew) =
Covered (ew)

ew.bid
(14)

In 22–36 line, if there are uncovered sensing subareas and remaining task
budget, first cluster the remaining sensing subareas set R to form cluster RC,
then pair the candidate worker set EWcand and the subarea cluster RC to form
a worker-cluster WRC, last based on the utility function to recruit workers.

Utility (ew, rc) =
Num (rc)

distFunc (ew,CP (rc)) × ew.bid
(15)
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Algorithm 1. ECRecruitment algorithm
Require: CWinitCand: The initial set of candidate seed workers from the

cloud computing layer; MaxSeedWorker: Maximum number of seed work-
ers; cw.bidandew.bid: Worker’s bid; T.rewardProp: Reward for spread tasks;
T.comKM : Compensation per kilometer of movement; T.cost: Task cost constraint;
Rl: The target sensing area set of the lth partition

Ensure: Wrecruited: The set of workers recruited
1: CWcand = isRecruited (CWinitCand)
2: set Wrecruited = ∅
3: while |Wrecruited| ≤ MaxSeedWorker do
4: Select cw from CWcand with maximum seedHeurFunc (cw)
5: Wrecruited = Wrecruited ∪ {cw}
6: CWcand = CWcand − {w}
7: T.cost = T.cost − cw.bid − T.rewardProp × friendNum (cw)
8: end while
9: EWinitCand = networkPropagate (Wrecruited)

10: EWcand = isRecruited (EWinitCand)
11: while T.cost ≥ 0 do
12: select ew from EWrecruited with maximum heuristicFunc (ew)
13: if Covered (Wrecruited ∪ {ew}) − Covered (Wrecruited) = ∅ then
14: Continue
15: else
16: Wrecruited = Wrecruited ∪ {ew}
17: EWcand = EWcand − {ew}
18: T.cost = T.cost − ew.bid
19: end if
20: end while
21: Rl = Rl − Covered (Wrecruited)
22: if Rl! = ∅ and T.cost ≥ 0 then
23: Cluster Rl into sensing area cluster set RC
24: From |EWcand| × |RC| worker-cluster set WRC
25: for worker-cluster wrc ∈ WRC do
26: Select wrc with maximum Utility (ew, rc)
27: if Rl! = ∅ and T.cost ≤ 0 then
28: Break
29: else
30: T.cost = T.cost − T.comKM × disFunc (ew, CP (rc))
31: Wrecruited = Wrecruited ∪ {ew}
32: EWcand = EWcand − {ew}
33: Rl = Rl − rc
34: end if
35: end for
36: end if
37: Return Wrecruited

Among them, the Num (rc) function counts the number of subarea of clus-
ter rc, the CP (rc) function obtains the central position of cluster rc, and the
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distFunc (ew,CP (rc)) function calculates the distance between worker ew and
the center of cluster rc.

5 Experiment and Result Analysis

5.1 Experimental Dataset

Similar to documents [12,13], this paper uses real-world location-based social
network data sets Brightkite and Gowalla. We assume that the users in the
Brightkite and Gowalla datasets are workers participating in MCS, and each
check-in site is considered to be the place where workers perform sensing tasks.
The details of the relevant data set are shown in Table 1.

Table 1. Datasets summary

Brightkite Gowalla

Number of workers 111 583

Number of friendship edges 782 3774

Number of neighbor edges 8592 210156

Number of check-in records 6876 23320

Average number of check-in records 61.946 40

The given task demand sensing area is a rectangular area of 240 km × 240 km,
We divide it into 480 equal virtual subareas. Since the ocean area does not require
sensed data, this paper finally needs to consider 344 virtual subareas. Suppose
that the cloud service platform divides the whole rectangular area into four
small areas, each of which is equipped with a ME host. ME node 1 involves 92
subareas, ME node 2 involves 66 subareas, ME node 3 involves 92 subareas, and
ME node 4 involves 94 subareas. The divided target sensing area is shown in
Fig. 3.

Fig. 3. The divided target sensing region (irrespective subareas are removed).
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5.2 Experimental Setup

The parameter settings are shown in Table 2. The longitude information in the
check-in record is mapped to two-dimensional coordinates during the experiment.

Table 2. Parameter settings

Parameter Parameter value

maxSeedWorker Brightkite:5,
Gowalla:10

β Brightkite:0.64,
Gowalla:0.56

w.maxTaskNum 5

T.cost 1500$–4000$
T.maxReward 10$
T.rewardProp $0.1 per person

T.comKM 1$/km

pthr 0.5

Table 3. Task cost settings

Total cost R1 R2 R3 R4

1500$ 401$ 288$ 401$ 410$

2000$ 535$ 384$ 535$ 546$

2500$ 668$ 480$ 668$ 684$

3000$ 802$ 576$ 802$ 820$

3500$ 936$ 672$ 936$ 956$

4000$ 1070$ 767$ 1070$ 1093$

In order to evaluate the effect of the constraint of the total cost on the spatial
coverage performance of the worker recruitment algorithm, the total cost is set
from $1500 to $4000. Assume that the upper limit of the incentive amount paid to
each worker is $10. An additional $0.10 per worker is paid to seed workers for the
spread task; A compensation of $1 per kilometer is given to workers who move to
a specific location to perform sensing tasks. According to the number of sensing
subareas involved in each ME node, the total cost is allocated proportionally.
The specific set of task costs assigned to the four ME nodes is shown in Table 3.

5.3 Analysis of Results

In the two data sets, by changing the constraint conditions of the total cost, the
spatial coverage results obtained by using ECRecruitment framework to recruit
workers in four ME nodes are shown in Fig. 4.

Due to the constrained budget of changing the total cost, the running time
results for the ECRecruitment framework to recruit workers on the edge nodes
for the two datasets are shown in Fig. 5.

The results of spatial coverage of workers recruited by all ME nodes summa-
rized by the cloud service platform are shown in Fig. 6.

Figure 4, Fig. 6 show that as the total cost budget increases, the ECRecruit-
ment framework’s spatial coverage on both datasets continues to increase. In
addition, because the number of workers in the Gowalla dataset is larger than
that of the Brightkite dataset, the spatial coverage in the Gowalla dataset is
larger.
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(a) ME1 (b) ME2

(c) ME3 (d) ME4

Fig. 4. Spatial coverage obtained by different 4 ME nodes.

(a) ME1 (b) ME2

(c) ME3 (d) ME4

Fig. 5. Running time of different ME nodes.



418 J. Zhu et al.

The running time of recruiting workers on the four ME nodes summarized
by the cloud service platform is shown in Fig. 7.

As can be seen from Fig. 5, Fig. 7, in terms of running time, since this paper
adopts the worker recruitment method based on edge cloud collaboration, the
cloud computing layer divides the entire sensing area into four partitions and
offloads the entire sensing task to the edge computing layer. Each partition is
managed by a ME node responsible for the recruitment of workers, and the ME
nodes of all partitions are independent and perform their own responsibility at
the same time. Finally, the cloud service platform summarizes the sensed results
of all ME nodes. Therefore, compared with the traditional cloud-based central-
ized MCS architecture, the worker recruitment framework based on cloud-edge
collaboration can greatly reduce the overall running time. In addition, because
the data size of the Brightkite data set is smaller than that of the Gowalla data
set, the running time of the ECRecruitment framework in the Brightkite data
set is less than that of the Gowalla data set.

Fig. 6. ECRecruitment’s spatial cover-
age.

Fig. 7. ECRecruitment’s running time.

Under the setting of a total cost constraint of $4000, the intuitive display of
the sensing subareas covered by the two data sets is shown in Fig. 8.

(a) Brightkite dataset (b) Gowalla dataset

Fig. 8. The results of covered sensing subareas.
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The performance comparison results of the ECRecruitment framework pro-
posed in this paper and the comparison algorithm under the same setting (i.e.,
the fixed total cost budget is $4000) of spatial coverage and running time are
shown in Table 4.

Table 4 shows that for the two datasets of Brightkite and Gowalla, the ECRe-
cruitment framework can achieve high spatial coverage in a short running time,
even the Gowalla data set can cover almost the entire sensing area within 8 s
of running time. In general, the ECRecruitment framework is superior to the
comparison methods of MaxDegree [14], MacCov [15], HG [14], NäıveFast [14],
Fast-Selector [14], H-GWR [16] and HySelector [5] in terms of spatial coverage
and running time.

Table 4. The results of spatial coverage and running time comparison

Algorithm Brightkite Gowalla

Spatial coverage Running time Spatial coverage Running time

ECRecruitment 0.811 3 0.997 8

MaxDegree 0.65(−0.161) 22(+19) 0.65(−0.347) 22(+14)

MacCov 0.68(−0.131) 24(+21) 0.68(−0.317) 26(+18)

HG 0.67(−0.141) 23(+20) 0.64(−0.357) 25(+17)

NäıveFast 0.69(−0.121) 280(+277) 0.73(−0.267) 270(+262)

Fast-Selector 0.8(−0.011) 720(+717) 0.73(−0.267) 860(+852)

H-GWR 0.75(−0.061) 44(+41) 0.78(−0.217) 45(+37)

HySelector 0.8(−0.011) 7(+4) 0.98(−0.017) 25(+17)

6 Conclusion and Future Work

This paper proposes a worker recruitment framework ECRecruitment based on
edge-cloud collaboration for large-scale and real-time tasks in MCS whose goal
is to maximize the spatial coverage of tasks under time and cost constraints of
sensing tasks. ECRecruitment is a layered framework consisting of cloud-end,
edge-end and sensing-end. The decision of worker recruitment is made on the
edge-end by collecting workers’ real-time information. The experimental results
prove that the worker recruitment framework proposed in this paper has good
performance in terms of spatial coverage while ensuring task time and cost con-
straints. Besides, since all edge nodes recruit workers in parallel, the time com-
plexity of overall worker recruitment can be greatly reduced.

Privacy protection worker recruitment algorithm is one of our future work.
Sensing tasks in MCS are usually location-based and workers are required to
move to the task-specific location to collect sensing data. When the sensing data
is uploaded, the workers’ location privacy information will be leaked. We will
focus on how to protect worker privacy during the recruitment process.
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Abstract. With the popularization of mobile wireless networks and
Internet of Things (IoT) technologies, energy-hungry and delay-intensive
applications continue to surge. Due to the limited computing power and
battery capacity, mobile terminals rarely satisfy the increasing demands
of application services. Mobile Edge Computing (MEC) deploys com-
munication and computing resources near the network edge closing to
the user side, which effectively reduces devices’ energy consumption
and enhances system performance. However, the application of MEC
needs infrastructures that can deploy edge services, and is limited by
the geographical environment. UAV-assisted MEC has better flexibility
and communication Line-of-Sight (LoS), which expands service scope
while improving the versatility of MEC. Meanwhile, the dynamic task
arrival rate, channel condition, and environmental factors pose challenges
for task offloading and resources allocation strategy. In this paper, we
jointly optimize UAV deployment, frequency scaling, and task schedul-
ing to minimize energy consumption for devices while ensuring system
stability in the long term. Due to the dynamic and randomness of task
arrival rate and wireless channel, the original problem is defined as a
stochastic optimization problem. The Drone Placement and Online Task
oFFloading (DPOTFF) algorithm is designed to decouple the original
problem into several sub-problems and solve them within a limited time
complexity. It is also proved theoretically that the DPOTFF can obtain
close-to-optimal energy consumption while ensuring system stability. The
effectiveness and reliability of the algorithm are also verified by simula-
tion and comparative experiments.

Keywords: Mobile Edge Computing · Energy efficiency · Resources
allocation · Task offloading · UAV deployment

1 Introduction

With the in-depth research of wireless mobile technologies, the complexity of
smart applications continues to increase. The limited computing power and bat-
tery capacity of mobile devices (MDs) can no longer guarantee the quality of
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application services. MEC transfers resources to the edge of network closing
devices, which relieves the computation load and prolongs the time life of MDs
[1]. There exist some challenges: (1) In the remote areas where there are not
enough terrestrial infrastructures that can deploy edge servers. (2) According
to complex terrains in the actual situation, it is impractical to have the suit-
able areas to deploy BSs for communication and providing services anytime [2].
Therefore, how to deploy the UAV in an appropriate location to achieve flex-
ible coverage for providing efficient wireless communication and computation
offloading services is worth researching.

The UAV-assisted MEC, as a promising paradigm, is advanced to tackle
the challenges. The task arrival rate of each application and wireless channel
state is stochastic and dynamic over time, which are not only affected by the
actual complex environment but also by the actual complex environment [3].
In addition, the offloading strategy needs to consider the current task queue
state and wireless channel condition. Impertinent computation allocation would
lead to extra energy consumption and a large queue backlog. As a result, how
to formulate an efficient task offloading and resources allocation scheme that
adapts to the highly dynamic and stochastic scenario is a hot and difficult spot.

Some works in the UAV-assisted MEC have received wide attention. Messous
et al. [4] applied game theory to the UAV-assisted MEC to balance UAV energy
consumption and task processing delay. Dinh et al. [5] took the minimum system
energy consumption while ensuring task execution delay as the goal to design
a task scheduling and CPU-cycle frequency allocation strategy. Sun et al. [6]
designed a user-oriented management strategy to minimize time delay following
the constraints in energy consumption. Besides, considering the practical offload-
ing process, some works have studied the stochastic optimization problem for a
long-term task scheduling problem. Jiang et al. [7] considered multi-core mobile
devices and proposed an energy-efficient cloud offloading scheme. Mao et al. [8]
jointly considered processing latency and energy consumption of MDs to design
task offloading and resources allocation scheme. Liu et al. [9] taken into account
system latency and reliability with multiple users and MEC servers to minimize
transmit and computing power. Although there have been many works in the
field of UAV-assisted MEC, most of them considered the task offloading deci-
sion in a short period. In actual situations, the computation offloading and task
execution process are a continuous cycle. Meanwhile, the tasks arrival rate and
channel condition are both stochastic and dynamic, which cannot be accurately
obtained.

In this paper, we consider the dynamics and randomness in the real envi-
ronment, following the system’s long-term performance and stability. The main
contributions are as follows:

– We jointly optimize the UAV deployment, frequency scaling and task offload-
ing. The goal is to minimize energy consumption while ensuring long-term
performance and system stability.
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– Based on Lyapunov optimization methods, the Drone Placement and Online
Task Offloading (DPOTFF) algorithm are formulated to decouple and solve
the original stochastic optimization problem.

– The algorithm efficiency is evaluated through comparative experiment anal-
ysis, and the results prove the DPOTFF algorithm can reduce energy con-
sumption effectively.

The remaining is as follows: Section 2 develops relevant models and puts
forward optimization problem. In Sect. 3, the DPOTFF is proposed and proved
its feasibility. Section 4 conducts simulation experiments. The summary of the
paper is made in Sect. 5.

2 System Model

A UAV-assisted MEC system is considered, where the UAV configured with a
MEC server provides offloading and communication services for the MD that
contains n different applications. The set of applications is denoted as N =
{1, 2, ..., n}. Each application has a certain number of computation tasks and
the MD can partially or completely offload application tasks to the UAV. The
time-slotted system is introduced and indexed by t ∈ {0, 1, 2, ..., T − 1}, where
the length of slot is τ .

Fig. 1. UAV-assisted MEC network

2.1 Communication Model

For generality, a 3-D Cartesian coordinate is constructed, the UAV hovers over
the area at the altitude h(xu, yu), mapping coordinate in the horizontal plane
is (xu, yu). The location of MD j at time slot t is (xj(t), yj(t), 0). As illustrated



424 Y. Lu et al.

in Fig. 1, the actual space and horizontal distances between MD j and the UAV
can express as

dj =
√

(xu − xj(t))2 + (yu − yj(t))2 + h(xu, yu)2, (1)

lj =
√

(xu − xj(t))2 + (yu − yj(t))2. (2)

The wireless channel between MD and the UAV is represented as a proba-
bilistic Line-of-Sight (LoS) link. Define the pathloss in LoS and NLoS as ηLoS

and ηNLoS , respectively. As mentioned in [12], ηLoS and ηNLoS denote as

ηLoS = 20 log(
4πfcdj

c
) + ξLoS , (3)

ηNLoS = 20 log(
4πfcdj

c
) + ξNLoS , (4)

where ξLoS and ξNLoS represent the average value of the LoS and NLoS excessive
pathloss. c is the light speed and fc means carrier frequency.

The probability that the transmission link is LoS express as

ρ =
1

1 + be−β(θj−b)
, (5)

where b and β are constants related to actual environment. θj = arcsin(h(xu,yu)
dj

)
is the elevation angle of MD j. It can be seen that with the increase of the UAV
hovering height, the elevation angle becomes larger, resulting in a higher LoS
probability. The average pathloss is denoted as

η̄j = ρηLoS + (1 − ρ)ηNLoS . (6)

There exists a threshold ηth. When the average pathloss is greater than ηth,
wireless communication is possible, the horizontal distance between the UAV
and MD will reach the maximum when η̄ = ηth. Assuming that the positions of
MD at each slot are pre-determined, and the set is represented as J . aj is the
binary variable to indicate whether the UAV can communication with MD j,
(i.e., aj = 1) or not (i.e., aj = 0). The size of the UAV’s coverage is represented
by the sum of aj . The wireless communication condition is described as

aj(η̄j − ηth) ≤ 0,∀j ∈ J. (7)

Consider the actual flight performance of UAV, the altitude meets

h(xu, yu)min ≤ h(xu, yu) ≤ h(xu, yu)max, (8)

where h(xu, yu)min restricts the minimum feasible altitude, and h(xu, yu)max is
the maximum altitude that the UAV can achieve.
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When the horizontal distance is maximum between the UAV and MD, the
optimal elevation angle is obtained. Taking the derivative of the Eq. (6), the
optimal elevation angle θ∗ can obtain, which is obtained from

π

9 ln(10)
tan θ∗ +

bβ(ηLoS + ηNLoS)e(−β(θ∗−b))

be(−β(θ∗−b)) + 1
= 0. (9)

Besides, the optimal altitude of the UAV is the altitude when the horizon-
tal distance reaches the maximum. By solving Eq. (9), we can get the optimal
elevation angle θ∗ when the horizontal distance is maximum. The maximum hor-
izontal distance lmax is easy to obtain. Then, the optimal altitude of the UAV
can express as h(xu, yu)∗ = lmax tan θ∗.

2.2 Energy Consumption Model

In time slot t, Ai(t) denotes the number of tasks generated by application i.
Dl

i(t) represents the amount of tasks locally executed. ρi indicates the number
of CPU cycles/bit in local execution, and f(t) indicates the computation ability
of MD, which has an upper bound fmax, there is

0 ≤ f(t) ≤ fmax. (10)

For a known frequency f(t), the amount of tasks processed locally satisfies
∑
i∈N

ρiD
l
i(t) ≤ f(t)τ. (11)

The energy consumption of total local execution El(t) describes as

El(t) = ζf2(t)
∑
i∈N

ρiD
l
i(t), (12)

where ζ denotes the effective capacitance, depending on the CPU hardware archi-
tecture. Dr

i (t) means the number of tasks offloading to the UAV. The amount
of computation tasks offloaded is

∑n
i=1 Dr

i (t). The transmission rate can obtain
from

R(t) = B log2(1 + P
10−η̄/10

σ2
), (13)

where B is the wireless channel bandwidth, P is the transmission power, and σ2

denotes the noise power. The number of tasks offloaded and transmission rate
follows ∑

i∈N

Dr
i (t) ≤ R(t)τ. (14)

Er(t) expresses the energy consumption of data transmission, which can be
derived by

Er(t) = P
∑
i∈N

Dr
i (t)

R(t)
. (15)
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The energy consumption of MD Et(t) including local processing and offload-
ing energy consumption, given by

Et(t) = ζf2(t)
∑
i∈N

ρiD
l
i(t) + P

∑
i∈N

Dr
i (t)

R(t)
. (16)

We pay more attention to average energy consumption on the long-term as
follows

Ē = lim
T→∞

∑T−1
t=0 E(Et(t))

T
. (17)

2.3 Task Queueing Model

For each application, the task queue is denoted as Qi(t) in time slot t, and the
queue Qi(t + 1) in next slot is

Qi(t + 1) = max(Qi(t) − Dl
i − Dr

i , 0) + Ai(t). (18)

According to Little′s Law [10], the queue delay and the average queue back-
log are related. We minimize the long-term queue backlog, which is denoted
as

qi = lim
T→∞

∑T−1
t=0 E(Qi(t))

T
< ξ,∃ ξ ∈ R

+. (19)

2.4 Optimization Problem

In order to ensure system stability and avoid excessive queue backlog, the opti-
mization goal denotes as

minX Ē = limT→∞
∑T−1

t=0 E{Et(t)}
T ,

s.t (7), (8), (10), (11), (14), (19).
(20)

where X denotes the variables set composed of {xu, yu, h(xu, yu),Dr(t),
Dl(t), f(t)}. Because task arrival rate and channel state are stochastic and
dynamic, the objective function (20) is a stochastic optimization problem.

3 Algorithm Design

The DPOTFF algorithm is formulated to decouple and tackle the stochastic opti-
mization problem. We decompose the original problem into two sub-problems
1) initialize the UAV deployment problem 2) frequency scaling and task offload-
ing problem. The DPOTFF can approximate minimum energy consumption and
maximum coverage while ensuring queue stability in low time complexity.
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3.1 Initialize UAV Deployment Problem

Divide the area into multiple blocks of the same size. The set of blocks is defined
as M . When the UAV is placed at position m, it would try to communicate
with MDs in the area. The goal is to obtain the UAV position where the UAV
covers the most MDs. We iteratively place the UAV in each block and record
the number of MDs. Specific steps are as follows:

– Selecting location m and place UAV over each block. According to Eq. (9),
the optimal elevation angle θ∗ and optimal altitude h(xu, yu)∗ can obtain.
In order to meet constraint (8), h(xu, yu)∗ = h(xu, yu)max, if h(xu, yu)∗ >
h(xu, yu)max and h(xu, yu)∗ = h(xu, yu)min, if h(xu, yu)∗ < h(xu, yu)min .

– Obtaining the average pathloss and recording the number of MDs covered.
Km as the set of MDs covered when the UAV is deployed at m, i.e., Km =
{j ∈ J |η̄j > ηth}.

– The optimal position can be obtained according to the value of |Km|, m∗ =
argmax{|Km||m ∈ M}.

3.2 Frequency Scaling and Task Offloading Problem

According to Lyapunov optimization methods, the applications queue backlog
matrix Q(t) is defined. The Lyapunov function defines as

L(Q(t)) =
1
2

∑
i∈N

Q2
i (t), (21)

where L(Q(t)) represents the queue backlog status. When L(Q(t)) is large, it
means at least one application is large. Therefore, we have to reduce L(Q(t))
as possible to ensure queue stability. We define the conditional Lyapunov drift
function as follows

Δ(Q(t)) = E{L(Q(t + 1)) − L(Q(t))|Q(t)}. (22)

To minimize energy consumption while stabilizing application queues, the
drift plus energy consumption function ΔV (Q(t)) is defined, which expressed
as

ΔV (Q(t)) = Δ(Q(t)) + V E{Et(t)|Q(t)}, (23)

where V is the penalty coefficient that used to balance the queue backlog and
energy consumption, which is non-negative. A larger value of V is more inclined
to optimize energy consumption, but it is easier to generate the queue back-
log. The upper bound of drift plus energy consumption function is proved in
Theorem 1.

Theorem 1. In each time slot t, if Ai(t) and R(t) have upper bounds Amax
i (t)

and Rmax, the drift plus energy consumption of any strategies would satisfy

Δ(Q(t)) + V E{Et(t)|Q(t)} ≤ C +
∑
i∈N

Qi(t)E{Ai(t) − Di(t)|Q(t)}

+V ζE{f2(t)
∑
i∈N

ρiD
l
i(t)|Q(t)} + V PE{

∑
i∈N

Dr
i (t)

R(t)
|Q(t)},

(24)
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where C = 1
2

∑n
i=1[(A

max
i )2 + ( fmaxτ

ρi
+ Rmaxτ)2] is a constant.

Proof (Theorem 1 ). Define Di(t) = Dl
i(t)+Dr

i (t). Taking square on (18), obtain

Q2
i (t+ 1) ≤ Q2

i (t) +D2
i (t) +Ai(t) − 2Qi(t)Di(t) + 2Ai(t)max[Qi(t) − Di(t), 0]. (25)

Define D̄i(t) as the number of tasks actually processed, which is non-negative.
Summing up applications in (25) with conditional expectation expresses as

Δ(Q(t)) ≤ 1
2

∑
i∈N

E{A2
i (t) + D2

i (t)|Q(t)} +
∑
i∈N

Qi(t)E{Ai(t) − Di(t)|Q(t)}.

(26)
For any i ∈ n, existing Dl

i(t) ≤ f(t)τ
ρi

and Dr
i (t) ≤ Rmaxτ . Applying Ai(t) ≤

Amax
i (t), we have

∑
i∈N

E{A2
i (t) + D2

i (t)|Q(t)} ≤
∑
i∈N

[(Amax
i )2 + (

fmaxτ

ρi
+ Rmaxτ)2]. (27)

Add V E{Et(t)|Q(t)} to (27) while making C equals to 1
2

∑n
i=1[(A

max
i )2 +

( fmaxτ
ρi

+ Rmaxτ)2]. We get (24).

3.3 The DPOTFF Algorithm

To minimize the upper bound of drift plus energy consumption function, we
rewrite the objective function as

min
Dr(t),Dl(t),f(t)

{
n∑

i=1

[V ζf2(t)ρiD
l
i(t) − Qi(t)Di(t)] +

n∑
i=1

[
V P

R(t)
− Qi(t)]Dr

i (t)},

s.t (10), (11), (14).
(28)

Because the variables are uncoupled, we firstly simplify (28) by determining
the CPU-cycle frequency, and propose the Lemma 1.

Lemma 1. When the CPU cycle required for local computation
∑n

i=1 ρiD
l
i(t) is

known, the optimal cycle frequency f∗(t) =
∑n

i=1 ρiD
l
i(t)

τ .

Proof (Lemma 1). Given known
∑n

i=1 ρiD
l
i(t), the function (28) with f(t) as

independent variable is non-decreasing. The value of optimal solution f∗(t) =
∑n

i=1 ρiD
l
i(t)

τ .

Based on Lemma 1, constraint (10) can transform into

n∑
i=1

ρiD
l
i(t) ≤ fmaxτ. (29)
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The function (28) can equivalently transformed into

min
Dr(t),Dl(t)

{V ζ

τ2

n∑
i=1

[ρiD
l
i(t)]

3 −
n∑

i=1

Qi(t)Dl
i(t) +

n∑
i=1

[
V P

R(t)
− Qi(t)]Dr

i (t)}.

s.t (14), (29).

(30)

Because Dl(t) and Dr(t) are uncoupled, we convert (30) into two sub-
optimization problems.

Local Task Allocation. Consider the terms containing the variable Dl
i(t) in

(30).

min
Dl(t)

V ζ

τ2

n∑
i=1

[ρiD
l
i(t)]

3 −
n∑

i=1

Qi(t)Dl
i(t), s.t (29). (31)

We assume that the term
∑n

i=1 ρiD
l
i(t) is known, then (31) is simplified to

min
Dl(t)

−
n∑

i=1

Qi(t)
ρi

ρiD
l
i(t). (32)

It is obvious that (32) is a generalized min-weight problem. Local computa-
tion CPU cycle ρiD

l
i(t) is weight by the value of −Qi(t)

ρi
. The optimal solution

is obtained as

Dl
i(t) =

{∑n
i=1 ρiQi(t)

ρi
, i = i∗,

0, otherwise,
(33)

where i∗ ∈ argmaxQi(t)
ρi

for i ∈ {1, 2, ..., n}. However, we can’t get the value of∑n
i=1 ρiD

l
i(t). So, we make X equal to

∑n
i=1 ρiD

l
i(t), function (31) is transformed

into

min
X

V ζ

τ2

n∑
i=1

X3 −
n∑

i=1

Qi∗(t)X
ρi

, s.t 0 ≤ X ≤ fmaxτ. (34)

Problem (34) is a convex optimization problem. The optimal solution X is
easy to obtain within a limited time complexity.

Offloading Task Allocation. Consider the remaining terms in (30) that con-
tains the variable Dr

i (t).

min
Dr(t)

n∑
i=1

[
V P

R(t)
− Qi(t)]Dr

i (t), s.t (14). (35)

Problem (35) is min-weight problem, which is weight by the value of ( V P
R(t) −

Qi(t)). The optimal solution can get as

Dr
i (t) =

{
R(t)τ, i = i∗,
0, otherwise,

(36)
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where i∗ ∈ argmin{ V P
R(t) − Qi(t)} for i ∈ {1, 2, ..., n} is the optimal solution.

Based on the above, the optimal solutions of independent variables f(t), Dl(t)
and Dr(t) are determined. According to the variables, we iteratively update each
application queue backlog.

Algorithm 1. DPOTFF
1: Divide the area into blocks of the same size.
2: for i = 1 to m do
3: Obtain the optimal altitude h(xu, yu)∗ of UAV in each location.
4: Record the number of MDs that can be covered |Km|.
5: end for
6: Calculate the optimal location of UAV, m∗ = argmax{|Km||m ∈ M}.
7: Observe current queue backlog for each application Q(t).
8: Get

∑n
i=1 ρiD

l
i(t) by solving (34).

9: for i = 1 to n do
10: Calculate the value of

Dl
i(t)

ρi
for each application.

11: end for
12: for i = 1 to n do
13: Find the index i∗ corresponding to the application of the maximum

Dl
i(t)

ρi
.

14: end for
15: Obtain the value of Dl

i(t).
16: Obtain the value of f(t).
17: for i = 1 to n do
18: Calculate the value of V P

R(t)
− Qi(t) for each application.

19: end for
20: for i = 1 to n do
21: Find the index i∗ corresponding to the application of the minimum V P

R(t)
−Qi(t).

22: end for
23: Obtain the value of Dr

i (t) according to (36).

4 Algorithm Analysis

We conduct mathematical analysis to theoretically show the algorithm’s per-
formance. Define Q̄ as the queue backlog in the average time, which expresses
as

Q̄ = lim
T→∞

1
T

T−1∑
t=0

n∑
i=1

E{Qi(t)}. (37)

Theorem 2. The applications satisfy the Poisson distribution, corresponding
to the arrival rates λ = {λ1, λ2, ..., λn}. For any value of V , if there is ε > 0
that satisfies

∑n
i=1(λi + ε) ∈ Λ, there is an upper bound on the average energy

consumption, expressed as

Ē = e∗ +
C

V
, (38)
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in addition, there is also an upper bound on the queue backlog of the online
algorithm in the average time, expressed as

Q̄ ≤ V (Ê) − Ě + C

ε
, (39)

where C is defined in Theorem 1, and e∗ is the optimal minimum average energy
consumption.

Proof (Theorem 2 ). We propose an optimal task offloading strategy that is not
affected by the queue backlog, which can scale computation offloading and CPU
frequency allocation with a fixed distribution, and optimize energy consumption.
Described in Lemma 2.

Lemma 2. Application arrival rate λi meets
∑n

i=1 λi ∈ Λ, there exists the opti-
mal strategy π∗ = {Dl∗

i (t),Dr∗
i (t), f∗(t)}, which satisfies the following

E{Ēπ∗(t)} = e∗(λ), (40)

E{Ai(t)} ≤ E{Dl∗
i (t) + Dr∗

i (t)}, (41)

where e∗(λ) denotes the optimal energy consumption under λi and Λ is the sys-
tem capacity .

Proof (Lemma 2). Caratheodory’s theorem is used to prove Lemma 2 [11], we
will not give detailed proof.

The task Ai(t) has the upper bound Amax
i , there is also an upper bound Ê

and a lower bound Ě for energy consumption. According to the Lemma 2, for∑n
i=1(λi + ε) ∈ Λ, where ε > 0, there is an optimal strategy π∗ satisfies

E{Ēπ∗(t)} = e∗(λ + ε), (42)

E{Ai(t)} ≤ E{Dl∗
i (t) + Dr∗

i (t)} − ε. (43)

For the strategy π∗, we can obtain that

Δ(Q(t))+V E{Et(t)|Q(t)} ≤ C + V E{eπ∗
(t)|Q(t)}

+
n∑

i=1

Qi(t)E{Ai(t) − Dl∗
i (t) − Dr∗

i (t)|Q}.
(44)

According to (42), (43), taking iterative expectation on (44) and adding up
time slots, we can obtain

E{L(Q(t))} − E{L(Q(0))} + V
n∑

i=1

E{Ē(t)}

≤CT + V Te∗(λ + ε) − ε

T−1∑
t=0

n∑
i=1

E{Qi(t)}.

(45)
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Because Qi(T ) and E{L(Q(t))} are both non-negative terms, (45) can be
equivalently transformed into

1
T

T−1∑
t=0

E{Ē(t)} ≤ C

V
+ e∗(λ + ε). (46)

Assuming T → ∞ and ε → 0, (38) is obtained. According to (45), combining
the upper bound Ê and the lower bound Ě of energy consumption mentioned
above, we can get

1
T

T−1∑
t=0

n∑
i=1

E{Qi(t) ≤ C + V (Ê − Ě)
ε

. (47)

Let T → ∞, we get (39).

5 Evaluation

The size of the horizontal area is 2 × 2 km, which further divides into multiple
20 × 20 m small areas [12]. We set up 4 types of heterogeneous applications, and
the task amount of each application follows a fixed distribution. The number
of CPU cycle is distributed from 1000 to 2500 cycles/bit [13], carrier frequency
fc = 2 GHz. The environment parameters b and β are 9.61 and 0.16, respectively
[14]. The average excessive pathloss ξLoS and ξNLoS are 1 dB and 20 dB [15].
Besides, the time slot length τ = 1 s, B = 1 MHz, P = 1.6 W, σ2 = 10−6 W [16],
fmax = 1 GHz, ζ = 10−27.

5.1 Parameter Analysis

The Influence Analysis of Weight Factor V. In Fig. 2, with the increase of
V, energy consumption decreases. Because of the greater V, the greater weight on
optimizing energy consumption. It means that the distribution strategy is more
to reduce energy consumption. In Fig. 3, the increase of V leads to an increase
in queue backlog, but there is still an upper bound. Combined with Fig. 2 and 3,
the DPOTFF can tradeoff energy consumption with queue backlog. Additionally,
when V reaches a certain value, the minimum energy consumption can achieve
while ensuring the system stability.

The Influence Analysis of Arrival Rate. We set respectively different appli-
cation arrival rates α = 0.3, 0.5 and 1.0. Figure 4 shows that the larger applica-
tion arrival rate, the more energy consumption. Because the increase of appli-
cation arrival rate means that there are more computation tasks that need to
be processed, thereby increasing energy consumption. In Fig. 5, when the tasks
arrival rate increases, the queue backlog would be longer. Jointly considering
Fig. 4 and Fig. 5, it is obvious that the DPOTFF algorithm can make energy
consumption and queue length for applications stable quickly in different cases
of application arrival rates.
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Fig. 2. Energy consumption with dif-
ferent values of V

Fig. 3. Queue length with different val-
ues of V

Fig. 4. Energy consumption with dif-
ferent arrival rates

Fig. 5. Queue length with different
arrival rates

5.2 Comparison Experiments

To further verify the performance of the DPOTFF, the other two other types of
algorithms in [17] and Task Scheduling (TS) algorithm mentioned are used to
compare with the DPOTFF:

– Round-Local Execution in Turn (RLET): Computation tasks are processed
locally, and tasks of applications are processed in turn.

– Round-UAV Execution in Turn (RUET): Offload computation tasks to the
UAV for processing, and application tasks are processed in turn.

Compared to the other three algorithms, the DPOTFF has lower energy con-
sumption than the other algorithms in Fig. 6, which reduces by about 57% com-
pared to the RUET. Comparing to the RLET and TS, energy consumption are
respectively reduced by about 30% and 20%. The DPOTFF dynamically offloads
computation tasks and allocates CPU frequency according to the scheduling sit-
uation in each time slot, to adjust to the dynamics and randomness for chan-
nel condition and task arrival rates. In Fig. 7, the RLET shows a linear growth.
Because the computation ability of MD is limited to processing the tasks arrived
in each slot, resulting in remaining tasks are backlogged in queues, which causes
system instability. The queue lengths under the DPOTFF, TS, and RUET algo-
rithms are relatively small and tend to be stable. Because computation tasks are
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Fig. 6. Energy consumption of differ-
ent algorithms

Fig. 7. Queue length of different algo-
rithms

all offloaded to UAV for processing in the RUET, there will be no queue back-
log. Combining Fig. 6 and Fig. 7, the DPOTFF algorithm can effectively reduce
energy consumption while ensuring system stability.

6 Conclusion

We investigate the UAV deployment and task offloading problem. The goal is
to minimize MD energy consumption while ensuring system queue stability.
To reduce solution complexity, we separately solve 1) initialize UAV deploy-
ment problem 2) frequency scaling and task offloading problem. By introducing
Lyapunov optimization methods to convert the original stochastic optimization
problem into deterministic sub-problems. The DPOTFF algorithm is designed to
solve them. And it is proved theoretically that they can obtain close-to-optimal
energy consumption while ensuring system stability. Simulation and comparative
experiments are given to verify the effectiveness of the DPOTFF algorithm.
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Abstract. The wireless body area network in the smart medical systems uses
wearable devices to remotely monitor the patient’s physiological information and
transmits the information to the medical center through an open channel. To pre-
vent security issues such as privacy leakage and malicious attacks in the wireless
body area network, anonymous authentication and key negotiation are required
between the sensor and the server. The protocol must not only satisfy confidential-
ity and security but also provide anonymity and untraceability for sensor nodes.
In response to this problem, this paper proposes an authentication and key agree-
ment protocol for sensors and servers based on blockchain technology in the
wireless body area network, with the help of session keys for subsequent access
and data transmission. The safety of our scheme was evaluated through an infor-
mal safety analysis. In addition, our scheme was also simulated by using ProVerif.
The experimental results showed that the scheme is safe.

Keywords: WBAN · Key agreement · Mutual authentication · Blockchain

1 Introduction

The development of the Internet of Things makes concepts such as smart cities, smart
transportation, smart homes, and smart healthcare become a part of people’s lives [1, 2].
The smart medical system collects information that needs to be monitored in real-time
through various sensors and sensors and other equipment and technologies and transmits
it to local nodes through various networks. Wireless Body Area Networks (WBANs) are
a kind of wearable devices that can be implanted in the human body or attached to
the surface of the human body to remotely monitor the physical health of patients, and
transmit this real-time traffic to the medical health center for observation the patient’s
physiological state [3]. WBANs bring convenience to patients and the medical service
industry. Doctors can use WBANs to remotely monitor the physical health of patients
and provide timely treatment to patients. At the same time, wearable sensor devices also
improve the comfort of patients.
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The architecture of WBANs is shown in Fig. 1. The terminal equipment is exposed,
and the user’s identity information and transmitted content are transmitted through open
channels. Since terminal equipment uses public open channels to transmit real-time
data, any malicious node can initiate security against it. Attacks, loss of information,
or tampering by adversaries may lead to irreparable consequences. The leakage of this
sensitive and confidential information will threaten the privacy of users. How to ensure
that both parties in communication are legitimate users and encrypt the transmitted
information is a problem that needs to be resolved at present [4]. For this architecture,
the following two main challenges need to be solved: (1) To ensure that both parties
are legitimate users in the WBANs environment, both parties need to perform identity
authentication before communicating. (2) Given the characteristics of wireless body area
network terminal equipment transmitting in the open channel, both parties negotiate a
secure session key for subsequent communication.

Fig. 1. An authentication model of blockchain-based in WBANs environment.

In WBANs, due to the mobility of sensor nodes and the characteristics of data com-
munication in public channels, their security is low. It is particularly important to ensure
that the data collected by sensor nodes is not captured by malicious attackers. There-
fore, authentication schemes are required to ensure security in WBANs. To solve these
problems, domestic and foreign scholars have proposed some authentication schemes
to solve the security problems in the WBANs [5–14]. The proposed schemes should be
able to resist various types of security attacks. Provide users with privacy protection,
and the amount of calculation and communication should be as low as possible.

2 Related Work

Due to the increasing demand for medical services, the development of the WBAN has
gradually attracted the attention of researchers. At present, domestic and foreign scholars
have proposed some authentication schemes to solve the security problems in WBAN.
Sensor nodes in WBAN are wearable devices with limited resources, so lightweight and
security are two challenges that need to be solved urgently in WBAN.
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In 2018, the scheme [8] proposed an anonymous mutual authentication key agree-
ment scheme. The author believes that the compromise of the hub node or the interme-
diate node will not lead to the compromise of the entire system. But in this architecture,
attackers may abuse intermediate nodes by using relay services. Scheme [9] designed
a robust and efficient WBAN mutual authentication and untraceable key agreement
scheme, which has anonymity and untraceability. The principle used to achieve untrace-
ability in the proposed scheme can also be used to improve the scheme of Kaya et al.
[10].

An authentication scheme based on physiological signals has gradually become a
popular authentication scheme. Physiological signals refer to unique and non-replicable
personal physiological characteristics and signals such as iris, fingerprints, and electro-
cardiogram. Scheme [10] proposed a hybrid anonymous authentication and key agree-
ment scheme using physiological signals to improve the imitation attack of sensor nodes
and greatly enhance the security features. The scheme also provides additional security
features to resist the camouflage attack and key escrow problem of the central node.
However, the limitation of this solution is that if the static biometrics are stolen, they
cannot be replaced, and during the physiological data recording process, the features
may change significantly or become unusable, which has high calculation and com-
munication costs. The scheme [11] analyzed the existing centralized two-hop WBAN
lightweight anonymousmutual authentication and key agreement scheme and found that
the protocol has defects in the untraceability and forward secrecy of the session key. A
new anonymous mutual authentication and key agreement scheme was proposed, which
has untraceability and forward secrecy of session keys.

Since Satoshi Nakamoto proposed the concept of blockchain in 2008, blockchain
technology has been applied in many fields. Blockchain can be regarded as a kind of
ledger. Due to the distributed consistency of blockchain, immutability, traceability, many
researchers combine blockchain and cryptography to improve the security and privacy
of authentication [12–14]. Xu et al. [13] proposed an authentication and key agreement
scheme based on blockchain technology, which is anonymous and can realize cross-
region authentication of sensor nodes. According to the monitoring application type of
physiological data in WBAN, the scheme is divided into two protocols. In protocol-1,
the sensor node sends out an authentication request to realize mutual authentication with
the local node. In protocol-2, the local node sends out an authentication request to realize
mutual authentication with the sensor node.

In order to solve the above-mentioned problems and challenges inWBANs, this paper
proposes an authentication and key agreement protocol based on blockchain technology
in the wireless body area network, with the help of the session key for subsequent access
and data transmission.

The main contributions of this paper are summarized as follows:

• A sensor and server authentication and key agreement protocol based on blockchain
technology is proposed.

• Use BAN logic to prove the establishment of the secure session key of this protocol
and the ability to recover from various known attacks.

• Asimulation experimentwas carried usingProVerif, and the experimental result shows
that the scheme is safe.
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The rest of the paper is structured as follows. Section 3 is the systemmodel including
network model and threat model, Sect. 4 proposes improved anonymity and key agree-
ment protocol, and Sect. 5 is about the protocol simulation experiment results and BAN
logic, Sect. 6 is a summary of this article.

3 Related Work

3.1 System Model

The network model is shown in Fig. 2. The architecture consists of three compo-
nents, which are sensor nodes, super nodes (Intermediate node), and server nodes in
the blockchain. Sensor nodes are implanted in the human body or attached to the surface
of the human body with limited resources. Wearable devices, its main function is to
collect sensitive data such as physiological information of patients, and the collected
data is forwarded to the cloud server via super nodes (smart devices, etc.)

Fig. 2. Network model for WBANs.

In this network model, all local servers form a blockchain-based network, and these
local servers can be considered miners in the blockchain network. Miners generate new
blocks through certain consensus mechanisms (we will not discuss the time complexity
of the consensus algorithm used for block verification and addition in the blockchain in
detail).

The sensor node needs to mutually authenticate with the server to determine that
both parties are legal identities. After authentication, a secret session key is negotiated.
Due to the limited resources of sensor nodes, data needs to be forwarded through super
nodes with strong communication capabilities. The data collected by the sensor node
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is stored and processed by the blockchain, and users can realize access control to the
data stored in the blockchain by authorization. Due to the addition of the blockchain,
the privacy protection of users and the security of data are greatly enhanced.

3.2 Threat Model

In order to evaluate the security features of the proposed scheme,wedefine the adversarial
model as follows.

1. The adversary can eavesdrop, modify and replay any message transmitted on the
open communication channel.

2. The adversary can capture any sensor node in some way, and further obtain the
secret data stored in the capture node, and capture any sensor node will not affect
the communication of other sensor nodes. (This aims to capture the capabilities of
mutual authentication.

3. All LN are semi-trusted parties, which means they may have bad behaviors, but they
will not collude with other LN .

4. We use the well-known threat model Dolev-Yao [14], that is, all entities participating
in communication transmit messages through open channels. We use this model to
analyze and simulation the security of this protocol.

3.3 Blockchain Consensus Mechanism

Blockchain is a distributed database system, and the generation of blocks is jointly pro-
duced by each participating member. The blockchain-based WBANs system guarantees
the safety.

Blockchain is a distributed database system, and the generation of blocks is jointly
generated by each participating member. The blockchain-based WBAN system guaran-
tees the safety and privacy of users. The block structure is mainly composed of block
header and block body. The block header saves information about itself and another
block, mainly including: the block version number (used to quickly comply with the
verification rules in this area), the hash address of the previous block of the block, and
the transaction information in the block, the hash value of the root of theMerkle tree, the
timestamp of the block creation, the difficulty target of the proof-of- work algorithm, and
the random number set tomeet the target. The block body includes all transaction records
generated during the block creation process that have been verified for the current block.
These records generate a unique Merkle root through the hashing process of the Merkle
tree and record it in the block header. Checking whether there is a certain transaction in
the block can be done through the Merkel tree. The Merkel tree needs to hash the hash
nodes recursively, and insert the newly generated hash node into the Merkel tree until
there is only one hash node, which is the root of the Merkel tree. Through this structure,
one of the transactions can be quickly located [15, 16].
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Algorithm 1 Consensus for block verification and addition in block

Input: All Server nodes LN  in cloud servers,a full block

Output: Commitment for block addition.

1: The initiator generates timestep T.

2: for each peer cloud server LN do
3: The initiator encrypts the parameters and sends a block verification message 

to other server nodes.

4: end for
5: Initialize n=0, where n represents the number of valid votes.

6: for each follower node LN in the blockchain network do
7: Record the time ′when the message was received.

8: LN checks validity of by the condition: T'-T ≤∆T.

9: if timestep is valid then 
10: Verify that the parameters are valid

11: if all the verifications by LN are successful then
12: The server node sends a status verification message to the initiator.

13:     end if
14:   end if
15: end for
16: for each status verification message from the follower peer nodes LN do
17: The initiator verifies that the message. 

18: if the message is correct then
19: n=n+1. 

20:   end if 
21: end for
22: if n>2f+1, where f is the fault nodes number then
23: Add the block to the blockchain.

24: Broadcast commitment messages to the P2P cloud servers’ network.

25: end if

Smart contracts are programs that are stored on the blockchain and executed auto-
matically. Consensus algorithms include Proof of Work (PoW), Proof of Stake (PoS),
Delegated Proof of Stake (DPoS), Proof of Activity (PoA), Practical Byzantine Fault
Tolerance (PBFT), Delegated BFT. Blockchain traceability can easily track malicious
users and protect user privacy.

In this protocol, the local server nodemines newblocks based on the PBFT consensus
algorithm. PBFT realizes the BFT in the case of a limited number of nodes, has 3f + 1
fault tolerance, and at the same time guarantees certain performance. Algorithm 1 shows
the process of generating new blocks, as shown in Algorithm 1.

4 Proposed Scheme

This section proposes an improved anonymous authentication and key agreement pro-
tocol based on blockchain technology for WBANs. Table 1 shows the list of symbols
required in the protocol. The protocol consists of an initialization phase, registration
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phase, and mutual authentication phase. The initialization phase is the operation of the
system administrator on the sensor node, and the registration phase is the operation
of the system administrator on the sensor node and the super node. These two parts
are performed off-chain to avoid generating new blocks during the identity verification
phase and reduce computational consumption. In the mutual authentication phase, the
sensor node and the server node mutually authenticate their identities and conduct key
agreement, and the negotiated session key will be used for subsequent communication.
The specific process is as follows.

Table 1. Notations are used in this protocol

Symbol Description

SA System administrator

SN Sensor node requesting authentication

LN Local server

IN Intermediate nod

idN The real identity of the sensor node

idIN Identity of the intermediate node

tidN Temporary secret parameter

kLN Master secret paraments

kN Master key of the sensor node

k+, r+ Temporary secret parameter

aN , bN Authen1tication parameter

rN Random number generated by the sensor node

t1 A timestamp generated by the sensor node

xN Auxiliary parameters required for authentication

α, β, γ , H Authentication parameters

kS Session key to be agreed on

h(·) The secure one-way hash function

(a, b) Concatenation of data a and data b

⊕ XOR operation

4.1 Initialization Phase

The steps for the system administrator to initialize the local server are as follows.
Step 1: The SA selects a master key kLN for the LN.
Step 2: Send the master key kLN to the LN for storage through a secure channel.
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Fig. 3. The authentication and key agreement phase of our scheme.

4.2 Registration Phase

The steps SA to register the SN and the LN as follows.
Step 1: The SA selects a unique secret identity idN for SN.
Step 2: SA selects a master key kN for SN.
Step 3: SA chooses a unique secret identity idIN for IN.
Step 4: Calculate the parameters aN = kN ⊕ kLN , bN = idN ⊕ h(kLN , kN ).
Step 5: Store < kN , bN > in the memory of the SN, store < idIN > in the LN, and

store < kN, bN >.
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Step 6: The blockchain stores the registration information of all sensor nodes and
intermediate nodes, and then the server uses a certain consensus mechanism to package
this registration information into blocks. After verification by all local servers, these
blocks can become valid blocks and allow links to the blockchain.

4.3 Authentication Phase

Figure 3 shows the authentication phase. The authentication phase of SN and LN is as
follows:

Step 1: SN → IN: < xN , tidN , t1 >, SN performs the following operations:

• SN generates a random number rN and timestamp t1.
• SN calculates the parameters xN = rN ⊕ aN , tidN = h(idN ⊕ rN , t1).
• Send the message < xN , tidN , t1 > to the IN.

Step 2: IN → LN: < xN , tidN , t1, idIN >

• The intermediate node forwards the message tuple from SN, and sends it to LN with
its own identity.

Step 3: LN → IN : < α, β, γ, H >, LN performs the following operations:

• In the ledger of the blockchain, we can think that there is a pointer or block identifier
P, P points to the block, and any server node can quickly find the corresponding
information from the blockchain through P [17]. LN receives the request message
from IN, first finds IN identity information according to the P identifier, and checks
whether IN id exists in the blockchain. If not, terminate this authentication. If idIN is
found in the blockchain, perform the following operations.

• Check the validity of the timestamp t1, check the condition �t ≥ |t∗ − t1|, where t∗
is the time when the LN receives the tuple message, if the conditions are not met, the
key agreement will be terminated, and if the conditions are met, continue to proceed
as follows.

• Calculate a∗
N = kLN ⊕ kN .

• r∗N = xN ⊕ a∗
N .• id∗

N = bN ⊕ h(kLN , kN )

• Calculate tid∗
N = h(id∗

N ⊕ r∗N , t1), check id∗
N ? = tidN , if not equal, terminate this

authentication, otherwise proceed as follows.
• Regenerate a random num r+.
• Calculate the parameter α = r+ ⊕ a∗

N .• Reselect a k+
N .• a+ = k+

N ⊕ kLN .
• b+

N = id∗
N ⊕ h(kLN , k+

N ).
• Calculate the parameter β = a+

N ⊕ h(r+, id∗
N ).

• Calculate the parameter γ = b+
N ⊕ r+.

• Calculate the parameters H = H (r+, id∗
N , α, β, γ ).

• Calculate the session key KS = h(r+, id∗
N , b+

N , xN , r∗N ).
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Step 4: IN → SN :< α, β, γ,H >

• The intermediate node removes its own identity idIN from the message and forwards
send to the sensor node.

Step 5: SN receives the message tuple < α, β, γ,H >, SN performs the following
operations.

• Calculate r∗ = α ⊕ aN .
• Calculate H∗ = h(r∗, idN , α, β, γ ).
• Check H∗ = H , if they are not equal, terminate this authentication, if they are equal,
proceed as follows.

• a+
N = β ⊕ h(r∗, idN ).

• b+
N = r∗ ⊕ γ .

• Calculate the session key K∗
S = h(r+, idN , b+

N , xN , r∗N ).
• Store the session key KS and replace (aN , bN ) with a tuple (a+

N , b+
N ).

5 Safety Analysis

5.1 Simulation Verification Based on ProVerif

ProVerif is a cryptographic protocol validator widely used by researchers at present
[18]. It is used to specify and analyze the security of the authentication key negotiation
protocol. In this section, we use the validator to formally verify the proposed scheme,
analyze the safety of the scheme, and the simulation results are given in Fig. 4.

Fig. 4. Simulation results using ProVerif.
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5.2 Security Proof Based on BAN Logic

This section describes the safety analysis of the proposed scheme using Burrows- Abadi-
Needham (BAN) logic [19]. The following basic logical symbols are used to analyze
our plan: (where A and B are participants).

• A| ≡ X : A believes the statement X .
• A�X : A sees the statement X .
• A| ∼ X : A once said the statement X .
• A| =� X : A has jurisdiction over the statement X .
• #(X ): X is fresh.
• (X ,Y ): X or Y is one part of the formula.
• < X > Y : X combined with Y .

• A
k↔B: A is the secret parameter shared (X ,Y ) (to be shared) between A and B.

• A ⇔ B: x is a secret parameter known only A to B or a third party they trust.
• A

B : If A is true, then B is true.

1) Inference rules
• Message meaning rule

A|A Y↔B,A� < X >Y

A|≡ B|X
• Nonce-verification rule

A| ≡ # < X >,A| ≡ B − X

A| ≡ B| ≡ X

• Jurisdiction rule

A| ≡ B| ⇒ X ,A| ≡ B| ≡ X

A| ≡ X

• Freshness rule

A| ≡ #(X )

A| ≡ #(X ,Y )

• Belief rule

A| ≡ B| ≡ (X ,Y )

A| ≡ B| ≡ X

2) Goals:

• Goal 1: LN | ≡ (SN
bN↔LN ).

• Goal 2: LN | ≡ SN | ≡ (SN
bN↔LN ).

• Goal 3: SN | ≡ LN | ≡ (SN
kS↔LN ).

• Goal 4: SN | ≡ (SN
kS↔LN ).
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3) Idealization

• M1 : SN → LN :< SN
bn↔LN , rN , tN >

SN
idN↔ LN

• M2 : LN → SN :< SN
bn↔LN , rN , r+, k+, SN

kS↔LN >
SN

idN↔ LN
4) Initial assumptions:

• A1: LN | ≡ (SN
idN↔ LN ).

• A2: LN | ≡ #(tN ).

• A3: LN | ≡ SN | => (SN
bN↔LN ).

• A4: SN | ≡ (SN
idN↔ LN ).

• A5: SN | ≡ #(rN ).

• A6: SN | ≡ LN | ⇒ (SN
kS↔LN ).

5) Formal verification
D1 From M1, A1 by applying Message meaning rule, we deduce:

LN | ≡
(
SN

idN↔ LN

)
,LN� < SN

bn↔LN , rN , tN >
SN

idN↔ LN

LN |≡ SN | ∼ (SN
bN↔LN , rN , tN )

D2 From A2 and by applying Freshness rule, we can deduce:

LN | ≡ #(tN )

LN | ≡ #(SN
bN↔LN , rN , tN )

D3 From D1, D2 and by applying Nonce-verification rule, we can deduce:

LN | ≡ #

(
SN

bN↔LN , rN , tN

)
,LN |≡ SN | ∼ (SN

bN↔LN , rN , tN )

LN |≡ SN | ≡ (SN
bN↔LN , rN , tN )

D4 From D3 and by applying Belief rule, we can deduce:

LN | ≡ SN | ≡
(
SN

bN↔LN , rN , tN

)

LN |≡ SN | ≡ (SN
bN↔LN )

(Goal 2)

D5 From D4, A3 and by applying Jurisdiction rule, we can deduce:

LN | ≡ SN | ≡
(
SN

bN↔LN

)
,LN |≡ SN | ≡ (SN

bN↔LN )

LN ≡ (SN
bN↔LN )

(Goal 1)

D6 From M2, A4 and by applying Message meaning rule, we can deduce:

SN | ≡ #

(
SN

idN↔ LN

)
, SN � < rN , r+, k+, SN

kS↔LN >
SN

idN↔ LN

SN |≡ LN | ∼ < rN , r+, k+, SN
kS↔LN >
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D7 From A5 and by applying Freshness rule, we can deduce:

SN | ≡ #( rN )

SN | ≡ #(rN , r+, k+, SN
kS↔LN )

D8 From D6 and D7 and by applying Nonce-verification rule, we can deduce:

SN | ≡ #

(
rN , r+, k+, SN

kS↔LN

)
, SN | ≡ LN | ∼ (rN , r+, k+, SN

kS↔LN )

SN | ≡ LN | ≡< rN , r+, k+, SN
kS↔LN >

D9 From D8 and using Belief rule, we can draw the following inference:

SN | ≡ LN | ∼< rN , r+, k+, SN
kS↔LN >

SN | ≡ LN | ≡< SN
kS↔LN >

(Goal 3)

D10 From A6, D9 and by applying Jurisdiction rule, we can deduce:

SN | ≡ LN | ≡
(
SN

kS↔LN

)
, SN | ≡ LN | ≡ (rN , r+, k+, SN

kS↔LN )

SN | ≡< SN
kS↔LN >

(Goal 4)

Therefore, in our proposed scheme, mutual authentication and key agreement between
sensor nodes and hub nodes are realized.

6 Conclusions

This paper proposes an authentication and key agreement protocol based on blockchain
technology, which fixes some vulnerabilities in existing solutions. The proposed scheme
implements mutual authentication and session key negotiation between the terminal
device and the server. The attacker cannot track the future session key based on the
existing key,which provides anonymity and unlinkability for the terminal device. Finally,
through the use of ProVerif tools and informal security analysis, the security of the
proposed protocol is simulated and verified. The experimental results show that the
scheme is secure.
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Abstract. One of essential parts of public key infrastructure is the abil-
ity to efficiently check the certificate status and quickly distribute certifi-
cates revocation information. The existing certificate revocation schemes
generally suffer from a time-consuming process of certificate status veri-
fication as well as a long interval of revocation information updating.
To address aforementioned issues, this paper proposes a blockchain-
based certificate revocation mechanism, namely CRchain, which can effi-
ciently check certificate status and revoke the certificate. Specifically,
to achieve efficient certificate status queries, revokedCertCF and valid-
CertCF cuckoo filters are constructed for storing the revoked and valid
certificates, respectively. And then, the co-controlled key published on
CRchain is presented for shortening the certificate revocation process and
abridging the authority of certificate authorities. Finally, we implement
and evaluate CRchain on Hyperledger Fabric with smart contract. The
theoretical analysis and experimental results show that CRchain achieves
better performance in latency and exchanged data size than existing ref-
erence methods in the duration of the certificate status checking.

Keywords: Certificate revocation · Blockchain · Smart contract ·
Cuckoo filter

1 Introduction

Nowadays, Transport Layer Security (TLS) is the cornerstone of the Internet to
protect sensitive exchanged data and users’ privacy. TLS is based on the X.509
Public Key Infrastructure (PKI) to authenticate identity. In PKI, Certificate
Authorities (CA) digitally signs each certificate to declare the binding with sub-
ject identity. In practice, some certificates may be unavailable in the validity
due to the certificate’s private key exposure, the change of subject, or other rea-
sons [17]. The traditional certificate revocation mechanisms, such as Certificate
Revocation List (CRL) [7] and Online Certificate Status Protocol (OCSP) [20],
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are proposed to provide certificate status checking service. However, CRL and
CRLite [14] have a long update cycle. With the development of cloud computing
and the Internet of things, the scope of CRL overgrows with the blooming of
certificates, which results in the communication overhead and latency increas-
ing. Besides, CRL and OCSP are fragile to the single point of failures and denial
of service (DoS) attacks. A failed node of CRL and OCSP will undermine the
availability of certificate verification service. Moreover, misbehaved CA has been
reported to cause many security issues recently [6,9,22,25] due to the exposure
to internal and external threats. The absolute authority of CA might hinder the
certificate revocation from timely distribution.

The emergence of blockchain technology provides a new method for decen-
tralized certificate revocation schemes. As the core supporting technology of
Bitcoin [21], blockchain technology has attracted wide attention since 2008, due
to its advantages of decentralization, immutability, openness and transparency
[8,16,27,29]. Many researchers have combined blockchain technology with cer-
tificate revocation by establishing an open and transparent certificate revocation
information sharing platform to solve the security issues posed by the central-
ized schemes [3,18,28]. Despite the existing blockchain-based certificate revoca-
tion schemes [12,13,15,23] have solved the single-point failures of conventional
schemes as well as other defects to a certain extent, several issues still need to
be addressed:

– Time-consuming checking certificate status. The retrieval of related
transactions with the certificate status on the blockchain is time-consuming
owing to the traversal retrieval mechanism of the blockchain;

– Long updating certificate status interval. The majority of the existing
approaches are based on the CRL, hence they have the same update period as
CRL. Besides, the revocation generally relies on arbitrary CA and misbehaved
CA may delay issuing the certificate revocation information.

To address these aforementioned issues, we propose an efficient Certificate
Revocation scheme based blockchain (CRchain), which makes certificate revo-
cation and verification more efficient and transparent. The main contributions
of this work are as follows:

• To improve the efficiency of certificate status checking, we design double
cuckoo filters named validCertCF and revokedCertCF to store valid/ revoked
certificates’ fingerprints. Besides, validCertCF and revokedCertCF support
deleting elements dynamically, thus CRchain can delete expired certificates
periodically from double cuckoo filters to improve scalability.

• To simplify the revocation process and shorten the latency of publishing
revocation information, we propose a server and CA co-controlled certificate
revocation method. A new data structure called CertInfo is defined, stored
in blocks to record the operations on the certificate for timely publication.
With the co-controlled key CPK stored in CertInfo, the server can revoke its
compromised certificate without the issuer.
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• CRchain is implemented on Hyperledger Fabric [2] with smart contract. We
make the theoretical analyses and evaluate the performance of CRchain in
aspects of time cost and communication overhead. The results show that
CRchain is superior to the existing methods, while ensures the correctness
and availability of certificate status services.

2 Related Work

2.1 Traditional Certificate Revocation Mechanisms

CRL: CRL is signed by CA and updated periodically [7], which includes the
certificate serial numbers of revoked certificates. The user can verify the certifi-
cate by checking whether the certificate serial number is in CRL or not. Delay
on the update of CRL is a common issue of conventional PKI, which causes the
inconsistency between the actual state and the CRL state. It severely affects
the quality of PKI service and increases security threats. The scale of CRL is
proportional to the number of terminal entities in the CA domain. With the
number of issued certificates increasing, the size of the CRL grows much larger,
resulting in that the user consumes much more bandwidth when checking the
certificate status.

OCSP: The OCSP server conducts as an online responder for querying whether
a certificate has been revoked [20]. OCSP reduces the threat of the CRL update
delay. However, the clients query the OCSP server online and block the sub-
sequent process before getting the query results during the TLS handshake. It
causes a long time of blank page when the network is insufficient, reduces TLS
performance and seriously affects the user’s experience.

2.2 Blockchain-Based Certificate Service

With the development of blockchain technology, some schemes based on
blockchain have been proposed recently to improve certificate revocation ser-
vice.

Improve Certificate Transparency. The schemes using the openness of
blockchain have been proposed to make certificates revocation transparent. The
certificate information on the blockchain can be audited public, and the malicious
behavior of CA can be monitored. Wang et al. [26] propose a blockchain-based
certificate and revocation transparency scheme. The scheme relies on the cer-
tificate revocation information published by CAs on the blockchain to provide
revocation transparency. However, a private-key-stolen or failed CA cannot issue
a CRL or OCSP response to the user within the specified time. Meanwhile, the
client needs to check all the blocks behind the block that the server claimed
to contain the certificate transaction, which increases the latency of certificate
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verification. Certcoin [12] uses Namecoin to build a distributed PKI system with
a consistent offering of identity retention. Every operation on the certificate is
packaged as a transaction on the blockchain. Kubilay et al. [13] propose Cer-
tLedger, in which the CA stores the status updates of the certificates on the
blockchain such that all TLS clients can verify the certificate using the pre-
agreed status hash tree in the block header. The management of the state object
of the trusted CA is responsible by the Certledger board of directors, and the
private key of the account state object is the threshold key. Matsumoto et al.
[18] propose IKP, which can respond automatically to unauthorized certificates
and provides incentives or penalties for positive or malicious behaviors of CAs.
However, this scheme does not offer a certificate revocation status checking ser-
vice.

Enhance PKI. Chen et al. [5] propose a blockchain-based, public and efficient
certificate audit scheme, Certchain, which utilizes double counting bloom filters
to reduce false positives and realizes the economic space and efficient query for
certificate revocation. SCRaaPS [19] utilizes cuckoo filter and blockchain to pro-
vide a quick response service for certificate revocation status queries with no
false negatives. However, they design a single cuckooo filter to store the revoked
certificate, thus more potential revocations indicated by cuckoo filter need to be
backed up by complex and rigorous service queries than double cuckoo filter.
And they update the coefficients of cuckoo filter periodically rather than in real
time, which opens a window of opportunity for attackers to work with revoked
certificates. Adja et al. [1] employ the extension field of the X.509 certificate’s
structure to introduce a field that describes to which distribution point the cer-
tificate will belong if revoked. Each distribution point is represented by a bloom
filter filled with revoked certificates. Besides, they propose the data structure of
RSI to implement additional validation when the bloom filter provides a posi-
tive response. However, the time consumption in the positive response scenario
is very high, even higher than CRL and OCSP. Yakubov et al. [28] also uti-
lizes X.509 extension fields to embed blockchain metadata, which makes X.509
certificate compatible with the blockchain-based PKI scheme. Cecoin [23] imple-
ments a distributed Certificate Library with the modified Merkle Patricia tree.
However, the large storage overhead of Cecoin is unacceptable for a lightweight
client.

The majority of the existing blockchain-based certificate revocation schemes
necessitate clients to retrieve the related original transactions that record the
certificate operation in the blockchain during certificate verification, which has a
high delay or communication overhead. Besides, the revocation depends on arbi-
trary CAs in most schemes, and certificate owners are less involved in the revo-
cation process. Some schemes design specialized blockchain architecture which
means that they are unable to take advantage of security assurances of existing
established blockchain platforms.
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3 Preliminaries

3.1 Blockchain

Blockchain serves on a decentralized and immutable database maintained by
multiple entities relying on a peer-to-peer network [21,29,30]. Blockchain utilizes
consensus mechanism to verify and confirm transactions, and the data of ledgers
across blockchain nodes are synchronized and replicated.

A blockchain consists of a continuous sequence of blocks that chronologically
record all valid transactions. The block header contains the previous block’s hash
value, the timestamp, the random number Nonce, and the Merkle root calculated
in the consensus process. Except for the genesis block (the first block), each block
is chained by keeping the previous block’s information in the block header, hence
the transactions on blockchain are immutable and traceable.

Blockchain offers the potential to improve the openness and integrity of cer-
tificate revocation information. The blockchain is transparent on account of all
the data on the blockchain is available. The distributed and replicable features
of blockchain make it possible to avoid the need for a third party.

3.2 Cuckoo Filter

The cuckoo filter [10] is a data structure for set representation and membership
testing. Compared with the classic bloom filter [4], cuckoo filter has the following
advantages: (1) support dynamically adding and deleting elements; (2) support
more efficient storage and query. The cuckoo filter can improve the efficiency
and scalability of the certificate revocation scheme because it can quickly detect
whether the certificate is a member of revoked certificate set or not and remove
the certificate from the set.

The cuckoo filter uses partial key cuckoo hashing to insert new items dynam-
ically, and indexes are determined as follows:

h1(x) = hash(x) (1)

h2(x) = h1(x) ⊕ hash(x,sfingerprint) (2)

Each item maps two optional locations with two hash functions. If both locations
are empty, the item selects a location to insert its fingerprint arbitrarily. How-
ever, if both optional locations are occupied, the item will remove the original
fingerprint from the randomly selected one of the two locations and then insert
its fingerprint.

4 CRchain Overview

This section provides a high-level overview of the CRchain scheme, composed of
the design goals and the system model.
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4.1 Design Goals

Many reasons can cause certificate revocation prior to expiration, such as user’s
identity change, private key leakage, etc. And delayed or fake certificate revoca-
tion information can cause massive damages. Because after checking the certifi-
cate status during the TLS handshake, the client may still establish the connec-
tion with the attacker having a revoked certificate. To promptly provide available
certificate revocation information, CRchain should satisfy the basic functions of
the certificate revocation mechanism as well as achieve the following goals.

– Streamline the process of revocation: In the X.509 PKI, only the CA
can alter the status of certificate, the compromised CA may delay the revoca-
tion information update, resulting in the abuse of compromised certificates.
CRchain should be able to shorten the time needed to revoke a certificate,
distribute revocation information quickly and decentralize the authority of
the CA.

– Improve the efficiency of validation: To amend the users’ experience and
reduce the latency and communication overhead of checking certificate status
in the duration of TLS handshake, CRchain is expected to efficiently verify
certificates without false positives.

– Enhance security: To improve the security of certificate revocation mech-
anism, CRchain should be reliably decentralized to avoid the risk under cen-
tralization. CRchain is supposed to guarantee consistency with the actual
statuses of certificates to provide the correct certificate status.

4.2 System Model

To meet the goals mentioned above, we propose a blockchain-based certificate
revocation scheme, namely CRcahin, to provide efficient certificate status check-
ing service during the TLS handshake. CRchain contains four entities: CA,
server, client and peer node, as shown in Fig. 1. CA submits the certificate
registration transactions to blockchain. When the certificate needs to be revoked,
both authorized CA and server can submit the revocation transactions. During
the TLS handshake, client checks the certificate status with CRchain before
establishing the connection with server.

• CA: The CA is the entity that can register and revoke certificates. In
CRchain, CA publishes the certificate status with peer nodes submitting
transactions to the blockchain.

• Client: The client is the entity that intends to launch a TLS connection with
the server. The client checks the certificate status by sending a query request
to the peer node before establishing the connection with the server.

• Server: The server, for example, a web server, is authenticated by the client
with the certificate signed by CA in the duration of TLS communication. If the
server’s certificate requires to be revoked, the server can perform revocation
with the assistance of peer nodes instead of sending a revocation request to
the CA in X.509 PKI.
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Fig. 1. The proposed CRchain model

• Peer Node: The peer node maintains the blockchain recorded the operations
on certificates and responds to the certificate status queries from clients.
The operations on certificates are kept in the form of transactions with an
immutable and distributed certificate ledger. The statuses of certificates are
stored on blockchain with the double cuckoo filters, called validCertCF and
revokedCertCF. Readers can refer to Sect. 5.4 for the details of validCertCF
and revokedCertCF.

5 CRchain Design

This section describes the components and functions of CRchain implemented
with the smart contract [24]. The key components contain the CertInfo, Block,
co-controlled certificate scheme, and double certificate cuckoo filters. The main
notations used in this paper are listed in Table 1.
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Table 1. Main symbols

Notation Description

certsub Certificate of server

CPKi, CSKi Co-controlled public and private key pair of the
entity i∗

PKi, SKi Public and private key pair of the entity i

σCSKi(m) Digital signature on message m with co-controlled
private key of entity i

σSKi(m) Digital signature on message m with private key of
entity i

b Number of fingerprints for each bucket in cuckoo
filter

f Number of bits for each item, which is length of
fingerprint

n Number of keys that cuckoo filter will store

* For entity i, ca indicates CA and sub indicates server.

5.1 CertInfo

CertInfo is a new defined data structure to record the information of certificate
on CRchain. CertInfo contains the following fields:

• IDcert: certificate serial number, the unique identifier of certificate.
• V alidity: the end time of validity of the certificate.
• Hashcert: hash of the certificate.
• CA: the name of a CA who issues this certificate.
• CPKca: co-controlled public key of above CA.
• Subject: the name of server that is certificate’s owner.
• CPKsub: co-controlled public key of above certificate’s owner.
• OperCode: certificate operation type, 0 for registration, 1 for revocation.

Besides CertInfo, two other data structures named validCertCF and revoked-
CertCF are defined for storing the fingerprints of valid/revoked certificates,
respectively. The cascade structure of double cuckoo filters support efficient
retrieval of certificate status.

5.2 The Storage Structure—Block

As shown in Fig. 2, the storage structure of blockchain in CRchain is a sequence of
blocks. A block blocki contains the header, data and metadata. The block header
includes the number of transactions in blocki m, the hash of previous block
header PreHash and the hash of previous block data PreDataHash ∈ {0,1}*.
Metadata is associated with the current block that describes key information
about data. The data contains m number of transactions (Tx), which contains
CertInfo, validCertCF and revokedCertCF. The MerkleRoot ensures that Txs
cannot be modified.
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Fig. 2. The storage structure of CRchain

5.3 The Proposed Co-controlled Certificate Scheme

To enable the certificate revocation information distributed in a timely man-
ner and balance the absolute authority of CA, we propose a co-controlled cer-
tificate service, which allows authenticated CA or server to register/revoke a
certificate with co-controlled key. Different from CA’s key and certificate key,
the co-controlled key is served for the CA and server to manage certificates
together, which supports the identity verification during certificate registration
and revocation. The proposed co-controlled certificate scheme includes the fol-
lowing functions:

• Gen(1λ): With the input of the security parameter λ, the key generation
function Gen() outputs a pair public-private keys (CPKi, CSKi).

• Sign(CSKi,m): With the inputs of private key CSKi and message m, the
signing function Sign() outputs signature σCSKi

(m).
• V erify(CPKi,m, σ): With the inputs of the public key CPKi, message m

and the signature σ, the signature verification function V erify() outputs that
1 indicates σ is valid and vice versa.

We store the co-controlled keys as CPKca and CPKsub for CA and server,
respectively, in CertInfo. When CA publishes a certificate registration trans-
action on blockchain, σCSKca

(hashcert) and σCSKsub
(hashcert) are checked

whether they are valid or not. It means that each valid certificate on CRchain
is published with permission from the server. When CA or server revokes a
certificate, it should send the request consists of IDcert and σCSKi

(hashcert).
In the case of a hacked CA, the candidate certificate for revocation cannot be

revoked by CA in a timely manner, which will lead to the abuse of the certificate
to be revoked. In the co-controlled certificate revocation scheme CRchain, cer-
tificate owners are involved in certificate revocation, and CRchain can shorten
the certificate revocation time.
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5.4 The Proposed Double Certificate Cuckoo Filters

The proposed certificate status verification approach utilizes the double cer-
tificate cuckoo filters called validCertCF and revokedCertCF to improve the
verification efficiency and eliminate false-positive rates. The validCertCF rep-
resents the cuckoo filter for saving valid certificates, while the revokedCertCF
denotes the cuckoo filter with revoked certificates saved. When a new certifi-
cate is registered, it is inserted into validCertCF. When a certificate is revoked,
CRchain inserts it into revokedCertCF and deletes it from validCertCF. The
certificate status query process is as shown in Algorithm 3. If revokedCertCF
provides a negative result, the certificate to be validated is non-revoked defi-
nitely. If validCertCF provides a negative reply, the certificate has been revoked
indeed. To eliminate the false positive rate caused by the filter, CRchain will
check the OperCode in the CertInfo to determine the certificate’s status when
either revokedCertCF or validCertCF provides a positive result.

Compared with the DCBF designed in Certchain [5], the validCertCF and
revokedCertCF have the advantages concerning more economical space and effi-
cient query. CRchain removes expired certificates from validCertCF and revoked-
CertCF to spare some space for the subsequent certificates. Within a specific
certificate scale, CRchain continuously inserts new certificates into the original
filters without reconstructing the new filters. The operation functions of the
validCertCF and revokedCertCF are described as follows:

• CreatF ilter(XCertCF, b, f, n): CreatF ilter() is implemented to create
a cuckoo filter called XCertCF to store certificates. The inputs of
CreatF ilter() is the name of the cuckoo filter to be created XCertCF , the
number b of fingerprints stored in each bucket of XCertCF , the length of
fingerprints f , the maximum capacity n of XCertCF for storing certificates,
and CreatF ilter() outputs a cuckoo filter.

• Insert(XCertCF, hashcert): Insert() function inserts the hash of certificate
into the validCertCF or revokedCertCF. With the inputs of hashcert and
XCertCF , Insert() calculates the fingerprint of the certificate, then selects
the mapped location in the XCertCF to store the hashcert. When the inser-
tion fails due to no position for the hashcert, Insert() outputs 0, and vice
versa.

• Delete(XCertCF, hashcert): CRchain employs Delete() to delete the certifi-
cate from validCertCF or revokedCertCF. Deleting hashcert from XCertCF
by removing corresponding fingerprints from XCertCF . The deletion process
begins with checking both candidate buckets for hashcert: if the fingerprint
of XCertCF is found in any bucket, one copy of that matched fingerprint is
removed from the bucket.

• Query(XCertCF, hashcert): Query() is used to query whether the XCertCF
contains the certificate. With the inputs of hashcert and XCertCF , Query()
outputs 0 if the certificate is not in the XCertCF , and outputs 1 if the
certificate might be in the cuckoofilter with false positive.
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5.5 System Operation

This section describes the main oprerations of CRchain including blockchain ini-
tialization, certificate registration, certificate revocation, certificate verification
and expired certificate deletion.

Blockchain Initialization: CRchain utilizes Gen(1λ) to generate key pairs
(CPKi, CSKi) and distributes them to authenticated CAs and servers (the
subjects of certificates to be registered). Then it initializes the validCertCF and
revokedCertCF through the smart contract with CreatF ilter().

Certificate Registration: In addition to the parameters required to register a
certificate in traditional X.509 PKI, the server needs to send CPKsub to the CA
during the certificate registration request. The procedure of certificate registra-
tion is as shown in Fig. 3 and Algorithm 1. The issuance of certificates is required
signatures of the CA and server to the certificate to reduce the absolute authority
of CA. As shown in Algorithm 1, CA invokes smart contract with checking the
validity and σ of the certificate. In the case of certificate registration, CRchain
saves the CertInfo and inserts hashcert into the validCertCF before publishing
the certificate.

Fig. 3. Certificate registration process
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Algorithm 1. TLS certificate registration
Input: CertInfo,σ′

CSKca
(hashcert),σ

′
CSKsub

(hashcert)
Output: success or error

1: CPKca ← CertInfo.CPKca, CPKsub ← CertInfo.CPKsub, hashcert ←
CertInfo.hashcert

2: if CertInfo.validity < currenttime then
3: return error
4: else
5: if CertInfo.IDcert exists then
6: return error
7: else
8: if V erify(CPKca, hashcert, σ

′
CSKca

(hashcert) &
V erify(CPKsub, hashcert, σ

′
CSKsub

(hashcert) then
9: save CertInfo

10: Insert(validCertCF, hashcert)
11: return success
12: else
13: return error

Certificate Revocation: The certificate revocation is performed either by the
CA or server. As shown in Algorithm 2, the smart contract checks the value
of OperCode if it has been revoked. If the certificate is non-revoked, when the
σ is verified to be signed to hashcert by CSK of CA or server, the certificate
revocation operation can be performed, including changing the value of Oper-
Code, deleting the hashcert from validCertCF, and inserting the hashcert into
revokedCertCF.

Algorithm 2. TLS certificate revocation
Input: IDcert, σCSKi(hashcert)
Output: success or error

1: if IDcert exists then
2: if operCode == 1 then
3: return error(”certificate has been revoked!”)
4: else
5: if V erify(CPKca, hashcert, σCSKi(hashcert)) ||

V erify(CPKsub, hashcert, σCSKi(hashcert)) then
6: CertInfo.OperCode ← 1
7: save CertInfo
8: Delete(validCertCF, hashcert)
9: Insert(revokedCertCF, hashcert)

10: else
11: return error(“Signature error, no permissions!”)

12: else
13: return error(“certificate doesn’t exist!”)

14: return success
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Algorithm 3. TLS certificate revoked status checking
Input: IDcert, hashcert

Output: valid or revoked

1: if Query(revokedCertCF, hashcert) == 1 then
2: if Query(validCertCF, hashcert) == 1 then
3: query the record of IDcert from ledger
4: if CertInfo.OperCode == 1 then
5: return revoked
6: else if CertInfo.OperCode == 0 then
7: return valid
8: else
9: return revoked

10: else
11: return valid

Certificate Verification: CRchain records the whole certificates revocation
information as transactions in blocks. The process of certificate status query is
shown in Algorithm 3. Firstly, CRchain queries hashcert in the revokedCertCF,
if it receives a negative response, the certificate is valid. Otherwise, it continues
to query hashcert in the validCertCF. If it receives a negative response from
validCertCF, the certificate is revoked. If not, it queries the CertInfo of the
certificate. For a certificate that cuckoo filters provide a positive response, the
status can be ascertained by the value of OperCode in CertInfo, our method
eliminates the false positive rate resulting from the cuckoo filters.

Certificate Expired: To save storage space and improve query efficiency,
CRchain deletes expired certificates periodically. As shown in Algorithm 4, delet-
ing a certificate from CRchain involves two steps: (a) remove the hashcert from
the validCertCF; (b) remove the hashcert from the revokedCertCF. The period
to delete expired certificates is determined by the capacity of the validCertCF
and revokedCertCF. If the capacity is higher than the number of storing certifi-
cates, it needs to extend the period properly, and vice versa.

Algorithm 4. TLS certificate deletion
Input: IDcert

Output: success or error

1: if IDcert exists then
2: if CertInfo.validity < currenttime then
3: Delete(validCertCF, hashcert)
4: Delete(revokedCertCF, hashcert)
5: else
6: return error(“Certificate is not expired!”)

7: else
8: return error(“Certificate does not exist!”)

9: return success
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6 Efficiency and Security Analysis

This section mainly focuses on the efficiency analysis of CRchain in the aspect
of certificate verification in theory and security analysis in terms of correctness
and availability of CRchain under some security threat.

6.1 Efficiency Analysis

Assuming that the time to lookup an element in the validCertCF or revoked-
CertCF, which refers the step line1 and line2 in the Algorithm1 is Tf , and
the time to check the certificate status through CertInfo, which refers to the
step line3 in the Algorithm 1 is Tb. The lookup throughput of validCertCF and
revokedCertCF is higher than the blockchain, thus the Tf < Tb.

CRchain firstly checks whether the revokedCertCF contains the certificate’s
hash hashcert. For a non-revoked certificate, the revokedCertCF provides a nega-
tive response with the possibility of (1−ε), which is the final result for certificate
status; the revokedCertCF provides a positive response with the possibility of ε,
under the circumstances, CRchain needs to lookup hashcert in the validCertCF
and checks the CertInfo.OperCode in the blockchain. The total time Tn for the
non-revoked certificate status checking is as shown in Eq. (3). For a revoked cer-
tificate, the revokedCertCF provides a positive response, then CRchain executes
Query(hashcert, validCertCF ). The validCertCF offers a negative response with
the possibility of ε, and CRchain completes the certificate status check; The
validCertCF returns a positive response with the possibility of (1 − ε), CRchain
then checks the CertInfo.OperCode to ascertain the certificate status, the total
time T for checking a revoked certificate is as shown in Eq. (4). The Certchain
[5] designs the dual counting bloom filter (DCBF) storing certificate status to
offer certificate validation.

Compared to the DCBF, Tf of revokedCertCF and validCertCF is smaller, as
a consequence, both Tn and T become smaller. Hence, it can be concluded that
using revokedCertCF and validCertCF is more efficient in certificate verification
than DCBF with the same blockchain platform.

Tn = ε · (2 · Tf + Tb) + (1 − ε) · Tf = Tf + ε · Tf + ε · Tb (3)

T = ε · (2 · Tf + Tb) + (1 − ε) · 2 · Tf = 2 · Tf + ε · Tb (4)

When the bloom filter is selected to store certificates in the certificate revo-
cation scheme, the bloom filter for saving valid certificates cannot be generated
because the bloom filter doesn’t support deleting revoked certificates from the
bloom filter for containing registered certificates. If the bloom filter saving the
revoked certificates provides a positive reply, the client must perform additional
operations to ensure whether the certificate status is a false positive or not [1].
Suppose the aforementioned further operations to confirm the certificate status
is querying the certificate record on the blockchain. For the non-revoked cer-
tificate, the total time T ′

n of the validation process is as shown in Eq. (5), and
for the revoked certificate, the total time Tn is as shown in Eq. (6). Apparently,
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Tb < Tf , hence T < T ′. When the Tb gets larger, ε gets smaller, Tn < T ′
n. It takes

a longer time with bloom filters than cuckoo filters for certificate verification.

T ′
n = ε · (Tf + Tb) + (1 − ε) · Tf = Tf + ε · Tb (5)

T ′ = Tf + Tb (6)

Based on the above analysis, certificate verification with cuckoo filter is more
efficient than it with bloom filter or counting bloom filter. Consequently, cuckoo
filter is more suitable for certificate verification.

6.2 Security Analysis

Property 1: CRchain ensures the integrity of certificate revocation information
and the correctness of certificate state verification service.

CRchain records all historical operations corresponding with a given certifi-
cate. Suppose a malicious node wants to modify the certificate status information
on the blockchain, thus continuing to exploit the revoked certificate to trick the
attacked client into communicating. In that case, it needs to change the informa-
tion of all subsequent blocks to make the Merkle root value consistent. However,
it is challenging because it needs to unite 51% of the CAs in the CRchain for ille-
gal transactions to be recorded on the blockchain. The consensus mechanism can
supervise CAs’ behaviors and prevent adversaries and malicious peers from col-
luding and issuing forged certificate information. The operations in the system,
such as initiating transactions and endorsements, are verified by digital signa-
tures, which can trace malicious operations effectively. Although the cuckoo filter
has false positives during the certificate state check, we reduce the false posi-
tives by cascading cuckoo filters and finally determine the states of certificates
that generate false positives by querying the original records on the blockchain.
Hence we eliminate the false positives and provide the correct revocation status
for each certificate using CRchain.
Property 2: The latency in updating the certificate revoke information is low,
and consequently, the window of opportunity for an attacker to make use of a
revoked certificate reduces substantially.

The CRchain nodes will broadcast the certificate revocation transaction
immediately when receiving the revocation request. Afterward, the revocation
information will be recorded on the blockchain after confirmation of the trans-
action. Hence CRchain can provide a more current certificate revocation status
for the clients timely. However, the existing schemes, such as CRL, [19], and [1],
update revoked certificates periodically. With the co-controlled key, the server
can revoke the certificate timely. A misbehaved or hacked CA may issue wrong
certificates and can not process a certificate revocation request timely. In our
scheme, CertInfo contains the co-controlled keys of the CA and the certificate
owner, which allows the certificate owner to revoke the compromised certificate
in a timely manner, even if the CA cannot provide revocation service due to
the hacker’s attack. It overcomes the problem that the traditional certificate
revocation mechanism only grants the right to the CA and cannot revoke the
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compromised certificates promptly when the CA is damaged. It effectively saves
the time of the certificate owner and protects the user from the loss caused by the
damage of the certificate in time. Consequently, CRchain is capable of reducing
the window of opportunity for an attacker to exploit a revoked certificate.
Property 3: CRchain is able to tolerate DoS attacks.

Attacker may conduct a DoS attack on a server, which will make the certifi-
cate status verification and revocation service unavailable and decrease the accu-
racy of certificate verification. Compared with traditional PKI such as CRL and
OCSP, peers that provide certificate status verification service in CRchain are
parallel, meaning they are the same in terms of storage and computing services.
Even if multiple peers cannot communicate or are offline, CRchain can continue
operating and verifying transactions. When the interrupted peers resume work,
they will get the latest data from the peers not being attacked. Our scheme can
provide stable services, resist DoS attacks, and avoid the security threat of a
single point of failure.

7 Experiment and Evaluation

7.1 Implementation

This section implements CRchain on Hyperledger Fabric blockchain network [2].
Hyperledger Fabric is a permissioned distributed ledger technology platform that
only permits authorized nodes to participate. The smart contract is implemented
with the golang language. The CRchain runs in the environment of Inter Core
i7-8700 CPU @3.20 GHz × 2, 4G RAM and Ubuntu 20.04.1 LTS 64bit operation
system. Both CAs and certificate owners to be authenticated in the revocation
transaction rely on the ECDSA signature algorithm.

Assuming that the number of certificates is one million, and the revoked
certificates account for 5%. The size of revokedCertCF and validCertCF are
2048 KB and 128 KB with false-positive rate ε = 0.0001, respectively. A single
CertInfo is about 250 bytes in size, and the size of Tx is about 2.5 MB. Under the
same false-positive rate, the DCBF [5] is about 8.9 MB. When the false-positive
rate decreases, the space cost of revokedCertCF and validCertCF increases. The
false-positive rates of revokedCertCF and validCertCF can be modified based on
the size of the block on blockchain to balance the storage space and validation
efficiency.

In our implementation, the parameters of revokedCertCF and validCertCF
are set to the optimal solution for the number of items n = 20000. According
to [10], number of entries per bucket b affects the load factor α, which represent
the maximum space utilization of the filter. There is an optimal b for different
target false positive rate ε. Larger b requires longer fingerprint size f to retain.
The space-optimal bucket size depends on ε: when ε decreases to 0.00001 < ε
≤ 0.002, four entries per bucket minimizes space. The minimal f required is
approximately as shown in Eq. (7). Thus we set ε = 0.0001, b = 4, f = 16.

f ≥ �log2(2 · b/ε)� = �log2(1/ε) + log2(2 · b)� bits (7)
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7.2 Performance Evaluation

This prototype mainly focuses on evaluating performance in terms of communi-
cation overhead and certificate validation latency. The server runs in the same
environment as the client. Based on [17], the revoked certificates are for approx-
imately 5.3% of all issued certificates, thus we conduct six sets of experiments,
the number of revoked certificates is [20,100,250,500,750,1000] and the number of
issued certificates is [377,1887,4717, 9434,14151,18868] correspondingly accord-
ing to this ratio. The number of certificates in our experiments is consistent with
comparison scheme RSI [1].

Firstly, we compare CRchain with two other schemes - CRL and RSI in the
aspect of transmitted data size and time consumption during the process of
checking the status of the certificates. Secondly, We compare the performance of
different filters employed in CRchain, including cuckoo filter, bloom filter, and
counting bloom filter [11] which is the method used in CertChain [5]. Each of
the results we presented was obtained from 100,000 certificate status validation
experiments.

Comparison of Transmitted Data Size. Figure 4 shows the size of trans-
mitted data when verifying the certificate status. Since CRchain depends on the
request/response mechanism, the size of data needed is constant, including 206
bytes for revoked certificates and 208 bytes for non-revoked certificates regardless
of the number of revoked certificates. Since the CRL contains revocation status
information for all certificates, the entire CRL file must be cached by the client,
even if the dependent party only needs to verify a handful of certificates. The size
of the CRL file is proportional to the number of revoked certificates. According
to [17], the average size of entry in CRL is 38 bytes. For RSI, when the certificate
is non-revoked, the filter provides a negative response. Hence their approach only
needs a request with one response that contains the RSI structure (520 bytes).
However, when the certificate is revoked, additional verification using all LRSI
is needed, and each LRSI is 170 bytes. Therefore, CRchain requires fewer data
exchanged than the CRL and RSI to ensure the revocation status verification.

Fig. 4. The size of data needed to exchange in the duration of certificate verification
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Fig. 5. The time required to verify certificate status with different schemes

Comparison of Time Consumption. Figure 5 shows the consumed time
CRchain required to verify the certificate status compared with CRL and RSI.
For revoked certificates, CRchain’s consumed time is 7 ms to 9 ms. The CRL
scheme requires 30 ms to 38 ms. However, the time needed by the RSI scheme
increases largely with the number of revoked certificates. When the number of
revoked certificates is 1000, the consumed time is 157 ms. CRchain improves
performance by approximately 94.2% over RSI. As the number of revoked cer-
tificates grows, the amount of time RSI consumed grows faster than CRchain.
For non-revoked certificates, CRchain’s consumed time is 6.3 ms to 8 ms, which
takes less time than the scenario where the certificate is revoked. The result is
significantly lower than that of CRL, though slightly higher than that of RSI.
According to the above analysis of the experimental results, CRchain has rela-
tively excellent performance compared with CRL and RSI.

Figure 6 shows the consumed time CRchain required to verify the certifi-
cate status compared with different filters, including bloom filter (BFchain) and
counting filter (DCBFchain). For three different filters, we set the same number
of items n = 20000 and false positive rates ε = 0.0001, other parameters are
optimal as well. CRchain consumes less time and has better performance than
the other two schemes.

Fig. 6. The time required to verify certificate status with different filters
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8 Conclusion

In this paper, we propose an efficient certificate revocation scheme based on
blockchain, namely CRchain. CRchain provides efficient and correct online cer-
tificate status checking with double cuckoo filters. And a co-controlled certificate
revocation method is presented to support the server revoking its certificate with-
out the issuer. We implement and evaluate CRchain on Hyperledger Fabric, and
theoretical analysis and experimental results show that CRchain has excellent
performance and is resistant to some security threats. In future work, we will
focus on the structure of cuckoo filters for storing certificates to provide a much
more responsive certificate service and support mass certificate storage.

References

1. Adja, Y.C.E., Hammi, B., Serhrouchni, A., Zeadally, S.: A blockchain-based certifi-
cate revocation management and status verification system. Comput. Secur. 104,
102209 (2021)

2. Androulaki, E., Manevich, Y., Muralidharan, S., Murthy, C., Laventman, G.:
Hyperledger fabric: a distributed operating system for permissioned blockchains.
In: The 13th EuroSys Conference (2018)

3. Axon, L., Goldsmith, M.: PB-PKI: a privacy-aware blockchain-based PKI (2016)
4. Bloom, B.H.: Space/time trade-offs in hash coding with allowable errors. Commun.

ACM 13(7), 422–426 (1970)
5. Chen, J., Yao, S., Yuan, Q., He, K., Ji, S., Du, R.: CertChain: public and efficient

certificate audit based on blockchain for TLS connections. In: IEEE Conference on
Computer Communications, IEEE INFOCOM 2018, pp. 2060–2068. IEEE (2018)

6. Comodo CA Ltd.: Comodo report of incident-comodo detected and thwarted an
intrusion on 26-mar-2011. Technical report (March 2011)

7. Cooper, D., Santesson, S., Farrell, S., Boeyen, S., Housley, R., Polk, W.T., et al.:
Internet x.509 public key infrastructure certificate and certificate revocation list
(CRL) profile. RFC 5280, pp. 1–151 (2008)

8. Dinh, T.T.A., Liu, R., Zhang, M., Chen, G., Ooi, B.C., Wang, J.: Untangling
blockchain: a data processing view of blockchain systems. IEEE Trans. Knowl.
Data Eng. 30(7), 1366–1385 (2018)

9. Ducklin, P.: The TURKTRUST SSL certificate fiasco-what really happened, and
what happens next. Naked Security. SOPHOS (8 January 2013)

10. Fan, B., Andersen, D.G., Kaminsky, M., Mitzenmacher, M.D.: Cuckoo filter: prac-
tically better than bloom. In: Proceedings of the 10th ACM International on Con-
ference on Emerging Networking Experiments and Technologies, pp. 75–88 (2014)

11. Fan, L., Cao, P., Almeida, J., Broder, A.Z.: Summary cache: a scalable wide-area
web cache sharing protocol. IEEE/ACM Trans. Netw. 8(3), 281–293 (2000)

12. Fromknecht, C., Velicanu, D., Yakoubov, S.: A decentralized public key infrastruc-
ture with identity retention. IACR Cryptol. ePrint Arch. 2014, 803 (2014)

13. Kubilay, M.Y., Kiraz, M.S., Mantar, H.A.: CertLedger: a new PKI model with
certificate transparency based on blockchain. Comput. Secur. 85, 333–352 (2019)

14. Larisch, J., Choffnes, D., Levin, D., Maggs, B.M., Wilson, C.: CRLite: a scalable
system for pushing all TLS revocations to all browsers. In: Security & Privacy
(2017)



472 X. Ge et al.

15. Leiding, B., Cap, C.H., Mundt, T., Rashidibajgan, S.: Authcoin: validation and
authentication in decentralized networks. arXiv preprint arXiv:1609.04955 (2016)

16. Li, X., Jiang, P., Chen, T., Luo, X., Wen, Q.: A survey on the security of blockchain
systems. Fut. Gener. Comput. Syst. 107, 841–853 (2020)

17. Liu, Y., et al.: An end-to-end measurement of certificate revocation in the web’s
PKI. In: Proceedings of the 2015 Internet Measurement Conference, pp. 183–196
(2015)

18. Matsumoto, S., Reischuk, R.M.: IKP: turning a PKI around with decentralized
automated incentives. In: 2017 IEEE Symposium on Security and Privacy (SP),
pp. 410–426. IEEE (2017)

19. Medury, S., Skjellum, A., Brooks, R.R., Yu, L.: SCRaaPS: X.509 certificate revo-
cation using the blockchain-based Scrybe secure provenance system. In: 2018 13th
International Conference on Malicious and Unwanted Software (MALWARE), pp.
145–152. IEEE (2018)

20. Myers, M., Ankney, R., Malpani, A., Galperin, S., Adams, C.: X.509 internet public
key infrastructure online certificate status protocol-OCSP (1999)

21. Nakamoto, S., Bitcoin, A.: A peer-to-peer electronic cash system. Bitcoin (April
2008). https://bitcoin.org/bitcoin.pdf

22. Prins, J.R., Cybercrime (BU): Diginotar certificate authority breach “operation
black tulip”. Fox-IT, p. 18 (November 2011)

23. Qin, B., Huang, J., Wang, Q., Luo, X., Liang, B., Shi, W.: Cecoin: a decentralized
PKI mitigating MitM attacks. Fut. Gener. Comput. Syst. 107, 805–815 (2020)

24. Szabo, N.: The idea of smart contracts (1997). http://szabo.best.vwh.net/smart
contracts idea.html

25. Tung, L.: Mozilla to China’s WoSign: we’ll kill Firefox trust in you after mis-issued
GitHub certs. ZDNet (27 September 2016)

26. Wang, Z., Lin, J., Cai, Q., Wang, Q., Zha, D., Jing, J.: Blockchain-based certifi-
cate transparency and revocation transparency. IEEE Trans. Dependable Secure
Comput. 19, 681–697 (2020)

27. Yaga, D., Mell, P., Roby, N., Scarfone, K.: Blockchain technology overview. arXiv
preprint arXiv:1906.11078 (2019)

28. Yakubov, A., Shbair, W., Wallbom, A., Sanda, D., et al.: A blockchain-based PKI
management framework. In: The 1st IEEE/IFIP International Workshop on Man-
aging and Managed by Blockchain (Man2Block) colocated with IEEE/IFIP NOMS
2018, Tapei, Tawain, 23–27 April 2018 (2018)

29. Zheng, Z., Xie, S., Dai, H.N., Chen, X., Wang, H.: Blockchain challenges and
opportunities: a survey. Int. J. Web Grid Serv. 14(4), 352–375 (2018)

30. Zheng, Z., Xie, S., Dai, H., Chen, X., Wang, H.: An overview of blockchain tech-
nology: architecture, consensus, and future trends. In: 2017 IEEE International
Congress on Big Data (BigData Congress), pp. 557–564 (2017). https://doi.org/
10.1109/BigDataCongress.2017.85

http://arxiv.org/abs/1609.04955
https://bitcoin.org/bitcoin.pdf
http://szabo.best.vwh.net/smart_contracts_idea.html
http://szabo.best.vwh.net/smart_contracts_idea.html
http://arxiv.org/abs/1906.11078
https://doi.org/10.1109/BigDataCongress.2017.85
https://doi.org/10.1109/BigDataCongress.2017.85


Anonymous Authentication Scheme
Based on Trust and Blockchain

in VANETs

Li Zhang1 and Jianbo Xu2(B)

1 School of Computer Science and Engineering, Hunan University of Science
and Technology, Xiangtan 411201, China

2 Hunan Key Laboratory of Service Computing and New Software Service
Technology, Xiangtan 411201, China

jbxu@hnust.edu.cn

Abstract. Vehicular ad-hoc network (VANET) has been applied in
intelligent transportation systems due to its tremendous potential to
improve vehicle and road safety, traffic efficiency, and promote conve-
nience as well as comfort to both drivers and passengers. However, the
dynamic wireless network environment and the high mobility of vehi-
cles bring huge challenges to the security of VANETs. A trust-based
certificateless anonymous authentication scheme for VANETs has been
proposed in this paper. In this scheme, bilinear pairing operations and
elliptic curve cryptographic algorithm are utilized to achieve anonymous
authentication. Blockchain technology is introduced to store the trust
value of vehicles, realizing the identity tracking of malicious vehicles.
Practicability and reliability have been improved through the combi-
nation of trust, traditional authentication and blockchain, which also
realize privacy-preserving. Simulation results have proved that the pro-
posed scheme outperforms baseline schemes in computational cost and
communication cost.

Keywords: Blockchain · Anonymous authentication · Certificateless
signature · VANETs

1 Introduction

For decades, with the development of the economy and technology, the num-
ber of vehicles has increased year by year. Intelligent transportation systems
(ITS) are playing an increasingly important role in transportation networks.
Vehicular ad-hoc network (VANET) has emerged under the broad application
of vehicle-mounted wireless communication equipment, which will facilitate the
communication among vehicles, and also between vehicles and roadside units
(RSU), so as to conveniently spread traffic information, such as traffic jams,
traffic accidents, and road conditions.

Although the VANET has many advantages and can bring great convenience
to traffic management, the dynamic wireless network environment and the high
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mobility of vehicles bring huge challenges to the safe transmission of traffic infor-
mation and the privacy protection of vehicles. Adversaries can easily launch var-
ious attacks through wireless networks, such as tampering with the emergency
level of traffic accidents, tracking the trajectory of vehicles, etc.

In order to ensure the information security of VANET, a variety of security
mechanisms have been developed, such as the message authentication scheme
based on public key infrastructure (PKI), the identity-based encryption scheme,
and the certificateless encryption scheme. These schemes enable to satisfy dif-
ferent security requirements to a certain extent. In the PKI-based schemes, the
certificate authority (CA) needs to manage a large number of public key cer-
tificates, which brings a great burden to the CA. At the same time, RSU also
needs to consume a lot of computing power and storage capacity to verify these
certificates of traffic messages sender. In order to reduce the overhead caused
by public key certificate management, identity-based authentication has been
proposed. In this authentication process, the user’s public key is generated from
identity information such as email addresses, phone numbers, etc. However, pri-
vate keys of all users are generated by a certain key generation center (KGC),
KGC may forge user signatures, causing key escrow problems.

Although traditional authentication can ensure that the message comes from
a legitimate sender, and ensure the integrity and confidentiality of the message
during transmission, these mechanisms still have certain limitations and cannot
effectively prevent malicious attackers from pretending to be a legitimate sender
and maliciously spreading fake or wrong messages to other vehicles.

The main contributions of this paper are listed as follows:

(1) Bilinear pairing operations and elliptic curve cryptographic algorithm are
utilized to achieve anonymous authentication of messages, and support
aggregated signature verification to improve verification efficiency.

(2) A blockchain scheme is proposed to store the trust value of nodes and public
information. In this scheme, node pseudo-identity and related public infor-
mation are regarded as transactions to provide authentication credentials
for RSUs. For those nodes with too low trust values, they can be inserted
into the revocation blockchain. An anonymous authentication mechanism
can be combined to realize the identity tracking.

(3) A trust value calculation method based on the message feedback model is
proposed. The location certificate is used to prove the geographical location
of the message sender at the time of the traffic event, so as to determine
whether the event message sent is valid and reliable, which provides evidence
for the receiver to give the follow-up message feedback.

2 Related Work

The authentication and privacy for VANETs are broad terms related to different
security requirements. The authentication process comprises two major phases
(signing and verifying), by which only traffic-related messages sent by authorized
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entities are accepted. The sender signs messages and the receiver verifies the
signed ones. The authentication process helps to guard an early attack known as
a masquerade attack and is considered as the first stage of defense from attackers.

PKI-based authentication is a simple and effective solution proposed earlier
to implement security for VANETs. However, it needs to consume large computa-
tional and storage resources to manage certificates in the PKI mechanism, which
probably makes a bottleneck in performance. In order to overcome the defects
of the PKI mechanism, identity-based public key cryptography (ID-PKC) [11] is
proposed, which has been widely applied for secure authentication in VANETs.
The biggest advantage of identity-based signature is that the public key of an
entity could be derived from its public identity information, such as name, e-mail
address, etc., which avoids the use of certificates for public key verification in
the conventional PKI scheme. Most existing algorithms of ID-PKC are based on
the bilinear pairing in a discrete domain where the Discrete Logarithm Problem
(DLP) in groups is difficult. Pairing-based cryptography is pairing elements of
two additive cyclic groups to the third element of multiplicative cyclic group for
constructing cryptographic system. In [8], Li et al. proposed a scheme that uses
identity-based signature to authenticate vehicle-infrastructure communication.

Although ID-PKC mechanism exists without certificate management prob-
lem, it has other disadvantages. As a unique part responsible for generating pri-
vate keys for all entities, KGC perhaps uses the private key to forge signature,
which is known as the key escrow problem. To address the problem in ID-PKC,
the concept of certificateless public key cryptography (CL-PKC) was introduced
by Al-Riyami and Paterson in 2003 [1]. On this basis, many certificateless sig-
nature schemes have successively proposed [3,6,7,10,13]. Most of them use the
bilinear pairing method to realize signature verification, and use different hash
functions in the operations of signature, verification, and aggregation verifica-
tion, with different computational cost.

Recently, blockchain has already been applied in many Internet of Things
(IoTs) application. The development of blockchain techniques facilitate decen-
tralized trust management in VANETs. Blockchain-assisted authentication has
also become a popular research issue. The relevant privacy-preserving trust
model for VANETs is proposed in [9]. Feng et al. proposed BPAS, a blockchain-
assisted privacy-preserving authentication system for VANET [4]. In [12], Tan
et al. proposed a secure authentication and key management scheme. In this
scheme, consortium blockchain is employed for V2V group key construction,
and real-time group membership arrangement has been realized with efficient
group key updating. In order to detect malicious node and prevent misbehav-
ing of legitimate vehicles from harming the VANET, Ghosh et al. proposed the
misbehaving detection agency [5].

From the comparison of existing research work, the blockchain mainly acts as
a database to store valid certificates or revoked vehicle certificates while ignor-
ing reasonable calculations of vehicle trust values. In this paper, we propose a
trust value calculation method based on the message feedback mode to detect
malicious vehicles, and manage a revoke vehicle list in the blockchain. Further-
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more, compared with existing certificateless public key cryptography, we design
different signature operation, which outperforms them.

3 Proposed Scheme

3.1 System Model

In order to describe the proposed secure authentication scheme, this section
describes the system model of the VANET, as shown in Fig. 1. It mainly
includes three entities, namely, Trust Authority (TA), RoadSide Unit (RSU)
and OnBoard Unit (OBU).

Fig. 1. Network architecture based on blockchain in VANET.

(1) TA: The highest authority in the VANET. It consists of two parts, the
Key Generation Center (KGC) and the Trace Center (TRA). It is mainly
responsible for system initialization and provides registration services for
OBUs and RSUs. It can also perform identity management to each entity
in VANET and track the vehicle’s real identity. TA has enough computing
power and storage capacity.

(2) RSU: It is widely distributed on roadsides or at crossroads, with stable
computing power and a certain storage capacity, and can be regarded as a
router between the trust organization and the vehicle node, or regarded as
an edge node. It provides services such as accessing and message dissemina-
tion for vehicles. The blockchain proposed in our scheme is also composed
of RSUs.

(3) OBU: It is installed inside the vehicle, the vehicle identity and some secret
information needed by the authentication process are stored in the OBU’s
tamper-proof device (TPD). Compared with TA and RSU, OBU has limited
computing power and storage capacity.
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The VANET system model based on the consortium chain is shown in Fig. 1.
The OBU of the driving vehicle is connected to the nearby RSU. All RSUs form
a consortium chain network, and RSUs are used as ledger nodes to process the
legal identity information of the vehicle with the public key and trust level,
and record it in the blockchain to provide credentials for vehicles to realize
anonymous authentication.

3.2 Construction of Trust Model

In this scheme, we use RSUs to form the consortium chain, which is also a
trust manager to realize the calculation, storage and update of the trust value.
When a vehicle encounters a specific traffic-related condition or event, it wants
to broadcast a relevant message to surrounding vehicles or RSU. Before that, it
needs to obtain a location certificate in advance to prove that the vehicle is near
the place of occurrence.

After the vehicle obtains the location certificate, it can broadcast event or
road condition messages to others. The message includes the sender’s pseudo-
identity, event ID, event type, direction, location, vehicle location certificate, and
timestamp. When receivers obtain the message, it will verify the reliability of
the message source. The verification content of the message includes the identity
of the sender and the authenticity of the message. The authenticity of event can
be verified according to the location of the event, the location certificate of the
sender, the timestamp, or even the subsequent real experience of the receiver.

After executing the verification strategy, the receiver believes that the mes-
sage is authentic and credible. It will give RSU positive feedback. If the receiver
regards the message as fake and invalid, it will give negative feedback. After RSU
receives the feedback, the trust value of the sender will be recalculated. Here, we
assume that the number of feedbacks for authentic messages and fake messages
are m and n, respectively, then the new trust value is calculated according to:

TRvalue =
(m + mpre)

(m + n + mpre + npre)
(1)

where mpre and npre represent the previous number of positive feedbacks and
negative feedbacks in records of the message sender, respectively.

As time goes by, the number of feedbacks received by RSU will continue
to update. The value of m will be increased by 1 when positive feedback is
received, while the value of n will be increased by 1 when negative feedback
is received. It can be easily seen that as the value of m and n changes, it will
cause the trust value of the vehicle to change constantly. Considering that it is
infeasible to execute a real-time update of trust value stored in the blockchain,
the frequent calculation will bring massive overhead to the system. Therefore, we
define a calculation interval. During each interval, RSU only calculates for one
time, then records the new trust value and the new number of positive feedback
and negative feedback in the blockchain.
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3.3 Blockchain Construction

In our proposed scheme, different regional RSUs form a consortium chain net-
work. There are two blockchains defined as follows:

– Blockchain for pseudo-identities (PID-BC): It works as the public database
for all those pseudo-identities which have generated but have not been revoked
by TRA.

– Blockchain for revoked pseudo-identities (RID-BC): It works as the public
database for all those pseudo-identities which have been revoked by TRA.

Both PID-BC and RID-BC are analogous to the conventional blockchain in
Bitcoin. The transaction about pseudo-identities and other public information
of vehicles for authentication are stored chronologically. Due to massive com-
putational consumption, the Proof-of-Work (PoW) consensus mechanism is not
suitable for the needs of real-time and rapid authentication in VANET. In our
solution, the Practical Byzantine Fault Tolerance (PBFT) consensus mechanism
is utilized to shorten the block generation time to meet the needs of the VANET.
Furthermore, PBFT can tolerate less than 1/3 invalid or malicious nodes, and
transaction throughput under the PBFT consensus mechanism can reach 200–
2000 transactions per second (TPS), achieving a millisecond confirmation time,
and resistance to Sybil attacks.

A prototype system of the fast anonymous and message authentication for
the VANET has been designed using open-source Hyperledger consortium chain.
In this system, the blockchain is mainly used to store vehicle-related informa-
tion. In our proposed scheme, we adopt Merkle Tree (MT) to store the vehicle’s
public information, which is packaged as a vehicle’s tuple. The tuple comprises
four parts: vehicle identity, vehicle public key, trust field, and timestamp. Vehi-
cle identity is a pseudo-identity generated by TA, which is denoted as PIDi.
Trust field includes TRvalue, mpre and npre which are described in Sect. 3.2.
The timestamp represents the valid time of the vehicle tuple.

In order to instantly store vehicle tuple into the consortium chain, smart
contract technology is utilized, which can be regarded as a computer program
running on a distributed ledger to complete preset rules without the third party
interferes. In our proposed solution, the smart contract will be invoked under
the following circumstances:

(1) When the TA requests to store vehicle tuple in the consortium blockchain,
the smart contract will be triggered to add the tuple to PID-BC; if the trust
value of the vehicle changes, it will be triggered to add the new tuple to
PID-BC.

(2) When the timestamp of tuple is expired, the smart contract will be trig-
gered to add the pseudo-identity mentioned in this tuple to the revocation
blockchain RID-BC; if TA requests to revoke the vehicle or vehicle’s trust
value is below the preset threshold, it will trigger the same revoking process.

(3) The behavior of the message receiver requesting the sender’s tuple will
trigger a smart contract to quickly retrieve the sender’s pseudo-identity on
RID-BC; if no record is found, it will search it in PID-BC.
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4 Proposed Authentication Protocol

The proposed protocol in this paper implements certificateless signature based
on pairing operation, and uses RSU to build a consortium blockchain. The dis-
tributed ledger stores the vehicle trust value, public key and other related infor-
mation to provide a credential for message verification. In this protocol, it is
assumed that the RSU has been registered by the TA at the early stage of
deployment, so the registration process of RSU is not introduced in detail in
this section. The detailed algorithm is described as follows:

Step 1: System initialization. As a trusted authority, TA is the executor of sys-
tem initialization. TA is composed of two parts: Key Generation Center (KGC)
and Trace Authority (TRA), assuming that both parties have sufficient comput-
ing power and storage capacity. In the system initialization phase, TA generates
the necessary system parameters.

(1) First, a safety parameters lk for k ∈ N is taken as input, TA outputs
G1, G2, e, where (G1,+) and (G2, ·) are a cyclic additive group and a cyclic
multiplicative group based on elliptic curve discrete domain with the same
prime order q, respectively, and ê : G1 × G1 → G2 is a bilinear pairing.
TA randomly selects a point P ∈ G1 as the generator of the group G1 and
calculates g = ê(P, P ).

(2) TRA randomly selects a number s ∈ Z∗
q as its master private key and

calculates Ppub = s · P as its public key, keeping s secret.
(3) KGC randomly selects a number k ∈ Z∗

q as its master private key and sets
Pk = (Pk1, Pk2) = (( 1

k )P, kP ) as its public key, keeping k safe.
(4) TA chooses three different secure hash functions H1,H2,H3 : {0, 1}∗ → Z∗

q .
After the steps mentioned above are completed, TA publishes the system
public parameters: {p, q, G1, G2, ê, g, P , Ppub, Pk, H1, H2, H3}.

Step 2: Vehicle pseudo-identity registration. The vehicle submits a registration
request through a secure channel. For example, it performs an offline registration
using the tamper-proof device (TPD).

(1) Vehicles Vi submits relevant credentials such as the owner’s ID card and
vehicle license. After verification by TRA, the real identity of the vehicle
denoted as RIDi is generated according to certain rules such as hash-to-
point operations, and then pseudo-identity is generated by computing the
PIDi = RIDi ⊕ H1(s, Treg), where Treg represents the vehicle registration
time.

(2) TRA will record (PIDi, Treg) in the vehicle registration table, which is used
to track the real identity of the vehicle, and (PIDi, Treg) will also be sent
back to the OBU and written into the vehicle’s TPD.

Step 3: Vehicle partial public and private key generation. KGC selects a random
number bi ∈ Z∗

q , calculates Ai = bi · P , and αi = H2(PIDi, Ai), βi = bi +
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kαi mod q and Bi = βi ·Pk2, where taking Bi as the vehicle’s partial public key,
βi as the vehicle’s partial private key. KGC will send (Bi, βi) back to the vehicle
and write it into the TPD through a secure channel.

Step 4: Vehicle public and private key generation. OBU selects a random num-
ber xi ∈ Z∗

q , calculates Xi = xi ·Pk2, sets the PKi = (Bi,Xi) and SKi = (βi, xi)
as the public key and private key of the vehicle, respectively. The vehicle sub-
mits PKi to TA, so that TA can record its identity information into the RSU
blockchain.

Step 5: Vehicle information storage to blockchain. After TA receiving the PKi,
it initializes a trust value TVi = 1 for the vehicle, and generates a tuple includ-
ing pseudo-identity PIDi, public key PKi, and original trust value TVi, then
requests the RSU to record the tuple in blockchain. After receiving the request,
the smart contract is triggered and the tuple is recorded in the block. When each
RSU reaches a consensus, the tuple is published to the blockchain.

Step 6: Message signature generation. After the relevant information of the
vehicle is stored in the blockchain, the vehicle can communicate with RSU. If it
encounters road condition and needs to publish the message Mi, the vehicle cal-
culates hi = H3(Mi, P IDi, PKi, Ti) and generates the signature Sigi according
to the following Eq. (2), then send the σi = (Mi, P IDi, Sigi, Ti) to nearby RSU.

Sigi =
(

1
hi · xi + βi

)
· Pk1 (2)

Step 7: Preliminary judgement of the message. When the RSU receives the
message, it first judges whether Tc − Ti ≤ ΔT , where Tc is the current time
when the message is received, and ΔT is a reasonable time range. If the message
expires, the message is directly discarded. Otherwise, it means that the mes-
sage is still fresh. Then, the RSU searches PIDi in revocation chain RID-BC
according to the pseudo-identity. If the identity is in RID-BC, it is considered
that the message is untrustworthy or the sender’s identity has already expired,
and the subsequent verification is aborted. If it is not in the RID-BC, turn to
retrieves in PID-BC and finds out the public key PKi and the trust value TVi of
the sender, simultaneously, judges whether the value is reasonable. If the value is
greater than the preset threshold, the next message signature verification process
will be executed. Here, it is noteworthy that records in blockchain can not be
modified. A new tuple about vehicle public information should be re-added into
blockchain when the trust value update. Therefore, multiple records related to
a certain vehicle are probably found. In this case, only the latest record should
be used.

Step 8: Message signature verification. If the judgement in Step 7 is successful,
RSU calculates hi = H3(Mi, P IDi, PKi, Ti) with σi and PKi, then verifies
whether the following equation holds.

ê(Sigi, hiXi + Bi) = g (3)
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If Eq. (3) holds, RSU accepts the message, otherwise it rejects it. The proof
of correctness is as follows:

ê (Sigi , hiXi + Bi)

= ê

((
1

hi · xi + βi

)
Pk1, hi Xi + Bi

)

= ê

((
1

hi xi + βi

)
Pk1, hi xiPk2 + βiPk2

)

= ê

((
1

hi xi + βi

) (
1
k

)
P, (hi xi + βi) kP

)

= ê (P, P )
(

1
hi xik+βik

)
(hi xik+βik)

= ê (P, P )
= g

(4)

According to the proof mentioned above, the correctness of Eq. (3) indicates
that the message digest hi contained in sender signature Sigi is equal with the
one calculated by RSU, which verifies the integrity of the message. In addition,
the authenticity of signature and non-repudiation of message are also guaranteed.

Step 9: Aggregation verification. As a message receiver, RSU probably receives
multiple messages during a certain interval. It can search for the public key PKi

and trust value TVi according to pseudo-identity set {Ei|i = 1, 2, ..., n} of the
multiple message senders. The concrete search and preliminary judgment are
similar to those described in Step 7. Here, we will not elaborate on it, and we
only discuss the multi-signature aggregation verification. The specific verification
is as the following equation:

ê

(
n∑

i=1

(Sigi, hiXi + Bi)

)
=g (5)

If Eq. (5) holds, it indicates authenticity of the multi-signature and integrity
of the messages. The proof of correctness is as follows:

ê

(
n∑

i=1

(Sigi, hiXi + Bi)
)

= ê

(
n∑

i=1

((
1

hi · xi + βi

)
Pk1, hi Xi + Bi

) )

= ê

(
n∑

i=1

((
1

hi · xi + βi

)
Pk1, hi xiPk2 + βiPk2

) )

= ê

(
n∑

i=1

((
1

hi · xi + βi

) (
1
k

)
P, (hi xi + βi) kP

) )

= ê (P, P )
n∑

i=1

(
1

hi xik+βik

)
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5 Security Analysis

This section will focus on analyzing the protocol proposed in this paper and
show that the protocol has satisfied security requirements.

(1) Single-point registration: According to the protocol, TA registers for
vehicles in blockchain. Subsequently, communication between vehicle and
RSU, or between different vehicles will be permitted. The consensus mech-
anism of the consortium blockchain eliminates the need for duplicate regis-
tration even in cross-domain communications.

(2) Message integrity: In the process of signing the message, the private key
of vehicle (βi, xi) is used, and any malicious attackers cannot steal the pri-
vate key. The hash function H3(Mi, P IDi, PKi, Ti) takes information such
as message and pseudo-identity as input, and any slight tampering in the
input will cause the output change. Therefore, the strong collision resis-
tance of the hash function makes adversary impossible to tamper messages
without being detected in probability polynomial time.

(3) Anonymity: When registering, the formula PIDi = RIDi ⊕H1(s, Treg) is
used by TRA to calculate pseudo-identity of vehicle. The formula takes the
private key of the TRA and the real identity of the vehicle as inputs. Since
the vehicle uses the pseudo-identity for signature and TRA’s private key
is absolutely safe, no adversary can speculate H1(s, Treg) because the hash
function has a strong collision resistance characteristic. Therefore, except
for TRA, no others can acquire the real identity of the vehicle.

(4) Traceability: When a legal vehicle is attacked and becomes a malicious
vehicle, the release of malicious false information will cause the trust value
to reduce. After the value is warned, the RSU node can report to TRA.
TRA looks up the vehicle registration information table (PIDi, Treg) and
uses its own private key to track the real identity of the vehicle based on a
reverse calculation RIDi=PIDi ⊕ H1(s, Treg).

(5) Revocability: When a vehicle is considered as a malicious node, it can
be added to the RID-BC. When it initiates communication again, RSU
will determine whether the node’s identity is in RID-BC, and if it exists,
communication will be refused directly.

(6) Resistance to replay attacks: In our proposed protocol, we assume that
traffic and road conditions are broadcasted in a public non-secure wireless
channel. Therefore, attackers can completely eavesdrop on the messages.
In order to prevent attackers from intercepting the messages and continu-
ously replay them to other vehicles, which causes channel congestion, waste
of resources, and even misleading vehicles, the signature tuple of message
σi = (Mi, P IDi, Vi, Ti) contains a timestamp. To prevent the timestamp
from being maliciously modified, the hash function H3(Mi, P IDi, PKi, Ti)
in the signature also contains the timestamp. Therefore, even if the attacker
replays the signed message, the receiver can verify whether the message has
expired.
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(7) Resistance to impersonation attacks: During the signing process, the
sender uses its pseudo-identity and private key. The pseudo-identity and
public key are stored in the distributed ledger of the blockchain. Any vehi-
cles or entities can access RSU to obtain them. However, the private key is
stored in the tamper-proof device of the vehicle. Even if an attacker obtains
the pseudo-identity and public key from the RSU, he still cannot obtain the
corresponding private key. According to the discrete logarithm problem of
the elliptic curve, it is impossible for an attacker to forge a signature with
a non-negligible advantage in probability polynomial time.

(8) Resistance to internal attacks: Before signature verification, RSU needs
to judge the sender’s trust value. Once a vehicle is maliciously attacked
and disseminates fake messages, the trust value calculated according to
feedback from other vehicles will inevitably decrease. When the trust value
of the malicious vehicle is lower than a certain threshold, its identity will be
recorded in the revocation blockchain. It can no longer communicate with
other vehicles or RSUs as a legal node, which will benefit avoiding further
attacks in VANET.

6 Performance Analysis

6.1 Blockchain Deployment

The Hyperledger Fabric 1.4 was used to deploy the authentication system to
test the feasibility of the proposed scheme. Due to the limitations of the exper-
imental environment, it is assumed that the registration of vehicles has been
completed. In the experiments, we mainly complete the consensus establishment
and rapid identity verification. Five virtual machines of Aliyun are deployed to
implement different RSUs to build PID-BC and RID-BC. At the beginning of
the experiment, the smart contract is invoked to simulate the registration pro-
cess to blockchain. RSU packages Vehicle-related public information, and PBFT
algorithm is used to reach a consensus. After a consensus authentication between
the RSU nodes, a block is generated, then deposits to the blockchain.

In order to verify the feasibility of the PBFT consensus algorithm in this
scheme, two scenarios with a query request rate of 100 and 200 TPS were con-
figured to evaluate the respective consensus delays and obtain the maximum,
average and minimum consensus delays of these two network environments. The
experimental results show that when the request rate in Hyperledger Fabric does
not exceed 200 TPS, the average delay can be around 40 ms, reaching a consen-
sus speed of milliseconds, which meets the communication delay requirements
for real-time authentication in VANET environment.

Using the automatic triggering mechanism of smart contracts in blockchain
and the easy retrieval characteristic of the MPT block structure, it effectively
shortens the time delay of identity authentication and message verification pro-
cess. Experiments have verified the relationship between the number of differ-
ent pseudonym requests and the delay. The results are shown in Fig. 2. Com-
pared with the traditional PKI scheme by Zeng et al. [14] and the pseudonym
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authorized authentication scheme by Calandriello et al. [2], as the number of
pseudonym requests increases, the anonymous identity authentication method
of this scheme outperforms others, and it is more efficient and has the slowest
increase in delay.
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Fig. 2. Comparison of delay.

6.2 Performance Analysis

In order to analyze the computational performance of the proposed signature
scheme, we compared the computational cost of this scheme with other cer-
tificateless signature schemes [3,6,7,10,13] in three aspects including signature,
verification, and aggregation verification. All these schemes use the bilinear pair-
ing method to realize signature verification. For the convenience of analysis, we
use Tbp to represent the time of bilinear pairing operation, Tsm to denote the
time of scalar multiplication operation on the addition group G1, Tpa to denote
the time of point addition operation on the addition group G1, and Tmtp to
represent the time of hash mapping to the point, while the calculation time of
one-way hash function on Z∗

q is not considered in this analysis, because it is
negligible compared with other operations.

In order to obtain the time cost of the above four basic operations, we built
a simulation platform under the Linux Ubuntu 18.04 LTS system. The CPU
processor is Intel Core i5-8250 with a CPU speed 1.66 GHz, and the memory is
2 GB. We use the PBC-0.5.14 cryptographic library and a more secure type A
curve y2 = x3 + x for simulation. We ran 100 times to obtain the average time
of each operation. Table 1 shows the time cost of the four basic operations.

From Table 2, a signature generated by vehicle Vi in Malhi et al. [10] includes
four scalar multiplication and two point addition operations; while for verifying,
a receiver Vj needs three bilinear pairing, three scalar multiplication, and one
point addition operations. In Table 2, the vehicle Vi in Malhi et al.’s scheme
requires 4Tsm + 2Tpa ≈ 8.948 ms for message signing while for corresponding
signature verifying, the receiver Vj requires 3Tbp + 3Tsm + 1Tpa ≈ 19.6 ms.
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Table 1. Basic operation time.

Operation Type Tbp Tsm Tpa Tmtp

Runtime (ms) 4.298 2.232 0.010 0.003

Therefore, in message signing and signature verifying, the total computation
cost is approximately 28.548 ms. Similarly, the receiver Vj needs to execute
3Tbp + 3nTsm + nTpa ≈ 6.706n + 12.894 ms for batch signature verification
on n messages. In Horng et al.’s scheme [6], the vehicle Vi requires around
4.474 ms in message signing while for verifying the corresponding signature, the
Vj needs around 15.139 ms. The total computational cost for message signing
and verifying is approximately 19.613 ms. The Vj in Horng et al.’s scheme needs
3Tbp + nTsm + nTpa + nTmtp ≈ 2.245n + 12.894 ms to verify n signatures. In
Kumar et al.’s scheme [7], the total computational cost for message signing and
verifying is approximately 32.842 ms. The Vj needs 4Tbp+3nTsm+(n+1)Tmtp ≈
6.699n+17.195 ms to verify n signatures. Similarly, we can also make an analysis
to Xiong et al.’s scheme [13] and Cheng et al.’s scheme [3].

Table 2. Computation complexity comparison of signature scheme.

Scheme Message-signing Single-Sig verify Aggregate-Sig verify

Malhi et al. [10] 4Tsm + 2Tpa 3Tbp + 3Tsm + 1Tpa 3Tbp + 3nTsm + nTpa

Horng et al. [6] 2Tsm + 1Tpa 3Tbp + 1Tsm + 1Tpa + 1Tmtp 3Tbp + nTsm + nTpa + nTmtp

Kumar et al. [7] 4Tsm + 2Tpa + 1Tmtp 4Tbp + 3Tsm + 1Tmtp 4Tbp + 3nTsm + (n + 1)Tmtp

Xiong et al. [13] 3Tsm + 2Tpa 3Tbp + 2Tsm + 1Tpa + 1Tmtp 3Tbp + 2nTsm + 3nTpa + nTmtp

Cheng et al. [3] 4Tsm + 3Tpa 3Tbp + 2Tsm + 2Tpa + 1Tmtp 3Tbp + 2nTsm + 4nTpa + nTmtp

Proposed 1Tsm 1Tbp + 1Tsm + 1Tpa + 1Tmtp 1Tbp + nTsm + nTpa + nTmtp

Table 3. The comparison of communication cost.

Scheme Single-Msg. Transmission

Malhi et al. [10] 4|G1| + |Zq| + |Mi| + |Ti|
Horng et al. [6] 4|G1| + |Zq| + |Mi| + |Ti|
Kumar et al. [7] 4|G1| + |Zq| + |Mi| + |Ti|
Xiong et al. [13] 3|G1| + |ID| + |Mi|
Cheng et al. [3] 3|G1| + |ID| + |Mi|
Proposed |G1| + |Zq| + |Mi| + |Ti|

In our proposed scheme, the vehicle Vi generates the signature on message
with one scalar multiplication operation while the verification of the correspond-
ing signature comprises one bilinear pairing, one scalar multiplication, one point
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Fig. 3. Computational cost comparison.

addition operations and one map-to-point hash operation. The vehicle Vi in our
scheme requires 1Tsm ≈ 2.232 ms to sign the message while to verify the corre-
sponding signature on the message, the Vj needs 1Tbp + 1Tsm + 1Tpa + 1Tmtp ≈
6.543 ms. Thus, the total computational cost of our scheme in message signing
and in signature verifying is approximately 8.775 ms, Similarly, the Vi in the pro-
posed scheme needs 1Tbp +nTsm +nTpa +nTmtp ≈ 2.236n+4.298 ms to verify n
signatures. Comparison results in the three aspects of signature, verification, and
aggregation verification are presented by Fig. 3(a), (b), (c), respectively, which
have proved that the proposed scheme outperforms baseline schemes in terms of
computational cost.

As shown in Table 3, the comparison of communication costs is presented.
The vehicle Vi in Malhi et al.’s [10] scheme broadcasts pseudo-identity PIDi =
(PIDi,1 ∈ G1, P IDi,2 ∈ Z∗

q ), public key PKi ∈ G1, timestamp Ti, and Signature
σi = (Si, Vi) ∈ G1 to other vehicles nearby it. Therefore, the communication
cost for the vehicle Vi in Malhi et al.’s scheme could be calculated. Similarly, in
the schemes of Horng et al. [6] and Kumar et al. [7], the vehicle Vi broadcasts
pseudo-identity PIDi = (PIDi,1 ∈ G1, P IDi,2 ∈ Z∗

q ), public key PKi ∈ G1,
timestamp Ti, and the signature σi = (Si, Vi) ∈ G1 to other vehicles. Therefore,
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the communication costs for the vehicle Vi is the same as Malhi et al.’s [10].
The vehicle Vi in Xiong et al.’s [13] scheme broadcasts pseudo-identity IDi ∈
{0, 1}∗, public key PKi ∈ G1, and signature σi = (Si, Vi) ∈ G1 to other vehicles.
Therefore, the communication cost for the vehicle Vi in Xiong et al.’s [13] scheme
is 3|G1|+ |ID|+ |Mi|. Cheng et al.’s [3] scheme is just an improvement on Xiong
et al.’s [13] scheme, however, its communication cost is the same as Xiong et
al.’s [13].

In our proposed scheme, the vehicle Vi broadcasts pseudo-identity PIDi ∈
Z∗

q , timestamp Ti and signature Sigi ∈ G1 to RSU, the communication cost for
the vehicle Vi in the proposed scheme is |G1|+|Zq|+|Mi|+|Ti|. Considering that
|Ti| generally has only short bits, the proposed scheme has less communication
cost compared with the other baseline schemes. Therefore, our proposed scheme
is suitable for bandwidth-limited infrastructure, especially for VANETs, and can
efficiently perform V2I communication.

7 Conclusion

In this paper, a trust-based certificateless anonymous identity authentication
scheme for the VANET has been proposed. Bilinear pairing operations and ellip-
tic curve cryptographic algorithm are utilized to achieve anonymous authentica-
tion of messages, and support aggregated signature verification to improve veri-
fication efficiency. Two blockchains, namely blockchain for pseudo-identities and
blockchain for revoked pseudo-identities, have been proposed to store the trust
value of the vehicle and public information. A trust value calculation method
based on the message feedback mode is proposed to detect malicious vehicles
and invalid vehicles. Simulation results have proved that the proposed scheme
achieves efficient certificateless signature and authentication.
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Abstract. Aiming at the difficult problem of anonymous communica-
tion between vehicles and vehicles at long distances in Internet of Vehi-
cles, we propose a identity privacy protection scheme based on blockchain
(BIPP). In this scheme, the response value of the PUF function and the
continuous timestamp are used as the basis of encryption, which is asso-
ciated with the pseudonym of the user ID information to prevent adver-
saries from conducting forgery attacks. The pseudonym mechanism and
the confusion mechanism between identity and message protect the pri-
vacy of vehicle users’ identities. The information on the blockchain must
pass reasonable judgment algorithms and meet the conditions for ending
of the event. Blockchain technology can ensure the information received
by the vehicles in the target area is credible. The scheme is proved to be
secure and feasible through analysis, implementation and evaluation.

Keywords: Internet of Vehicles · Blockchain · Identity privacy ·
PUF · ECC · Anonymous communication

1 Introduction

In the Internet of Vehicles (IoV), it is difficult to achieve long-distance com-
munication across regions under the limited communication range of RSUs and
OBUs [14]. Due to the problem of unfamiliar identity, it is not easy to optimize
the trust environment on the communication between vehicles. A single RSU
does not have strong communication security measures, which makes RSU more
vulnerable to various attacks [15]. Moreover, it is threatened for car owners to
reveal their identity. In the face of untrusted RSUs, it is difficult for vehicles
to actively upload information about incidents that occur around them while
protecting their privacy.

Traditional remote anonymous communication based on the central cloud
architecture relies on the security of the central cloud architecture. M. Garai et al.
[4] proposed a typical vehicle-mounted cloud architecture in 2015: the bottom
layer is the vehicle node layer; the second layer is called the roadside unit; the
uppermost layer is the central cloud, which is the central cloud built on the road-
side unit. Subsequently, many vehicle-to-cloud (V2C) communication schemes
c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 489–506, 2022.
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[13] based on the central cloud and vehicle-to-infrastructure (V2I) communica-
tion schemes [1] emerged. However, C.Quevedo et al. [10] pointed out that one
of the most dangerous attacks in IoV is Sybil which forges false identities in the
network to disrupt compromise the communication between the network nodes.
Sybil attacks affect the service delivery related to road safety, traffic congestion,
multimedia entertainment and others. In addition, IoV based on the central cloud
architecture will have centralization problems such as high data security risks and
excessive load on central nodes. This is far from meeting the requirements of long-
distance cross-domain communication.

Recently, many scholars have actively introduced blockchain technology into
the IoV. Blockchain [3] is a distributed storage technology based on technologies
such as consensus algorithms, smart contracts, and encryption algorithms. It
has excellent characteristics such as data immutability, collective maintenance
of nodes, and data transparency, which can make the vehicle environment safer
and more reliable. The blockchain-based Internet of Vehicles architecture has
a higher quality of service (QoS) satisfaction than the traditional centralized
architecture [6]. And the blockchain-based security framework can effectively
cope with the data confidentiality challenge brought by the edge cloud [7]. PUF
refers to inputting an stimulus to a physical entity, and outputting an unpre-
dictable response using the inevitable physical difference of the physical entity
[8]. The combination of blockchain and PUF can ensure the data source and data
integrity in the Internet of Things network [9]. PUF is used to provide a unique
hardware fingerprint for the data source. The blockchain-based system provides
a decentralized digital ledger that can resist Sybil and tampering attacks.

In this context, it is significant to study the remote anonymous communica-
tion of the IoV based on the blockchain. The author was inspired by Coinshuffle’s
obfuscation mechanism [12] and combined with PUF and elliptic curve encryp-
tion (ECC) to established a blockchain-based identity privacy protection scheme
(BIPP). The scheme first collects information in the area where the incident
occurred. Then verify and store event information on the blockchain. Finally,
the RSU in the target area broadcasts event messages and the vehicle group in
the area responds to the event messages. The scheme can not only ensure that
the long-distance communication message is credible, but also can guarantee
the privacy of the identity of the vehicle node. By verifying the event message,
the unforgeability of the message is guaranteed, and only events recognized by
most vehicle nodes can be confirmed on the blockchain. Specifically, the main
contributions of this article are as follows:

– Established the main architecture of the proposed BIPP scheme and the
overall scheme process. The scheme describes 4 phase, including initialization
phase, registration phase, event discovery and message sending phase and
message verification and block updation phase.

– A security analysis of scheme was carried out. In the security analysis, the
correctness (credibility), unlinkability, and unforgeability of the scheme were
mainly proved in detail.
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– The simulation was implemented on Ethereum. The scheme is evaluated in
storage cost, calculate cost and communication cost. For storage sustainabil-
ity, we calculate and observe the block size under multiple cumulative times.

Section 2 focuses on the BIPP scheme proposed in this paper. Section 3 pro-
vides relevant security analysis for this scheme. Section 4 is a implementation
and evaluation of the BIPP scheme. The Sect. 5 provides a summary.

2 The Proposed BIPP Scheme

2.1 Architecture and Preliminaries

The architecture of BIPP system that includes three processes is shown in Fig. 1.
The scheme mainly involves three parties that are trusted third party (TA),
roadside unit (RSU) and vehicle Node (VN). A trusted third-party organization
is used as authenticating the identity of vehicle nodes, including the identity
authentication of ordinary nodes and priority vehicle nodes. Priority node vehi-
cles refer to special vehicles such as police cars, fire trucks, emergency vehicles,
cash transport vehicles, etc. It is generally believed that TA has high comput-
ing, storage and communication capabilities, and cannot be easily Breached.
The blockchain full ledger information is stored in the RSU, and the vehicle
generally selects the RSU that is relatively close to communicate to obtain the
information of a specific road section. RSUs are distributed among different road

Fig. 1. The architecture of BIPP system that includes three processes.
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sections. The hardware working principle of the IoV is realized by technologies
such as DSPC technology of on-board units (OBUs) mounted on vehicle nodes
and RFID of RSU. The figure shows the registration process of vehicles in the
RSU1 area; A road segment event is found in the RSU4 area, and vehicles (adja-
cent to RSU4) sent event message to RSU2 through the blockchain; The vehicles
in the RSU2 area are notified of event message. On the basis of this architecture,
we describe in detail the four phases involved in the scheme.

The main symbols used in this paper are described in Table 1. And the system
uses IAP variable to indicate whether the vehicle agrees with the message of this
section. The PSN variable is used to indicate whether the vehicle is a priority
node. The || is to represent the concatenation operator.

Table 1. Symbol description tables.

Symbol Description of meaning

Vi, Vr Vehicle node

RSUi, RSUr Roadside unit node

Q, K Public and private keys corresponding to the ECC

G Selected ECC base points

PUFVi,Vr The PUF function of Vi, Vr the node

IDVi,Vr ID information of a vehicle node

Ci, Ri Challenge and response values

H(Δ) Hash function

2.2 BIPP Scheme

A. Initialization Phase

1. Initialize the global ECC six-tuple T = (p, a, b,G, n, h).
2. Initialize the identity information of RSUs and the key information of RSUs.

TA stores them as <RSUX , PKX> = {<RSU1, PK1>, ..., <RSUn, PKn>}.
Due to the importance of RSUs, it is necessary to directly preset the RSUs
identity information during initialization.

B. Registration Phase
The main purpose of the registration phase is to provide the identity certificate
of VNs on the blockchain and prevent illegal nodes from forging the vehicle node
information. Before the vehicle node communicate with RSUs, the vehicle node
must have been registered. The registration phase is shown in Fig. 2. The main
steps are as follows:
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Fig. 2. Register phase.

1. The VN requests TA to start registration, and the vehicle owner generates
and sends the identity information <InfoVr

, PSN>.
2. RA (TA’s sub-organizations) conducts review online or offline. After pass-

ing the review, TA randomly selects consecutive time stamps CX =
{C1, C2, ..., Cr} as the challenge value, and the challenge value can also be
referred to as the valid window values of VN. Then TA sends challenge values,
trusted RSUs public key list information <RSUX , PKX> and an vehicle ID
information to VN together.

3. VN calculate Ri = PUF (Ci) and get RX = {R1, R2, ..., Rr}. Then VN calcu-
late Qx = (Cx + Rx)G and get KX = CX + RX , QX = {Q1, Q2, ..., Qr}. VN
store <CX ||RX ||KX ||QX>,<RSUX , PKX>, IDVr

and send <IDVr
||QX>

to TA.
4. TA performs data verification, package <IDVr

||PSN ||CX ||QX> and store
on the blockchain.

C. Event Discovery and Message Sending Phase
RSUs send time stamps Ci to nearby VNs in a fixed time period. The frequency
of sending time stamps can be set according to factors such as the frequency of
accidents on the road section, the flow of VNs, and whether the road section is a
core hub section. The phase of event discovery and message sending is shown in
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Fig. 3. Event discovery and message sending phase.

Fig. 3. After an incident occurred in the vehicle, the vehicle starts the following
process:

1. Vr judges whether Cr ⊂ CX . If yes, use Kr = (Cr + Rr) as a private key
to encrypt the message M, and send <IDVr

||Cr||m||Kr(1||PSN)> to other
vehicles and adjacent RSUr after a random delay of T.

2. After the adjacent vehicles receive the message, they will check the mes-
sage M, and then send <IDVr

||Cr||m||Kr(IAP ||PSN)> to other vehicles
and adjacent RSUr.

3. After RSUr receiving the message, it starts to make a reasonable judgment
algorithm.

D. Message Verification and Block Updation Phase
Before explaining the reasonable judgment algorithm, we first define the impor-
tant RSUs internal data structure-recent event status information. This mainly
includes <MID,Mm,Mα,Mβ ,Mρ>. ID is the tag of event message, m is the
event message, α is the message recognition rate, β is the priority node rate, and
ρ indicates whether the event is over.

The event message ID is the primary key of the recent event status infor-
mation. It can generally be set as an auto-increment field and used to uniquely
represent an event in the event table. When ρ is 1, it indicates that the event
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M has been confirmed by the target area and there is no need to receive the
event M in this area. In other words, only when ρ is 0, the event M in RSUr is
accepted. IAP1 indicates that the vehicle believes that the event message m is
true; IAP0 indicates that the vehicle believes that the event message m is false.
PSN1 indicates that the vehicle is a priority node and considers that the event
message m is true. α and β is determined by the following formula:

α =
IAP1

IAP0 + IAP1
, β =

PSN1 ∗ α

IAP1
(1)

After RSUr receiving the <IDVx
||Cx||m||Kx(IAP ||PSN ′)> sent by the vehi-

cle in the region (which means RSUr does not know which vehicle initiated the
incident), RSUr starts to make a reasonable judgment algorithm. The flow chart
of rational judgment algorithm is shown in Fig. 4 below. The reasonable judg-
ment algorithm includes the following steps:

1. Determine Mρ whether it is 0. If Mρ is 0, it indicates that the event has
been stored in block and other vehicles in the target area RSUj are notified;
Otherwise proceed to the next step.

2. Determine whether event m belong to Mm. If m /∈ Mm, create an entry in
M. Otherwise, go to the next step.

3. Through the registration phase information to search IDVx
for getting

<CX ||QX ||PSN>.
4. Determine whether Cx belong to CX , which is to judge whether the time

challenge value of the registered vehicle has expired. If the time challenge
value has expired, Vx should be notified immediately to restart the registra-
tion phase.

5. A reasonable judgment: judge Cx whether less than the current time Cnow,
if Cx more than the current time Cnow, notify the vehicle sent the timestamp
error; Otherwise proceed to the next step.

6. Decrypt received message Kr(IAP ||PSN ′) to obtain <IAP ||PSN ′> using
Qx corresponding to Cx.

7. Determine whether the sent PSN ′ is consistent with PSN of the registration
phase, if PSN �= PSN ′, inform the vehicle of PSN comparison failure;
Otherwise proceed to the next step.

8. Determine whether PSN is 1 and IAP is 1. If PSN is 1, modify IAP1 and
PSN1 variables; If PSN is not 1, modify the IAP0 variables.

9. Update message recognition rate α and priority node rate β.
10. Determine whether the message recognition rate α is greater than the set

threshold value θ. If θ ≤ α, it ends a reasonable judgment algorithm; if θ>α,
it needs to notify the vehicles in the area that the event m is invalidated
due to the low support rate. θ explained in Sect. 3.
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Fig. 4. The flow chart of rational judgment algorithm.
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After the completion of a reasonable judgment algorithm, it is also necessary for
RSUr to judge:

1. Whether the value β is 1.
2. Whether the time of event collection TL reaches the specified time, where TL

defined as TL = Tnow −T0. Tnow is the current time, and T0 is the time when
the event message is first received.

The above condition 1 can meet the requirements of priority vehicle nodes to
send special events. If any of the above conditions are met, RSUr ends reason-
able judgment algorithms and the block updation phase is started. The block
updation phase is shown in Fig. 5. The block updation phase mainly includes
the following steps:

1. RSUr sent <RSUr||m||RSUj ||α||β||Ha> to RSUx, Ha = H(m||α||β).
2. When x �= j, RSUx calculate Hb = H(m||α||β), if Ha = Hb, RSUx will store

it locally and sent it to other RSU nodes.

Fig. 5. Block updation and confirmation of target area message phase.

3. when x = j, RSUj calculate, judge and store likely step two, then RSUj will
sent SKj(m||α||β) to VNs in the region and set the corresponding event Mρ

to 0.
4. VNs search for the list of <RSUX , PKX> to obtain the corresponding PKj

and decrypted SKj(m||α||β) by using PKj . And then VNs react to the
incident.
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3 Security Analysis

The proposed BIPP scheme builds the security model based on [5]. The main
participants in this scheme are V N,RSU, TA,A. Adversary A can make the
following probabilistic polynomial query on V N,RSU, TA:

1. Execute(X,Y ): This query simulates the passive eavesdropping ability of
adversary A. Adversary A can intercept all information between the X and
Y channels.

2. Send(X,Y,m, n): This query simulates the active attack capability of adver-
sary A. Adversary A can pretend to be X and then send a message m to the Y
oracle. If the message meets the specification, the Y oracle will give feedback
n according to the prediction; if the message does not meet the specification,
then returns null.

3. Reveal(X): Through this query, the adversary A can obtain the session key
X for this time.

What needs to be noted is that adversary A can use Execute and Send
multiple times during a complete attack, but can only use Reveal once. Now we
make the following two safety assumptions:

1. RSU and TA are honest, non-honest nodes only appear in VN. This means
RSU and TA will execute according to the scheme. Suppose that there are Σ
Vehicle nodes and Σx honest nodes under RSUx, which satisfies the following
equation:

θ ≥ Σx

Σ
&Σx>Σ − Σx (2)

2. The assumption that the PUF function cannot be cloned. Defined as PUF:
0, 1{l1} → 0, 1{l1}. Under the hypothetical game of [5], the probability that A
wins the game is Advpuf

A (l2) ≤ ε.

Definition 1. During the communication between entity A and entity B, the
actual message sent by entity A is M1 ∈ {0, 1}l1 , and the actual message received
by entity B is M2 ∈ {0, 1}l2 . When M1 equals M2, it can be said that entity B
can obtain the difference-free message sent from entity A, also said that the com-
munication between entity A and entity B is difference-free. After the message is
normalized to length l, the Hamming distance between M1 and M2 is calculated
as η, it is said that entity A can obtain a relative η difference free message sent
from entity B.

Theorem 1. In the process of communication between entity A and entity B,
there are multiple communication anchors {χ1, χ2, ..., χn}, in which χ1 can be
obtained the difference free message sent from entity A, χ2 can be obtained the
difference free message sent from entity χ1, ..., χn can be obtained the difference
free message sent from entity χn−1, entity B can get the difference free message
sent from entity χn. So entity B can get the difference free message sent from
entity A.
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Lemma 1. RSUr can obtain the relative C difference free messages sent by the
vehicles V

′
r in the region.

Proof. A calls Send(V
′
r , RSUr,M1, n|null) and Execute(V

′
r , RSUr) for a poly-

nomial number of times. Suppose the message M1 sent by vehicle A in the area,
the following four considerations are taken into account:

1. RSUr will search for the ID of the registered vehicle. Unless the adversary
is registered in the registration phase, it will not be found in the reasonable
judgment algorithm, which will cause the sent content to be discarded; if
A modify IDVx

using himself IDA, the subsequent fields will also change
accordingly. That means A has become a new vehicle node and can not affect
the reception of M1 in RSUr.

2. Considering the modification of Cx by A. Since A does not know the challenge
value sent to the vehicle V

′
r at registration phase, A can only change Cx in

the form of guessing to make the verification that Cx ∈ CX can be passed.
Of course, A has a certain probability of guessing truly. It assume that the
number of digits of Cx is C = |Cx|.

3. If A changes m, RSUr will think that this is a new event information because
of m /∈ Mm. So A can not affect RSUr to accept M1.

4. The message Kx(IAP ||PSN
′
) is in ciphertext form relative to A who inter-

cepted the information. A must know about Kx before changing the message
and decrypting the message. Obviously, Kx = Cx +RX , Rx = PUF (Cx), the
adversary needs to know the response value Rx of the challenge value Cx in
order to obtain Kx. According to the hypothesis that PUF function cannot
be cloned, the possibility of PUF function being breached is negligible in the
absence of physical devices.

To sum up, RSUr can obtain the relative C no-difference message sent from V
′
r ,

where C = |Cx|. The lemma is also referred to as the unforgeability of message
sending phase.

Lemma 2. RSUj can obtain the difference free message sent from RSUr.

Proof. A calls Execute(RSUj , RSUr), Send(RSUr, RSUj ,M1, n|null) for a
polynomial number of times. If the message sent by RSUr is M1 =
<RSUr||m1||RSUj ||α1||β1,Ha> and the information synchronized by other
nodes on the blockchain as M2 = <RSUr||m2||RSUj ||α2||β2||H2>. It is obvious
that:

Pr[M1 = M2] = Pr[α1 = α2&β1 = β2|m1 = m2]

=
Pr[α1 = α2&β1 = β2&m1 = m2]

Pr[m1 = m2]

=
Pr[Ha = Hb]
Pr[m1 = m2]

(3)

Before each blockchain node synchronizes the information, it needs to verify
whether Ha and Hb are equal or not. Only Ha = Hb, RSU will accept the
message. And because of the avalanche effect and strong collision resistance of
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the hash function, it is impossible for A to find the existence of Ha = Hb in
m1 �= m2.

Definition 2. During the communication between multiple entities A and cer-
tain entity B, the actual message sent by entity A is MAi ∈ {0, 1}l1 , and the
actual message received by entity B is M2 ∈ {0, 1}l2 . If the message received by
entity B is M2 = cal(MAi), where cal() is a calculation function. It means that
multiple sent messages MAi are calculated. It is said that entity B can obtain
the cal() difference free message sent from the entity A, or said that the com-
munication between entity B and entity A has cal() difference free.

Theorem 2 (correctness). The vehicles V
′
j in the RSUj can get the cal()

difference free message sent by the vehicles V
′
r in the RSUr.

Proof. RSUr ends the reasonable judgment algorithm and send the message
to others. Messages M1 sent by vehicles V

′
r in RSUr are mainly sent through

three logical links. First , M1 from the vehicle V
′
r is sent to RSUr. Then, RSUr

ends the reasonable judgment algorithm and send the message to other RSUx.
Finally, RSUj sends a message to V

′
j . Each vehicle V

′
r in the RSUr will send

a message M1 = <IDVx
||Cx||m||Kx(IAP ||PSN)>, and the actual message is

M2 = <m2||α2||β2> received by V
′
j .

Using Lemma 1 many times, RSUr can obtain the relative C difference free
messages sent by the vehicles V

′
r in the region. Cx do not appear in M2. There-

fore, RSUr can obtain the difference free message sent from V
′
r during the proof

of this theorem. RSUr uses cal(m, IAP, PSN) and get M
′
1 = <m1||α1||β1>.

Due to Lemma 2, RSUj get the difference free message M2 = M
′
1 from RSUr.

In the process of RSUj sends M2 to V
′
j , the public and private keys allocated

by TA in the initialization phase are used for encryption and decryption, so that
the received information can be guaranteed correct in the insecure channel of
the network of vehicles.

Finally, because of Theorem 1, the theorem is proved.

Theorem 3 (unforgerability). Adversary A cannot forge an empty or fake
message on RSUr, nor can he forge A message sent by Vr and RSUr.

Proof. If the adversary A wants to forge an unavailable message on a road
section, the adversary A first needs to go through the registration phase. The
difficulty lies in bypassing the review of the RA, which is subjective. Now assume
that adversary A has a legitimate identity IDV a on the blockchain. Then adver-
sary A forges an empty message that does not exist. The honest node will identify
the actual condition of the road, and then make the right choice to give the IAP.
Now suppose all of the honest nodes Σx make the right choice 0 and all the non-
honest nodes Σ − Σx make the wrong choice 1. Then the following inequality
exists:

θ ≥ Σx

Σ
>

Σ − Σx

Σ
= α (4)
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because of θ ≥ α, the algorithm must fail according to reasonable judgment.
Therefore, adversary A cannot forge an empty message or fake message that
does not exist on A road.

The adversary A forges the information of the event m, which can be modeled
by the following game between the challenger C as a BIPP system and the
adversary A:

1. C generates a bounded event generation, forming event unit E.
2. For each event generated, A calls Execute, Send and Reveal.
3. C randomly chooses mx of E.
4. A make m

′
x as a legitimate event.

According to the definition of the game, the probability of adversary A win-
ning the game is Advforge

A (E) = Pr[mx = m
′
x]. The adversary A cannot forge

a message sent by Vr (by Lemma 1). In the block updation phase, according to
the model of attack benefit and attack success rate established in the literature
[11], there are the following equations:

Advforge
A (E) ≤ ε

v + ε
, ε =

B

K
(5)

Where K is the number of blockchain nodes, and B is the miner’s reward for a
single block in the Bitcoin system and v is the event value. When K ≥ B2 can
ensure the probability that the adversary forges the message sent by the RSU
is negligible.

Theorem 4 (unlinkability). The identity of the vehicle that initiated the
event, the event information, and the calculation process of the message sending
phase, are universally unlinkable.

Proof. The practice of the adversary’s link relationship, which can be modeled
by the following game between the challenger C as a BIPP system and the
adversary A:

1. C generates a bounded event generation, forming event unit E and Fl = (f, g),
where f(mi) = IDVi

, g(mi) = cali(m, IAP, PSN).
2. For each event generated, A calls Execute, Send and Reveal.
3. C randomly chooses mx of E.
4. A predicts IDVx

and cali.

According to the definition of the game, the probability of adversary A winning
the game is Advlink

A (Fl) = Pr[f(mx) = IDVx
&g(mi) = cali].

Vr that initiated the event information starts sending after a random delay
T, the identity of Vr is hidden among the vehicles in Vr . Even if the adversary A
and RSUr obtain the information on the channel, they cannot know the identity
of the specific Vr that initiated the event m. Only relying on the blind guessing
method, the probability of identifying the corresponding relationship between
the message m and the specific vehicle identity is Pr[m ∈ Vr] = 1

VRa
, where VRa

is the number of vehicles in RSUr.



502 H. Wu et al.

So let’s think about the corresponding relations between event M and cali.
Assume that cali consists of all vehicles in the RSUr. Adversary A uses Reveal to
obtain IAP and PSN during a communication between Vr and RSUr. However,
Reveal cannot be challenged at the next time. And there is the difficult problem
of discrete logarithm in ECC elliptic encryption algorithm, even if Execute(X,Y )
is used, the probability that the adversary A obtains the relationship between
event M and cali is Pr[IAP&PSN ∈ cali] = 1

VRa−1 . Taking these two points
together, Advlink

A (Fl) ≤ 1
V 2
Ra−VRa

. The theorem is proved.

4 Implementation and Evaluation

4.1 Implementation Details

We use Solidity language (0.7.0–0.9.0) to implement the proposed BIPP scheme
in Ethereum and use Truffle to deploy&link Ganache (Ethereum node testing
tool) for testing. The hardware used in our experimental evaluations included a
PC with Ubuntu 16.04 64-bit OS, AMD A10-5450M CPU and 8G RAM.

Table 2. Experimental node setting.

Network information Number The way of simulation Main contract

TA of BIPP 1 ACCOUNT ADDRESS 3, 9

RSU of BIPP 9 ACCOUNT ADDRESS 1, 2, 4, 5, 6, 10

VN of BIPP 900 Contract simulation None

UTILS 1 Contract simulation 7, 8

The scheme is implemented on the main 10 smart contracts as shown in
Table 3. TA and RSU can used such as 0xC5E05c75C. (39-bit hash address)
for access and the vehicle nodes performs a random simulation on each RSU.
And the permission authority is need to set for the smart contract. Table 2
shows the detailed node settings of the experiment. The main simulation and
implementation details are shown in Algorithm 1.

Table 3. Main contract.

Number 1 2 3 4 5

Name VNRandom Calandstorge Store CiC Createevent

6 7 8 9 10

Judge Randomfromseed MtoMh Receiveinfo Broadcast
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Algorithm 1. Implementation Details
Require: Main contract
Define: Experimental volume(alias v), Number of regional vehicles(alias n),

interval, seed

1: BIPPinit();
2: TAinit();
3: for RSU1, RSU2, ..., RSU9 in RSUs do
4: VNs[] ← RSUi.VNRandom(n)
5: for V Ni in V Ns do
6: TAdistribution ← TA.receiveinfo(V Ni)
7: RSUi.calandstorge(TAdistribution)
8: TA.store(TAdistribution, V Ni)

9: for RSU1, RSU2, ..., RSU9 in RSUs do RSUi.CiC(interval)

10: while v-- do
11: r,j ← UTILS.randomfromseed(seed)
12: M ← RSUr.Createevent()
13: if RSUr.judge(M) then
14: Mh ← UTILS.MtoMh(M)
15: RSUj .Broadcast(Mh)

4.2 Evaluation

The cost variables related to performance evaluation used in this paper are shown
in the following Table 4. Ct is the number of timestamps allocated for TA, n is
the number of vehicle nodes in the area where the proposal is initiated, and m is
the number of global RSUs. There is a calculation cost Table 5. The calculation
cost is the maximum cost of the same node identity in the table. The size of

Table 4. Performance evaluation related concepts and explanations.

Symbol Symbol meaning

Phase − I The registration phase

Phase − II Message sending & RSU verification phase

Phase − III Block updation & target area broadcast phase

Tpuf Execution time using PUF

Te Execution time using ECC encryption

Td Execution time of ECC decryption

Th Execution time of hash algorithm

Tm Execution time of searching for Mm

Tt Execution time of searching for a valid timestamp

T Cumulative time in system

TB Storage space occupied by an event in system

Tp Occurrence frequency of the event
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Table 5. Calculation cost table.

Phase

Role
Phase − I Phase − II Phase − III

VN Ct ∗ Tpuf Tt + Te m + Td

RSU n(mn + Tt + Td) + Tm Th + nTe

Table 6. The size of variable table.

Phase Data Size

Phase − I CX , InfoVr , <RSUX , PKX> 171 bytes

RX , KX , QX 43 bytes

PSN, IDVr 8 bytes

Phase − II m 1024 bytes

KrPSN, IAP , Cx 8 bytes

Phase − III H(Δ) 128 bytes

RSUr, α, β 8 bytes

SKj(m||α||β) 256 bytes

each variable is shown in the Table 6. The communication and storage costs of
each stage are shown in the Fig. 6.

The literature [2] are very similar to our scheme. If Phase − I are not cal-
culated and assume n = m = Ct & Tt = Tm = Tpg, where Tpg is the time of
generating public and private key pairs in literature [2]. The scheme is at least
3Tpuf +3Th +4Te superior in time. In our environment, the average time for Th

is 83 ms and Te is 57 ms.
Considering the sustainability of scheme stored on the blockchain, we also

conducted an analysis of the event and the size of the blockchain block. The size
of event message stored on the blockchain is 1184 bytes and size of blockchain
header information is 80 bytes. Assume that the RSU sends a timestamp at
an interval of 60 s. In each timestamp, only one event occurs. The block size
information generated in a single day is 1.73 MB. The block size of the blockchain
has a strong correlation with the frequency and time of events. The block size
of blockchain is defined as the following formula:

SizeOfBlockchain = T ∗ Tp ∗ TB (6)

Now the block size of the blockchain is calculated when the cumulative time
is one month, three months, five months, seven months and one year, and the
occurrence frequency of events is 5 s, 10 s, 20 s and 30 s, as shown in Fig. 7.
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Fig. 6. Communication and storage
costs.

Fig. 7. Blocks consume.

5 Conclusion and Future Work

In this paper, a new blockchain-based identity privacy protection scheme (BIPP)
are proposed. The blockchain-based architecture establishes pre-domain trust,
which can greatly enhance system trust. Through security analysis, the scheme
in this paper guarantees the correctness, unlinkability and unforgeability under
the hands of probabilistic polynomial adversaries. The implementation and eval-
uation prove the feasibility of the scheme in terms of time, communication and
storage. In the future, we will consider developing a DAPP based on the pro-
posed BIPP scheme so that passers-by can know the traffic information of the
city at any time.
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1 Introduction

The perception of the Internet of things (IoT) connecting everything has opened
an era of sharp increase in data, with the cutting-edge artificial intelligence (AI)
algorithms and services [1], enabling communication network [2,3] and mobile
edge computing [4,5] excavate invaluable resources from the massive data. In
light of this trend, there is a pressing need to push the last iteration of AI
technology to the edge computing in order to better applied in a number of
practical applications [6,7] and analysis [8]. Specially, there are some mobility
scenarios that need to locate critical areas in video clips, the technology behind
it is known as video saliency detection. Previous research has demonstrated that
video saliency detection is useful in a wide range of applications, such as human-
robot interaction [9], video compression [10], etc.

Computer vision tasks have recently been greatly improved by deep learning,
methods based on deep learning are gradually dominant in the field of video
saliency detection. The large dataset of this field like DHF1K [11] that collecting
human gaze data across diverse content of videos, encouraging models better
imitate the complex function of human eyes. Previous state-of-art approaches on
DHF1K that extract features from fixed frames (e.g., read 16 or 32 consecutive
frames at a time) have demonstrated superior results. However, there will be
a large number of highly similar frames in videos recorded on edge devices,
particularly in slow-moving scenes. As a result of the temporal redundancy in
the input, it is wasteful to read fixed input frames and the model’s accuracy is
reduced. More importantly, reading a fixed number of frames can only effectively
be used to process a single video scene. The accuracy drops rapidly with increased
use of images from the other scene when detecting saliency in a new scene.

Aiming at the problem that the existing video saliency detection technology
does not effectively identify redundant frames and is not suitable for applied
to multi-scene video, we proposed a novel self-adapted frame selection (SAFS)
module for solving the problem. As opposed to the sliding window that reads
the entire video frame-by-frame, with the SAFS module, a larger input frame
search region, sense scene changes and redundant frames, and prioritize frames
to achieve self-adapted frame selection.

The rest of the paper is organized as follows: In Sect. 2, we lay out the back-
ground and related works. In Sect. 3 details the architecture and process of our
proposed module. Then in Sect. 4, several experiments have been conducted
using video saliency datasets, the results of which are presented here. Finally,
we conclude the paper and future works in Sect. 5

2 Related Work

Edge computing tends to be more efficient, more intelligent by deploying AI to
devices at the edge where data is generated. Driven by AI and IoT, combining
AI and edge computing cooperatively is essential to a variety domains, such as
video surveillance, object detection, action detection, vehicle detection, etc.
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DIVS [12] is one example of surveillance system with AI. DIVS is a dis-
tributed system using deep learning in edge computing, the multi-layer architec-
ture providing edge devices distributed training efficiently. Hung et al. [13] pro-
pose VideoEdge which is an edge-based system for analyzing live video streams,
maintaining high prediction accuracy while balancing the load across hierarchi-
cal architecture. ACDnet [14] is an action detection network, which incorporated
with Single Shot MultiBox Detector (SSD) to explore the coherence of video for
real-time detection on edge devices.

In the field of video saliency detection, as an alternative to manual features,
models based on deep neural network have become ubiquitous. To obtain the
salient region, He et al. [15] used a super-pixel method, which has fewer over-
heads and is more robust. However, this method is not able to provide accurate
predictions given the difficulty in obtaining local features. Hou et al. [16] pro-
poses a top-down model structure and introduces shortcut connections between
different layers of the network, which connects spatial features of the upper layer
with semantic features of the lower layer. TASED-NET [17] employs an encoder-
decoder structure that can predict a full-resolution saliency map. The encoder
extracts features with separable 3D convolutional neural networks (S3D), and
the decoder uses auxiliary pooling in transposed layers to ensure temporal
compatibility.

Fig. 1. An illustration of the overall flow of SAFS module. Expanding the search range
to enlarge input frames of the model, then follow the steps below: (1) Frame Rear-
rangement, (2) Feature Extraction Network, (3) Similarity Measurement, (4) Frames
Selection Policy.
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3 Self-adapted Frame Selection

Eliminate redundant information on a fixed number of input frames [17] for video
saliency detection, we represent the consecutive input frames as a series of high
informative frames with correlations to the Key frame. This is accomplished by
expanding the search scope of input clip and extracting spatiotemporal features
from the enlarged input, and then comparing the similarity between the Key
frame (i.e., current frame) and auxiliary frames (the frames in the input clip
except the Key frame) to filter highly informative frames with closer the Key
frame temporally.

Self-Adapted Frame Selection (SAFS) consists of (1) Frame Rearrangement,
(2) Feature Extraction Network, (3) Similarity Measurement, (4) Frames Selec-
tion Policy. Figure 1 shows the overall process flow of our proposed module.

Frame Rearrangement. For the purpose of finding high-correlation images
in the field of video compression, the codec uses information from adjacent
frames that are temporally close in directions forward and backward (such as
Bi-directional prediction). The proposed method continues this practice, we high-
light the Key frame and put it as the first frame in the new sequence, and then,
place the auxiliary frames in order of their temporal distances from the Key
frame (see Fig. 1 - Frame Rearrangement).

Feature Extraction Network. The feature extraction network we used is
GhostNet [18], which is a lightweight model for 2D image recognition. Com-
pared to the prevalent neural network backbones, the design of efficient neural
architectures minimizes the impact of introducing new module.

Similarity Measurement. Based on the frame feature from the previous step,
we apply the Pearson Correlation Coefficient (PCC) with cheap cost to mea-
sure the differential between the Key frame and auxiliary frames. The proce-
dure selects frames based on their temporal distances from the Key frame and
their correlation coefficients, we regard frames with extremely high coefficients as
redundant frames that are very similar to Key frame, and frames with extremely
low coefficients are considered the scene change frame.

Frame Selection Policy. The goal of this step is to refine the group of input
frames on the current clip. We utilize the PCCs and temporal distances among
each auxiliary frame to select informative frames, and its performance is compa-
rable to sophisticated frame selection models. First of all, eliminate the redun-
dant frames and scene change frames that negatively impact accuracy, in accor-
dance to PCCs. It is worth noting that the Key frame identifies which parts need
to be removed when the scene changes, for example, if the scene change frame
appears after the Key frame in the original sequence, then the frames immedi-
ately subsequent to the scene change frame need to be removed, and vice versa.
Then, the general consideration of saliency detection should prioritize frames
nearer to the Key frame, and therefore frames farther away from Key frame will
only be selected if they have a lower PCC.
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4 Experiments

4.1 Experiments Setup

We constitute TASED-SAFS by combining our SAFS module with TASED-
NET [17]. Experiments are conducted on two large-scale datasets: DHF1K [11]
and a scene change dataset. DHF1K consists of approximately 580,000 frames
capturing 1000 annotated videos and classified into 7 main categories with 150
classes in total. The dataset is the largest published in the field of video saliency
detection, hence we picked out the DHF1K dataset as our major benchmark.
We produced the scene change dataset by merging single scene videos from
UCFSports [19], the detail will be discussed in Sect. 4.3.

To evaluate the performance of our model, we follow the DHF1K [11] using
the following evaluation metrics: (1) Normalized Scanpath Saliency (NSS), (2)
Linear Correlation Coefficient (CC), (3) Similarity (SIM), (4) Area Under the
Curve by Judd (AUC-J) and (5) Shuffled-AUC (s-AUC).

4.2 Evaluation on DHF1K

Since the ground-truth of test set was held by the DHF1K creators for fair
comparisons, we tested the accuracy of our model in the validation set, and
transferred the final results of test set that gained from the optimal model to
the DHF1K creators for the unified examination. In this experiment, our module
selects 32 frames from the amplification range of 48 frames, Table 1 shows the
quantitative comparison with previous state-of-art models on DHF1K. TASED-
SAFS outperforms all other models in the following metrics: NSS, CC, SIM, and
AUC-J. Specifically, the most obvious improvement is the NSS, which is the aver-
age of the response values at human eye positions. This is showing that our SAFS
module achieved considerable gains in predicting the correct eye movement.

Table 1. Comparison results of different video saliency detection models on the test
set of DHF1K, TASED-SAFS significant improvement in multiply evaluation metrics.

Method Metric

NSS CC SIM AUC-J s-AUC

SALICON [20] 1.901 0.327 0.232 0.857 0.590

OM-CNN [21] 1.911 0.344 0.256 0.856 0.583

SalGAN [22] 2.043 0.370 0.262 0.866 0.709

ACLNet [11] 2.354 0.434 0.315 0.890 0.601

TASED-NET [17] 2.667 0.470 0.361 0.895 0.712

TASED-SAFS 2.848 0.501 0.396 0.898 0.710
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4.3 Performance on Scene Change Dataset

Early evaluation of TASED-NET on content of scene change revealed a remark-
able degeneration within results after scene change, we visualize the sample
frames of scene change in Fig. 2. We noticed that TASED-NET may introduce
frames from another scene in a manner of fixed input, for example, if the scene
change frame is in the middle of the input, half of it will be useless or even
harming. Accordingly, We perform a scene change dataset, which consists ten
classes that each video created by combining two or three videos that contain
only single scene [19].

Fig. 2. An example of scene change content affects the accuracy of the results. The
TASED-SAFS can cope better with scenes change, and saliency maps associated
instantly with the input images in any given frame compared to the TASED-NET.

We compared the TASED-NET that sequential read frame with our mod-
ule, the performance of SAFS to resist the particular effects of scene change
in Table 2. According to the results, our module outperforms the TASED-NET
on all evaluation metrics. Furthermore, the present results clearly indicate that
video content in general contains a lot of misleading and redundant data, as
with the data cleaning process for sieving information, it is worth to filter video
information before the analytics.
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Table 2. Comparison result on the scene change dataset, serial number in parentheses
corresponding the classes of the dataset.

Method Metric

NSS CC SIM AUC-J s-AUC

TASED-NET(1)
TASED-SAFS(1)

3.0342
3.3388

0.5897
0.6489

0.4452
0.4922

0.9069
0.9102

0.6769
0.7093

DTASED-NET(2)
TASED-SAFS(2)

3.1014
3.6391

0.5782
0.6372

0.4739
0.5013

0.9102
0.9037

0.7184
0.7307

TASED-NET(3)
TASED-SAFS(3)

2.2523
2.4507

0.4520
0.4901

0.3646
0.3947

0.8667
0.8676

0.6844
0.6909

... ... ... ... ... ...

TASED-NET(Avg)
TASED-SAFS(Avg)

2.7216
2.9607

0.5487
0.5806

0.4420
0.4729

0.8901
0.8967

0.6937
0.7032

5 Conclusion

In this research, we presented SAFS, a self-adapted frame selection module for
enhancing the quality of the clip of the input frame. Our module according to
the correlation between the Key frame and auxiliary frames, selecting the most
informative frames from an enlarge input. Considering the general video content
consists consecutive frames from the different scenes frequently, we built a scene
change video benchmarking dataset that merging from single scene video and
evaluated the performance of SAFS module. The experiment results showed that
our SAFS module combined with TASED-NET has made a significant improve-
ment.

Following this study, we will explore lighter deep neural network models that
are better suited to edge computing. Future works can explore: (1) Filtering
rogue data collected by edge nodes, the neural networks will be re-sized according
to the complexity of the input to optimize efficiency; (2) Using the SAFS module
for a broader variety of applications.
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Abstract. Multi-Task Learning (MTL) can perform multiple tasks
simultaneously with a single model, and can achieve competitive per-
formance for each individual task. In recent years, the Deep Neural Net-
works (DNNs) based models have demonstrated their advantages in the
field of MTL. Yet, most of such models are commonly manually designed
with expertise through performing trial and error experiments, which is
prohibitively ineffective. In view of this, we design a method based on
evolutionary algorithm in this paper, named EVO-MTL, to automate
the parallel DNN architectures for effectively addressing the MTL prob-
lems. Specifically, our main idea is to evolve the connections between the
parallel task-specific backbone networks, and then leverage the useful
information contained in the tasks by fusing the task-specific features.
In order to verify the effectiveness of the proposed algorithm, the exper-
iments are designed to compare with recent MTL methods including the
manually designed and automatically designed. The experimental results
demonstrate that the proposed algorithm can outperform the carefully
hand-designed methods. In addition, the proposed algorithm can also
attain promising competitive performance in balancing multi-task con-
flicts compared with the DNN architecture searched by state-of-the-art
automated MTL method.

Keywords: Evolutionary computation · Multi-Task Learning · Neural
architecture search · Computer vision · Deep Neural Networks

1 Introduction

During past years, great achievements have been made in computer vision tasks,
such as object detection [8,13,25], semantic segmentation [12,17,21], surface
normal estimation [11,23,34] and so on. Generally, these tasks are commonly
single-task, i.e., only a single one objective is considered in the task. However,
many real-world applications usually involve multiple tasks simultaneously. For
example, automatic driving often needs to tackle object detection, semantic seg-
mentation and surface normal prediction at the same time to provide an accu-
rate driving decision [32]. Similarly, face detection in the noisy environment,
often needs to perform multiple auxiliary tasks, such as head posture detec-
tion and face attribute judgment to improve its effect [36]. Multi-Task Learning
c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 517–531, 2022.
https://doi.org/10.1007/978-3-030-95388-1_34
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(MTL) refers to performing such multiple tasks simultaneously by leveraging
useful information contained in each task. Compared with learning the task
individually, MTL has the potential to improve the generalization ability of all
the tasks in a single model.

Recently, the Deep Neural Networks (DNNs) is widely used in MTL owing to
its reasonably good ability of feature extraction and hierarchical representation
[6]. As a result, the DNNs are also extensively used to address MTL tasks.
Generally, the DNN based MTL algorithms can be divided into two categories:
hard parameter sharing algorithms and soft parameter sharing algorithms, which
are shown in Fig. 1.

Task A

Task B

…

Shared layers

Task specific

(a) Hard parameter sharing (b) Soft parameter sharing

Shared connection

…

…

Task B

Task A

Fig. 1. Hard parameter sharing (a) and soft parameter sharing (b) for MTL.

Hard Parameter Sharing. In the hard parameter sharing methods, the mul-
tiple tasks share the same hidden layers in the early stage, and each individual
task heads to its task-specific output layer, which can be observed from Fig. 1(a).
Hard parameter sharing is the most commonly used approach in the early DNN
based MTL. For example, Zhang et al. [36] proposed a tasks-constrained deep con-
volutional network that consists of a shared feature extractor and some auxiliary
task-specific output heads, to help the landmark detection. Furthermore, Dai et al.
[2] introduced a Multi-Task Network Cascades (MNCs) for instance-aware seman-
tic segmentation. The MNCs also shares a feature extractor, while the output of
each task-specific layer is appended as the input of the other task. These work is
able to greatly reduce the risk of overfitting, because signals from different tasks
are fully shared in the early feature extraction layers. However, interfaces between
loosely related tasks will easily result in worse results than single task model [26].
In practice, most of the MTL tasks are often loosely related.

Soft Parameter Sharing. Different from the hard parameter sharing meth-
ods, each task in the soft parameter sharing has a task-specific network, sharing
parameters or features between parallel tasks, as illustrated in Fig. 1(b). In recent
years, most state-of-the-art MTL algorithms fall into this category [7,15,20].
Specifically, these work focuses on fusing the features from parallel task-specific
backbone networks through an indirect transformation. For example, Misra
et al. [20] introduced a linear combination unit in their designed Cross-Stitch
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Network (CSN) to fuse the features from the same stage layers of different par-
allel task-specific backbone networks. These features are transformed by the
linear combination, before feeding into the next layer in the task-specific net-
work. Furthermore, Gao et al. [7] generalized the CSN by introducing the Neural
Discriminative Dimensionality Reduction (NDDR) method into its proposed fea-
ture combination unit (named as NDDR-CNN). NDDR-CNN concatenates the
features from each parallel task-specific network, and then uses the 1× 1 convo-
lution operation to reduce the dimension of the concatenated feature to satisfy
the following layer. Recent years, most work regarding MTL is based on the soft
parameter sharing.

Although existing work has improved the performance of MTL, especially
some designs with the soft parameter sharing, the fusion operations are all simply
performed, and their potentials have not been fully explored. For example, the
NDDR-CNN unit is simply performed after each pooling layer of the task-specific
VGG-16 [29] network. It may fuse some negative features, resulting in a decrease
to the overall performance of the model. Consequently, a problem arises: what
features should be fused and where the feature fusion should be operated? Clearly,
it requires a lot of time and expertise to manually determine the features to be
fused and locations to perform the fusion operation. For example, if we take
VGG-16 as the parallel task-specific backbone network for two tasks, and each
convolution layer is followed by a fusion point, it will produce 213×13 different
network architectures. Obviously, it is exhaustive to find the proper architecture
from the combinations with manual effort. As a result, it is natural to consider
to automatically design the network architecture.

To achieve this, we propose a Genetic Algorithm (GA) based neural architec-
ture search algorithm in this paper, to automatically design the soft parameter
based optimal parallel DNN architecture, to solve the key issues discussed above.
The contributions of the proposed algorithm are summarized as follows:

– A novel genetic encoding strategy of GA is proposed to encode the
individual neural network architecture in the process of evolution.
Different from the traditional linear encoding strategies used in the single-task
learning, the proposed encoding strategy can well represent the variation of
parallel MTL model topology during the evolution, and a population of such
individuals can evolve a better model for MTL.

– The effective genetic operators are designed to enhance the explo-
ration and the exploitation search. The proposed evolution operators
include the crossover operator and the mutation operator, which can effi-
ciently help the algorithm discover promising DNN architecture and prevent
individuals from falling into the local optimum.

– A balanced fitness function is designed to select promising individ-
uals as offspring. The weighted balanced metric is specially designed as the
fitness of the individuals, which is helpful to find a high-performance model
being able to balance different tasks.
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– The experiments are well designed to verify the effectiveness of
the proposed algorithm. The proposed algorithm is examined on a widely
used MTL dataset, and the experimental results demonstrate the remarkable
improvement on each individual task and a good performance against multi-
task conflicts.

2 Background and Related Work

In this section, we first review some related Multi-Task Learning (MTL) algo-
rithms to help the readers have a broad understanding of MTL. Then, some work
regarding automatically designing network architectures will be introduced.

2.1 Multi-Task Learning (MTL) Algorithms

Before the Deep Neural Networks (DNNs) become popular among the machine
learning community, most MTL algorithms are DNN-free [5,18,35]. These algo-
rithms mainly focus on enforcing the sparsity or modeling the relationship
between tasks [26]. However, they all assume that there are linear relationships
between the data and the target labels, which greatly limits their application [31].
Recent work for MTL is mainly based on DNNs. For example, the work in [9,10]
mainly shares a feature extraction layer for multiple tasks, and then designs dif-
ferent task-specific output layers. While in [7,27], the fixed backbone network
of each task is designed and the features are shared between the backbone net-
works. In addition to the above work, some other new mechanisms have also
been proposed. For example, Lu et al. [19] proposes a branch method which
starts from a thin network and greedily groups similar tasks during the training
process. Liu et al. [15] designed the task-specific attention modules to extract
features from the backbone network. In general, DNN based MTL algorithms
largely focus on how to fuse features and where to share features.

2.2 Neural Architecture Search (NAS)

NAS is widely used in automatically network architecture design by develop-
ing effective search strategies, including Reinforcement Learning (RL), gradient-
based optimization, and Evolution Computation (EC) [16]. Specially, the RL-
based NAS algorithms utilize the performance on the validation datasets as
reward, and then guide its search for optimal network architecture [37,38]. The
gradient-based NAS algorithms transform the discrete search space into a contin-
uous representation first, and then utilize the gradient based optimization meth-
ods to search for the optimal DNN [14,22]. The EC-based NAS algorithms com-
monly follow the standard flow of evolution algorithms, but with well-designed
core evolution steps, to explore the globally optimal DNN architectures [24,30].
Generally, the EC-based NAS algorithms often require less computing resource
than RL-based algorithms do. Furthermore, the EC-based methods do not need
to design a super network search space in advance, so it can avoid manual inter-
vention as much as possible during the search process.
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3 The Proposed Algorithm

In this section, we will first provide the overview of the proposed algorithm
(named as EVO-MTL) in Subsect. 3.1 and then the main steps of EVO-MTL
are elaborated from Subsects. 3.2 to 3.4.

3.1 Algorithm Overview

The framework of the proposed EVO-MTL algorithm is shown in Algorithm1,
where the contributions are highlighted in bold and italic. First, the popula-
tion is initialized and each individual in the population is randomly generated
with the proposed flexible gene encoding strategy (line 1). Then, the fitness of
each individual in the initialized population is evaluated for the parent selec-
tion (line 2). After that, the evolution begins to take effect until the predefined
stopping criterion is satisfied (lines 4–10). Finally, the best individual is selected
from the final generation and decoded into the CNN model for the final training
(line 11).

During the stage of evolution, the parent individuals are selected by using
the binary tournament operation (line 5). Then, the selected parent individu-
als generate the offspring individuals by using the proposed genetic operations
(line 6) and the offspring individuals are evaluated (line 7). Next, the environ-
ment selection is performed to select individuals from the combination of the
current population and the new offspring (line 8), which serve as the parent
individuals of the next generation.

Algorithm 1: Framework of EVO-MTL
1 P0 ← Initialize the population with the proposed gene encoding strategy ;
2 Evaluate fitness of P0;
3 t ← 0;
4 while the stopping criterion is not satisfied do
5 S ← Select parent individuals by the binary tournament selection operation

from Pt ;
6 Gt ← Generate the offsprings with the proposed novel genetic

operations;
7 Evaluate fitness of Gt;
8 Pt+1 ← Environment selection from Pt ∪ Gt by using the proposed strategy;
9 t ← t + 1;

10 end
11 Return Pt and decode the best individual from Pt to the corresponding CNN.

3.2 Gene Encoding Strategy

The fixed or variable-length linear encoding strategy is widely used to encode the
CNN architectures in literature. However, such strategies are not suitable to the
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soft parameter sharing based MTL networks, which compose of multiple parallel
task-specific backbone networks. In order to better represent the shared con-
nection between different backbone networks, we design a matrix gene encoding
strategy to encode the individuals in the proposed algorithm.

Task A

Task B

Input D
ata

Backbone Network A

Backbone Network B

Search Space

D
ec

od
er

D
ec

od
er

Fig. 2. An example of the individual. The blue dotted arrows between the backbone
networks are the feature fusion edges to be searched, which are encoded by our proposed
algorithm. The yellow circles denote the feature fusion points, where features from other
backbones are concatenated and then, go through a 1 × 1 convolutional layer with batch
normalization, following a non-linear activation. (Color figure online)

Considering a case of task A and task B with its task-specific backbone
network, as shown in Fig. 2, the green and orange blocks denote each layer of task
A and task B, respectively, while the blue dotted arrow denotes the connection
between task-specific networks, and the yellow circle denotes the feature fusion
point. An individual in the population, say D, can be encoded by matrices DA

and DB . Specifically, the matrix DA represents the connection from each layer
in the backbone of task B. The i-th row of matrix DA represents the i-th feature
fusion point of task A. When the value of the element at the position (i, j) is 1,
it means there is a connection from the j-th layer of task B to the i-th feature
fusion point of task A, while 0 means there is no connection. Similarly, the matrix
DB represents the connection of task A. In this example, the matrix DA and
matrix DB are formulated by Eq. (1).

DA =

⎡
⎢⎢⎢⎢⎣

1 0 0 0 0
1 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎦
,DB =

⎡
⎢⎢⎢⎢⎣

1 0 0 0 0
0 1 0 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 1 0

⎤
⎥⎥⎥⎥⎦

(1)



Evolving Deep Parallel Neural Networks for Multi-Task Learning 523

The population is initializated by using the proposed genetic encoding strat-
egy. Firstly, the size of an empty population (denoted as N) and the length of
task-specific backbone (denoted as L) are predefined. Secondly, the individuals
are created with random settings to fill in the population until the population
reaches its predefined size N . Specifically for each individual, two L × L zero
matrices are initialized first. Then a number r is randomly generated from (0,
1) before traversing each row of the two matrices. If r < 0.5, the value of this
position is set as 1, indicating that there is a connection in between. Otherwise,
there is no connection by setting the value as 0. Finally, an initialized population
P0 is returned. It should be noted that in order to prevent generating a directed
closed-loop structure, we limit the connection from the other task within the
same or earlier layers in the process of initializing individuals.

3.3 Offspring Generation

As mentioned in Subsect. 3.1, the parent individuals will be selected to generate
offsprings by performing the proposed genetic operators. The genetic operators
include crossover operation and mutation operation. The crossover operation has
the potential to retain promising genes of parent individuals, and the mutation
would make offspring more diverse. Both are the key factors deciding the perfor-
mance of the EC-based algorithms, and playing the role of local search and global
search, respectively. The specific steps of generating offspring are described as
follows:

1. Select two parent individuals by binary tournament selection;
2. Perform crossover operation to generate the offspring by the selected parent

individuals;
3. Perform mutation operation on the offspring;
4. Repeat the Steps 1–3 until the number of generated offspring reaches the

population size.

Figure 3 illustrates an example of the crossover operation. In this example,
the two parent individuals have three layers (denoted by rectangles) and each
layer is followed by a feature fusion points (denoted by circles). Based on the
proposed gene encoding strategy introduced in Subsect. 3.2, the fusion condition
of the first parent individual can be represented by two matrices, say P1A and
P1B , which are shown in Eq. (2).

P1A =

⎡
⎣

1 0 0
0 0 0
0 1 0

⎤
⎦ , P1B =

⎡
⎣

1 0 0
0 1 0
0 0 1

⎤
⎦ (2)

Similarly, the matrix P2A and matrix P2B of the second parent individual
are as given in Eq. (3).

P2A =

⎡
⎣

0 0 0
1 1 0
0 0 1

⎤
⎦ , P2B =

⎡
⎣

1 0 0
0 0 0
0 1 1

⎤
⎦ (3)
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Fig. 3. An example of crossover. P1 and P2 are parent individuals, and after crossover,
the offspring individuals O1 and O2 are generated.

Specifically, each individual has a predetermined crossover rate and a muta-
tion rate, we randomly generate a floating number between 0 and 1. When the
crossover rate of a feature fusion point is greater than the floating number,
the corresponding feature fusion point in the task-specific backbone network
will perform the crossover with each other, i.e., swapping a row of task-specific
matrix. In Fig. 3, the first and second feature fusion point in task A of the two
parent individuals (i.e., the first row in P1A and the second row in P2A) perform
crossover with each other, and the third feature fusion point in task B of the
two parent individuals (i.e., the third rows in P1B and P2B) perform crossover
with each other.

After the crossover, the two corresponding offspring individuals can be
expressed as O1A, O1B , 02A and O2B , as shown in Eqs. (4) and (5).

O1A =

⎡
⎣

0 0 0
1 1 0
0 1 0

⎤
⎦ , 01B =

⎡
⎣

1 0 0
0 1 0
0 1 1

⎤
⎦ (4)

O2A =

⎡
⎣

1 0 0
0 0 0
0 0 1

⎤
⎦ , O2B =

⎡
⎣

1 0 0
0 0 0
0 0 1

⎤
⎦ (5)

3.4 Environmental Selection

The environmental selection is to select a population of individuals surviving into
the next generation, with the expectation that more promising offspring can be
generated with these selected parent individuals. Commonly, the environmen-
tal selection should concern two aspects: convergence and diversity, which are
achieved by different selection operations. In the proposed algorithm, the elite
strategy [33] is used for maintaining the convergence and the binary tournament
selection algorithm is adopted for improving the diversity.
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Algorithm 2: Environment Selection
Input: The current parent population Pt, the generated offspring population

Go, and the elite ration r
Output: The next generation Pn

1 Gr ← GP ∪ Go;
2 Gr ← Sorted by individual fitness in Gr;
3 n ← The number of Gr 2N multiply the elite rate r to get the number of elite

individuals;
4 Pn ← Select the first n individuals in Gr as elite individuals to the next

generation;
5 Gr ← Remove the selected elite individuals and randomly shuffle the remained

individual;
6 while |Pn| ≤ N do
7 inds ← Use Binary Tournamen Selection to choose an individual from Gr;
8 if ind not in Pn then
9 Pn ← Add the inds into the next generation;

10 end

11 end
12 return Pn

The details of the environmental selection are shown in Algorithm2. First,
the parent solutions and the offspring are combined, and sorted according to their
fitness (lines 1–2). Then, according to the predefined elite ratio, a corresponding
number of individuals are selected as elites to directly enter into the next gener-
ation to maintain the convergence (line 3–4). After that, in order to ensure the
diversity of the population, we randomly shuffle the unselected individuals in
the combined population, and reselect the individuals by the binary tournament
algorithm until the predefined population size is reached (lines 5–11). Finally,
the next generation Pn is returned (line 12).

4 Experiment Design

In order to verify the performance of the proposed EVO-MTL algorithm, the
experiments are designed to compare with peer competitors on benchmark
dataset. In the following, the experiment setup, which includes benchmark
dataset, backbone network, loss function and evaluation metrics, are first intro-
duced in Subsect. 4.1. Then, the peer competitors are provided in Subsect. 4.2.
After that, the parameter settings and the training details are given in Sub-
sects. 4.3 and 4.4, respectively.

4.1 Experimental Setup

Benchmark Dataset. We carry out the experiments on the widely used NYUD-
v2 [28] dataset for MTL, which mainly concerns the indoor scenes, and contains
795 training images and 654 testing images. In this work, we mainly consider
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surface normal estimation and semantic segmentation tasks on these indoor scene
images.

Backbone Network. We use Deeplab-VGG-16 [1], which is designed for the
pixel-level tasks (e.g., semantic segmentation), as the task-specific backbone net-
work. Specifically, the Deeplab-VGG-16 adopts dilated convolutional layers to
improve the receptive field of the original VGG-16 [29] network.

Loss Function. The Softmax cross-entropy is used for semantic segmentation as
the loss function, while for the surface normal estimation, we use the cosine loss,
which indicates the angle difference to the ground truth. Since the loss of normal
surface estimation is much smaller than the loss of semantic segmentation, in
this work, we weight them at a ratio of 20:1 to balance the gap.

Evaluation Metrics. Based on the convention of the MTL community, the
performance of the semantic segmentation is evaluated by the mean intersection
over union (mIoU) and pixel accuracy (PAcc). For the surface normal estima-
tion, we measure the mean and median error in angular distance. Besides, as
suggested by [6], we also measure the percentage of pixels that are within the
angles of 11.25◦ to the ground truth, in which a higher number indicates a better
performance of the surface normal estimation.

4.2 Peer Competitors

The peer competitors used in this experiment can be divided into two categories,
one is the manually designed including the fine-tuned single model for each task,
i.e., Single model, and a typical hard parameter sharing model, i.e., Shared
model, and the recent soft parameter sharing models, i.e., Cross Stitch Network
[20] and NDDR-CNN [7]. While the other is the state-of-the-art NAS based
multi-task network in most recent literature, i.e., MTL-NAS [6].

Specially, we use Deeplab-VGG-16 as the single task network to train seman-
tic segmentation and surface normal estimation on the NYUD-v2 dataset. After
that, we use the fine-tuned single task network as the pre-trained backbone net-
work to initialize the backbone network for the proposed EVO-MTL algorithm
and the peer competitors for a fair comparison. Please note that, in order to
perform a fair comparison with MTL-NAS, we use the topology (the fusion con-
nection) of the model searched by MTL-NAS for individual training and then
compare it with the proposed algorithm.

4.3 Parameter Settings

The feature fusion points are set after each convolutional layer of Deeplab-VGG-
16. Similar to [6], considering both the complexity and computation, we make the
following operations: the output features in a task-specific backbone network can
only be fused within three fusion points in the same stage of another backbone
network.

All the parameter settings of the evolution stage are following the conventions
of GA community [3]. Specifically, the population size and the total generation



Evolving Deep Parallel Neural Networks for Multi-Task Learning 527

number are both set to be 20. The probabilities for crossover and mutation are
specified as 0.9 and 0.2, respectively. In the environmental selection, the elitism
rate is specified as 20% based on the Pareto principle [4]. In order to select
an individual that can achieve better performance on both tasks as much as
possible, we choose the weighted loss on the validation dataset as the fitness,
i.e., 20:1, as mentioned in Subsect. 4.1.

4.4 Training Details

We use the stochastic gradient descent with the momentum of 0.9 and weight
decay of 0.00025 to train the models. The initial learning rate is set as 0.0005 and
the poly learning rate decay with a power of 0.9 is used for the Deeplab-VGG-16
backbone network. The batchsize is set as 3 on the NYUD-v2 dataset and 20,000
iterations are performed on the model selected by the proposed algorithm for
the final training. As suggested by [6], in the fusion point, we set the initial
weights of 1× 1 convolution layer for semantic segmentation and normal surface
estimation with the diagonal elements of 0.8 and 0.2, respectively. For a fair
comparison, all the compared algorithms use the same training details and are
conducted on a NVDIA 2080 Ti GPU card.

5 Experimental Results and Analysis

In this section, the experimental results are reported and analyzed. Specifically,
the experimental results of the proposed EVO-MTL algorithm against with five
peer competitors are shown in Subsect. 5.1. Then, the evolution trajectory of
the proposed algorithm is given in Subsect. 5.2 to show the effectiveness of the
proposed algorithm more intuitively.

5.1 Overall Results

The overall results of the five performance evaluation indicators are listed in
Table 1, where the best result of each evaluation indicator is marked in bold. The
peer competitors are grouped into two different blocks based on the algorithm
category (i.e., Manually designed and Automatic).

For the peer competitors in the first category, which can be seen from the first
block in Table 1, in terms of all the five indicators, the proposed algorithm sur-
passes all the carefully hand-designed methods, i.e., NDDR-CNN [7] and Cross
Stitch Network [20], and the single-task methods. It demonstrates that the pro-
posed method has good performance on generalizing ability and improving the
performance of each individual task. Specifically, on the semantic segmentation
task, the proposed EVO-MTL algorithm achieves the highest results regarding
mIou and PAcc, and is the only algorithm with PAcc up to 66. Similarly, EVO-
MTL attains the lowest value in the indicator of Mean, Median error, i.e., 15.92
and 12.31, respectively, and the highest value in 11.25◦ indicator of the Surface
Normal task, i.e., 46.47, which shows that EVO-MTL successfully integrates
extra useful features from semantic segmentation task.
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Table 1. Comparisons between the proposed algorithm and the five peer competitors
with respect to surface normal estimation and semantic segmentation on NYUD-v2
benchmark dataset. Note that all competitor algorithms are conducted locally and the
training settings are the same as the proposed algorithm.

Semantic Seg. Surface normal estimation Category of algorithms

(%)(upper better) Errors (lower better) Within (upper better)

mIou PAcc Mean Median 11.25◦

Single 34.4 64.4 17.04 14.72 36.59 Manually designed

Shared 34.6 64.6 16.46 13.07 44.05

Cross stitch network 34.7 64.9 16.33 12.91 44.47

NDDR-CNN 35.5 65.6 16.21 12.64 45.46

MTL-NAS 34.8 65.1 15.76 12.32 46.37 Automatic

EVO-MTL (ours) 35.7 66.0 15.92 12.31 46.47

For the peer competitors in the second category, i.e., the Automatic block
in Table 1, it is obvious that the performance of the architecture searched by
MTL-NAS [6] has task bias. The three indicators in terms of normal surface
estimation task are better than other hand-designed models, but in semantic
segmentation task, both metrics in terms of the segmentation are worse than
manually designed NDDR-CNN [7], which demonstrates that the architecture
searched by MTL-NAS is biased against semantic segmentation task. Instead, the
model architecture searched by the proposed algorithm has better performance
on balancing different tasks, and all the metrics are better than the manually
designed models.

5.2 Evolution Trajectory

In order to show the effectiveness of the proposed algorithm more intuitively, the
evolution trajectory of the proposed algorithm in terms of the chosen benchmark
dataset is provided and analyzed. To achieve this, we collect the weighted loss
of the elite individuals in each generation, and then plot the statistical results
in Fig. 4.

As shown in Fig. 4, the horizontal axis represents the generation number, and
the vertical axis denotes the weighted loss on the NYUD-v2 dataset. The red line
denotes the mean weighted loss of the elite individuals in the same stage, while
the green area is contoured by the weighted loss of the worst and best individual
among the elite individuals. Specifically, the mean loss in each generation shows
a downward trend in the evolution process, even from the eighth generation to
the eighteenth generation where the best individual has not been replaced (as
can be observed from the bottom line of the green area). This demonstrates
that the individuals with better performance are continuously generated in the
population by using the proposed evolution operators. As can be observed from
the lower boundary of the green area, the best individual is gained in the 8-
th generation and remains until the final best individual appears in the 19-th
generation. As can be seen from the upper boundary of the green area, the
worst loss sharply decreases from the first generation to the second generation,
and then gradually decreases. Noting that, when approaching the termination
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Fig. 4. Evolutionary trajectory of the proposed algorithm on the NYUD-v2.

of the proposed algorithm, the three lines get much closer, which indicates that
the overall performance of the individuals has greatly been improved, and the
proposed algorithm converges.

6 Conclusions

The objective of this paper is to propose an automatic architecture design algo-
rithm for DNN based MTL by using GA (in short named EVO-MTL), which is
capable of evolving the best parallel DNN architecture for performing the MTL
tasks simultaneously, and improving the performance for each individual task
reasonably. This goal has been successfully achieved by the proposed encoding
strategy that flexibly encodes the feature fusion connections between different
task-specific backbone networks, and the proposed crossover operator and muta-
tion operator which provide the proposed algorithm with effective local search
and global search ability. The proposed algorithm is examined on the NYUD-v2
dataset, against five recent peer competitors. The result shows that the pro-
posed algorithm outperforms all the hand-crafted MTL algorithms in terms of
the five chosen metrics, and the model evolved by the proposed algorithm gains
better ability in balancing biases among different tasks than the state-of-the-art
automatic algorithm. In the future, we will place efforts on developing effective
feature fusion methods to significantly leverage the shared information between
different tasks.
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Abstract. Image has been widely studied as an effective carrier of infor-
mation steganography, however, low steganographic capacity is a tech-
nical problem that has not been solved in non-embedded steganogra-
phy methods. In this paper, we proposed a carrier-free steganography
method based on Wasserstein GAN. We segmented the target informa-
tion and input it into the trained Wasserstein GAN, and then generated
the visual-real image. The core design is that the output results are
converted into images in the trained network according to the mapping
relationship between preset coding information and random noise. The
experimental results indicated that the proposed method can effectively
improve the ability of steganography. In addition, the results also testi-
fied that the proposed method does not depend on the complex neural
network structure. On this basis, we further proved that by changing the
length of noise and the mapping relationships between coding informa-
tion and noise, the number of generated images can be reduced, and the
steganography ability and efficiency of the algorithm can be improved.

Keywords: Information hiding · Wasserstein GAN · Steganographic
algorithm · Steganographic capacity · Carrier-free steganography

1 Introduction

Information steganography has become one of the research fields that attracts
lots of attention and develops rapidly at present. Since the image has abundant
redundant space and learning-based related processing tools, image has become a
popular carrier. The typical image-based information steganography approaches
include spatial domain and transformation domain. The former one realizes
steganography by directly changing some bits of the image pixels, such as Least
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Significant Bit (LSB) [1], adaptive LSB [2], Spatial-UNIversal WAvelet Relative
Distortion (S-UNIWARD) [3], Highly Undetectable steganography (HUGO) [4]
and Wavelet Obtained Weights (WOW) [5], etc. Transform domain methods such
as Discrete Fourier Transform (DFT) [6], Discrete Cosine Transform (DCT) [7]
and Discrete Wavelet Transform (DWT) [8], etc. However, there are still some
technical issues to be solved in the detection resistance and usable capacity.

A typical approach of carrier-free information steganography refers to the
direct use of Generative Adversarial Networks (GAN) to re-encode specific infor-
mation and generate normal images without using additional carriers [13]. Liu
proposed a carrier-free information steganography method based on Auxiliary
Classifier GAN (ACGAN), which took encoded information and noise as input to
the generator and then generated camouflaged images [9]. Based on Deep Con-
volutional GAN (DCGAN), Hu mapped the specific information into noise and
inputs it into the generator, and then generated the steganographic image [10].
Zhang attempted to improve the quality of steganographic image based on cod-
ing and decoding structure by using the Boundary Equilibrium GAN (BEGAN).
It was the first time to evaluate the quality of steganographic image [11]. How-
ever, the disadvantages of the aforementioned methods are of the debased image
quality and low steganographic capacity.

Spatial steganography is a method that directly in spatial domain, such as
hiding specific information behind pixels of a normal image [18]. Transforma-
tional steganography is to perform overlay synthesis, such as using neural net-
work as encoder and transform specific information into feature space for infor-
mation hiding, and one of the main advantages is there almost has no image
distortion of the outputs [9,10,18–21]. However, it should be noted that the
quality of steganography image completely depends on the structure of neural
network and corresponding optimization methods. Coverless image steganogra-
phy is a updated version of transformational steganography. Bag of Words model
(BOW) is a widely used coverless image steganography method, which defines a
set of atomic meta images associated with specific information and implements
information steganography according to the mapping relationship [22,23]. The
limitation of this method is that the atomic meta images and the corresponding
mapping relationship need to be defined in advance, so there are certain applica-
tion restrictions. Other methods include robust image hashing based steganog-
raphy [24], custom texture synthesis based steganography [25], reversible texture
synthesis steganography [26], etc. However, there is still a big gap between the
above methods and the traditional steganography methods in performance, and
the low steganography capacity is one of the important problems. The capacity
of carrier-based information steganography is shown in Table 1.

In this paper, we proposed an improved carrier-free information steganog-
raphy method based on Wasserstein GAN [12]. First we established a mapping
relationships between the specific information binary bit stream and the Gaus-
sian noise and extended the mapping intervals from two to four. Therefore, the
capacity of embedded information is increased by two times under the same
length of noise input. Then, in the steganography process, the influence of input
noise length on steganography capacity and steganography efficiency is analyzed
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Table 1. Capacities of various carrier-based methods.

Reference Image size Absolute capacity Relative capacity

[9] 32 × 32 0.375 3.70e−4

[10] 64 × 64 ≥37.5 9.16e−3

[18] 64 × 64 18.3–135.4 1.49e−3–1.10e−2

[22] ≥512 × 512 3.72 1.42e−5

[23] 512 × 512 1.125 4.29e−6

[24] 512 × 512 2.25 8.58e−6

[25] 800 × 800 1.73 6.40e−3

[26] 1024 × 1024 1535–4300 1.46e−3–4.10e−3

by setting input noises of different lengths. Finally, the experimental results
verified that the steganographic capacity can be effectively improved, and the
number of steganographic images can be reduced by modifying the noise length
of the generator and the mapping relationships.

2 WGAN-Based Information Steganography Method

The main framework of the improved WGAN-based information steganography
method is shown in Fig. 1. In this framework, specific information s is trans-
formed into noise z according to the predetermined mapping relationship. Then
z is inputted into trained WGAN and the images Stegos that contain s are
generated.

Fig. 1. WGAN-based Steganography process.

2.1 Wasserstein GAN

Gradient disappearance is a common problem in GAN training. In order to solve
this problem, Arjovsky proposed Wasserstein GAN (WGAN) [12]. It adopted
Wasserstein distance also named Earth-Mover (EM) distance instead of JS diver-
gence to measure the distance between the distribution of the real sample and
the generated sample. Wasserstein distance is expressed as follows:

W (Pr, Pg) = inf
γ∼Π(Pr,Pg)

E(x,y)∼γ ||x − y|| (1)
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In a high-dimensional space, if the overlap between this two distributions
can be neglected, KL and JS would lose efficacy. But the Wasserstein distance
is smoother and can still reflect their distances, thereby providing meaningful
gradients. Because inf

γ∼Π(Pr,Pg)

in the definition of Wasserstein distance Eq. 1 is

difficult to calculate, it can be written as:

W (Pr, Pg) =
1
k

sup
||f ||L≤k

Ex∼Pr
[f(x)] − Ex∼Pg

[f(x)] (2)

First of all, Lipschitz continuity is to impose an additional restriction on a
continuous function f , which requires the existence of a constant K � 0. And
any two elements x1 and x2 in the domain should satisfy | f(x1) − f(x2) |�
K | x1 − x2 |. In this case, the Lipschitz constant of function f is called K.
Wasserstein distance actually needs to consider all 1-Lipschitz functions. If the K-
Lipschitz function [14] is considered, the Wasserstein distance becomes K times
the original. Generally, it can be assumed that the discriminator D of GAN is
a K-Lipschitz function, and the optimized discriminator D is actually looking
for a suitable function (parameters of is ω) on a certain K-Lipschitz function
set {fω}ω∈W [15]. Equation 2 expresses that under the condition of Lipschitz
constant ||f ||L of function f does not exceed K, for taking the upper bound
of Ex∼Pr

[f(x)] − Ex∼Pg
[f(x)] for all that may satisfy the condition, and then

divide by K. In particular, a set of parameters ω can be used to define a series of
possible functions f , where Eq. 2 can be approximately as shown in Eq. 3 below.

K · W (Pr, Pg) = max
ω:|fω|L≤K

Ex∼Pr
[fω(x)] − Ex∼Pg

[fω(x)] (3)

Therefore, a discriminator network fω with parameter ω and the last layer
is not a nonlinear active layer can be constructed. Under the condition that the
parameter does not exceed a certain range, Eq. 4 can be maximized as much
as possible. Then, the Wasserstein distance can be approximated (ignoring the
constant multiple K). Under this approximate optimal discriminator, reducing
the Wasserstein distance to optimize the generator. This can effectively reduce
the distribution of generated data and real data. The loss functions of generator
G and discriminator D are shown in Eq. 5 and Eq. 6.

L = Ex∼Pr
[fω(x)] − Ex∼Pg

[fω(x)] (4)

VG(G,D) = −Ex∼Pg
[f − ω(x)] (5)

VG(G,D) = Ex∼Pg
[f − ω(x)] − Ex∼Pr

[fω(x)] (6)

2.2 Mapping Relationships

Reference [10] proposed for the first time the establishment of a mapping rela-
tionship. However, the paper does not give a specific interval for the mapping
relationship. It is determined based on different information lengths. In addition,
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Reference [10] does not analyze the influence of the mapping relationship and
the length of the input noise on the steganographic capacity. In this paper, the
mapping relationship between s and z is updated. The one to one relationship
between the original binary information value and noise is updated to two to
one, which makes the noise interval divided into four intervals. Under the same
noise length, the corresponding information length is two times of the original
method. Since the input of generator G is (−1, 1) random noise, it is necessary to
map binary specific information to (−1, 1). The mapping relationship designed
in this paper takes every two bits of binary data as a group and maps it to a
random noise value. The mapping relation is shown in Table 2.

Table 2. Binary data and noise mapping relationship.

Binary data Noise range

00 random(−1, −0.5)

01 random(−0.5, 0)

10 random(0, 0.5)

11 random(0.5, 1)

– If the mapping relationship between binary information value and noise value
is many to one, it makes the noise interval partition more intensive, and it is
difficult to guarantee the randomness of noise value.

– Without changing the length of information, the number of noise vectors will
be reduced due to the many to one mapping relationship. At this time, the
quality and authenticity of the image generated by this noise driven generator
is very low. And it is easy to distinguish from the real image.

– With the increase of the amount of information corresponding to the noise
value, it will be a difficult problem for the receiver to extract information,
the computational complexity will increase, and the extraction accuracy will
be greatly reduced.

The mapping process is shown in Fig. 2, the binary specific information s
is segmented according to the specified number of bits. If the number of bits
in the last segment is insufficient, the remaining number of bits is filled with
’0’ to obtain s = {s1, s2, ..., sn}. Each piece of binary specific information si

corresponds to the noise zi on (−1, 1) according to the mapping relationship in
Table 2. Then, connecting all the noise fragments zi to get the input noise z. The
noise z is used as the input of the WGAN model generator G, and the image
with steganographic information is output.

2.3 Network Building

As shown in Fig. 3(a), the network structure of generator G consists of a fully
connected layer and four deconvolution layers. The input of the generator G is
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Fig. 2. Information stenographic mapping process.

random noise with a tensor of 1× 128. The first layer is a fully connected layer,
using the LeakyRelu activation function, and reshaping the shape to 8×8×256.
The size of the convolution kernel of the four deconvolution layers is 5 × 5.
The first deconvolution stride is 1, and the other three layers are 2. The first
three deconvolution layers use LeakyRelu as the activation function. The last
deconvolution layer uses Tanh as the activation function. The output image
shape is 64 × 64 × 3.

As shown in Fig. 3(b), the network structure of the discriminator D consists
of four convolutional layers and two fully connected layers. The input of the
discriminator D is composed of real images and 64 × 64 × 3 images generated
by the generator G. The size of the convolution kernel of the four convolution
layers are 5 × 5. The strides are 2. And the activation function of each layer
is LeakyRelu. The 4 × 4 × 256 tensor output by the four convolutional layers
obtains 256 scalars through Global Average Pooling and enters the fully con-
nected layer with 1024 neurons. After the fully connected layer, the BN (Batch
Normalization) layer is added to speed up the convergence of the discriminator,
and LeakyRelu is used as the activation function. Finally, ‘1’ or ‘0’ is output
through the fully connected layer.

2.4 Carrier-Free Information Steganography

The processing of steganography is shown in Fig. 4. During the process of non-
carrier image steganography, there are two stages: training carrier image gener-
ation model G and steganography. In the first stage, we need to train generator
G of WGAN. When the parameter training of generator G is fixed, we can use
generator G to convert the specific information into the steganographic image.
In the second stage, specific information s is mapped to noise z. The noise z is
used as the input of the generator G to generate a steganographic image.

The carrier-free image steganography method based on WGAN refers to the
process of generating the steganographic image using the generator G of WGAN.
The steganography algorithm is shown in Algorithm 1. The training stable
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Fig. 3. Instantiated WGAN network structure.

generation model G can generate the steganographic image stego driven by the
specific information s. According to the segment number b, the specific informa-
tion is divided into n segments n = [length(s)/b], and s{s1, s2, ..., sn} is obtained.
Depending on the mapping relationship defined in Table 2, every two bits of the
specific information si are mapped into a noise value r. Then, z{z1, z2, ..., zn} is
used as the input of the generating model to generate the steganographic image
stego in turn. Finally, n steganographic images are generated according to the
length of the specific information.

3 Experiments and Results

This experiment uses the Anime Faces cartoon avatar dataset as the real sample
dataset, which contains a total of 21551 images. The input noise of WGAN
generator G is 1 × 100. The output image size is 64 × 64. And the learning rate
is 5e− 5. The effect of 1000 rounds of WGAN model training is shown in Fig. 5.
The 100th round of training gradually appeared cartoon head profile visible to
the naked eye. And the 300th round began to output the overall effect of the
image is better than before. There is no obvious change from the 500th to 1000th
round images, but it can be seen that the latter is more detailed than former.
The experimental platform is Google’s deep learning platform Tensorflow v2.3.0.
And the computing graphics card is NVIDIA Quadro P4000.
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Fig. 4. The steganography process.

Fig. 5. WGAN model training effect diagram.

As shown in Fig. 6, when the WGAN model is trained to 800 rounds, the
loss functions of the generator and discriminator tend to be stable. When the
WGAN model is trained to 1000 rounds, the loss functions of the generator
and discriminator are basically stable, and there is no obvious difference in the
visual image. Then the convergent WGAN model is used to input 100×100 noise
vectors to test the training effect. And the result is shown in Fig. 7.

3.1 Steganographic Capacity

Steganography capacity refers to the size of specific information s that can be
embedded into the generated image. This paper used the relationship between
the size of the specific information contained in each image and the size of
the steganographic image to measure the steganography capacity of different
steganography algorithms. In Eq. 7, capacity denotes the steganographic capac-
ity of each steganographic image. B denotes the size of specific information
contained in each steganographic image (unit: bit). And P denotes the size of
each steganographic image (unit: piexl).

capacity =
B

P
(7)
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Algorithm 1. Propoesd steganography
Input:

s, b;
Output:

stego;
1: train WGAN on images set to get generator G by using Eq. 6;
2: n = [length(s)/b];
3: divide specific information into n segments with length b;
4: for i = 1 to n do
5: //loop will iterate for all specific information segments from i to n;
6: for j = 1 to b do
7: //loop will iterate for all bits of each specific information segment;
8: map all bits of each specific information segment as r by using the mapping

relation in Table 2;
9: insert r to zi;

10: end for
11: insert zi to z;
12: end for
13: for i = 1 to n do
14: input zi into WGAN and get stegoi = G(zi);
15: insert stegoi into stego;
16: end for
17: return stego;

The steganography algorithm proposed in this paper was to generate a
steganographic image with a size of 64 × 64 from the WGAN model. The input
noise size of the generator was 1 × 100 and 1 × 128 . Since the model in this
paper used every two bits of specific information to map a noise value, the specific
information contained in each image generated by the generator was 200 bit and
256 bit. The steganographic capacity was 4.88× 10−2 bit/pixel and 6.25× 10−2

bit/pixel calculated according to Eq. 7.
As shown in Fig. 8(a), it describes the length of the secret information

contained in the steganographic images corresponding to different methods.
Figure 8(b) describes the steganographic capacity corresponding to different
methods. The input noise length of the model DCGAN in Reference [10] is
1 times 100. The input noise length of the model BEGAN in Reference [11] is
1 times 128. WGAN-1 indicates that the input noise is 1 × 100. WGAN-2 indi-
cates that the input noise is 1 × 128.

When the mapping relationship is consistent with the output image size,
BEGAN has a higher steganographic capacity of 0.69 × 10−2 bit/pixel than
DCGAN, and WGAN-2 has a higher steganographic capacity of 1.37 × 10−2

bit/pixel than WGAN-1. This proves that when the output image size is consis-
tent with the mapping relationship, changing the input noise length can increase
the steganography capacity of each dense image. When the input noise length is
the same as the output image size, the steganographic capacity of WGAN-1 is
2.44 × 10−2 bit/pixel higher than that of DCGAN. The steganographic capac-
ity of WGAN-2 is 3.12 × 10−2 bit/pixel higher than that of BEGAN. It can
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Fig. 6. The training loss of WGAN model.

be proved that when the output noise length is the same as the output image
size, changing the mapping relationship between the hidden information and the
noise can effectively increase the steganographic capacity. The steganographic
capacity of WGAN-2 is 3.81× 10−2 bit/pixel higher than that of DCGAN. This
proves that when the size of the output steganographic image is the same, chang-
ing the input noise length of the model generator and the mapping relationship
between specific information and noise greatly increase the size of the specific
information contained in each steganographic image. In summary, changing the
input noise length and the mapping relationship can increase the steganographic
capacity.

3.2 Analysis of Indistinguishability

This experiment used the indistinguishability of the model [16] to measure the
security of the model. For the security of steganography algorithm, Fridrich [17]
takes the KL divergence between the carrier and the distribution of the stegano-
graphic image as the criterion to determine whether the carrier and the stegano-
graphic carrier are indistinguishable. In this paper, the classification accuracy
between the steganographic image generated by generator G and the real sample
image is used as the criterion to determine whether they are indistinguishable.
The classified steganographic images generated by WGAN model and sample
images are classified to analyze the classification accuracy.

This experiment tested the indistinguishability between the steganographic
image and the real image data generated by different generator input noise. In
this experiment, convolutional neural network was used for classification. The
sample image generated by WGAN generator was used as the training set of the
classifier for training. The steganographic image generated is used as the test
set for testing. In the case of different input noise dimensions, the classification
accuracy is shown in Fig. 9. When steps are 500, the classification accuracy of 1×
100 and 1× 128 noise dimensions is 19.67% and 29.97%. Therefore, it is difficult
to distinguish the steganographic image in the sample image. The result proves
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Fig. 7. The output image when WGAN converges.

that the steganographic image generated by this model is indistinguishable. In
addition, in the same steps, the classification accuracy of the 1 × 100 noise
dimension is lower than that of the 1 × 128 noise dimension, which indicates
that the noise length will affect the classification accuracy of the steganographic
image. The longer the noise length is, the higher the classification accuracy of
the steganographic image is. Consequently, the smaller the size of the specific
information contained in each steganographic image is, the more difficult it is
to generate the steganographic image from the true image. It is proved that the
proposed steganography model has the ability to resist steganography attacks
and meets the security of steganography algorithm.

3.3 Time Analysis

In the steganography process, the binary specific information data with a length
of 1000 bits was selected for steganography. As shown in Fig. 10(a) and Fig. 10(b),
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Fig. 8. Result comparisons of steganographic images.

Fig. 9. Classification accuracy under different input noise size.

DCGAN steganography in Reference [10] needed to generate 10 secret images,
and BEGAN in Reference [11] needed to generate 8 secret images. The stegano-
graphic times of the two models in Reference [10] and Reference [11] were 71.69 s
and 37.47 s. In this paper, when the input noise length was 1×100, the steganog-
raphy method generated 5 secret images and the steganography took 15.24 s. And
when the input noise length was 1 × 128, it generated 4 secret images and the
steganography took 13.67 s.

The steganography time of the steganography model in this paper was
less than that of Reference [10] and Reference [11]. When the steganographic
capacity of a single picture increases, the number of secret images embedded
in the steganographic information will decrease, and the steganographic time
required by the steganographic algorithm will decrease accordingly. So in terms
of steganographic time complexity, the WGAN model proposed in this paper
was better than the above two models.



544 X. Yu et al.

Fig. 10. Experiment results of steganographic scales and durations.

4 Conclusions

In this paper, a carrier-free image steganography model based on WGAN was
proposed. Compared with the traditional steganography and several existing non
embedding steganography algorithms, the steganographic capacity of a single
steganographic image was greatly improved. At the same time, it was concluded
that image steganography capacity can be effectively increased by changing the
length of input noise and the mapping relationship between specific information
and noise. In the field of carrier-free information steganography, it is also very
important to generate images with diversity and high resolution.
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Abstract. With the development of artificial intelligence,Machine learning based
FPGA (Field Programmable Gate Array) is becoming more and more important,
Compared with CPU and GPU, FPGA has the advantages of reconfigurability,
low power consumption and high performance of parallel computing. Due to the
complexity of FPGA development process. This can be said to be the biggest
obstacle for FPGA to be widely used in the field of artificial intelligence. In this
paper, the FPGA accelerator is designed by a concise computation framework.
This development method shortens the development time. And the accelerator
built in this paper detection speed is 9 times that of CPU. The detection power
consumption is about 0.1 times that of GPU.

Keywords: Face detection · FPGA · Vitis · Deep learning · Hardware
acceleration

1 Introduction

From the development history of CPU, we can know that it has always been a general
processor to handle all tasks, so the efficiency of CPU in the field of artificial intelligence
is very low. Although GPU has strong computing power, the huge power consumption of
GPUmakes it limited in some application scenarios. Therefore, FPGAplays an important
role in some special scenarios. FPGA offer many advantages over traditional CPU/GPU
acceleration, including a custom architecture capable of implementing any function that
can run on a processor, resulting in better performance at lower power dissipation. In
2017, Aysegul Dundar et al. proposed an accelerator optimization technology, which
can reach more than 240G-ops on the premise of power consumption less than 4 W [1].

In the past, due to the complexity of FPGA development process, it is very dif-
ficult for software scholars to study. And artificial intelligence is applied more and
more in our daily life. Under the influence of the field of intelligent vehicles, emerging
fields such as wireless rechargeable sensor networks [2–6] and secure big data [7] and
embedded intelligence (EI) [8–10] are also booming.

This paper uses Vitis to simplify the hardware development process. The FPGA
accelerator of RetinaFace [11] algorithm was soon designed. The experimental results
show that the accelerator detection speed is about 9 times that of CPU. The detection
power consumption is about 0.1 times that of GPU.

© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 546–554, 2022.
https://doi.org/10.1007/978-3-030-95388-1_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95388-1_36&domain=pdf
http://orcid.org/0000-0002-0964-6735
https://doi.org/10.1007/978-3-030-95388-1_36


Design of Face Detection Algorithm Accelerator 547

2 Hardware Platform Construction

2.1 DPU (Deep Learning Processor Unit)

DPU is a programmable engine optimized for convolutional neural networks, which is
applied to FPGA. It is composed of a high performance scheduler module, a hybrid com-
puting arraymodule, an instruction fetch unit module and a global memory pool module.
The DPU uses a specialized instruction set, which allows for the efficient implementa-
tion of many convolutional neural networks. DPU Hardware Architecture is shown in
the Fig. 1.

Fig. 1. DPU hardware architecture.

2.2 Vitis Hardware Image Construction

The Vitis unified software platform enables the development of embedded software and
accelerated applications on heterogeneous Xilinx platforms including FPGAs, SoCs,
and Versal ACAPs. It provides a unified programming model for accelerating Edge,
Cloud, and Hybrid computing applications.

Design hardware platform through Vitis. Then build the hardware platform. This
process takes about an hour. After successful build, a Vivado [12] project will be gen-
erated and also create the SD card image file. Figure 2 mainly shows the core structure
design of Vivado. Zynq ultrascale+MPSoC is the core processing system. AXI Inter-
connect is the interface manager of AXI bus. It can connect one or more AXI memory
mapping master devices and slave devices. Processor System Reset is a reset module
used to generate a high reset valid signal and a low reset valid signal. Clocking Wizard
is the clock manager. Its main function is to generate clock signals. AXI Verification
is mainly used in the simulation phase. During simulation, it can be used to help the
simulation of AXI4, AXI4-Lite, etc. AXI Register Slice is used to improve the timing
and enable the bus to reach a higher frequency. However, each slice will introduce delay.
Therefore, this IP module mainly makes a trade-off between the maximum operation
frequency and the delay cycle.
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Fig. 2. Core hardware structure.

Three DPU structures are connected to the hardware structure in Fig. 3.

Fig. 3. DPU hardware connection.

3 DF-RetinaFace

RetinaFace is an efficient and high-precision face detection algorithm just published in
May 2019.It is a face detection algorithm based on RetinaNet [13]. Compared with the
traditional target classification and frame prediction face detection algorithms [14–18],
RetinaFace adds two other parallel branch tasks. One of them is five human face key
point (landmark) detection and the other is dense 3D face prediction.

Lin et al. [19] pointed out that in the process of extracting feature information from
deep neural network, the shallow network is closer to the input picture data, so the
detailed information is richer and the extracted location information is more accurate.
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And the deep network is farther from the input picture data, which can extract more
abstract semantic information, the resolution is better, but the detection position will
deviate.

The improved method in this paper is to change the single FPN structure into double
FPN. The original FPN network structure is from top to bottom, so that the shallow
layer feature information and deep layer information are accumulated, and the shallow
layer obtains more feature information. However, at this time, the overall FPN structure
only includes the path from deep layer to shallow layer (as shown in Fig. 4a). The deep
layer information is lost due to multiple down sampling and convolution operations, In
order to make the deep layer contain more shallow feature information, this paper adds a
reverse bottom-up FPN connection (as shown in Fig. 4b). Thismethodwas first proposed
by Liu et al. [20] in 2018. After improvement, only the information of shallow C2 in the
six-layer structure is transmitted to N5, which fully shortens the path, Compared with
the 39 layers of the original structure, the path is shortened by 5.5 times, thus reducing
the loss of location information.

C2

C3

C4

C5 P5

P4

P3

N5

N4

N3

⊕

⊕

⊕

⊕

⊕

a b

 

Fig. 4. The architecture of double feature pyramid network.

The data show that DF-RetinaFace in this paper has significantly improved the face
detection effect of easy level and medium level in the WiderFace data set. Among them,
the hard level AP value of MobileNetV1-0.25 backbone has increased by 0.16%, the
medium level AP value has increased by 0.78% and the easy level AP value has increased
by 1.56%. The hard level AP value of resnet50 backbone remains almost unchanged,
the easy level AP value has increased by 0.89% and the medium level AP value has
increased by 0.41% (See Table 1).

Table 1. The results of network structure optimization.

Network structure Size Easy Medium Hard

ResNet50+FPN+SSH 105 MB 94.19% 93.21% 83.53%

ResNet50+2FPN+SSH 119 MB 95.08% 93.62% 83.52%

MobileNetV1-0.25+FPN+SSH 2.02 MB 90.56% 87.96% 72.79%

MobileNetV1-0.25+2FPN+SSH 3.1 MB 92.12% 88.74% 72.95%
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4 Transfer Model

4.1 Frozen Model

Freezing prevents the weights of a neural network layer from being modified during the
backward pass of training. Ensure that the graph is the inference graph rather than the
training graph before quantization.

4.2 Model Quantization

Generally, 32-bit floating-point weights and activation values are used when training
neural networks. By converting the 32-bit floating-point weights and activations to 8-bit
integer (INT8) format, the Vitis AI quantizer can reduce computing complexity without
losing prediction accuracy. The fixed-point network model requires less memory band-
width, thus providing faster speed and higher power efficiency than the floating-point
model. The Vitis AI quantizer supports common layers in neural networks, including
but not limited to, Convolution, Pooling, Fully Connected and BatchNorm.

4.3 Generation Model

To capture activation statistics and improve the accuracy of transfer model, the Vitis AI
quantizer must run several iterations of inference to calibrate the activations. Vitis AI
provides tensorflow quantizer. Using the quantizer requires the preparation of frozen
models, calibration data sets, and a processing python script input_fn. Generally, the
quantizer works well with 100–1000 calibration images. Because there is no need for
back propagation, the un-labeled dataset is sufficient. After calibration, the quantized
model is transformed into a DPU deployable model which follows the data format of
the DPU. Finally, through VAI_C (Vitis AI Compiler) compiles the model to generate
elf files that can run on DPU. The process is shown in Fig. 5 below.

Fig. 5. Transfer process.

5 Deploy Model and Result Analysis

5.1 Deploy Model and Get Results

The FPGA used in this paper is Xilinx zynq ultrascale+MPSoC zcu102 board. Before
deployment, burn the image into the SD card. Then Insert the SD card into the devel-
opment board slot and connect the power supply and network cable, as shown in Fig. 6
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Log in to the development board in SSH mode, and copy the transfer model to the
development board. Finally, write a python script to run the model accelerator.

Fig. 6. Schematic diagram of FPGA connection.

The following is a picture of the detection results in the Fig. 7.

Fig. 7. Detection result.

5.2 Comparative Analysis of Experimental Results

Table 2 shows the performance of ResNet50 backbone model on different platforms.

Table 2. Results of different test platforms.

Platform Detection speed Power waste

CPU(Intel Core i5) 58.3 ms 20 W

GPU(Nvidia GTX 1060) 5.8 ms 65 W

FPGA(Xilinx ZCU 102) 6.6 ms 6 W

Table 3 shows the comparison between the work of this paper and that of others. The
meanings of the parameters in Table 3 are as follows. FPGA: Model of development
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board. Frequency: Hardware operating frequency. Weight accuracy: Bit width of model
weight. GOP: Detect the number of operations such as addition and multiplication of
a picture. Accuracy loss: Accuracy loss range after acceleration. Speed: Time to detect
a picture. GOPS: The number of operations such as addition and multiplication per
second. DF-Reinaface1: The network with MobileNetV1-0.25 as the backbone. DF-
Reinaface2: The network with ResNet50 as the backbone. The data show that the DF-
RetinaFace model ensures that the prediction accuracy will not be reduced and the
prediction speed will be improved under the condition of lower weight accuracy and
less memory resources.

Table 3. Data comparison of different methods.

DF-Reinaface1 DF-Reinaface2 ResNet50
[21]

ResNet50
[22]

MbleNetV1
[23]

FPGA ZCU102 ZCU102 GX1150 GX2800 XCK325T

Frequency 300 MHz 300 MHz 200 MHz 300 MHz 200 MHz

Weight
accuracy

8 bit 8 bit 16 bit 16 bit 8 bit

GOP 0.3 10 7.7 7.7 –

Accuracy
loss

<1% <1% <2% – –

Speed 1.6 ms 6.6 ms 13 ms 11.85 ms 3.78 ms

GOPS 187.5 1506.2 611.4 651.5 147.9

6 Conclusion

In this paper, the model is trained with tensorflow2. Then use the official quantitative
tools to quantify and fine tune the model. At the same time, Vitis is used to design and
generate an image, and burn the image into the development board. Finally, deploy the
model to the development board to run the accelerator. This computation framework
has good scalability, if you want to replace the algorithm, you only need to change the
transfer model.

FPGA has great potential in the field of artificial intelligence. There are still many
optimization methods in hardware design, which will be studied in the future.

Acknowledgment. National Key Research and Development Project (Key Technologies and
Applications of Security and Trusted Industrial Control System NO. 2020YFB2009500).
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Abstract. This paper presents a two-layer ensemble learning model
stacking2 based on the Stacking framework to deal with the problems
of lack of generalization ability and low detection rate of single model
intrusion detection system. The stacking2 uses SAMME, GBDT, and RF
to generate the primary learner in the first layer and constructs the meta
learner using the logistic regression algorithm in the second layer. The
meta learner learns from the class probability outputs produced by the
primary learner. In order to solve “the curse of dimensionality” of intru-
sion detection dataset, this paper proposes the feature selection approach
based on firefly algorithm (FSAFA), which is used to select the optimal
feature subsets. Based on the selected optimal feature subsets, the train-
ing set and test set are reconstructed and then applied to stacking2. As a
result, a FSAFA based stacking2 intrusion detection model is proposed.
The UNSW-NB15 and NSL-KDD datasets are chosen to verify the effec-
tiveness of the proposed model. The experiment results show that the
stacking2 intrusion detection model has better generalization ability than
the individual learner based intrusion detection models. Compared with
other typical algorithms, the FSAFA based stacking2 intrusion detection
model has good performance in detection rate.

Keywords: Intrusion detection · Ensemble learning · Stacking ·
Feature selection · Firefly algorithm

1 Introduction

Both the industries and the public are increasingly concerned about the service
provider’s ability to ensure information security. Traditional Internet security
technologies such as firewall and user authentication cannot cope with intru-
sions from within the network, cannot effectively deal with attacks that bypass
the firewall, and cannot fully protect the network and system from increasingly
complex attacks and malicious software [24].
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Intrusion detection technology [1] is a network security protection technol-
ogy born after data encryption, firewall, and user authentication. It searches for
suspicious activities and known threats and issues threat warnings when such
situations are discovered. Different from firewall technology, intrusion detection
can not only monitor malicious behaviors from outside the network, but also
monitor malicious behaviors and unauthorized behaviors from inside the net-
work. It can provide detection and response mechanisms for malicious behaviors
in the network in real time, stop them before the network is seriously attacked,
thereby ensuring the security of the network.

Traditional intrusion detection system (IDS) relies on manual extraction of
intrusion rules, that is, the network security expert analyze the intrusion behav-
iors, extract the characteristic forming rules and compare them with the behav-
ior to be inspected, then make the judgment. However, manually constructing
detection rules is not only a time-consuming and laborious task, but will also
greatly reduce the update efficiency of the IDS rule library. In face of this prob-
lem, machine learning has been introduced into the field of intrusion detection.
In addition, one characteristic of the data to be processed in IDS is the high
dimensionality of the feature, and it has a trend to increase. Among those fea-
tures there are a lot of irrelevant ones, which will increase the workload of anal-
ysis and will seriously affect the real-time performance of IDS [8]. In order to
deal with the curse of dimensionality, many researchers explore feature selection
approaches, and combine them with machine learning technology to improve the
timeliness of intrusion detection. Therefore, it is gradually becoming an impor-
tant researching direction in IDS to improve the system’s efficiency by applying
machine learning and feature selection to it.

Current researches on intrusion detection technology have to deal with the
following challenges: 1) The intrusion detection dataset is stale. 2) The dimension
of the dataset is high. 3) The accuracy of intrusion detection is not ideal. With
the aim of designing an intrusion detection model that has higher detection rate,
higher timeliness, lower false positive rate and certain generalization ability, this
paper makes the following contributions:

1. This paper designed a two-layer stacking2 intrusion detection model based
on the Stacking framework of ensemble learning.

2. This paper proposes a wrapper based feature selection approach, the Fea-
ture Selection Approach based on Firefly Algorithm (FSAFA), for the high
dimensionality characteristic of the intrusion detection dataset.

2 Related Work

The following analyzes the related works of intrusion detection from three
aspects: single model machine learning algorithm, ensemble learning algorithm
and feature selection algorithm.
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2.1 Single Model Based Intrusion Detection

Early applications of machine learning in intrusion detection were based on a
single model, where people train data and build model based on a single machine
learning algorithm. Commonly used machine learning algorithms include deci-
sion tree, Bayesian network [22], support vector machine [7,18], neural network
[5,6,16], etc. Shi-Jinn Horng proposed a support vector machine based IDS in
2011, which combines simple feature selection approach, hierarchical clustering
algorithm and support vector machine technology [7]. Text [16] designed an deep
neural network based accelerated IDS, which identifies different classes of attack
by finding complex relationships in the input dataset. In 2018, Papamartzivanos
et al. proposed a Dendron based IDS [15]. Dendron is a new approach that uses
genetic algorithm to evolve decision tree classifiers, its purpose is to generate
detection rules in the context of detection system misuse.

2.2 Ensemble Learning Based Intrusion Detection

Didaci et al. introduced the basic principles of ensemble learning and used ensem-
ble learning methods to identify intrusion behaviors [4]. They compared the
result with that of the single model classifier, which proved the effectiveness of
ensemble learning in intrusion detection. Kevric J. combined the random tree
with the sum rule scheme based NBTree algorithm and applied them in IDS
[10]. Sornsuwit proposed an approach that uses Adaboost algorithm to inte-
grate decision tree, Naive Bayes model, support vector machine and multi-layer
perceptron [21]. In the IDS proposed by Fadi Salo, the learners that trained
by support vector machine, k-nearest neighbor and multi-layer perceptron are
combined first, then the prediction results of these three individual learners are
combined by a voting method based on the average of probability (AOP) to
produce the final result [17]. In 2018, Demir proposed an improved ensemble
learning method and applied it to IDS [3]. This method draws on the idea of
the random forest algorithm and uses the random feature selection approach to
construct the primary classifier on the basis of the Stacking framework, and it
improves the generalization ability of the model.

2.3 Feature Selection Based Intrusion Detection

The dataset of intrusion detection often comes with the characteristic of high
dimensionality. Faced with this problem, researchers have begun to study feature
selection algorithms and apply them alongside the machine learning algorithms
to intrusion detection to improve the performance. In the IDS proposed by Shri-
vas, the artificial neural network and the Bayesian Network are first integrated,
then the features are selected with respect to the gain ratio [20]. Wang W. applied
a feature selection approach based on filtering and wrapper to IDS, selected the
10 most important features on the KDD CUP 99 dataset and detected on the
Bayesian network and C4.5 classifier [23]. Mazini applied Artificial Bee Colony
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(ABC) as a searching strategy for feature subset and used the Adaboost.M2 algo-
rithm to evaluate the pros and cons of the feature subset, proposed a wrapper
based feature selection algorithm and applied it to IDS [12].

3 The stacking2 Intrusion Detection Model

A two-layer stacking2 intrusion detection model is proposed in this paper. The
first layer of this model uses SAMME (Stagewise Additive Modeling using a
Multi-class Exponential loss function), GBDT (Gradient Boosting Decision Tree)
and RF (Random Forest) to generate the primary learner. The second layer of
the model uses the logistic regression algorithm to generate the meta learner.
The input data of the meta learner is composed of the class probability output
of the primary learner. The framework of stacking2 intrusion detection model is
divided into training phase and prediction phase.

In the training phase, the original training set D containing m samples is
divided into K groups of mutually exclusive data subsets of similar size. K
= 5 in this paper. D1, D2,..., Dk represent datasets, where Di ∩ Dj = ∅.
Dtrain k(k = 1, 2, ...,K) represents the training set of the k-th fold , and
Dtest k represents the test set of the k-th fold, where Dtrain k = D\Dtest k.
D = Dtrain k ∪ Dtest k. In order to prevent over-fitting, SAMME, GBDT, and
RF usually share cross-validated dataset, which shows as storing the index of
the cross-validated dataset in the experiment. Each of the three learning algo-
rithms ςSAMME , ςGBDT and ςRF of the primary learner iteratates K times, that
is, the algorithm ςj is trained on each of Dtrain 1,Dtrain 2, ...,Dtrain k, obtain-
ing Model

(1)
j , Model

(2)
j , ..., Model

(K)
j , where Model

(k)
j = ςj(Dtrain k). Then the

trained Model
(k)
j is used to predict Dtest k, which produces Model

(k)
j (Dtest k).

When the K-time iteration ends, the prediction results of the K models applied
on Dtest 1, Dtest 2, ..., Dtest K are stacked together and denoted as Pj , j∈{-
SAMME, GBDT , RF}. Because of the stacking, Pj refers to the class proba-
bility matrix output of the j-th individual learner in the first layer applied on the
training set D, with a size of m×C. When K = 5, the stacking result is shown in
Fig. 1. When each algorithm in the first layer of stacking2 has finished the above
operations, the secondary training set Dnew = {(u1, y1), (u2, y2), ..., (um, ym)}
is obtained, which has the same number of samples m of the original training
set((m/K)×K = m). Then the Dnew is trained on the meta learning algorithm
ςLR in the second layer of stacking2, which generates the meta learner ModelLR.
The training process is expressed as ModelLR = ςLR(Dnew). At this point, the
training phase of the stacking2 model is over and the first layer of stacking2 has
produced 3 × K individual learners. These individual learners form the primary
learner of stacking2, and together with the meta learner constitute the entire
stacking2 intrusion detection model.

In the prediction phase, the test set D′ = {x′
1,x

′
2, ...,x

′
n} of a total of n sam-

ples is inputted. Because each algorithm ςj in the first layer of stacking2 generates
K individual learners Model

(1)
j , Model

(2)
j , ..., Model

(K)
j on the K-fold training

set, the K results generated by these K individual learners on test set D′ are
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Fig. 1. Model
(k)
j (Dtest k) stacking process

Model
(1)
j (D′), Model

(2)
j (D′), ..., Model

(K)
j (D′), j ∈ {SAMME,GBDT,RF}.

The K test results are presented in the form of class probability. In order to
obtain a secondary test set with the same number of samples as the original test
set D′, these K results are averaged, namely:

P ′
j =

∑K
k=1 Model

(k)
j (D′)

K
, j ∈ {SAMME,GBDT,RF} (1)

P ′
j refers to the class probability prediction matrix output of the j-th indi-

vidual learner on the test set D′, which has a size of n × C. When K = 5, the
average effect is shown in Fig. 2. Then the test set D′ is predicted on each of the
individual learners in the first layer, with the produced class probability matrix
represented by P ′, which has a size of n×(C ×3). Similar to the definition of the
secondary training set, P ′ can be expressed as P ′ = [P ′

SAMME P ′
GBDT P ′

RF ] =
{[u′

1 ...u′
n]}T , of which every line corresponds to one sample of the secondary

test set D′
new, whose size is C×3. In the end, a secondary test set of n samples is

obtained D′
new = {u′

1,u
′
2, ...,u

′
n}. Finally, the secondary test set is inputted into

ModelLR, which is the meta learner trained in the training phase of stacking2,
and the prediction result y′

pred = ModelLR(D′
new) is obtained.

Fig. 2. Model
(k)
j (D′) average process

4 Feature Selection Approach Based on Firefly Algorithm
(FSAFA)

A wrapper based feature selection approach is proposed in this paper, called the
Feature Selection Approach based on Firefly Algorithm (FSAFA). This approach
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uses the firefly algorithm as the searching strategy of the feature subset and uses
the individual learners (SAMME, GBDT, RF) in stacking2 as the classifiers.
It reconstructs an evaluation function with respect to the detection rate, the
false positive rate and the feature subset size, with the purpose of finding the
optimal feature subset from the original features. Let F represent the number of
features in the original dataset, and d represent the number of features selected
by FSAFA. In the UNSW-NB15 dataset and the NSL-KDD dataset, F is equal
to 42 and 41, respectively.

The brightness and attractiveness of fireflies show the characteristic of flu-
orescence, that it decays gradually due to the medium light absorption as it
propagates. The brightness of the firefly is:

B(r) = B0e
−γr (2)

B0 represents the initial brightness when r = 0, and γ represents the light
absorption coefficient of the medium, which is a constant. r indicates the distance
between any two fireflies. For two fireflies i and j, the cartesian distance between
the two fireflies rij is:

rij = vi − vj =

√
√
√
√

F∑

f=1

(vif − vjf )2 (3)

F represents the dimension of the features in the intrusion detection dataset,
and vi and vj represent the F -dimension binary position vectors of firefly i and
firefly j in the searching space, vi is:

vi = (vi1, vi2, ..., viF ), i = 1, 2, ..., p (4)

The value of each element in vi is either 0 or 1, which represents whether a
feature in the original feature set is selected. If a feature is selected, the corre-
sponding element in the position vector vi has a value of 1, otherwise the value
is 0. p represents the number of fireflies, corresponding to p points to search that
are evenly and randomly placed in the searching space during initialization. The
attractiveness of fireflies is directly proportional to the brightness and affects the
location update of the fireflies:

A(r) = A0e
−γr2

(5)

The meaning of r and γ is the same as in the brightness formula (2), rep-
resenting the distance between two fireflies and the medium light absorption
coefficient respectively. A0 represents the attractiveness of zero distance. As can
be seen from the above function (5), the attractiveness between two fireflies will
decrease as the distance between them increases.

In the searching space, the firefly with lower brightness will move towards
the one with higher brightness. The brightness of the firefly is determined by an
objective function. The stronger the brightness of the firefly, the larger the value
of the objective function. The function is:
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Function = ω1 × DR + ω2 × (1 − FPR) + ω3 × size−1 (6)

ω1, ω2, ω3 are random numbers in the range of [0,1] and satisfy ω1+ω2+ω3 =
1, which represent the weights of the detection rate, the false positive rate and
the number of selected features in the objective function respectively. Specifically
for the firefly algorithm, the objective function of firefly i’s location vi is:

Obj(vi) = ω1 × DR(vi) + ω2 × (1 − FPR(vi)) + ω3 × (||vi||−1
0 ) (7)

Since vi represents whether each of the F features is selected, DR(vi) repre-
sents the detection rate of classifier on the corresponding dataset. FPR(vi) rep-
resents the false positive rate on the corresponding dataset. In order to prevent
over-fitting, part of the original training set are used with the cross-validation
technique to obtain the detection rate and the false positive rate of the feature
subset vi. ||vi||0 refers to the number of elements with value 1 in the position
vector vi, that is, the number of features in the corresponding feature subset.

Because the brightness of the firefly is proportional to the value of the objec-
tive function, the comparison of the brightness between the fireflies can be con-
verted into the comparison of the values of the objective function, which cor-
responding to the position vector of the fireflies. In the implementation of the
algorithm, the brightness of the firefly is replaced by the value of the objec-
tive function of its current position. In the searching space, a firefly with higher
brightness will attract a firefly with lower brightness to move towards it, which
leads to the update of position. The postion of firefly i after attracted by j
becomes:

vt+1
i = vt

i + A0e
−γr2

(vt
j − vt

i) + α(R − 0.5) (8)

vt+1
i represents the position vector of the firefly i after the t+1-th iteration,

that is, the updated firefly position vector. Similarly, vt
i represents the position

vector before the update. A0e
−γr2

is defined as in formula (5), which represents
the attractiveness between firefly i and firefly j after the t-th iteration. α is
a constant in the range of [0,1], called the step factor, and R is an uniform
distributed random parameter in the range of [0,1]. (R − 0.5), as a disturbance
term, can prevent the firefly vector from entering the local optimum too early. In
the iterative process, if the brightness of two fireflies is the same, then they make
random movements respectively. Let v∗ represent the current position vector of
the brightest firefly. The brightest firefly also moves randomly, and the position
vector is updated as:

vt+1
∗ = vt

∗ + (R − 0.5) (9)

When the firefly algorithm is used to search for feature subset, the value of
each element in the firefly position vector is either 0 or 1. However, the position
vector updated by Eqs. (8) and (9) may not necessarily be a binary vector that
consists only of 0 and 1. Thus, to get the real position vector of the firefly after
the iteration, the following transformation is required [19]:

vt+1
if =

{
1, pif ≥ rand
0, otherwise

(10)
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pif =
1

1 + exif

(11)

vt+1
if represents the value of the f -th element in the position vector of the

i-th firefly after the t + 1-th iteration, rand is an uniformly distributed random
number in the range of [0, 1]. pif means the probability that the f -th element
in the position vector of the i-th firefly is 1, which is given by Eq. (11), where
xif = A0e

−γr2
(vjf −vif )+α(R−0.5), vjf and vif are determined by the status

of fireflies i and j after the current iteration. Eventually, after the transformation
of Eqs. (10) and (11), the updated firefly position vector is obtained.

5 FSAFA Based stacking2 Intrusion Detection Model

The FSAFA and the stacking2 are combined to build a FSAFA based intrusion
detection model. As shown in Fig. 3, FSAFA selects feature subsets for each
individual learner in stacking2. To be specific, SAMME, GBDT, and RF are
used to generate classifiers to select the optimal feature subsets, and based on
it, reconstruct the training set and the test set. Then they are applied to the
corresponding algorithms in the first layer of stacking2. As stated above, the
individual learners are generated by SAMME, GBDT and RF, and their class
probability outputs on the training set form the input for the meta learner.
Then the logistic regression algorithm is used to fit the input data to generate
the meta learner. The selection approach of the classifiers in FSAFA has the
following two characteristics: 1) By applying customized feature selection for
different individual learners of the primary learner, irrelevant features can be
removed and the ones with better representativeness can be found. 2) From
another perspective, the fine-grained feature selection is also a way to increase
difference in feature dimension of the primary learner.

In order to give a better illustration of the workflow of the FSAFA based
stacking2 intrusion detection model, a flow chart is presented in Fig. 4. As shown
by Figs. 3 and 4, this model has the following important steps.

First, data subsets are randomly sampled from the original training set D
for the purpose of feature selection. To be specific, the 10%, 30%, 50%, and 70%
data subsets are randomly selected from the original training set, and each subset
is randomly divided into K parts of equal size using cross-validation technique
(label 1 in Fig. 4). K − 1 of them are selected as the training sets and trained
on SAMME, GBDT, and RF separately, while the remaining piece of data is
used as the validation set for the evaluation of the following objective function.
For each classification algorithm, this process repeats K times according to the
selected validation set, and finally the subsets with the optimal performance are
chosen.

Second, FSAFA is applied to the data subsets and classification algorithms
in the first step. Initially p fireflies with random position are produced. The
training sets for training the classifiers are constructed according to the position
vectors of the p fireflies (label 2), and the trained classifier are used to predict the
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Fig. 3. FSAFA based stacking2 intrusion detection model structure diagram

validation set (label 3), thereby calculating the value of the objective function
according to formula (7). The values are sorted from big to small. Then current
iteration time is checked. If it doesn’t reach the maximum Tmax, then each
firefly needs to go through the following three steps:

1. Moving according to formula (8) based on its own objective function value,
that is, the firefly with a smaller objective function value will move to the
firefly with a larger value.

2. Update the value of its own attractiveness according to Eq. (5).
3. Update its position based on formula (10) and formula (11), and start the

next iteration.

The above process is repeated until the maximum time of iteration is reached,
then the position vector of the firefly with the maximum objective function value
is outputted. This position vector represents the optimal feature subset selected
with the corresponding data subset and classifier.

Third, new training set and test set are constructed from the original dataset
according to the selected optimal feature subsets. This corresponds to label 4
and 5 in Fig. 4.
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Fig. 4. FSAFA based stacking2 intrusion detection model flow diagram

Fourth, the feature-selected training set is trained on stacking2 (label 6).
After the training, the feature-selected test set is used for prediction (label 7).
The prediction result is evaluated according to the performance criterion of the
intrusion detection.

6 Experiment

6.1 Dataset and Preprocessing

Considering the equipment requirements and time cost, the UNSW NB15
training-set and the UNSW NB15 testing-set provided by Nour Mousta [13,14]
were chosen as the benchmark datasets of the proposed model. In order to improve
the sample’s representativeness, the stratified sampling method was applied, with
20% of the data randomly selected as the training set and the test set, denoted as
UNSW NB15 training-set 20% and UNSW NB15 testing-set 20% respectively.

UNSW NB15 training-set 20% and UNSW NB15 testing-set 20% have a
total of 44 features (Nour Mousta deleted 6 items from the original UNSW NB15
and added the feature of rate). The symbolic features are digitized using one-hot
code method and the method used in article [25]. Then the dataset is normalized.

6.2 Experiment and Result Analysis

The experiment used three intrusion detection evaluation indexes, the accuracy,
the detection rate (DR) and the false positive rate (FPR). The experiment was
divided into two stages: the first stage compared the plain stacking2 intrusion
detection model with the individual learner based intrusion detection model.
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Table 1. Experiment results of stacking2 and individual learners (%)

Classes SAMME GBDT RF LR stacking2

Normal 80.81 78.9 77.34 61.92 86.70

Analysis 2.22 0.74 4.44 0 3.70

Backdoor 3.42 5.98 4.27 0 5.13

Dos 17.97 8.92 9.66 4.9 29.10

Exploit 78.48 86.16 88.5 75.47 89.31

Fuzzers 37.79 59.9 58.5 73.35 59.40

Generic 95.92 96.58 96 95.1 96.53

Reconnaissance 76.82 80.69 79.97 54.65 81.69

Shellcode 52.63 67.11 63.16 0 65.79

Worm 0 11.11 11.11 0 11.11

Accuracy 76.13 77.89 77.27 67.56 82.83

DR 72.31 77.06 77.21 72.18 79.66

FPR 19.19 21.09 22.66 38.08 13.3

The second stage used FSAFA to make feature selection for the stacking2 and
compared this FSAFA based stacking2 model with plain stacking2 and other
typical models.

Experiment on Stacking2. The experiment used 5-fold cross-validation on
UNSW NB15 training-set 20% and are combined with grid search method to
determine the value of the parameters. Table 1 shows the prediction results of
each intrusion detection model on the UNSW NB15 testing-set 20% after being
trained by UNSW NB15 training-set 20%, with the upper half listing the DR
to each class, and the lower half listing the indexes to the whole test set. The
following analyzes the experimental results from two aspects.

1. The overall accuracy, DR and FPR: It can be seen from the table that all
three performances of stacking2 are better than that of the other four individ-
ual classifiers, especially on FPR. Compared to the best-performing individual
learner in terms of FPR (SAMME), this index of stacking2 is lowered by 5.89%.
In terms of accuracy, stacking2 is 4.94% higher than the best-performing indi-
vidual learner (GBDT). In terms of DR, stacking2 is 2.45% higher than the
best-performing individual learner (RF).

2. DR on Each Class: As can be seen from Table 1, stacking2 has the highest
DRs on Normal, DoS, Exploit, and Reconnaissance. In terms of Worm, stacking2
has the same DR as GBDT and RF. However, SAMME and LR did not detect
Worm. This is because the Worm only constitutes 0.005% of the test set. For the
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remaining five attack classes, Analysis, Backdoor, Fuzzers, Generic, and Shell-
code, although the DRs of stacking2 did not exceed that of the best-performing
individual learners, they reached a relatively good level.

In summary, the stacking2 has a good performance in intrusion detection,
and it can obtain better results than individual learners.

Experiment on FSAFA-stacking2. The 10%, 30%, 50%, and 70% samples
are drawn from the training set UNSW NB15 training-set 20% for four set of
experiments. Each group of experiment used SAMME, GBDT, and RF as the
classifiers and applied 5-fold cross-validation. Finally, for each classifier, the fea-
ture subset with the largest objective function value was selected. The parame-
ters of FSAFA was set as the following: initial brightness B0 = 1, medium light
absorption coefficient γ = 1, number of fireflies p = 10, initial brightness A0

= 1, the weights of DR, FPR and the feature subset size (No) in the objective
function (Obj), ω1, ω2 and ω3 were 0.6, 0.3, and 0.1 respectively, the step factor
α in position update was 0.1, and the maximum number of iterations Tmax =
100.

After obtaining the optimal feature subsets, the experiment input the three
subsets into the stacking2. As shown in Table 2, the performance of FSAFA-
stacking2 (the FSAFA based stacking2 intrusion detection model) and the plain
stacking2 were compared.

Table 2. Experimental results of intrusion detection model after feature selection (%)

Classes Stacking2 FSAFA-stacking2

Normal 86.7 87.69

Analysis 3.7 2.97

Backdoor 5.13 6.84

Dos 29.1 31.42

Exploit 89.31 88.77

Fuzzers 59.4 60.64

Generic 96.53 96.98

Reconnaissance 81.69 82.26

Shellcode 65.79 69.74

Worm 11.11 11.11

Accuracy 82.83 83.55

DR 79.66 80.18

FPR 13.3 12.31

Training Time(s) 165.94 98.19

Test Time(s) 173.67 103.99
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Table 3. Comparison between FSAFA-stacking2 and other algorithms on UNSW-NB15
(%)

Methods Accuracy DR FPR

KNN 70.25 71.45 31.22

ANN 75.88 73.63 21.35

Dendron 84.33 63.2 2.61

GALR-DT 81.42 77.06 6.39

FSAFA-stacking2 83.55 80.18 12.31

The structure of Table 2 is similar to Table 1, the difference is that two rows
of performance index—training time and test time—are added at the bottom.
Training time is the time to build the model, they are the indexes that should
be paid extra attention to. It can be seen from Table 2 that the training time
and test time of FSAFA-stacking2 are obviously shorter than those of stacking2.
In addition to the time indexes, FSAFA-stacking2 is also better than stacking2
in terms of the accuracy, the DR, and the FPR. Although all the improvements
of FSAFA-stacking2 do not exceed 1%, which are not huge, they are achieved
under the premise of reducing training and test time.

Table 3 shows the comparison between FSAFA-stacking2 and the intrusion
detection models based on other typical algorithms. Dendron[15] uses genetic
algorithm to evolve decision tree classifiers. Its accuracy rate on UNSW-NB15
is 0.78% higher than FSAFA-stacking2. However, it is 16.98% lower in terms
of DR. It is worth noting that Dendron’s FPR is only 2.61%, about 1/5 of the
that of FSAFA-stacking2. The reason is that Dendron is a misuse detection
technology. The mechanism of misuse detection technology is to compare the
inspected behavior with a series of rules generated by attack records, thus the
FPR is usually low for normal sample. However, its disadvantage is also obvious,
that it cannot detect unknown attack classes, so the DR is low. GALR-DT
[11] uses a logistic regression classifier based genetic algorithm to select the
optimal feature subset on UNSW-NB15 and classifies using decision tree. Its
accuracy rate is 2.31% lower than FSAFA-stacking2, and its DR is 3.12% lower.
However, GALR-DT is better in terms of FPR, which is about 5.92% lower than
FSAFA-stacking2. In addition to the above two models, FSAFA-stacking2 is also
compared with two basic classification algorithms KNN (K Nearest Neighbor)
and ANN (Artificial Neural Network). It can be seen from the table that all the
accuracy, the DR and the FPR of KNN and ANN are not ideal. This shows that
for complex datasets, a single basic machine learning algorithm can no longer
achieve good prediction results.

As can be seen, FSAFA-stacking2 achieves the best result in DR among
the experimented models. In terms of FPR, although FSAFA-stacking2 is not as
good as Dendron and GALR-DT, it beats other algorithms. In terms of accuracy,
FSAFA-stacking2 is only a slight 0.78% lower than Dendron and outperforms
other models. In intrusion detection systems, the DR is usually more convincing
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than accuracy, which shows that the FSAFA based stacking2 intrusion detection
model proposed in this paper has its advantage, with good performances in all
the accuracy, DR and FPR.

Table 4. Comparison between FSAFA-stacking2 and other algorithms on
NSL-KDD (%)

Methods Accuracy DR FPR

KNN 74.04 59.86 7.22

ANN 75.9 62.66 6.32

STL 74.38 62.99 7.21

FSAFA-stacking2 79.01 65.1 2.61

Although the NSL-KDD dataset has some shortcomings [2], it is still a com-
monly used dataset in intrusion detection research. Therefore, this paper also
experimented on it to further illustrate the generalization ability of the proposed
model (STL [9], short for Self-Taught Learning, is a self-learning method that
uses a large number of unlabeled samples and a small number of labeled sam-
ples to train the model). The results, shown in Table 4, verified once again the
effectiveness of the proposed model.

7 Conclusion

In order to deal with the low detection rate and the weak generalization abil-
ity of single-model machine learning approaches, a two-layer ensemble learning
model—the stacking2—is proposed in this paper. Besides, to deal with the high
dimensionality characteristic of the intrusion detection dataset, a wrapper based
feature selection approach—the FSAFA—is proposed and applied to stacking2,
leads to a FSAFA based stacking2 intrusion detection model.

Experiments was conducted on the up-to-date intrusion detection dataset
UNSW-NB15, where the model was compared with other typical algorithms,
with a mainly focus on accuracy, detection rate and false positive rate. In order
to further verify the generalization ability of the model, a similar experiment on
the NSL-KDD dataset was also added. The results show that the FSAFA based
stacking2 intrusion detection model has good performances on all the accuracy,
detection rate and false positive rate, especially in detection rate.

References

1. Anderson, J.P.: Computer security threat monitoring and surveillance. Technical
report, James P. Anderson Co., Fort Washington, PA (1980)



FSAFA-stacking2: An Effective Ensemble Learning Model 569

2. Brugger, T.: Kdd cup ’99 dataset (network intrusion) considered harmful. Tech-
nical report, Department of Computer Science, UC Davis (2007). https://www.
kdnuggets.com/news/2007/n18/4i.html
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Abstract. Gesture recognition is an important step to realize ubiqui-
tous WiFi-based human-computer interaction. However, most current
WiFi-based gesture recognition systems rely on domain-specific training.
To address this issue, we propose an attention-based cross-domain ges-
ture recognition system using WiFi channel state information. In order
to overcome the shortcoming of handcrafted feature extraction in state-
of-the-art cross-domain models, our model uses the attention mecha-
nism to automatically extract domain-independent gesture features from
spatial and temporal dimensions. We implement the model and exten-
sively evaluate its performance by using the Widar3 dataset involving 16
users and 6 gestures across 5 orientations and 5 positions in 3 different
environments. The evaluation results show that, the average in-domain
gesture recognition accuracy achieved by the model is 99.67% and the
average cross-domain gesture recognition accuracies are 96.57%, 97.86%
and 94.2%, respectively, in terms of rooms, positions and orientations.
Its cross-domain gesture recognition accuracy significantly outperforms
state-of-the-art methods.

Keywords: Cross-domain · Gesture recognition · Channel state
information · Attention mechanism · Commodity WiFi

1 Introduction

As one of core technologies of human-computer interaction, human gesture recog-
nition has a large number of applications such as smart home, robot control and
virtual reality. Many existing gesture recognition approaches employ cameras
[1–3], wearable devices and phones [4–6] or sonar [7–9] as sensing tools. How-
ever, these approaches suffer from several inherent drawbacks, including concern
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of privacy, needing to be worn on the body and smaller sensing range. The
WiFi-based perception possesses several advantages, including privacy protec-
tion, more convenience, larger sensing scale, etc. Many excellent researchers in
the field of perception leverage WiFi as a sensing tool such as [10–13]. Therefore,
many advanced WiFi-based gesture recognition models have been proposed such
as Wisign [14], WiFinger [15] and WIMU [16], and can be categorized as channel
state information (CSI) based methods and received signal strength (RSS) based
methods. Obviously, CSI-based methods receive particular interests recently due
to adopting fine-grained channel information such as amplitude and phase. Early
wireless sensing methods usually extract information such as amplitude, phase,
Doppler frequency shifts, etc. from the original signal as recognition features.
However, when these models are transferred from one domain to another, their
performance is often very poor, due to the fact that the change of the domain
will leads to recognition features variation. How to extract domain-independent
features of human gestures across different domains is still a challenge.

Recent cross-domain gesture recognition works fail to fully resolve the chal-
lenge. For example, [30] translate features between domains through a translation
function to recognize gestures. [31,33] inspired by transfer learning and adversar-
ial learning, advanced learning methods are designed to improve cross-domain
recognition performance. Although a certain degree of cross-domain recogni-
tion is achieved, when a new target domain is added to the recognition model,
extra training efforts is performed in terms of data collection or model retrain-
ing. Widar3 [17] can extract gesture features which are independent on specific
domains by using body-coordinate velocity profiles (BVP) and realize zero-effort
cross-domain gesture recognition. Similarly, WiHF [18] is also a cross-domain
gesture recognition system and aims to achieve “train once, use everywhere”.
It uses conjugate multiplication denoising to preprocess data, motion change
pattern to extract features and a neural network for recognition. However, since
gesture features are distributed in multiple subcarriers and the gesture features
associated with each subcarrier may also be scattered, manually extracting fea-
tures in Widar3 and WiHF will inevitably suffer from gesture features missing,
limiting the performance of these works.

To overcome the drawback of handcrafted feature extraction, we propose a
novel model to achieve both in-domain and cross-domain gesture recognition
using off-the-shelf WiFi devices. The model can ignore environmental interfer-
ence to realize gesture perception. When an ordinary person looks at a gesture,
he or she will focus to the overall shape of the hand, intuitively separate it
from surrounding environment, and then recognize the gesture type. Inspired by
this observation, we design a neural network based on the well-known ResNet
backbone and a dual attention module, namely a position attention module
(PAM) and a channel attention module (CAM), to automatically focus on fea-
ture correlations from the spatial and temporal dimensions. ResNet has been
widely recognized for enhancing correlation. The dual attention module assigns
a weight to each pixel of the image to indicate how much it is valued, thereby
forming an attention map that shows the distribution of the domain-independent
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features of gestures in the spatial and temporal dimensions. Our model assigns
key features with large weights and interference features with small weights to
eliminate the influence of environments, and finally obtains domain-independent
gesture features for gesture recognition.

We train and evaluate the model using the publicly available Widar3 dataset
[17]. In order to obtain a comprehensive result, we take into account all the 5
positions, 5 orientations and 3 environments provided in the dataset, and then
evaluate the average performance, respectively. Since WiHF uses the HuFuM
dataset collected using the original dataset from Widar3, our model is compared
with Widar3 and WiHF [17,18]. It is shown that our model is superior to the cur-
rent best performance by 4.17%, 5.75%, 7.54%, and 11.6%, respectively, in terms
of cross-environment, in-domain, cross-position and cross-orientation. Even with
the HuFu dataset tailored based on Widar3, the recognition accuracy of WiHF
is still inferior to our model by 2.02%, 5.79% and 11.82%, respectively, in terms
of in-domain, cross-position and cross-orientation. Due to WiHF with the HuFu
dataset of cross-environment performance is unknown, the corresponding com-
parison is not provided. As such, it can be concluded that our model outperforms
its state-of-the-art counterparts.

The rest of this paper is organized as follows: The detailed description of the
system design is presented in the Sect. 2. Its evaluation is reported in Sect. 3.
Finally, Sect. 4 summarizes the paper.

Fig. 1. System overview.
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2 System Design

2.1 System Overview

In this section, we first present the cross-domain gesture recognition model based
on WiFi CSI, and then introduce the model in detail. Figure 1 depicts the system
architecture of the model, which mainly consists of two components: data pre-
processing and gesture classification. The first component implements denoising
and mapping raw CSI data into heatmaps, and the second component leverages
a dual attention network to realize cross-domain gesture recognition.

2.2 Signal Model for Gesture Recognition

Supposing a person makes various gestures in a room where a pair of WiFi
transmitter and receiver is set up, the propagation of indoor WiFi signals will
inevitably be affected. For example, some WiFi signals are unavoidably absorbed,
scattered, reflected and diffracted, resulting in specific changes in the amplitudes
and phases of the received signals. Since the changed signals contain features that
represent specific gesture, these features can be used to realize cross-domain
gesture recognition.

Fig. 2. CSI measurement value of the received signal.

Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier mod-
ulation method. OFDM divides a single carrier into multiple orthogonal subcar-
riers, which can convert a wideband signal into many narrowband signal. 802.11n
protocol can provide amplitude and phase information of 30 pairs of subcarrier.
Each pair of information describes the status of the corresponding subcarrier.

Channel state information (CSI) presents the condition of the channel, which
can show the effects of power, fading, and scattering along with signal propaga-
tion. CSI can be collected via off-the-shelf 802.11n wireless net card. Although
the driver cannot obtain CSI directly, CSI can be obtained through some open
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source tools such as Linux 802.11n CSI Tool [28]. The time sequence of the
CSI matrix can describe MIMO channel variations from the dimensions of space
(transceiver), frequency (subcarrier) and time (data packet). It is a 4-dimensional
tensor H ∈ CN×M×K×T , where N, M, K, and T represent the number of receiver
antennas, transmitter antennas, subcarriers, and packets, respectively. Figure 2
shows the CSI measurement values of the three antennas of a network interface
controller.

The CSI matrix of the received signal, denoted H(f, t), can be expressed as
vector sum [19]:

H(f, t) =
L∑

i=1

Aie
−j2πdi(t)/λ (1)

where L is the number of paths, Ai is the complex attenuation and di(t) is the
propagation length of the ith path.

According to prior work [20], the propagation path of these signals can be
divided into static paths and dynamic paths. Thus, CSI can be reformulated as
[19]:

H(f, t) = Hs(f, t) + Hd(f, t)

= Hs(f, t) + A(f, t)e−j2πd(t)/λ
(2)

where Hs(f, t) is the static component, A(f, t), e−j2πd(t)/λ and d(t) are the com-
plex attenuation, phase shift and path length of dynamic component Hd(f, t),
respectively.

When a person makes a gesture, the phase of the dynamic component will
be changed. Therefore, the phase variation of the receiver signal can be used for
gesture recognition.

Fig. 3. Phase waveforms of received signal (top). Phase waveforms processed by CSI
ratio (bottom).
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2.3 Data Processing

For commodity WiFi devices, there is a timing offset between the pair of WiFi
transmitter and receiver. Such timing offset causes phase offset e−jθoffset in all
CSI samples as follows:

H(f, t) = e−jθoffset(Hs(f, t) + A(f, t)e−j2πd(t)/λ) (3)

where A(f, t), e−j2πd(t)/λ and d(t) denote the complex attenuation, phase shift
and path length of dynamic components, respectively. However, since the pres-
ence of phase shift, the phase information of the received signal cannot be directly
used for gesture recognition. Therefore, the random phase offset e−jθoffset must
be removed. For commodity WiFi card such as the widely used Intel 5300, the
time-varying phase offset is the same across different antennas on a WiFi card,
due to the fact that different antennas share the same RF oscillator [21,22].
When the target makes a gesture, the difference between the two reflection path
lengths of two close-range antennas d2(t) − d1(t) can be considered as a con-
stant Δd [23]. The CSI ratio of two antennas obtained is much more noise-free
and sensitive compared to the original CSI reading from a single antenna when
sensing subtle movements [19]. The top and bottom images in Fig. 3 respectively
show the phase waveform of the received signal and the phase waveform of the
ratio of the csi measurement values of the first antenna and the third antenna
of the receiver. Obviously, the random phase offset is canceled out by the CSI
ratio method:

Hr(f, t) =
H1(f, t)
H2(f, t)

=
e−jθoffset(Hs,1 + A1e

−j2πd1(t)/λ)

e−jθoffset(Hs,2 + A2e−j2πd2(t)/λ)

=
A1e

−j2πd1(t)/λ + Hs,1

A2e−j2π(d1(t)+Δd)/λ + Hs,2

=
A1e

−j2πd1(t)/λ + Hs,1

A2e−j2πΔd/λe−j2πd1(t)/λ + Hs,2

(4)

where H1(f, t) is the CSI of the first antenna and H2(f, t) is the CSI of the second
antenna. Hr(f, t) does not contain phase shift. Moreover, CSI ratio transforma-
tion will not change the phase shift trend of the received signal. Thus, the phase
information extracted from a 4-D tensor Hr(f, t) ∈ CN×M×K×T can be used for
gesture recognition. Our model does not directly process these high-dimensional
data, but relies on a visualization method that maps phase information into
a heatmap, which is fed into our model to effectively improve the recognition
performance [24].

2.4 Classification Module

Gesture features included in CSI of the signal received by the WiFi receiver con-
tain environmental features, human torso features and gesture features. However,
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Fig. 4. The architecture of the adopted neural network.

the space occupied by the hand between the pair of transmitter and receiver is
very small. Therefore, the influence of the hand on the signal propagation is
also very small. Thus, the gesture features are not prominent compared to the
trunk features and environmental features. Existing researches have shown that
the attention mechanism can extract effective features and eliminate interfer-
ence from irrelevant features [25,26]. Therefore, the attention mechanism can
effectively extract gesture features. To overcome the drawback of handcrafted
features extraction, we use the attention mechanism to automatically extract
domain-independent gesture features.

According to [27], DANet model can effectively perform scene segmentation
by the attention mechanism. Inspired by DANet, we designed the neural network
shown in Fig. 4.

We adjust the size of the heatmaps containing gesture information to
3×224×224 as the input of our model. First, the neural network uses ResNet152
as the backbone network to extract various features. These features are convolved
to get the input A (see Fig. 5) with the size of 512× 7× 7 for the position atten-
tion module and channel attention module. Then, the position attention module
and channel attention module can extract ample domain-independent gesture
features from A. Next, these extracted features will be fused as gesture recogni-
tion features. The last, these fused features go through the average pooling layer
and the classification layer to predict the gesture type. The following describes
the details of each attention module.

Position Attention Module (PAM) uses self-attention to focus on the impor-
tance of each pixel for gesture recognition, that is, domain-independent ges-
tures feature pixels are given a large weight and interference feature pixels are
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Fig. 5. Detailed structure of position attention module.

given a small weight. Therefore, PAM can transform the various spatial features
information in the feature heatmaps into another space and only retains domain-
independent gesture features. Figure 5 shows the detailed structure of PAM. The
specific process is the following five steps:

1) A is convolved by 1 × 1 convolution kernel will obtain three new feature maps
B, C and D. The sizes of B, C and D are 64×7×7, 64×7×7 and 512×7×7
respectively.

2) The size of B, C and D are transformed into 49 × 64, 64 × 49 and 512 × 49.
3) The transpose of B is matrix multiplied by C. The result of the multiplication

is entered into the softmax layer to get the spatial attention map S whose
size is 49 × 49.

4) S is transposed and then multiplied by D. Then, the result of the multiplica-
tion is transformed into 512 × 7 × 7.

5) The result of multiplying the output of the previous step with α is summed
with A to obtain the final output E. The size of E is 512 × 7 × 7.

Fig. 6. Detailed structure of channel attention module.

Similar to PAM, Channel Attention Module (CAM) also employs self-
attention to evaluate the value of each channel for gesture recognition. Finally,
the domain-independent information in the high-value channel is extracted.
Figure 6 describes the architecture of CAM in detail. The specific process is
the following four steps:
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1) The size of A is transformed into 512 × 49. Then, A and the transpose of A
performs matrix multiplication.

2) The output of the first step is input into softmax to obtain channel attention
map X size of 512 × 512.

3) The result size of matrix multiplication performed by the transpose of X and
A is transformed into 512 × 7 × 7.

4) The output of the third step is multiplied by β and then added with A to
obtain the final output E whose size is 512 × 7 × 7.

Table 1. Detailed introduction of the dataset adopted.

Room# Users Gestures Orientation
numbers

Position
numbers

Sample
numbers

1 user 5, 10, 11,
12, 13, 14, 15,
16, 17

1: Push& Pull;
2: Sweep;
3: Clap;
4: Slide;
5: Draw-O (Horizontal);
6: Draw- Zigzag (Horizontal);

5 5 6750

2 user 1, 2, 6 1: Push& Pull;
2: Sweep;
3: Clap;
4: Slide;
5: Draw-O (Horizontal);
6: Draw- Zigzag (Horizontal);

5 5 2250

3 user 3, 7, 8, 9 1: Push& Pull;
2: Sweep;
3: Clap;
4: Slide;
5: Draw-O (Horizontal);
6: Draw- Zigzag (Horizontal);

5 5 3000

3 Performance Evaluation

In this section, we first implement and evaluate our model through extensive
experiments. The specific data division is as follows:

Dataset: Previous excellent gesture recognition work evaluated the performance
of their proposed model on the data set collected by themselves such as WiGest
[29], WiDraw [32], QGesture [34], Wikey [15,35,36], WiMu [16] and WiSign
[14]. The purpose of constructing the public dataset Widar3 is to make a fair
comparison between different models. There are already state-of-the-art models
evaluated using Widar3 dataset [17,18]. Therefore, in order to compare with the
state-of-the-art models, we also leverage Widar3 to evaluate our model. Widar3
dataset was collected by 16 users. All users made 9 gestures in 3 environments, 5
orientations and 5 positions. The detailed description of the dataset we adopted
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(a) Room#1-Classroom.

(b) Room#2 Hall.

(c) Room#3 Office.

Fig. 7. Experimental environment.

is shown in Table 1. When evaluating the cross-orientation, cross-position and
in-domain performance of our model, we select 4500 samples (6 users × 6 ges-
tures × 5 orientations × 5 positions × 5 instances) collected in Room 1, with
80 and 20% samples used for training and evaluating, respectively. 6 users are
randomly selected from the 9 users samples. For cross-environments evaluation,
we choose 12000 samples (16 users × 6 gestures × 5 orientations × 5 positions
× 5 instances) collected from three Rooms. We use the data of two Rooms as
the training samples and the remaining one Room data as the testing samples.

Experimental Setup for Dataset Collection: Two computers with Intel
WiFi NIC5300 network cards are used as transmitters and receivers. The WiFi
card works in 802.11n mode. The transmitter is equipped with an antenna to
continuously transmit data packets. The receiver uses three antennas and the CSI
tool in [28] to continuously collect and store CSI. The experimental collection
environment and device deployment are shown in Fig. 7 and Fig. 8 respectively.

3.1 Overall Performance

Taking all domain factors into consideration, our model achieves on average the
in-domain recognition accuracy of 99.67% and the gesture recognition accuracies
of 96.57%, 97.86% and 94.2% in terms of environments, positions and orienta-
tions. Moreover, in order to obtain a comprehensive result, we take into account
the 5 positions, 5 orientations and 3 environments and then evaluate the average
performance, respectively. The detailed results are shown in Table 2. Obviously,
the in-domain and cross-position performance of our model is very stable. For
cross-orientation evaluation, our model has the lowest performance in the first
orientation. The state-of-art models WiHF and Widar3 also encountered similar
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Fig. 8. Device deployment.

problems. The performance of our model exceeds Widar3 and WiHF equipped
with HuFu dataset respectively is close to 10% and 18% in the first orientation.
The reason for this phenomenon is when people are in the first orientation, the
gesture may just be shadowed by the body.

3.2 Comparative Study

In this section, we compare with Widar3 [17] and WiHF [18]. The Widar3 process
consists of the following three sections: 1) CSI data acquisition and denoising.
2) establishment of BVP. 3) using neural network to identify gesture types. The
WiHF process is similar to Widar3, the difference is that the second step of
WiHF generates motion change pattern. However, the methods these models
extract features is manual. Since gesture features are likely to be scattered in
space and channel dimensions, these models may lose some gesture features.
Therefore, we use the neural network based on the dual attention module to
automatically extract features, which not only avoids the complicated process of
extracting features but also improves the recognition accuracy.

AS shown in Table 3, the performance of our model surpasses Widar3 and
WiHF in both in-domain and cross-domain recognition, even for WiHF with
the HuFu dataset (tailored from the WiDar3 dataset). When all models use
the widar3 data set (WIHF with HuFuM), our model performance exceeds the
current best solution by 5.75%, 4.17%, 7.54% and 82.6% in the domain, across
environment, position, and orientation evaluation respectively. We think the rea-
son for this phenomenon is that although the handcrafted features of Widar3
and WiHF are very brilliant they may not cover all the domain-independent
features scattered on each subcarrier.
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Table 2. Recognition accuracy in the domain and across environments, orientations
and positions

Serial Number 1 2 3 4 5

Position 98.22% 94.33% 98.11% 99.22% 99.44%

Orientation 89% 95.33% 96.33% 98.33% 92%

Environment 98.09% 94.84% 96.57%

In-domain 99.67%

Table 3. Average gesture recognition accuracy of different models

In-domain Environment Position Orientation

Widar3 92.7% 92.4% 89.7% 82.6%

WiHF + HuFuM 93.92% 89.67% 90.32% 79.14%

WiHF + HuFu 97.65% Unknown 92.07% 82.38%

Our Model 99.67% 96.57% 97.86% 94.2%

3.3 Impact of Gesture Numbers

To verify the stability and robustness of our model, we evaluate its performance
with more gestures (the default number is 6). The evaluation results are shown
in Table 4. The in-domain accuracy remains above 98.5% though the number
of gestures is increased to 9. And cross-domain performance of our model not
significantly affected by the number of gestures.

Table 4. Impact of gesture type numbers

Gesture numbers 6 7 8 9

In-domain 99.67% 99.71% 98.57% 98.89%

Position 97.86% 96.8% 94.42% 94.79%

Orientation 94.2% 95.16% 90.53% 91.33%

4 Conclusion

In this paper, we proposed a novel model to realize cross-domain gesture recog-
nition using CSI. In order to overcome the shortcoming of manually extracting
features, we used the attention mechanism to automatically extract domain-
independent gesture features from spatial and channel dimensions. We built a
model using the dual self-attention modules and evaluated its performance by
using the publicly available Widar3 dataset. Our model achieves superior in-
domain and across-domains compared to state-of-the-art methods.
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Abstract. Glyph perturbation is an increasing subject in information
embedding. It can be generated by moving strokes of Chinese charac-
ters to convey secret messages. However, the generation is limited by the
large number and diverse fonts of Chinese characters. Several attempts
have been made to generate Chinese characters in the font transfer based
on deep learning, up to now no studies have investigated font transfer
for glyph perturbation. We propose a font transfer method for glyph
perturbation of Chinese characters named Glyph-Font, which focuses
on the position of strokes while transferring fonts. More specifically, we
first build an image dataset for glyph perturbation of Chinese characters
through perturbing strokes. Secondly, the generator based on a paral-
lel auto-encoder simultaneously generates four glyph perturbations for
each character in target fonts. In addition, a discriminator is designed
to optimize the network by calculating the difference between real and
generated images of Chinese characters. Finally, perturbation loss and
patch-pixel loss are defined to amend incorrectly generated pixels and dis-
tinguish position changes of strokes. Experimental results demonstrate
that our proposed Glyph-Font has the potential to generate glyph per-
turbations of Chinese characters automatically in various fonts.

Keywords: Font transfer · Glyph perturbation · Chinese characters
generation · Parallel auto-encoder

1 Introduction

Glyph perturbation conveying secret messages is becoming essential in informa-
tion embedding. Glyph perturbation of Chinese characters can be generated by
moving strokes. As shown in Fig. 1, the movements (up or down or left or right)
of two strokes can produce four glyph perturbations accordingly. To be specific,
the middle dot in the left part and the first horizontal stroke in the right part
of the character ‘ ’ in FangSong moved down and up respectively, resulting in
four glyph perturbations.
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Fig. 1. Glyph perturbations of Chinese character ‘ ’.

Significantly, the difficulties are how extensive and various the Chinese char-
acters library usually possesses. The number of Chinese characters is much larger
than that of other languages such as English, French, and German. For example,
the lowest standard coding for Chinese characters named GB2312-80 includes
6,763 characters commonly used. Moreover, the library has a wide variety of
fonts, including typography designed by professional designers and calligraphy
written by individuals. Therefore, the production of glyph perturbation is a
laborious and time-consuming task.

Existing studies have recognized the critical role of font transfer for Chinese
characters, that is to convert fonts from the perspective of images while remain-
ing its content. It contributes to the generation of Chinese characters under the
above difficulties. On the one hand, taking Chinese characters as a whole not
only alleviates the work of dismemberment but also learns font features more
comprehensively. On the other hand, font features of Chinese characters are com-
prised of contents and styles, which is consistent with the images. The images
of Chinese characters generated by this attempt are generally satisfactory, but
the generated strokes are blurred and disordered in some cases such as complex
components.

Nevertheless, far too little attention has been paid to the font transfer for
glyph perturbation of Chinese characters. To overcome the above problems, we
propose a font transfer method for glyph perturbation of Chinese characters
named Glyph-Font. Compared with the existing methods, it pays more attention
to the position of strokes while transferring the font of Chinese characters and
generates glyph perturbations from source to target fonts. In addition, normal
Chinese characters can be replaced by generated glyph perturbations to convey
secret information and be applied to information hiding.

In summary, our font transfer method for glyph perturbation of Chinese
characters is proposed by analyzing font features. The main contributions are
listed as follows:

i) We propose a feasible and effective model, Glyph-Font, exploiting four par-
allel auto-encoder branches, to transfer the font and generate glyph pertur-
bations for each Chinese character.

ii) A difference discriminator for adversarial learning strategy is proposed to
measure the difference between the real and generated images of Chinese
characters, which is helpful to generate more realistic images in target fonts.
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iii) To identify position changes of strokes for Chinese characters, perturbation
loss and patch-pixel loss are proposed to compare extracted features and
count white pixels in each fixed-size patch with the corresponding position.

iv) A new image dataset for glyph perturbation of Chinese characters is built
containing 4 fonts and 995 characters with perturbing strokes.

v) Qualitative and quantitative results verify the effectiveness of our method in
the font transfer for glyph perturbation of Chinese characters, which learns
the position of strokes accurately and generates high-quality images.

2 Related Work

2.1 Font Transfer for Chinese Characters

The font transfer methods for Chinese characters are classified into strokes gen-
eration and Chinese characters generation according to whether characters are
split or not. The former mainly generates desired strokes in target fonts and con-
stitutes complete characters by a set of predefined rules. The latter generates
images of Chinese characters by extracting and learning font features.

Strokes Generation. Lian et al. [1,2] established a relationship between tar-
get and reference characters through non-rigid point set registration, positioned
critical points on strokes, and extracted writing track of the input characters.
Zhang et al. [3] designed a conditional generation model with style encoding
to draw recognizable Chinese characters. It automatically simulated three dis-
crete pen states (pen down, pen up, or character end) to determine when and
how to finish writing. Wen et al. [4] introduced stroke refinement, adaptation
to pre-deformation, and online zoom-augmentation to convolutional neural net-
works. LSCGAN [5] generated strokes in the new font by fusing the styles of two
existing fonts and optimizing the network using the least-squares loss. RD-GAN
[6] generated unseen Chinese characters with a few samples, effectively utilizing
radical extraction and rendering.

Chinese Characters Generation. To restore images more authentically, the
encoder of auto-encoder needs to extract necessary features representing the
input. That is, the auto-encoder has a powerful ability to extract the input’s fea-
tures. Therefore, many scholars have utilized it to design network architectures.
SA-VAE [7] defined an informational rule to supplement the structural details
of Chinese characters and encoded each character into 133-bits coding based
on structure and strokes. Using the dependence between contents and styles of
images, EMD [8,9] extracted common style and content features from a set of
style-reference images (with the same style but different contents) and content-
reference images (with the same content but different styles). The extracted
features were fused by a bilinear model to generate Chinese characters with
specified style and content.
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Recent advances based on generated adversarial network (GAN) [10] have
facilitated exploratory study in font transfer for Chinese characters. It can be
divided into three categories according to the way of learning style features:
self-learning style features, external style features, and extractive style features.

Self-learning Style Features. PEGAN [11] added a cascaded refinement connec-
tion to the encoder of Pix2Pix [12]. In addition, the pre-trained VGG19 was
used to calculate perceived loss, which was weighted together with L1 loss, font
category loss, and adversarial loss to make up the objective optimization func-
tion. SAFont [13] used self-attention blocks to calculate the attention changes
in features of Chinese characters before and after transferring and defined edge
loss to make generated images with clearer edges of strokes. With the increase
of layers in the transfer network, HAN [14,15] built a staged decoder to describe
global and local strokes details using the feature maps of low and high levels
and generated the corresponding images of middle layers, which were sent to
the discriminator together with the generated images. In addition to the font
transfer for printing fonts, CycleGAN [16] accomplished the transfer from print-
ing to handwriting mutually. OFM-CycleGAN [17] applied an optimized feature
matching algorithm in the former, effectively improving the quality of handwrit-
ing. StrokeGAN [18] introduced stroke encoding for the font transfer network to
retain strokes details better and generate more realistic images.

External Style Features. Zi2Zi [19] connected the font category to the embed-
ding layer of auto-encoder based on Pix2Pix [12] and added judgment for the
font category. It is suitable for font transfer tasks aiming at Chinese and Korean
characters. Chen et al. [20,21] generated a variety of Chinese characters in dif-
ferent fonts combining images with one-hot vectors of font labels. The losses
of font category and semantic consistency were added to constrain the opti-
mization of network parameters. CalliGAN [22] further divided the contents of
Chinese characters into dictionary sequences and features extracted by encoders
and concatenated them with one-hot vectors representing specified style.

Extractive Style Features. AEGN [23] is a calligraphy font transfer method com-
posed of two auto-encoder networks. The supervision network provided a transfer
network with strokes details of target characters. In the transfer network, resid-
ual modules connected the encoder and decoder to learn subtle differences in
the spatial structure between the source and target images. DCFont [24] used
VGG16 to extract high-level features (style features) of images, which were fused
with content features extracted from the font transfer network and sent into the
decoder. FontGAN [25] integrated stylization, de-stylization, and texture trans-
fer of Chinese characters into a unified framework. The style consistency module
(SCM) and content prior module (CPM) were introduced to alleviate the prob-
lems of multiple domains transformations and strokes missing. TET-GAN [26]
extended artistic Chinese characters to the field of font transfer and designed a
stylized and de-stylized network under the framework of auto-encoder. To sepa-
rate style and content features of Chinese characters, AGIS-NET [27] extracted
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common style features from a reference image dataset with consistent style, fused
content and style features, and generated shape and texture images at the same
time using a cooperated-training decoder.

2.2 Glyph Perturbation Generation

FontCode [28] focused on embedding additional information in text documents.
It assigned each English letter an integer and embedded this integer by perturb-
ing the glyph of each letter according to a precomputed codebook. A simple
CNN structure was proposed to recognize glyphs and systematically construct a
codebook containing a set of perturbed glyphs for each character in commonly
used fonts. However, it is also limited in some ways. Suppose a part of the text
is completely occluded from the camera, contaminated by other inks, heavily
crumpled, or attached to a highly curved surface. In that case, the embedded
message will be lost. Furthermore, the letters in the document must have suffi-
cient resolution and large font size for reliable message retrieval when extracting
information from rasterized and printed text documents.

Up to now, there have been no studies in font transfer for glyph perturbation
of Chinese characters. Our proposed Glyph-Font is competent to transfer font
and generate satisfactory images for glyph perturbation of Chinese characters.

3 Method Description

Different from the natural images, the image generation of Chinese characters
has higher requirements for the correctness of strokes and structures, which is of
great importance to identify them. Our method aims to learn position changes
of strokes and generate glyph perturbations in an expected font.

3.1 Data Preparation

An image dataset for glyph perturbation of Chinese characters including four
fonts (skeleton, FangSong, KaiTi, and YouYuan) is built by font design soft-
ware named high-logic Font Creator. It contains 995 Chinese characters used
frequently in daily life and 3,980 glyph perturbations of Chinese characters in
each font generated by perturbing strokes. Our purpose of preparation is to
move strokes of Chinese characters while maintaining the overall vision feelings.
For each Chinese character in four fonts, its glyph perturbations are produced
through the same movements of two selected strokes. The preparation results of
Chinese character ‘ ’ in four fonts are shown in Fig. 2.

3.2 Network Architecture

As shown in Fig. 3, the proposed model consists of a generator G and two dis-
criminators: D and Ddifference. G consists of four parallel auto-encoder networks.
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Fig. 2. Glyph perturbations of Chinese
character ‘ ’.

Fig. 3. The architecture of our model.

It extracts and restores the features representing glyph perturbations. Further-
more, two discriminators evaluate authenticity, font category, and difference of
the inputs. For adversarial training, the generator learns the real samples’ distri-
bution and generates fake images to induce discriminators to make wrong deci-
sions. The discriminators try to determine correctly whether the input data come
from the real samples or the generator, and reduce the difference between real
and generated images. Through the game confrontation, discriminators hardly
distinguish the real from the fake images.

In the generator part, four generators (G1, G2, G3, and G4) output corre-
sponding glyph perturbations simultaneously for each Chinese character. The
encoder of each generator consists of a convolution layer and seven LeakyReLU-
Conv-BN blocks whose normalization is omitted in the last block. The decoder
of each generator consists of eight ReLU-Deconv-BN blocks which the last block
replaces BN with Tanh activation function (see Fig. 4(a)). The features of Chi-
nese characters extracted by the encoder of G and a label representing the font
category are concatenated into the decoder to generate Chinese characters in
specified fonts. These generated characters are consistent with its skeleton.

In the discriminator part, D consists of five Conv-BN-LeakyReLU blocks,
except the last one without normalization and activation function (see Fig. 4(b)).
Ddifference has two branches with a similar structure, including five Conv-
Normalization-ReLU blocks and two convolution layers (see Fig. 4(c)). D makes
the judgments of authenticity and font category on the input pairs with two full
connection layers, and Ddifference calculates the difference between generated
and real images.

During the training, the input data required by our method is paired. Specif-
ically, the real and generated images of the target font are respectively paired
with its corresponding skeleton for D. In addition, the real and generated images
of the target font are paired as the inputs of Ddifference.
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(a) generator

(b) discriminator

(c) difference discriminator

Fig. 4. Illustration of our model containing a generator, a discriminator, and a differ-
ence discriminator.
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3.3 Loss Function

Our proposed Glyph-Font is trained by optimizing the loss functions, consisting
of adversarial loss, encoded loss, perturbation loss, L1 loss, and patch-pixel loss.

Ltotal = Ladv + Lencoded + Lperturb + L1 + Lpatch (1)

Adversarial Loss. Our model containing G, D, and Ddifference is trained in
an adversarial approach. The main purpose of G is to make the discriminators
unable to distinguish the generated images from the real correctly, that is, to
misjudge authenticity and font category of images and reduce the difference
between the real and the generated images. D judges the authenticity and font
category of input images, and Ddifference calculates the difference between gen-
erated and real images. The images generated by G mislead two discriminators,
which constitute these loss functions:

Lcheat = Et[log(Dr/f (t))] + Es[1 − log(Dr/f (G(s)))] (2)

Lcategory = Et[log(Dc(t))] + Es[1 − log(Dc(G(s)))] (3)

Ldifference = E(s,t)[‖1 − Ddifference(G(s), t)‖2] (4)

Ladv = λcheatLcheat + λcategoryLcategory + λdifferenceLdifference (5)

Where λcheat, λcategory and λdifference control the weight of each item, ‘s’ and ‘t’
correspondingly denote real images of source and target fonts, and G(s) generates
images of Chinese characters transferring font from the source to target. Dr/f ,
Dc and Ddifference denote the outputs representing authenticity, category, and
difference, respectively.

Encoded Loss. The encoder of G can be regarded as a feature extractor in
which the features of real and generated images can be extracted. To ensure
that the generated images of Chinese characters fit their real images as much as
possible, the encoded loss is defined for features extracted by the encoder of G:

Lencoded = λencodedE(s,t)[‖encodedt − encodedG(s)‖2] (6)

Where λencoded is the weight for balancing, encodedt denotes features of the real
images extracted by the encoder of G, and encodedG(s) denotes features of the
generated images extracted by the same encoder.

Perturbation Loss. Fig. 5 provides four glyph perturbations of character ‘ ’
in source and target fonts, respectively. They are paired according to the position
changes of strokes using green or yellow lines. From green lines in Fig. 5, the
character ‘ ’ is perturbed by moving the first horizontal stroke up and down.
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Also, it is apparent from yellow lines that the middle dot in the left part is moved
up and down alternately.

Lperturb g =
∑

img=s,G(s)

Eimg[‖encodedimg1 − encodedimg4‖2]

−Eimg[‖encodedimg2 − encodedimg3‖2]
(7)

Lperturb y =
∑

img=s,G(s)

Eimg[‖encodedimg1 − encodedimg2‖2]

−Eimg[‖encodedimg3 − encodedimg4‖2]
(8)

Lperturb = λperturb[Lperturb g + Lperturb y] (9)

Where λperturb is the weight of perturbation loss, Lperturb g and Lperturb y are
perturbation loss labeled green or yellow correspondingly, ‘img’ encompasses
source and generated images of Chinese characters, and Img = {img1, . . . , img4}
denote four corresponding glyph perturbations for each character.

L1 Loss. The generated images of Chinese characters are obtained by G from
skeleton images, which constitutes pixel-level loss with its real images. We set λ1

as the weight of L1 loss, and select L1 distance instead of L2 to alleviate blurry
images and focus on regularizing the shape[12].

L1 = λ1E(s,t)[‖t − G(s)‖1] (10)

Patch-pixel Loss. To learn the spatial information of strokes better, we divided
the real and generated images of the target font into the small patch with the
size 16×16 and calculated the number of white pixels in each patch to form two
one-dimensional vectors. For example, the Chinese character ‘ ’ is split into
patches by red dotted lines in Fig. 6, and one of the patches is explicitly shown
on the right. The fitting degree of two vectors constitutes patch-pixel loss:

Lpatch = λpatchH(Wt,WG(s)) = −λpatch

K∑

k=1

wk
t log(wk

G(s)) (11)

Where Wt =
{
w1

t , . . . , w
k
t , . . . , wK

t

}
and WG(s) =

{
w1

G(s), . . . , w
k
G(s), . . . , w

K
G(s)

}

denote white pixel vectors of real and generated images of target font, wk
t and

wk
G(s) mean the count of white pixels in the k-th patch, and K means the count

of patches in each image.
Finally, the proposed model can be trained by playing the following maxi-min

game:
max

D,Ddifference

min
G

Ladv + Lencoded + Lperturb + L1 + Lpatch (12)
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Fig. 5. Illustration of perturbation
loss.

Fig. 6. Illustration of patch-pixel loss.

4 Experiments

4.1 Experimental Setting

Dataset. We build a new image dataset of Chinese characters for experiments
to verify our method’s availability, which contains 995 Chinese characters and
3980 glyph perturbations in each font. It can be expanded by adding new charac-
ters and fonts in the data preparation above. In addition, our experiments adopt
skeleton images [27] as source font and select three commonly used fonts of
Chinese characters as the target: FangSong, KaiTi, and YouYuan. In the exper-
iments, we take these glyph perturbations produced by 795 Chinese characters
as a training dataset, and the remaining constituted test dataset.

Implementation Details. The generator G of our proposed Glyph-Font has
seven convolution blocks and eight deconvolution blocks. Each block of the for-
mer contains convolution, Batch Normalization, and LeakyReLU. Each decon-
volution block is made up of deconvolution, Batch Normalization, and ReLU.
Following the structure of discriminator in ACGAN, D outputs the judgments of
images’ authenticity and font category, and Ddifference calculates the difference
between the real and the generated images. All images of Chinese characters are
in size 256×256. Weights in the loss functions are set as λcategory = 10.0, λcheat

= λpatch = 1.0, λdifference = λencoded = λperturb = 15.0, λ1 = 100.0. For Chinese
characters in each font, we use the batch size 8 with 100 epochs for training.

4.2 Competitors

We compare our method with three font transfer methods for Chinese characters
whose source codes are available online.
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Rewrite2 [29] adopts adversarial loss as the objective optimization function
based on ICGAN [30], which is used to learn the changes of facial details (hair,
expression, et al.). Despite some noise interference, these generated images of
Chinese characters are recognizable basically.

Unet-GAN [31] deepens the generator network by increasing the number of
convolution layers based on Pix2Pix [12]. It is suitable for font transfer (printing
and handwriting fonts) while preserving the structure and strokes details of
Chinese characters.

Zi2Zi [19] connects label representing target font to the embedding of its
generator based on Pix2Pix [12]. The constant loss between generated and real
images is added to optimize the network. For the printed characters with thick
strokes and clear structure, the qualities of generated images are higher.

4.3 Evaluation Metrics

Common indexes of quantitative evaluation in images include Mean Square Error
(MSE), Root Mean Square Error (RMSE), Pixel-level Accuracy (Pix acc), et al.
In pixel level, MSE measures the pixel error of the corresponding position of two
images. RMSE is the square root of MSE. Pix acc calculates the proportion of
pixels in the whole image whose pixel values are identical at the corresponding
position of two images.

The performance of methods is measured by comparing the quality of gener-
ated images. Based on the fact that the images of Chinese characters are com-
posed of black and white pixels. We selected RMSE and Pix acc as evaluation
indexes, which are defined as follows:

RMSE(t,G(s)) =

√√√√ 1
MN

M∑

i=1

N∑

j=1

(ti,j − G(s)i,j)2 (13)

Pix acc =

∑M
i=1

∑N
j=1 I{ti,j = G(s)i,j}

MN
(14)

Where M and N represent the count of pixels for each image in two dimensions,
ti,j and G(s)i,j denote the pixel values of the i-th row and j-th column in real
and generated character images, respectively. The value of I {·} is 1 when ti,j is
equal to G(s)i,j . Otherwise, it is 0. It is considered that the images of Chinese
characters generated by the font transfer network are more realistic when RMSE
is small, and Pix acc is large.
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4.4 Experiment Results

Qualitative Results. As shown in Fig. 7, we test our method on three fonts
that are used in daily life and compare the generated images of Chinese charac-
ter ‘ ’ with those generated by other existing methods: Rewrite2, Unet-GAN,
and Zi2Zi. We can see that the strokes generated by Rewrite2 are disordered
and unidentifiable, the images generated by Unet are blurry and terrible in the
background, and the strokes generated by Zi2Zi are incomplete. Overall, those
images generated by the methods we compared often have problems of blurry
images, incomplete strokes, and low identifiability. Both Zi2Zi and Glyph-Font

Fig. 7. Comparison of generated images from skeleton to target fonts for Chinese char-
acter ‘ ’.

Fig. 8. Detailed comparison of generated images in target fonts (such as FangSong,
KaiTi, and YouYuan).
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are competent to the task of learning position changes of strokes and transferring
font. Relatively speaking, our proposed Glyph-Font generates high-quality and
realistic images of Chinese characters. Moreover, our method always outperforms
other methods at the integrity and clarity of strokes, as depicted in Fig. 8.

Quantitative Results. The quantitative evaluations mentioned above measure
the quality of generated images more directly. It is apparent that our proposed
Glyph-Font obtains the lowest RMSE and the highest Pix acc in Table 1. These
quantitative results demonstrate that our method is superior to other methods,
which is consistent with the above qualitative results. Overall, the performances
of the other three methods are relatively poor, while our method can generate
realistic images that are difficult to be distinguished from the ground truth.

Table 1. Quantitative evaluation comparison with the classic methods (Best result in
bold).

Method Skeleton → FangSong Skeleton → KaiTi Skeleton → YouYuan

RMSE Pix acc RMSE Pix acc RMSE Pix acc

Rewrite2 0.4544 0.7927 0.5128 0.7353 0.5351 0.7119

Unet-GAN 0.4412 0.8038 0.4754 0.7728 0.4871 0.7604

Zi2Zi 0.2314 0.9457 0.2496 0.9366 0.2538 0.9343

Proposed 0.1380 0.9807 0.1373 0.9809 0.1391 0.9802

Effects of Difference Discriminator. To validate the effects of the differ-
ence discriminator, we retrain our model without it. The quantitative results of
the proposed Glyph-Font are similar to that without difference discriminator in
RMSE and Pix acc. From the generated results shown in Fig. 9, Chinese char-
acters generated without and with the difference discriminator correspond to
the first and second lines, respectively. Comparatively speaking, it can be seen
that the use of difference loss further improves visual quality in the qualitative
results, which is effective in generating strokes with high integrity.
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Fig. 9. Detailed comparison of generated images with/without difference loss in target
fonts (such as FangSong, KaiTi, and YouYuan).

5 Conclusion

In this paper, we propose the font transfer method named Glyph-Font for glyph
perturbation of Chinese characters, which pays more attention to the position of
strokes while transferring fonts. It is composed of a parallel generator and two
discriminators under adversarial learning. The parallel generator learns strokes
details and generates four glyph perturbations for each Chinese character simul-
taneously. Moreover, the discriminator is required to judge the images’ authen-
ticity and font category correctly. The proposed difference discriminator, per-
turbation loss, and patch-pixel loss improve strokes accuracy to some extent.
We also build an image dataset for glyph perturbation of Chinese characters to
provide support for subsequent work. Experiments on this dataset demonstrate
that our method can transfer font and generate glyph perturbations of Chinese
characters. At the same time, the generated dataset of Chinese characters can
meet the needs for information hiding and be applied in IoT devices to protect
privacy and data integrity [32–34].

It should be pointed out that we only collect glyph perturbations images
of 995 Chinese characters in our dataset due to significant human interven-
tion, which can be expanded further. In addition, it is found from experimental
results that the method proposed is suitable for glyph perturbation generation
automatically in information embedding, and more various fonts are needed in
this field.



600 C. Wang et al.

References

1. Lian, Z., Zhao, B., Xiao, J.: Automatic generation of large-scale handwriting fonts
via style learning. In SIGGRAPH ASIA 2016 Technical Briefs, pp. 1–4. Associa-
tion for Computing Machinery, New York (2016) https://doi.org/10.1145/3005358.
3005371

2. Lian, Z., Zhao, B., Chen, X., Xiao, J.: EasyFont: a style learning-based system to
easily build your large-scale handwriting fonts. ACM Trans. Graph. 38(1), 1–18
(2018). https://doi.org/10.1145/3213767

3. Zhang, X.-Y., Yin, F., Zhang, Y.-M., Liu, C.-L., Bengio, Y.: Drawing and rec-
ognizing Chinese characters with recurrent neural network. IEEE Trans. Pattern
Anal. Mach. Intell. 40(4), 849–862 (2018). https://doi.org/10.1109/TPAMI.2017.
2695539

4. Wen, C., et al.: Handwritten Chinese font generation with collaborative stroke
refinement. arXiv preprint arXiv: 1904.13268 (2019)

5. Lin, X., Li, J., Zeng, H., Ji, R.: Font generation based on least squares condi-
tional generative adversarial nets. Multimedia Tools Appl. 78(1), 783–797 (2018).
https://doi.org/10.1007/s11042-017-5457-4

6. Huang, Y., He, M., Jin, L., Wang, Y.: RD-GAN: few/zero-shot Chinese character
style transfer via radical decomposition and rendering. In: Vedaldi, A., Bischof,
H., Brox, T., Frahm, J.-M. (eds.) ECCV 2020. LNCS, vol. 12351, pp. 156–172.
Springer, Cham (2020). https://doi.org/10.1007/978-3-030-58539-6 10

7. Sun, D., Ren, T., Li, C., Su, H., Zhu, J.: Learning to write stylized Chinese char-
acters by reading a handful of examples. In: Proceedings of the 27th International
Joint Conference on Artificial Intelligence, pp. 920–927. International Joint Con-
ferences on Artificial Intelligence Organization, Stockholm (2018). https://doi.org/
10.24963/ijcai.2018/128

8. Zhang, Y., Zhang, Y., Cai, W.: Separating style and content for generalized style
transfer. In: Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 8447–8455. IEEE, Salt Lake City (2018). https://doi.org/
10.1109/CVPR.2018.00881

9. Zhang, Y., Zhang, Y., Cai, W.: A unified framework for generalizable style transfer:
style and content separation. IEEE Tran. Image Process. 29, 4085–4098 (2020).
https://doi.org/10.1109/TIP.2020.2969081

10. Goodfellow, I.J., et al.: Generative adversarial nets. In: Proceedings of the 27th
International Conference on Neural Information Processing Systems, pp. 2672–
2680. MIT Press, Cambridge (2014)

11. Sun, D., Zhang, Q., Yang, J.: Pyramid embedded generative adversarial net-
work for automated font generation. In: 24th International Conference on Pattern
Recognition, pp. 976–981. IEEE, Beijing (2018) https://doi.org/10.1109/ICPR.
2018.8545701

12. Isola, P., Zhu, J.-Y., Zhou, T., Efros, A.A.: Image-to-image translation with con-
ditional adversarial networks. In: 2017 IEEE Conference on Computer Vision and
Pattern Recognition, pp. 5967–5976. IEEE, Honolulu (2017) https://doi.org/10.
1109/CVPR.2017.632

13. Ren, C., Lyu, S., Zhan, H., Lu, Y.: SAFont: automatic font synthesis using self-
attention mechanisms. Aust. J. Intell. Inf. Process. Syst. 16(2), 19–25 (2019)

14. Chang, J., Gu, Y., Zhang, Y.: Chinese typeface transformation with hierarchical
generative adversarial network. arXiv preprint arXiv: 1711.06448 (2017)

https://doi.org/10.1145/3005358.3005371
https://doi.org/10.1145/3005358.3005371
https://doi.org/10.1145/3213767
https://doi.org/10.1109/TPAMI.2017.2695539
https://doi.org/10.1109/TPAMI.2017.2695539
http://arxiv.org/abs/1904.13268
https://doi.org/10.1007/s11042-017-5457-4
https://doi.org/10.1007/978-3-030-58539-6_10
https://doi.org/10.24963/ijcai.2018/128
https://doi.org/10.24963/ijcai.2018/128
https://doi.org/10.1109/CVPR.2018.00881
https://doi.org/10.1109/CVPR.2018.00881
https://doi.org/10.1109/TIP.2020.2969081
https://doi.org/10.1109/ICPR.2018.8545701
https://doi.org/10.1109/ICPR.2018.8545701
https://doi.org/10.1109/CVPR.2017.632
https://doi.org/10.1109/CVPR.2017.632
http://arxiv.org/abs/1711.06448


Font Transfer Based on Parallel Auto-encoder for Glyph Perturbation 601

15. Chang, J., Gu, Y., Zhang, Y, Wang, Y.: Chinese handwriting imitation with hier-
archical generative adversarial network. In: British Machine Vision Conference, pp.
1–12. BMVA Press, Newcastle (2018)

16. Chang, B., Zhang, Q., Pan, S., Meng, L.: Generating handwritten Chinese char-
acters using CycleGAN. In: Proceedings of the 2018 IEEE Winter Conference on
Applications of Computer Vision, pp. 199–207. IEEE, Lake Tahoe (2018) https://
doi.org/10.1109/WACV.2018.00028

17. Zhang, Y.: Generating handwritten Chinese character with
GANs. East China Normal University, Shanghai (2019).

( (2019))
18. Zeng, J., Chen, Q., Liu, Y., Wang, M., Yao, Y.: StrokeGAN: reducing mode collapse

in Chinese font generation via stroke encoding. arXiv preprint arXiv: 2012.08687
(2020)

19. Tian, Y.: Zi2Zi. https://github.com/kaonashi-tyc/zi2zi/, Accessed 9 Aug 2019
20. Chen, J., Xu, X., Ji, Y., Chen, H.: Learning to create multi-stylized Chinese char-

acter fonts by generative adversarial networks. In: ACM TURC ’19 Proceedings
of the ACM Turing Celebration Conference, pp. 1–6. Association for Computing
Machinery, Chengdu (2019) https://doi.org/10.1145/3321408.3322631

21. Chen, J., Chen, H., Xu, X., Ji, Y., Chen, L.: Learning to write
multi-stylized Chinese characters by generative adversarial net-
works. J. Univ. Electron. Sci. Technol. China 48(5), 674–678 (2019).

( 48(5),
674–678 (2019)) https://doi.org/10.3969/j.issn.1001-0548.2019.05.003

22. Wu, S.-J., Yang, C.-Y., Hsu, J.-Y.: CalliGAN: style and structure-aware Chinese
calligraphy character generator. arXiv preprint arXiv: 2005.12500 (2020)

23. Lyu, P., Bai, X., Yao, C., Zhu, Z., Huang, T., Liu, W.: Auto-encoder guided GAN
for Chinese calligraphy synthesis. In: Proceedings of the 14th IAPR International
Conference on Document Analysis and Recognition, pp. 1095–1100. IEEE Com-
puter Society, Kyoto (2017) https://doi.org/10.1109/ICDAR.2017.181

24. Jiang, Y., Lian, Z., Tang, Y., Xiao, J.: DCFont: an end-to-end deep Chinese font
generation system. In: SIGGRAPH Asia 2017 Technical Briefs, pp. 1–4. Associa-
tion for Computing Machinery, New York (2017) https://doi.org/10.1145/3145749.
3149440

25. Liu, X., Meng, G., Chang, J., Hu, R., Xiang, S., Pan, C.: Decoupled representation
learning for Character glyph synthesis. IEEE Trans. Multimedia., 1 (2021). https://
doi.org/10.1109/TMM.2021.3072449

26. Yang, S., Liu, J., Wang, W., Guo, Z.: TET-GAN: text effects transfer via stylization
and de-stylization. In: Proceedings of the 32nd AAAI Conference on Artificial
Intelligence, pp. 1238–1245. AAAI Press, Hilton Hawaiian Village (2019) :https://
doi.org/10.1609/aaai.v33i01.33011238

27. Gao, Y., Guo, Y., Lian, Z., Tang, Y., Xiao, J.: Artistic glyph image synthesis via
one-stage few-shot learning. ACM Trans. Graph. 38(6), 1–12 (2019). https://doi.
org/10.1145/3355089.3356574

28. Xiao, C., Zhang, C., Zheng, C.: FontCode: embedding information in text docu-
ments using glyph perturbation. ACM Trans. Graph. 37(2), 1–16 (2018). https://
doi.org/10.1145/3152823

29. Chang, B., Zhang, Q.: Rewrite2: a GAN based Chinese font transfer algorithm.
https://github.com/changebo/Rewrite2/, Accessed 18 Mar 2017

30. Perarnau, G., van de Weijer, J., Raducanu, B., Álvarez, J. M.: Invertible conditional
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Abstract. The previous graph neural network-based fraud detection
techniques were usually realized by clustering the neighbors with dif-
ferent relationships. However, the graph-based datasets face the issues
of imbalanced features, classifications, and relationships, which directly
decreases the detection performance. In this case, this work proposes a
novel real-time GNN model to address this issue. Firstly, the features
are measured to find the entities which have the highest similarity to the
fraudster. The entities are sampled to identify the fraudsters in training.
The fraudsters are far less than the normal nodes in the dataset. We then
combine the Under-Sampling algorithm and the long-distance sampling
algorithm to find the nodes that are similar to the neighbors. Finally, a
reinforcement learning (RL)-based reward and punishment mechanism
is proposed for sampling the weight between the relationships. It is effec-
tive to the issue of imbalanced relationships in the graph-based dataset.
Experiments show that the proposed technique is superior to the com-
parative models on the real-world fraud dataset.

Keywords: GNN · Fraud detection · RL · Imbalance problem

1 Introduction

The widespread development of the Internet and mobile payment has greatly
improved the convenience of people’s daily life in the fields of finance [2], insur-
ance [13,14,21,26], medical treatment [22], etc. Meanwhile, the cost of various
fraud behaviors is also reduced in these fields. Similar to fraud detection in copy-
right protection [18] and intrusion detection [17], the fraudsters pretend to be
the normal entities and bypass the anti-fraud system for its fraud. It will pose a
great threat to the benefits of the users. There are many researchers who iden-
tify the fraudsters by utilizing the graph-based approaches [9,27,30]. Usually, the

c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 603–614, 2022.
https://doi.org/10.1007/978-3-030-95388-1_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95388-1_40&domain=pdf
http://orcid.org/0000-0002-5381-7925
https://doi.org/10.1007/978-3-030-95388-1_40


604 J. Long et al.

real-world entities are regarded as nodes and the relationships among these enti-
ties are denoted by the edges between each pair of nodes [6]. The feature of each
entity is represented by the node feature and the relationship between two nodes
is represented by the edge feature. Different relationships for two entities can be
represented by weight [11]. Due to the effectiveness of the graph-based structure,
it is widely used in fraud detection models for fields of finance, insurance, medi-
cal treatment, etc. However, most of the existing fraud detection models cannot
deal with the imbalanced problems, which directly affects detection accuracy. In
this case, this work aims to research an effective fraud detection model.

Our contribution is as follows, we designed a fraud detection model. First,
the Under-sampling method is used to solve the problem of category imbalance
in training. Secondly, a feature information extractor is designed. Finally, use
reinforcement learning as a reward and punishment mechanism to obtain the
sampling weight of each relationship, and perform high-order neighbor sampling
on the entire graph according to the sampling weight. And did experiments on
the dataset to prove the effectiveness of our proposed model.

2 Related Work

The existing fraud detection algorithms belong to the field of data mining. In
[1], the authors utilized machine learning to address the fraud detection prob-
lem. The naive Bayes, K-nearest neighbor, and logistic regression are adopted
to address the fraud of credit cards. The authors in [29] used the convolutional
neural networks(CNN) in the proposed fraud detection model. In [8], the genera-
tive adversarial network (GAN) was utilized to generate a small number of class
instances, which will combine with the original dataset and form an enhanced
training dataset for better effectiveness of the classifier. These approaches usu-
ally use supervised learning for model training. However, supervised learning is
less flexible when the node behavior changes or a new fraud occurs. In this case,
the authors in [4] combined the supervised learning with unsupervised learning
to improve the accuracy of fraud detection.

In recent years, graph neural network (GNN) has been widely applied in
various fields, such as image identification [16], recommendation system [5] and
fraud detection. For instance, the authors in [24] proposed a GAT- based semi-
supervised graph neural network, called SemiGNN. It can realize fraud detection
for the multi-view labeled data and the unlabeled data. In [15], a graph convo-
lutional neural network-based model is proposed for large-scale spam review
detection. In [19], a GEM model learned the importance of nodes with vari-
ous types by utilizing the attention mechanism, whilst the hierarchical attention
mechanism is used to set the model [12]. Besides, the authors in [28] designed
the Player2Vec model by jointly utilizing the attention mechanism and GNN.

By analyzing the previous models, few of them focused on the imbalance issue
of the dataset, which is closely related to the aggregation process of the GNN.
Finally, the classifier will realize classification according to the result of aggrega-
tion. Therefore, it is critical to select an appropriate aggregation neighbor. The
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issue of data imbalance can be divided into three parts: category imbalance, fea-
ture imbalance, and relationship imbalance [3,7]. category imbalance means the
number of fraudsters is far less than the number of the normal entities. On this
basis of the category imbalance, the fraudsters can pretend to be normal, which
will add noise or connect to several normal entities to make it similar to the
normal entities. With the participation of the fraudsters, the GNN-based fraud
detection model cannot reach a high detection accuracy. Practically, there are
various relationships among entities. Each relationship has a different impact on
the entities. So, the importance of the relationships should be considered, which
reflects the relationship imbalance. To address the mentioned three problems,
this work proposes a novel GNN-based fraud detection model. A neighbor sam-
pler and the feature extractor are designed in this model. The Under-Sampling
method is used to solve the issue of category imbalance. The distance scores
are generated based on the features. With the deep reinforcement, the sampled
weights for each relationship can be generated for high-order neighbor sampling.
The performance of this work is evaluated on the public fraud detection dataset.
The evaluation results show the effectiveness of the proposed model.

The remaining paper is organized as follows. Section 2 introduces and ana-
lyzes the previous techniques. Section 3 gives some preliminaries. Section 4 intro-
duces the model framework and the proposed algorithm. The experiments are
conducted and analyzed in Sect. 5. This paper is summarized in Sect. 6.

3 Preliminaries

Before presenting the detailed model, we provide some background knowledge
on related techniques.

3.1 Multi-relation Graph

The multi-relation graph can be denoted by G = {V,C, {Br}|Rr=1, Y } . Herein,
V = {v1, v2, ..., vn} is the collection of n nodes in the graph. C = {c1, c2, ..., cn} is
the feature of each node with the length of d. B = {B1, B2, ..., Br} represents the
adjacent matrix of nodes for various relations. Herein, we have r ∈ {1, 2, ..., R}.
Y = {y1, y2, ..., yn} denotes the label collection of all nodes.

3.2 Long-distance Sampling

The classes of graph-based data are generally imbalanced. For the binary classi-
fication problem, a small number of some classes will cause inaccurate classifica-
tion results. If the sampling approach of classification or the selected evaluation
metric is not suitable, the overall performance of the model cannot be objectively
evaluated. Here, we adopt the Under-Sampling algorithm for sampling due to
its. It performs sampling from the normal nodes without replacement. The num-
ber of samples is approached to the number of fraud nodes. In other words, it
realizes under sampling for the majority classes to balance the sample number.
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In this case, the model can better predict the fraud nodes. Here, the collection
of sampled nodes for training is denoted by Nv .

The fraud nodes can pretend to be normal and connect to the normal nodes.
Here, long-distance sampling is utilized to predict the relations among nodes.
The K-order neighbors of the sampled training nodes are used for the subsequent
neighbor sampling. With the K-order neighbors, more nodes similar to the major
node will be found. With (1), we can calculate the K-order neighbors under the
relation r. The final K-order adjacent matrix for sampling can be calculated with
(2).

T
(r)
(k) = B(r)k. (1)

B
(r)
(k) =

k∑

i=1

T
(r)
(k) + B(r). (2)

Here, T
(r)
(k) is the k-order adjacent matrix under relation r. B

(r)
(k) represents

the adjacent matrix of the 1-order to k-order neighbor, which will be used for
subsequent neighbor sampling.

3.3 Neighbor Sampling

In the neighbor sampling, the multi-layer preceptor (MLP) is utilized as the
feature extractor. The feature will be used for calculating the distance between
neighbors and be the input of the subsequent GNN. With (3), the distance
between the training node and the neighbor node can be calculated. Shorter dis-
tance represents higher similarity to the major node, which will be sampled with
a high probability. The average distance score of each epoch can be calculated
by (4).

Dl
(v,u) = σ(M2(M1h

(l−1)
v + b1) + b2) − σ(M2(M1h

(l−1)
u + b1) + b2). (3)

S
(e)
(r) =

∑
v∈N(v)

D(e−1)
(r) (Zv, h

r
v)

|N(v)| . (4)

M is the weight matrix, the values in the matrix are the parameters learned
by the model, and the b values are also the parameters learned by the model.
D(e−1)

(r) (Zv, h
r
v) represents using (3) to calculate the distance between hr

v of each
node v under relation r after each epoch and Zv after the aggregation of node v
between relations. |N(v)| represents the number of training nodes, and S

(e)
(r) repre-

sents the similarity degree of the features after all the training node relationships
are aggregated in the final relationship.

This paper uses the most classic example of reinforcement learning K-armed
Bandit [23] . In this paper, the reinforcement learning mechanism is embedded in
the graph neural network to optimize the training of the graph neural network.
We use the training data of the graph neural network to determine the number
of neighbor samples under each relationship in the next training, initialize the
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proportion of training under each relationship to O = o1, o2, ..., or , and set
two states, S1 : S

(e)
r − S

(e−1)
r ≥ 0 , S1 : S

(e)
r − S

(e−1)
r < 0, corresponding to

two actions respectively, aS1 = 0.02, aS2 = 0.03, the reward function is defined
as f(s, a), as shown in (5), and finally, o is obtained according to the reward
function oe = oe−1 + f (e)(s, a)as. This method is used to update the value of oe

under each relationship.

f(s, a) =

{
1, S1

−1, S2.
(5)

3.4 GNN Aggregation

In the model of HAN [25], the heterogeneous graphs are transformed into iso-
morphic graphs under different relations through the types of nodes and different
relations, and the training is carried out separately. Finally, the data of each node
under different relations. The features are merged to obtain the final feature of
the node. The dataset used in this paper also uses this method for training. In
[25], the node attention mechanism and semantic attention mechanism are uti-
lized in node training and relationship training. Since we processed the samples
in advance, the effect of using the attention mechanism is not obvious, and it
will increase the amount of calculation and consume more time, so the atten-
tion mechanism is not used in our proposed method. We continue to use the
Meta-path, divide the dataset into R relationships, select neighbors for training
nodes under each relationship, we use (6) to calculate the aggregated features of
the neighbor nodes of the training node, and use (7) to calculate the aggregated
features of the training node and neighbor nodes.

hl+1
N(u)

= AGG({MLP (hl
u),∀u ∈ N(u)}). (6)

hl+1
v = σ({CANCAT (hl

v, h
l+1
N(u)

),∀u ∈ N(v)}). (7)

Among them, hl+1
N(u)

represents the aggregation of the neighboring nodes of
node v, and hl+1

v is the aggregation of the feature hl
v of the neighboring node

and the upper-level node v. AGG is an aggregate function.σ is the activation
function. Then aggregate the features of each relationship of each node v, and
we denote the final node v as zlv , as shown in (8).

zlv = σ(AGG(zl−1
v +©{ol−1

r hl
v,r}|Rr=1,∀v ∈ N(v))). (8)

After graph neural network aggregation, we use the CrossEntropyLoss func-
tion to optimize, CrossEntropyLoss combines the LogSoftmax function and the
NLLLoss function, as shown in (9).

Loss = −
∑

v∈N(v)

yv[log(softmax(MLP (zv)))]. (9)
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4 The Proposed Fraud Detection Model

The fraud detection problem is to distinguish the normal nodes and the fraud
nodes in the multi-relationship graph. The nodes in the dataset are labeled with
0,1. 0 represents the normal node and 1 represents the fraud node. In this case,
the problem belongs to the semi-supervised binary classification. The labeled
nodes in the multi-relationship are used for model training, thus predicting the
unlabeled nodes.

4.1 System Framework

The proposed model can be observed in Fig. 1. It consists of the neighbor sampler
and the GNN. The neighbor sampler mainly includes two parts: long-distance
sampling and neighbor sampling, which are illustrated concretely as follows.

Fig. 1. The structure of the proposed model

Firstly, the feature information of the selected dataset is extracted. We
then combine the Under-Sampling algorithm and the long-distance sampling
algorithm to find the nodes that are similar to the neighbors. The RL-based
reward/punishment mechanism is used for sampling the weight between the rela-
tionships. In thihs case, the relationships among the training nodes are aggre-
gated into clusters.

4.2 Fraud Detection Algorithm

In this section, we describe the critical algorithm flow of this proposed model.
Here, we focus on two algorithms, neighbor sampling and GNN aggregation.
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Neighbor Sampling Algorithm. The neighbor sampling algorithm is to gen-
erate the final set of sampled neighbor nodes and the next neighbor sampling
threshold. The inputs include G = {V,C,{Br}|Rr=1,Y},K,O0,A collection of nodes
for training obtained after Under-Sampling sampling Nv. The output is the final
sampled neighbor node set Nu and the next neighbor sampling threshold Oe.The
detailed flow is described as follows.

Step1: We set up an MLP as a feature extractor, which will be used to cal-
culate feature similarity and used to select neighbors based on aggregation.
It will be input to GNN as the feature of the node
Step2: Then we use (1) and (2) to perform long-distance sampling on the
nodes under each relationship, that is, the high-order neighbors of the nodes,
and finally obtain the high-order adjacency matrix Br

k.
Step3: Perform neighbor sampling on this batch of nodes according to the
Oe-1 obtained from the previous neighbor sampling to obtain Ne

(u).
Step4: According to (3), calculate the similarity between the different relations
of each node, and combine the reinforcement learning to obtain the weight
between the relations oe.

Fraud Detection Algorithm. This algorithm is to generate the vector
representation of each node. The inputs include G={V,C,{Br}|Rr=1,Y},
K,O0, Initialization parameters O={o1,...or}, the number of model layers L,
the number of epochs E and a collection of nodes for training obtained after
Under-Sampling sampling Nv.The output is the vector representation of each
node v in N(v).

Step1: Calculate N(u) with the above neighbor sampling algorithm;
Step2: For each v ∈ N(v) and R, aggregate the neighbor N(u) sampled by the
neighbor sampler to obtain hl

N(u)
with Eq. 6.

Step3: Aggregate the training node and the corresponding neighbor node to
get hl

v with Eq. 7. Repeat Step3 for each u ∈ N(u).
Step4: Aggregate each relationship of the training node to get zv with Eq. 8.

With the above flow, the final vector representation of all nodes in N(v) can
be generated.

5 Experiments and Analysis

5.1 Dataset

We use the Amazon review dataset to study fraudulent user detection tasks. The
Amazon dataset includes product reviews under the Amazon musical instrument
category. It marks more than 80% of users who help to vote as benign nodes and
less than 20% of users who help to vote as fraudulent nodes. Each node contains
25 features.
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The Amazon dataset regards users as nodes in the graph and divides the
connections between nodes into three relationships: 1) U-P-U: Indicates that
two connected users have viewed at least the same product. 2) U-S-U: Indicates
that the two connected users have at least a one-star rating within a week. 3)
U-V-U: It connects the top 5% of users with mutual evaluation text similarity
(measured by TF-IDF) among all users. The specific distribution is shown in
Table 1.

Table 1. The composition of graph-based Amazon dataset.

Nodes Edge Relation

11944 4398392 U-P-U 175608

U-S-U 3566479

U-V-U 1036737

5.2 Evaluation Metrics and Reference Models

For the problem of category imbalance, if the accuracy is used as the evaluation
metric, when there are too many benign entities, even if the model predicts all
nodes as benign nodes, the accuracy rate is as high as 80% or more. Therefore, we
do not use accuracy as the evaluation metric. The AUC and Recall are utilized
as evaluation metrics to measure the performance of all proposed models. AUC
is the most commonly used evaluation index to measure the pros and cons of
a two-class model, and the influencing factors of category imbalance have little
effect on it. AUC is the area under the ROC curve, the abscissa of the ROC
curve is as (10), the ordinate is TPR, and the definition of Recall is as in (11) .

FPR =
FP

TN + FP
. (10)

Recall =
TP

TP + FN
. (11)

We implement two GNN-based fraud detection models for performance com-
parison.

1. GraphSAGE [10]: Similar to the method proposed in this paper, the neighbors
are sampled before neighbor aggregation. It uses a fixed number of neighbors
sampling.

2. GraphConsis [20]: GraphConsis is a fraud detection model proposed for the
problem of graph data inconsistency.
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5.3 Evaluation Results

The proposed model is implemented in Pytorch 1.6.0 and Python3.7. All exper-
iments are run on Ubuntu 18.04 server, which has 8 cores and 40GB memory.
Since fraudsters account for a relatively small percentage in the Amazon dataset,
we use the Under-Sampling algorithm for training set sampling and small batch
training in order to improve training efficiency. The parameters in GNN are
optimized using Adam, the learning rate is set to 0.005, Epoch = 50, batch size
= 256, dropout = 0.5, and O is initialized to O = [0.6, 0.6, 0.6].

With the above parameters, we evaluate the performance of the proposed
model and it compare to the reference models. The experiment utilizes the train-
ing ratio of 10%, 20% ,and 40% for evaluation. The results are listed in Table 2.

Table 2. The model performance under various training ratios

Model training ratio AUC Recall

10% 20% 40% 10% 20% 40%

GraphSAGE 0.6319 0.6973 0.8890 0.6049 0.6852 0.8438

GraphConsis 0.8594 0.8864 0.8836 0.8750 0.8784 0.8693

Our model 0.9430 0.9443 0.9451 0.8849 0.8847 0.8851

From the results in Table 2, the proposed model is superior to the reference
models. With the growth of the training ratio, AUC and Recall keep stable
relatively. It demonstrates the superiority of the semi-supervised GNN model,
which is a good model that can be trained with less labeled data. GraphSAGE
is a model that is trained in small batches on a large graph and has a fixed
neighborhood size. For nodes with a relatively large neighborhood, the corre-
sponding loss information will be relatively large. The model proposed in this
paper also uses small batch training. We use reinforcement learning to train the
sampling ratio to solve the problem of neighborhood sampling size and ensure
that the loss of information for nodes with larger fields is reduced. GraphSAGE’s
AUC and Recall at 10% and 20% training percentages are not high. However,
when the training percentage is 40%, the algorithm’s AUC and Recall are higher,
indicating that using GraphSAGE may require enough samples to train a bet-
ter model. The model proposed in this paper performs better than the baseline
model algorithm when the training ratio is 10% and 20%.

For better evaluation, we compare the proposed model with a single-relation
model GraphSAGE and a multi-relation model GraphConsis. The experiment
sets the training ratio as 40% and epoch = 50 for model training. We sample the
results every four epochs from epoch = 6. The comparison results are observed
from Fig. 2.

In Fig. 2(a), with the growth of epochs, AUC of GraphSAGE shows a rela-
tively stable curve. Because there are fewer model parameters, the model can be
trained rapidly but with lower AUC. The curves of our model and GraphConsis
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(a) (b)

Fig. 2. Performance evaluation with various epochs. (a)AUC. (b)Recall

are similar with the growth of epochs, but the AUC of our model is higher than
that of GraphConsis. In Fig. 2(b), three models show high Recall with the growth
of epochs. The proposed model shows better performance in Recall than other
reference models. When the epoch is 10, the Recall reaches a high and stable
value. It demonstrates the proposed model has good performance in detection
efficiency.

6 Conclusions

This work has investigated three data imbalance problems in fraud detection.
Aiming at these problems, we propose a novel GNN-based fraud detection model
in online trading activities. In this model, we design a neighbor sampler in com-
bination with multiple samples and embed it in the GNN aggregation process
to participate in training. We have conducted a series of experiments for perfor-
mance evaluation. The experiments show the effectiveness of the proposed model.
In our next work, we will further study the imbalance problems in graph-based
data and enhance the generalization ability of the proposed model on multiple
datasets.
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Abstract. With the development of communication technology repre-
sented by 5G, the core business model of Internet of Things (IoT) has
undergone great changes. The traditional host-centric network can no
longer meet the needs of the IoT for throughput, privacy protection and
interrupt tolerance. IC-IoT, the combination of ICN (Information Cen-
tric Networking) and IoT was put forward, which could provide scalable
content distribution by using caching-router, multi-party communica-
tion, and the decoupling between senders and receivers. However, this
paradigm still faces two major problems. First, the access control rela-
tionship established between publishers and subscribers requires addi-
tional maintenance of complex data structure and authentication pro-
cess. Second, unencrypted named-data objects (NDO) lead to poten-
tial risks of privacy protection. To address those challenges, this paper
proposes an algorithm called ZK-CP-ABE as an encryption means for
distributed content distribution. Based on CP-ABE, it introduces the
non-interactive zero knowledge proof protocol into the CP-ABE’s secret-
key existence proof to ensure user privacy and reduce invalid bandwidth
consumption. On this basis, a system called DPS-IoT is proposed, which
uses Hyperledger Fabric based blockchain system to store access policies
and evidence for ZKP to prevent them from being tampered with. In
addition, we use smart contract to implement ZK-CP-ABE based access
control, so as to improve the robustness and throughput of the system.
Finally, by comparing with the existing related works, it is proved that
the method and system proposed in this paper have greater advantages in
utilization of transmission bandwidth, and better performance in system
throughput.

Keywords: IoT · ICN · ZKP · CP-ABE · Blockchain

1 Introduction

With the gradual expansion of IoT applications, such as smart home, smart city
[15], smart transportation [5,6,23] and so on, the development of IoT has entered
a new stage. According to the statistics and prediction of research institutions,
the number of global IoT devices is expected to increase to more than 70 billion
c© Springer Nature Switzerland AG 2022
Y. Lai et al. (Eds.): ICA3PP 2021, LNCS 13156, pp. 617–631, 2022.
https://doi.org/10.1007/978-3-030-95388-1_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95388-1_41&domain=pdf
http://orcid.org/0000-0002-1085-9877
http://orcid.org/0000-0001-8861-5461
https://doi.org/10.1007/978-3-030-95388-1_41


618 H. Liu and D. Han

in 2025, and by this year, its output data will reach more than 40ZB. Tradi-
tionally, the data uploading/downloading in IoT is based on the named-host
centered protocol(e.g. TCP/IP). While, with the proliferation of streaming ser-
vices on it, such point-to-point packet exchange protocols are facing great chal-
lenges: 1) Single point of failure risk, which brings the problems of information
redundancy and resource waste in the cluster environment; 2) Low throughput,
limited by bandwidth and computing capability; 3) Weak data security, caused
by lack of encryption. 4) Low interrupt tolerance, because of the instability of
the network where devices are located. In addition, most IoT applications are
content-oriented. Users mainly focus on how to request and consume the data
in it, but do not care about which specific hosts or devices they communicate
with [25].

Therefore, ICN (information centric Networking) is applied to the large-scale
deployment of IoT. ICN uses named-data object (NDO), router-caching, repli-
cated multiparty communication and the sender-receiver decoupling to distribute
hotspot data more efficiently [1]. However, this approach requires additional
maintenance of complex data structures and programs, and the NDOs them-
selves are not encrypted, exposing the privacy of the data owner. Attribute-
based Encryption (ABE) [28] is a data encryption scheme that embeds attribute
sets and policies into private keys and ciphertext respectively. According to the
location of attribute and policy embedding, ABE can be divided into key policy
attribute-based encryption (KP-ABE) [10] and ciphertext policy attribute-based
encryption (CP-ABE) [3]. In CP-ABE, a user can decrypt the ciphertext only
when the attributes in private key matches the access control policy embedded
in the ciphertext. Compared with the traditional asymmetric encryption (e.g.
RSA), the same data can be published to the network only after one encryp-
tion, instead of encrypting N times by N users’ public keys respectively, which
could greatly reduces the computing and bandwidth overhead. This character-
istic make it especially suitable for the data content distribution of the IoT.
Zero knowledge proof system [9] (also known as minimum leakage proof system)
refers to that the prover makes verifier believe that a certain knowledge exists
without disclosing any information about the knowledge itself. Non-interactive
zero-knowledge proof [4] simplifies the interaction into one round, as a result, it is
unidirectional and has higher convenience and applicability than interactive zero-
knowledge proof. Hyperledger Fabric [2] is an open source project supported by
the Linux foundation, which can be used to quickly build enterprise blockchain
applications. Compared with other blockchain projects such as Bitcoin [24] or
Ethereum [33], its biggest difference and advantage is that it supports a vari-
ety of consensus mechanisms like Raft, Kafka, and Practical Byzantine Fault
Tolerance (PBFT), resulting in a high throughput to meet the basic needs of
commercial applications.

In view of the advantages and disadvantages of ICN, CP-ABE and blockchain
in the above analysis, this paper considers combining and improving these tech-
nologies to solve the security problems and meet the performance requirements
in IoT environment. Firstly, we apply CP-ABE combined with ICN in IoT
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to achieve efficient distributed data sharing and fine-grained access control on
the premise of ensuring user privacy. Then, we introduce non-interactive zero-
knowledge proof protocol into CP-ABE’s secret key existence proof to avoid the
high bandwidth consumption caused by invalid access control requests. Finally,
we use blockchain and smart contract as the implementation platform for data
storage and access control. The main contributions of this paper are as follows:

1) We propose a lightweight non-interactive zero knowledge proof protocol to
prove the existence of user attributes (private keys), the ciphertext can be
transmitted only after successful verification, so as to solve the problem of
high bandwidth occupation caused by illegal or invalid requests for encrypted
data in traditional CP-ABE.

2) We put forward a system model called distributed publish-subscribe Internet
of Things (DPS-IoT), it uses Pub/Sub paradigm to eliminate the dependence
of participants on synchronous communication that enhance scalability, and
adopts Information-Centric data distribution to reduce the waste of resources
caused by repeated transmission in the network.

3) We adopt a blockchain system based on Hyperledger Fabric to store access
policy copies, and use the smart contract (chain code) provided by it to
implement the access control function based on ZK-CP-ABE.

The organization of this paper is arranged as follows: Sect. 2 is the intro-
duction of related work; Sect. 3 introduces the system model; Sect. 4 details the
proposed algorithm; Sect. 5 is experiment and analysis; Sect. 6 is the conclusion.

2 Related Work

IoT devices are often resource constrained (limited computing, power and stor-
age), as a consequence, more and more IoT architectures outsource data pro-
cessing and storage to the cloud. At present, some researches focus on apply-
ing CP-ABE and blockchain technologies to this field, and have achieved some
achievements. In this section, we review the related works from two aspects: 1)
the application of CP-ABE in IoT; 2) CP-ABE combined with blockchain;3)
ICN with IoT.

Attribute-Based Encryption with IoT. Since CP-ABE was proposed, schol-
ars have made many researches on efficiency (secret key length, access structure,
algorithm complexity) and scalability (attribute revocation, computing outsourc-
ing). Li [16] proposed a novel Distributed Publisher-Driven secure data sharing
for ICIoT(DPD-ICOT) to solve the problem of high communication overhead
caused by publishers retrieving attributes from centralized servers in CP-ABE.
For big-data sharing in IC-IoT environment, Li [17] proposed a verifiable flex-
ible data sharing (VFDS) mechanism, it uses CP-ABE for authorization, uses
identity based signature (IBS) for distributed authentication, and get a lower
bandwidth cost. Zhao [38] proposed an outsourced CP-ABE scheme to realize
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attribute revocation by using The Chinese residue theorem and keep the a fixed
size of ciphertext and key. Lyes [29,30] proposed a kind of Batch-Based CP-ABE
to solve the problem of difficulty in key management/attributes revocation in
dynamic IoT environments. Xiao [34] put forward a multi-keyword ranked search
based on mapping set matching in cloud ciphertext storage system. Vanga [26]
proposed a RSA-based CP-ABE scheme with constant key and ciphertext size,
and the time complexity of decryption and encryption is O(1). pan [12] proposed
a traceable and revocable CP-ABE scheme for privacy protection. Hao [14] pro-
posed a garbled Bloom filter based CP-ABE that supports the expression access
policy of full attribute hiding.

Access Control with Blockchain. Wang [31] proposed a framework com-
bining Ethereum and ABE that realizes the supervision of the secret keys
generation and the fine-grained access control of data. Fan [8] proposed using
blockchain to record access policies and a policy hiding scheme to achieve user
self-authentication and cloud non-repudiation. In [36], a new scheme combin-
ing blockchain and CP-ABE is proposed to solve the two major difficulties of
blockchain regulation and privacy protection. Considering the integration of IoT
and cloud computing, Zhang [37] combined the ABE with the blockchain, and
uses Byzantine fault-tolerant mechanism (BFT) to replace PoW to improve the
consensus speed. W. Liang proposed a series valuable methods in blockchain and
security algorithm [18–22]. Zhu [13] proposed an ABAC based auditable access
control model to support privacy in current IoT environments.

ICN with IoT. The ICN architecture improves the availability in IoT by using
distributed data caching, and it also imposes a higher requirement for flexible
authentication. Xue [35] analyzes the economic denial of Sustainability (EDOS)
attack faced by the cloud side that encrypted with CP-ABE. EDOS is an attack
that a malicious attacker downloads thousands of encrypted files, which is a huge
drain on cloud resources at high cost to the cloud service provider. It is a kind
of attack that malicious attackers request cloud resources by downloading thou-
sands of encrypted files, resulting in cloud service providers bearing additional
high bandwidth costs. To solve these problems, a black box method is proposed.
Salvador [27] proposed a new architecture combining the flexibility of CP-ABE
and the efficiency of symmetric key encryption technology to realize secure data
exchange and privacy protection of participating entities. The above studies are
related to this paper.

3 System Model

Combining the basic architecture of ICN and IoT, we design a new asynchronous
distributed content distribution network named Distributed Publish-Subscribe
Internet of Things (DPS-IoT). DPS-IoT involves five entities: Publisher, Ren-
dezvous Node, Forwarding Node, Subscriber, and Blockchain. The comparison
between ICN and DPS-IoT is shown in Fig. 1.
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Fig. 1. Comparison between ICN and DPS-IoT

Device. A device refers to an independent IoT equipment or gateway, which is
the producer of data. After the data is assigned a unique namespace, it becomes
named data objects (NDO). NDO can be text, video, picture, audio, streaming
media and interactive media, which is independent of transmission, location,
storage method and application. The definition of NDO can be fine-grained, as
small as packets. NDO can be replicated to multiple redundant nodes, and any
RN holding an equivalent copy can provide same services to the requesters.

Publisher. A publisher represents the admin or device owner, the publisher of
the data. Publisher is mainly responsible for namespace management of devices
and customization of access control policies. Publisher uploads the NDO with
access policies to RN based on a specific name scope.

RN (Rendezvous Node). RN implements rendezvous function, which is
responsible for name resolution of received NDO. RN will cache the NDO locally,
and encrypt it according to the access policy published by uploader. In our sys-
tem, RN also acts as the working node of blockchain. This advantage is that RN
can directly interact with blockchain locally to realize the management of access
policy, which is efficient and secure. When the publisher wants to distribute the
content, it sends a pub-message to other nearby RNs, which is forwarded by
DHT route to other RNs with the corresponding ID of name scope.

FN (Forwarding Node). FN forwards the NDO to RN to realize the topology
management function.
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Blockchain. As a distributed data management cluster, blockchain is mainly
responsible for managing access control policies. At the same time, the smart
contract it provides can realize the access control program. The undeniability
and traceability of blockchain can ensure the security and reliability of access
policy management.

Subscriber. A subscriber mainly represents a user or organization, consumers
of data. Subscriber sends a sub-message to RN to subscribe to the NDO of a
name scope. Once a new data stream arrives in RN, it will push the pub-message
to Subscribers in the name scope matching group.

As shown in Fig. 2, the overview process of our system can be divided into
four stages, namely data publishing, data encryption, secret key distribution and
access control.

Fig. 2. Workflow of DPS-IoT

4 Proposed ZK-CP-ABE Scheme

Inspired by the non-interactive zero-knowledge proof, we propose a new zero-
knowledge and ciphertext policy attribute based encryption (ZK-CP-ABE) algo-
rithm, the core idea of which is to pre-authenticate the identity under the non-
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interactive zero-knowledge proof, so as to avoid public key exchange and pri-
vate key disclosure. In addition, because the policy in CP-ABE is bound to
the ciphertext, the user needs to download the full ciphertext before decryp-
tion. If the decryption fails (the private key is invalid), the consumption caused
by the ciphertext transmission and decryption algorithm will be wasted. Our
proposed algorithm can reduce the transmission bandwidth overhead caused by
the transmission of invalid encrypted data in IoT environment, at the same
time, ensure the data security and privacy of users. Firstly, the HASH of data
is first encrypted by attributes, rather than directly encrypting the data itself.
Secondly, an authentication step is added before the decryption step of the algo-
rithm, which is achieved by the zero-knowledge proof protocol. The following is
a detailed description of the algorithm.

Setup(1λ) → {PK,MK}. The Setup algorithm will random a big prime p,
choose a bilinear group G0 with prime order p, define bilinear pairing operations
e : G0 ×G0→G1, and select a generator g from it. Let’s define a hash function
H : {0, 1} → G0 as a random prediction model, it can map any attribute (binary
character) into the group. Next, choose 2 random numbers α, β ∈ Zp(Zp is a
multiplicative group of module p), and calculate h = gβ , u = e(g, g)α.

PK = {G0, g, h, u},MK = {α, β} (1)

GenKey(Y,MK) → {SK,EV }. This algorithm has two main tasks: first is
to generate the private key according to the parameters and user attributes
initialized in the first step; second is to generate the public evidence for the
private key for zero-knowledge proof. Suppose Y = {y1, y2, ..., ym} is a set of
weighted attributes that will be used as decrypted attributes. The algorithm
first randomly selects r ∈ Zp, and randomly select rj ∈ Zp for each attribute
yj ∈ Y in Y Finally, SK is calculated.

SK =
{

D = g(α+r)/β ,

∀yj ∈ Y : Dj = gr · H(yj)rj ,D′
j = grj

} (2)

The following algorithm is to generate evidence for SK, where n is a big complex
number, and n = p ∗ q is obtained from the product of two large prims, t is the
bytes length of evidence EV , n and t depend on the security level required by
the system.

X = |Hash256(SK)[0, ..., t]|2

= |{y1, y2, ..., yt}|2

= {y2
1 , y

2
2 , ..., y

2
t }

= {x1, x2, ..., xt}
EV = {X,n = p ∗ q}

(3)

Enc(M,A,PK) → CT. First, we use Hash algorithm to generate data sum-
mary Mmeta for M . The advantage of doing this is to save storage space and
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transmission bandwidth. The main purpose of the encryption algorithm is to
encrypt plaintext M by access tree T . It starts at the root R of the tree and
recursively constructs a polynomial qx for each child node x from top to bot-
tom. For every node in the tree x, based on Lagrange interpolation principle
(f(x) =

∑d
i=1 f (xi)

(∏d
j=1,j �=i

x−xj

xi−xj

)
), the maximum number dx of polynomial

qx is set to the node threshold value kx − 1. Specifically, starting from the root
node R, select a random s ∈ Zp, and randomly select dR nodes from qR(0) = s,
qR. For other non-root nodes x, set qx(0) = qparent(x)(index(x)), and randomly
select dx other points to define qx. When decrypting, the user only needs to
bring the values of attributes in private key into the polynomial, then recover
the plaintext message by calculation. Assuming that the leaf node set is L, the
ciphertext CT is calculated as follows.

CT =
{
T , C̄ = Me(g, g)αs, C = hs

∀l ∈ L : Cl = gql(0), C ′
l = H(att(l))ql(0)

} (4)

Proof(SK) → true. The Proof algorithm mainly proves the exact existence of
SK without providing it by using FFS protocol. The prover P (data request) first
pre-proves his identity (SK) before directly requesting to download encrypted
data from the storage server, which can avoid the bandwidth overhead caused by
invalid transmission. The algorithm is mainly defined as follows: Prover P ran-
domly generates the parameter r, r∈(0, n) according to the preset public param-
eter n in EV , and calculates a according to r.

Setup(EV ) = {r, a|r∈(0, n), a ≡ r2 mod n} (5)

The verifier V (data owner/storage service provider) generates a random verifi-
cation sequence e based on the pre-reserved evidence EV of SK and initiates a
challenge.

Challenge(EV ) = Random(seed, t)
= {e1, e2, ..., et}, et ∈ {0, 1}

(6)

When the prover P receives the challenge, it computes an answer ANS based
on private key and returns in a round.

ANS = r
t∏

i=1

yei
i mod n (7)

The verifier V checks the response ANS against EV and the public parameters.

Check(ANS,EV ) =

{
1, ANS2 ≡ aλ mod n

0, ANS2 �= aλ mod n

λ =
t∏

i=1

EV.xei
i mod n

(8)
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V can repeat the Challenge k times to meet the safety level required by the
system. Once one challenge fails during a round, the Proof process will be
canceled.

Dec(CT, SK,PK) → Mmeta. Decryption algorithm Dec is a recursive algorithm.
Firstly, since the access policy adopted in the encryption phase is defined by the
tree structure, for this type, we define a recursive algorithm to decrypt node
DecNode(CT, SK, x) layer by layer starting from the root of the tree. Its input
parameters are ciphertext CT = (T , C̄, C), private key SK associated with a
set of attributes, and a node x from T . When x is a leaf node i = att(x), the
calculation definition is as follows:

DecNode(CT, SK, x) =
e (Di, Cx)
e (D′

i, C
′
x)

=
e
(
gr · H(i)ri , hqx(0)

)
e (gri ,H(i)qx(0))

= e(g, g)rqx(0)

(9)

When x is a non-leaf node, for its children z, run DecNode separately to
calculate Fz. Let Sx be a set of z with size kx, if kx > 0, then Fz �= 1, otherwise
Fz = 1. The expression of Fx is as follows:

Fx =
∏

z∈Sx

F
ΔkrS′

x(0)
z = ê(g, g)rβqx(0),

k = index(x), S′
x = {index(z), z ∈ Sx}

(10)

Plaintext M can be decrypted by CK:

C̃/(e(C,D)/A) = C̃/
(
e
(
hs, g(α+r)/β

)
/e(g, g)rs

)

= M |A = e(g, g)rqR(0) = e(g, g)rs
(11)

5 Experiment and Result Analysis

In this part, we make a comprehensive comparison between the proposed research
and related works. then design a large number of experiments to prove its effec-
tiveness, and finally design experiments to prove the high throughput and low
bandwidth occupation of the our work. Our experiments use two PCs (i7-7700
3.60 GHz, 8G RAM; i7-7500U 2.90 GHz, 16G RAM) and a raspberry pie (ARM
A72 1.5 GHz, 4G RAM).

In order to verify the advantages of our proposed algorithm and system, we
mainly make a comparative analysis from three aspects: algorithm performance
evaluation, bandwidth occupation comparison and system throughput.
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5.1 Algorithm Performance Evaluation

We compare our ZK-CP-ABE with the popular improved CP-ABE schemes.
The existing research focuses on the following aspects: reducing the length of
the secret key (Ref1) [11], optimizing the policy/access control structure (Ref2)
[32], reducing the time complexity of encryption/decryption algorithm (Ref3)
[7], issuing private keys by multiple CAs to improve system robustness and so
on. However, as the Internet of things is gradually moving closer to the cloud,
with the proliferation of video, audio and other streaming media services, the
bandwidth cost of cloud servers is higher and higher, and the pressure of com-
puting and storage is relatively small. In this case, we think it is unscientific
to study how to improve the algorithm itself without considering the impact
of the algorithm on the bandwidth. Therefore, instead of directly improving an
algorithm in the basic CP-ABE, we introduce the step of zero knowledge proof
as the intermediate link of encryption and decryption. This step can prove the
existence of the user’s private key without disclosing any other information of
the user, avoiding the high bandwidth consumption caused by invalid access
control requests. At the same time, through zero knowledge proof, we improve
the asymmetric encryption model in CP-ABE to a secure symmetric encryption
model to improve efficiency. In order to verify the advantages of our proposed
algorithm in bandwidth consumption, we compare Ref1, Ref2 and Ref3. The
designed experiments are as follows.

1) Set the number of different access policy attributes (the time consumption of
most algorithms is directly proportional to the number of policy attributes),
and count the time consumption of GenKey(), Enc() and Dec() in different
algorithms under the different numbers of attributes for each access policy.
The numbers of access policies here are set to [10,20,...,90,100].

2) Set different sizes of plaintext data, and count the bandwidth consumption
of ABE algorithm in each type of plaintext data.

3) Count the ratio between the time and transmission time of each CP-ABE algo-
rithm. Here, we uniformly set the number of attributes of the access control
policy to 50, and the size of the transmitted data as the independent variable.
The range is [2,4,... 512,1024](MB). Here is the definition of CP-ABE time
cost and transmission time ratio: f(x) = (TGenKey +TEnc +TDec)/TTrans(x).

The final statistics are shown in Fig. 3, Fig. 4. Our obvious advantages can
be seen from the figure:

1) In terms of algorithm complexity, the performance of the three operations
of GenKey(), Enc() and Dec() between the our and compared references is
close, and the difference is very small in general, only within the range of
serval milliseconds (MS).

2) In terms of bandwidth occupation, our algorithm has absolute advantages
over other algorithms. It can be seen from the figure that with the increase of
plaintext data size, the time consumed by other algorithms in transmitting
data increases sharply (positively correlated). Because we adopt the method
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based on zero knowledge verification that avoid directly transmitting the
ciphertext data. Therefore, our bandwidth cost mainly lies in the challenges of
zero knowledge proof, such as verifying the common parameters and evidence
transmitted by the interaction. All of those functions are independent of the
plaintext size, in that case, our results maintain a stable level.

3) As we can seen from the statistical chart of the “ratio of CP-ABE time
consumption to Transmission time”, with the increase of the size of plaintext
data, the proportion of transmission time in the overall process surges to
nearly 100%, while our algorithm remains stable.

To sum up, it can be concluded that the ZK-CP-ABE algorithm our proposed
has extremely obvious advantages in bandwidth occupancy, and could meets the
needs of IoT in the current big data environment.

(a) GenKey() (b) Enc()

(c) Dec()

Fig. 3. Time cost comparison of our and other references
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(a) Bandwidth consumption of algo-
rithm running

(b) Ratio of CP-ABE time consumption
to transmission time

Fig. 4. Bandwidth cost comparison of our and other references

5.2 System Performance Evaluation

According to Section “Blockchain Setup and Chain Code Implementation”. We
built a distributed access control system based on Fabric-IoT project.

Fig. 5. The average response time with different number of concurrent clients

We deploy the blockchain system on PC1 by using multiple virtual machines,
and install the prepared chain code (smart contract) on them. In order to sim-
ulate the real IC-IoT environment, we use MQTT as the information exchange
protocol, the broker adopts EMQ and deployed to PC1 by docker container.
On PC2, we implement the sub-client and pub-client, which communicate with
each other through MQTT protocol, both of them could call the chain code
that deployed in blockchain. On raspberry pie, we implemented a client to sim-
ulate device, which will upload data regularly and keep transmitting according
to MQTT protocol.
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In order to verify the throughput advantage of the system in distributed
deployment, we designed experiments: simulate different numbers of sub/pub
clients, conduct concurrent access to the blockchain system within a certain time,
and test the average response time. The number of clients is set to [50,100,...,500].
For CP-ABE, we uniformly set the number of attributes for test to 50. The data
block size is uniformly set to 512 KB. For comparison, we deployed Ref [1–3]
based services on PC with the same configuration, and conducted concurrency
tests with the same client and logic.

The final statistical results are shown in Fig. 5. It can be clearly seen from
the figure that with the increase of the number of clients, the growth rate of
average response time of our system is much slower than that of the compared
references. It can be proved that the system proposed in this paper has obvious
advantages in throughput.

6 Conclusion

More and more IoT architectures outsource data processing, storage and other
functions to the third side, it has become a general trend for the IoT getting
closer to the cloud. CP-ABE embeds the access policy into the ciphertext, binds
attribute with user’s identity, the decryption in which is only allowed when the
attribute set matches the access policy, so as to realize a fine-grained and one-
to-many access control. The purpose of ICN is to develop a network architecture
more suitable for efficient access and distribution of content, and better deal with
disconnection, interruption and group flash effect in communication services.
Inspired by the above technologies, this paper applies CP-ABE and ICN model
to IOT, and proposes an algorithm named ZK-CP-ABE with a system called
DPS-IoT to provide scalable, high availability and fine-grained access control in
IoT environment. Specifically, in the improved ZK-CP-ABE algorithm, a zero-
knowledge proof protocol is designed to distribute the secret key containing user
attributes, and a lightweight non-interactive zero-knowledge proof protocol is
proposed to realize the existence proof of user attributes. In addition, based on
the Fabric-IoT framework, the distributed data distribution and access control
system for IoT is realized. Through experimental comparison and result analysis,
it is proved that our research can effectively save the network bandwidth and
maintain high throughput.
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Abstract. To provision on-demand radio frequency (RF) charging ser-
vice in a designated place, the problem of simultaneous charger place-
ment and power scheduling is studied. Based on users’ historic spatial
and temporal distribution information, we formulate the problem as how
to place a given number of chargers and how to adjust the chargers’
power levels in each time interval so that the revenue of the charging
service can be maximized, given the total power limitation constraint.
The formulated problem is a mixed integer linear programming (MILP)
problem and we propose a branch and bound (B&B) algorithm to solve
it. Extensive simulations in both small-scale and large-scale networks,
as well as simulations based on the real data set are conducted to vali-
date the effectiveness of our proposed algorithm. The results show that,
our proposed algorithm outperforms greedy algorithm, an algorithm that
deals charger placement and power scheduling separately, in most of the
simulation scenarios, and reaches the optimum in small-scale instances.

Keywords: RF charging · Charger placement · Power scheduling ·
Mixed integer linear programming

1 Introduction

Recent advances in wireless power transfer (WPT) technology have attracted
the attention of both academia and industry [1–3]. One category of the WPT
technology is to use tightly-coupled induction or loosely-coupled resonance to
harness the power of magnetic fields. This technology requires the transmitter
and receiver to be in direct or close contact. Examples of commercial uses for this
type include smartphone charging pads and electrocars’ wireless charging sys-
tem. Another category of the WPT technology is radio frequency (RF) wireless
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charging, which harnesses the power of waves in the radio spectrum and creates
a charging zone similar to a Wi-Fi access point (AP). Compared with induction
or resonance charging, RF charging works on far field and can be embedded
in much smaller form factors, but it has lower power density and conversion
efficiency [4,5]. It is thus more suitable for powering low power end-devices in
the internet of things (IoT) [6]. RF power sources are ubiquitous, from cellular
base stations, TV towers to Wi-Fi APs and RFID readers. There have been
quite a few laboratory and commercial devices using RF power transfer, such
as Wireless Identification and Sensing Platform (WISP) from Intel and Univer-
sity of Washington [7], Cota system from Ossia Incorporated [8], Powercaster
transmitter and batteryless sensor tags from Powercast Corporation [9], etc.

The RF charging is achieved either by taking advantage of the ambient RF
signals transmitted from nearby primary devices or by dedicated chargers that
continuously transmit energy beacons. Typically, the power level of ambient RF
signals in an indoor environment varies over time and is much lower compared to
that from dedicated chargers. To provide continuous and stable RF wireless charg-
ing service in a designated indoor place, dedicated chargers are thus required to be
deployed [4]. The chargers are plugged into the power outlet and thus they have
unlimited power resources. The power of the chargers is adjustable and different
power leads to different power consumptions. To provide dedicated RF wireless
charging service for numerous devices, there are mainly three scenarios considered
in the literature [4]: 1) Placing static chargers to recharge static devices; 2) Plac-
ing static chargers to recharge mobile devices; 3) Dispatching mobile charger(s)
to recharge static devices. The third scenario is less relevant to our work since
we consider static charger placement. There have been a few studies on charger
placement and power scheduling under the first two scenarios. In [10], He et al. first
investigate how to deploy least number of chargers to ensure that a static device
placed in any position of the network receives a sufficient recharge rate for sus-
tained operation. They also study how to exploit the potential mobility of devices
to further reduce the number of required chargers. In [11], Li et al. adopt a new
wireless recharge model considering phase shift of RF signals, and study how to
deploy the chargers to ensure that the battery-free nodes maintain a designated
duty cycle. In [12], Dai et al. raise the attention to the electromagnetic radiation
(EMR) induced by chargers and propose approximation algorithms to find the
charger placement that maximizes the overall charging utility subject to a EMR
safety threshold. They further consider charger scheduling and power adjustment
issues in [13] and [14], respectively. In [15], Zhang et al. jointly consider charger
placement and power allocation problems to maximize the charging quality, sub-
ject to a power budget. They further extend this work in [16] to deal with mobile
devices. In [17], Chiu et al. study charger deployment to achieve a maximum sur-
vival rate of mobile end-devices based on users’s historical movement data. In [4],
Li et al. study the charger placement problem based on specific mobility pattern of
the users. Their work aims to find a charger placement to minimize the charging
service budget, subject to the power non-outage probability requirement of the
mobile devices.
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In this paper, we consider the following scenario: A service provider decides
to offer RF wireless charging service in an indoor area to avoid power outage of
the devices. It is assumed that they can predict users’ spatial and temporal dis-
tribution based on massive historical user localization data (devices are carried
by users). Given the charger quantity budget and the total power limitation, the
provider wants to maximize its revenue, which is defined as the service income
minus the charger budget and the electricity cost. The problem is thus how to
place a given number of chargers with appropriate power levels at a subset of the
candidate locations, so that the revenue of the provider can be maximized. Our
work differs from existing work in the following aspects. First, our work considers
provisioning RF charging service for mobile devices. Second, the objective of our
problem is to maximize the revenue of the charging service, which jointly consid-
ers the charging and advertising income, the charger budget and the electricity
cost. Third, simultaneous charger placement and power scheduling are studied
based on users’ historic spatial and temporal distribution.

The contributions of this paper are two-fold:

– To provide on-demand RF charging service based on users’ spatial and tem-
poral distribution and obtain maximized revenue, we study the problem of
simultaneous charger placement and power scheduling. The problem is for-
mulated as a mixed integer linear programming (MILP) problem.

– We propose branch and bound (B&B) algorithm to solve the formulated prob-
lem. Extensive simulations in both small-scale and large-scale networks, as
well as simulations based on the real data set are conducted to validate the
effectiveness of our proposed algorithm. Simulation results show the superi-
ority of our proposed algorithm over the greedy algorithm.

The remainder of the paper is organized as follows. In Sect. 2 and 3, basic
models and assumptions are presented. We introduce and formulate the charger
placement and power scheduling problem in Sect. 4. B&B algorithm is proposed
in Sect. 5 to solve the problem. Extensive simulations are conducted in Sect. 6
to evaluate our algorithm. Section 7 concludes this paper.

2 System Model and Assumptions

We assume that a service provider would like to provide RF charging service in an
indoor environment. There are I candidate locations on the ceilings for placing
K chargers (K < I), as illustrated in Fig. 1. The chargers can only be placed
at the candidate locations since the candidate locations are chosen based on the
accessibility to the power outlets and user flow investigation. Users’ spatial and
temporal distribution profile can be characterized based on historical trajectory
information of massive users (i.e., devices) during a period of time. We assume
the trajectories are predefined, with the consideration that in practice the users’
indoor trajectories are constrained by the rooms and corridors. For the sake of
tractability, we discretize both the time and the trajectories. The time is divided
into N equal intervals with length t, while the trajectories are divided into M
segments with length Δl. We have the following notations and assumptions.
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Fig. 1. Scenario of RF charging service provision in an indoor environment.

1. Users’ spatial and temporal distribution profile is characterized by an N ×M
matrix F = {fm,n|m = 1, 2, ...,M ;n = 1, 2, ..., N}, where fm,n represents the
user flow volume of the m-th segment during the n-th interval.

2. Let X = {xi|i = 1, 2, ..., I} be a boolean array, i.e., xi ∈ {0, 1}, which repre-
sents whether a charger is placed at the i-th candidate location.

3. Suppose the charger’s power level is linearly adjustable between 0 and the
maximum power Ps. The same assumption has been made in [14] and [16].
Let C = {ci,n|i = 1, 2, ..., I;n = 1, 2, ..., N}, where ci,n ∈ [0, 1] represents the
adjustable ratio of the charger placed at the i-th candidate location during
the n-th interval.

3 Recharge Model

We assume that when a user moves along a segment, the recharge power of the
device remains unchanged which equals to the recharge power at the midpoint
of this segment. This assumption is reasonable if the length of the segment is
small. The device captures RF energy transmitted by the wireless chargers, and
then converts it into electrical energy with partial power loss. Based on the Friss
transmission equation, an empirical recharge model for a wireless device on the
m-th segment with a distance di,m away from the charger placed at the i-th
candidate location during the n-th interval is as follows [10]:

P
(i,m,n)
h =

{
ci,nη GsGr

Lp

(
λ

4π(di,m+ε)

)2

Ps, di,m ≤ dc

0, di,m > dc

(1)

where η is the rectifier efficiency, Gs and Gr are the source and receiver antenna
gains, λ is the wavelength, Ps is the charger’s maximum transmit power, Lp

represents the polarization loss, ε is a fixed small parameter ensuring that the
associated recharge power is finite for short distance, dc is the effective charging
range. Further, di,m is calculated by:
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di,m=
√

d′
i,m

2+h2, (2)

where d′
i,m is the horizontal distance between the device on the m-th segment

and the charger placed at the i-th candidate location, h is the vertical distance
between the device and the charger, which can be approximately regarded as a
fixed value.

As evidenced by [10] and [11], a charger can transfer energy to multiple
devices simultaneously without significantly reducing the received power at one
device and the power received by one device from multiple chargers is additive.
Thus the recharge power of a device on the m-th segment during the n-th interval
can be calculated as:

P
(m,n)
h =

I∑
i=1

P (i,m,n)
h

. (3)

4 Problem Statement

The revenue of the charging service is defined as the service income minus the
charger budget and the electricity cost, where the service income consists of the
user payment for the charging and the revenue from the advertising push during
the service time, and the electricity cost is proportional to the adopted power of
the chargers. Let the unit price of the charger be one, the unit price of charging,
advertising push and electricity be p1, p2 and b units, respectively. In reality, the
unit value can be determined by the service provider based on the market survey.
Based on this, the revenue of the charging service in an area of M segments over
a time of N intervals is as follows:

Q = (p1 + p2)
M∑

m=1

N∑
n=1

I∑
i=1

fm,nP
(i,m,n)
h

lm
v̄

− b

N∑
n=1

I∑
i=1

ci,nPst −
I∑
i

xi,

(4)

where lm is the length of the m-th segment and v̄ is the average velocity of a user
passing through a segment. The first part in (4) represents the service income,
the second part is the electricity cost, and the third part is the charger budget.

The problem studied in this paper is:

Problem 1. Given the users’ spatial and temporal distribution profile F , I can-
didate locations for placing K chargers and a total power limitation B, how to
place a given number of chargers and how to schedule the power of the chargers
during a period of time, so that the revenue of the charging service is maximized.
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Problem 1 can be formulated as follows:

P1 : max Q(X,C)

s.t.
I∑

i=1

xi = K,

Nxi −
N∑

n=1

ci,n ≥ 0, i = 1, 2, ..., I,

I∑
I=1

ci,nPs ≤ B,n = 1, 2, ..., N,

xi ∈ {0, 1} ,

0 ≤ ci,n ≤ 1,

w.r.t. X = {xi}, C = {ci,n}.

(5)

The first constraint limits the total number of chargers. The second constraint
ensures that for any candidate location i in the n-th time interval, the power
level ci,n is non-zero if and only if xi = 1, i.e., there is a charger placed at the
i-th candidate location. The third constraint limits the total power of the K
chargers in any time interval. The last two constraints scope the range of the
variables.

5 Solutions

Obviously, Problem 1 is an MILP problem and is NP-hard. Explicit enumeration
is normally impossible due to the exponentially increasing number of potential
solutions. In the following, we will solve this problem by the well-known B&B
method [18].

5.1 Initialization of the B&B Algorithm

For the B&B method, we first have to determine the initial upper and lower
bounds of the objective function. We call this process initialization of the B&B
algorithm. The pseudocode is shown in Algorithm 1. Specifically, we first replace
the integer constraints xi ∈ {0, 1} by the bound constraints xi ∈ [0, 1], i =
1, 2, ..., I. The resulting LP problem denoted by P ′

1 =LP(P1) is called the LP
relaxation of P1. We then solve P ′

1 using CPLEX optimizer and obtain the
solution W = {X,C} with the objective function value Q = Q(W), where
Q = Q(W) is the initial upper bound of the objective function of P1. Next, we
find the minimum non-zero element in X and let it be 0 if it does not equal
to 1. A new LP problem is thus formulated. We iteratively solve the new LP
problem and let the minimum non-zero element in respective solution be 0 until
the minimum non-zero element equals to 1. Finally, we obtain the solution W
with corresponding objective function value Q = Q(W), where Q is the initial
lower bound of P1.
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Algorithm 1. Initialization of the B&B algorithm
Input: F, M , N , I, p1, p2, b, t, lm, v, parameters of
the recharge model.
Output: The initial upper bound and lower bound of
the objective function Q and Q, and respective solu-
tions W = {X,C} and W = {X,C}.
Relax all xi from xi ∈ {0, 1} to xi ∈ [0, 1];
Let P ′

1 = LP(P1) be the LP relaxation of P1, solve P ′
1,

obtain the solution W = {X,C} and Q = Q(W);
Let U = W;
while U �= ∅ do

Find the minimum non-zero element in X and
denote it as xa;
if xa = 1 then

break;
end
Let xa = 0, ∀i �= a, let xi ∈ [0, 1] and update the

LP problem;
Solve the updated LP problem and obtain the solu-

tion W = {X,C};
Let U = W.

end
W = U, Q = Q(W);
Return Q, Q, W, W.

5.2 B&B Algorithm

Now we have obtained the initial upper and lower bounds of the objective func-
tion. In the following, we adopt B&B algorithm to obtain the optimal solu-
tion. The pseudocode is shown in Algorithm 2. We first construct a binary tree
with P ′

1 =LP(P1) as the root node. We start from P ′
1 and pick a variable xj

(j = 1, 2, ..., I) with the largest fractional part from X for branching. Then
we branch two ending nodes from P ′

1 corresponding to two new LP problems:
P ′
2 := P ′

1 ∧ xj = 0 and P ′
3 := P ′

1 ∧ xj = 1. We solve the two LP problems and
obtain solutions with respective objective function values, where the maximum
value is the new upper bound of the objective function of P1. We further check
whether there are feasible (integer) solutions. If true, we denote the solution with
maximum objective function value by W ′

max and the objective function by Q′
max,

and compare Q′
max with current lower bound Q. If Q′

max > Q, let Q = Q′
max,

W = W′
max. Otherwise we cut off branching nodes that are unsolvable or whose

objective function values are lower than or equal to current lower bound Q. The
iteration terminates when all the nodes have been visited or Q − Q ≤ ε, where
ε is a small controllable error coefficient. Finally, we obtain the optimal solution
W∗ = W.
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Algorithm 2. B&B algorithm
Input: Q, Q, W = {X,C} and W = {X,C}.
Output: The optimal solution W∗ = {X∗,C∗}.
Construct a binary tree with P ′

1 = LP(P1) as the root
node;
while there is node that has not been branched do
if Q − Q ≤ ε then

break;
end
Find the ending node P ′

z, z ∈ {indices of all the end-
ing nodes} with current upper bound of the objective
function Q;

Select the variable xj of P ′
z with the largest frac-

tional part for branching;
Creat two nodes: P ′

z+1 := P ′
z ∧ xj = 0 and P ′

z+2 :=
P ′

z ∧ xj = 1;
Solve P ′

z+1 and P ′
z+2, obtain two solutions Wz+1 =

{Xz+1,Cz+1}, Wz+2 = {Xz+2,Cz+2}, and respective
objective functions Qz+1, Qz+2;

Q = max{Qz}, z ∈ {indices of all the ending
nodes};

Find in Wz feasible solutions Wy, y ∈ {indices of all
the ending nodes whose solutions to X all take integer
values}, with corresponding objective functions Qy;

Q′
max = max{Qy}; W′

max = arg max{Qy};
if Q′

max > Q then
Q = Q′

max; W = W′
max;

end
Cut off branches that are unsolvable or whose Q ≤

Q;
end
W∗ = W;
Return W∗.

Time Complexity: There are at most I iterations in Algorithm 1 and in each
iteration, we need to solve an LP problem. The time complexity of solving an
LP problem using interior point method is O(d3.5) [19], where d is the num-
ber of variables. Since there are I + IN variables in P1, the time complexity of
Algorithm 1 is O(I4.5N3.5). For Algorithm 2, there are at most 2I branches and
for each branch, we also need to solve an LP problem with I + IN variables.
Therefore, the time complexity of Algorithm 2 is O(2II3.5N3.5). Finally, the
time complexity of solving P1 is O(I4.5N3.5 + 2II3.5N3.5), i.e., O(2II3.5N3.5).
Obviously, when the number of candidate locations is relatively large, the compu-
tation cost is unaffordable. However, in practice, the amount of branch pruning
is immerse, which can greatly reduce the time complexity of the algorithm.
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6 Performance Evaluation

In this section, we first introduce baseline algorithms, then we present simulation
setup and finally conduct both numerical and data-trace-driven simulations to
evaluate the performance of our proposed algorithm.

6.1 Baseline Algorithms

Greedy Algorithm: It consists of two steps. In the first step, we separately place
a charger at each candidate location and obtain the optimal power scheduling
solution that maximizes the revenue by solving I LP problems. In the second
step, we select K candidate locations that have the most revenue. We further
check whether the total power of current solution exceeds the power budget B
during any time period. If true, we reduce the power level of the charger placed
at the candidate location that has the least revenue to satisfy the power budget
constraint. The time complexity of the first step is O(IN3.5), while the time
complexity of the second step is O(I log I) for sorting I candidate locations in
descending order of the revenue. Therefore, the time complexity of the greedy
algorithm is O(I(N3.5 + log I)).

Optimal Solution (OPT): First, exhaustive search is used to find all possible
charger placement solutions. Then, for each placement solution, we obtain the
power scheduling solution that maximizes the revenue by solving respective LP
problem. Finally, the solution with most revenue is selected as the optimal solu-
tion. Due to its high time complexity O((KN)3.5(CK

I )2(log(CK
I )), OPT is only

practical for small instances.
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Fig. 2. Visualization of small-scale and large-scale instance.
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6.2 Simulation Setup

For small-scale instances, three paths are divided into M = 12 segments with
Δl = 2 m as shown in Fig. 2(a). We further set N = 4, I = 6.

For large scale instances, eight paths are divided into M = 55 segments with
Δl = 2 m as shown in Fig. 2(b). We further set N = 10, I = 45.

In both small and large instances, user’s spatial and temporal distribution
profile F is an N ×M matrix, whose elements are random integers ranging from
[100, 500]. Other common simulation parameters are summarized in Table 1,
where the recharge model related parameters follow the settings in [10] and
the setting of charger’s transmit power follows that of the TX91501 Powercaster
transmitter [9]. Moreover, each result in the following simulation diagrams stands
for the average value of 100 instances of the random user profile.

Table 1. Simulation parameters

Parameters Values

Charger’s maximum transmit power Ps (W) 3

Source antenna gain GS (dBi) 8

Receiver antenna gain Gr (dBi) 2

Polarization loss Lp (dB) 3

Wavelength λ (m) 0.33

Adjusting parameter ε (m) 0.2316

Rectification efficiency ω 0.3

Effective charging range dc (m) 15

Unit income of charging p1 (unit/J) 3 × 10−4

Unit income of advertising p2 (unit/J) 0.1

Unit price of electricity b (unit/kWh) 0.5

Length of the time interval t (h) 1

User’s average velocity v (m/s) 1

Vertical distance h (m) 2

6.3 Simulation in Small-Scale Instances

For small-scale instances, we compare the B&B algorithm with both the greedy
algorithm and the optimal solution. In the first set of simulation, we set the
total power constraint to B = 10 W, and vary the charger quantity K from
2 to 5. The results are shown in Fig. 3. As the charger quantity K increases,
the revenue Q induced by all the three algorithms increases. This is because
more chargers bring more charging and advertising income. Moreover, under our
setting, large amount of users makes the increase in the charging and advertising
income exceed the increase in the electricity and charger cost. When K = 2
and 3, the performances of all the three methods are exactly the same. This
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is because when the number of chargers is small, chargers are all set to the
maximum power level to reach optimal performance without violating the total
power constraint. In other words, the total power constraint does not take effect.
When K increases to 4 and 5, the performance of B&B algorithm still reaches
the optimum yet outperforms that of the greedy algorithm with an improvement
of 6.85% at most and 2.25% on average.

In the second set of simulation, we set K = 4, and vary the total power
constraint B from 6 W to 12 W. The results are shown in Fig. 4. As the total
power constraint increases, more power can be allocated to all the chargers and
thus the recharge power of the users also increases. Under our setting, large
amount of users makes the increase in the charging and advertising income exceed
the increase in the electricity cost. So the revenue Q induced by all the three
algorithms increases. As expected, the performance of B&B algorithm reaches
the optimum and outperforms the greedy algorithm with an improvement of
3.03% at most, 1.83% on average. The gap between B&B algorithm and the
greedy algorithm decreases to 0 when B increases to 12 W, which is also because
the total power constraint of 12 W is to loose and does not take effect.
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Fig. 3. The impact of the charger
quantity K on the revenue Q for small-
scale instance (B = 10W).
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Fig. 4. The impact of total power con-
straint B on the revenue Q for small-
scale instance (K = 4).

6.4 Simulation in Large-Scale Instances

For large-scale instances, we only compare the B&B algorithm with the greedy
algorithm, since it is impractical to apply exhaustive search to large-scale
instances. In the first set of simulation, we fix the total power constraint to
B = 50 W, and vary the charger quantity K from 10 to 30. As shown in Fig. 5,
the revenue Q of both solutions increases as K increases. When K = 10 and 15,
both solutions have the same performance since the total power constraint is not
violated when all the chargers are set to maximum power level. The performance
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of B&B algorithm starts to outperform the greedy algorithm when K increases
from 20 to 30, with an improvement of 10.10% at most and 4.80% on average.
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Fig. 5. The impact of the charger
quantity K on the revenue Q for large-
scale instance (B = 50W).
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Fig. 6. The impact of total power con-
straint B on the revenue Q for large-
scale instance (K = 20).

In the second set of simulation, we set K = 20, and vary the total power
constraint B from 20 W to 60 W. The results are shown in Fig. 6. As the total
power constraint increases, more power can be allocated to all the chargers and
thus the recharge power of the users also increases. Similar to the results in small-
scale instances, the revenue Q induced by all the three algorithms increases. The
performance of the B&B algorithm outperforms the greedy algorithm with an
improvement of 13.76% at most and 7.27% on average when the total power
constraint ranges from 20 W to 50 W. As the total power constraint further
increases to B = 60 W, it has the same performance as the greedy algorithm,
due to the fact that the total power constraint does not take effect.

6.5 Data-Set-Driven Simulation

We further conduct simulations using the real user location data collected by an
indoor localization system deployed on a particular floor of a hospital. The floor
plan is shown in Fig. 7.

To obtain users’ indoor location information, the localization system adopts
combined techniques of Bluetooth Low Power (BLE) and pedestrian dead reck-
oning (PDR), based on iBeacon tags and users’ smartphones. iBeacon tags are
deployed on the ceilings of 5 main galleries, as shown in Fig. 7. User’s location
information is estimated every 1 s. The data set records users’ historic data of
3 months, from 8:00 a.m. to 6:00 p.m. each day. An instance of the data records
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Fig. 7. Floor plan and instance of the
data records.
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Fig. 8. Candidate locations on the gal-
leries for placing the chargers.

is shown in Fig. 7, where “userId” is the id of a specific user, “creat time” is the
generation time of this record, “x” and “y” stand for the location coordinates
based on a custom coordinate system.

Suppose we would like to provide RF charging service for the users on this
floor. A total of 49 candidate locations are selected for placing the chargers, as
shown in Fig. 8. The paths along the 5 main galleries are divided into M = 235
segments with Δl = 2 m. Time in a day is divided into N = 10 intervals with
the length of interval t = 1 h. A 235 × 10 matrix F is generated by counting the
flow volume on the m-th segment in the n-th interval. Noting that if the same
user continuously stays on the m-th segment within the n-th interval for T time
and let γ = �T v̄/Δl	, the flow volume fm,n will increase by γ instead of 1. The
rationale of this processing method is that when a user simply walks through a
segment with velocity v̄, the flow volume will increase by 1, while if a user stays
on a segment for a long time, it will be regarded as multiple people.

In the following, we first compare the performances of the B&B algorithm
and the greedy algorithm under different charger quantity K with B fixed to
50 W. As shown in Fig. 9, the two algorithms have the same performance when
K = 10 and K = 15, due to the fact that all the chargers are set to maximum
power level. The B&B algorithm starts to outperform the greedy algorithm when
K increase from 20 to 30, with an improvement of 11.83% at most, 5.86% on
average.

Then we further compare the performance of the two algorithms under differ-
ent total power constraint B with K = 20. The results are shown in Fig. 10. The
performance of the B&B algorithm outperforms that of the greedy algorithm
with an improvement of 26.19% at most and 12.62% on average when B grows
from 20 W to 50 W. They present the same performance when B = 60 W.
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Fig. 9. The impact of the charger
quantity K on the revenue Q for data-
set-driven instance (B = 50W).
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Fig. 10. The impact of total power
constraint B on the revenue Q for data-
set-driven instance (K = 20).

6.6 Discussions

Noting that though intuitively the time complexity of B&B algorithm is higher
than that of the greedy algorithm, B&B algorithm is still preferred for its perfor-
mance gain and the following reasons: first, the algorithm can be implemented
in one move using high performance computer before real deployment and thus
the complexity impacts will be small. Second, the operation of branch pruning
in B&B algorithm will greatly reduce the practical computational cost.

7 Conclusion

In this paper, we study the problem of simultaneous charger placement and
power scheduling based on users’ spatial and temporal distribution information
with total power constraint, aiming to maximize the revenue of the charging ser-
vice. We formulate the problem as a mixed integer linear programming problem
and propose a branch and bound algorithm to solve it. Extensive simulations
demonstrate the following results: First, in small-scale network with less than
5 given chargers, our proposed algorithm can reach the optimum. Second, in
large-scale network and the data-set-driven simulations, our proposed algorithm
obtains the profit improvement over the greedy algorithm by 4.8% to 12.62% on
average under different settings. Especially, when the given number of chargers
increases, the provider’s profits increase. Our work provides a preliminary solu-
tion for economic and effective deployment of wireless charging service. Future
work aims to explore online power scheduling policies with users’ spatial and
temporal causal information a prior.
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Abstract. This paper proposes an anonymous, cross-domain authenti-
cation scheme based on zero-knowledge proof to combat the privacy leak-
age problem of cross-domain authentication when users in the heteroge-
neous domain access network services from different trust domains. First,
we use the zero-knowledge proof algorithm to make the scheme indepen-
dent of the trusted third party and realise secure data exchange between
the device and the agent server (AS). The AS verifies the identity of the
device through the proof that does not contain any private user infor-
mation that can be reconstructed, which plays an effective role in pro-
tecting the privacy of the device. Second, the device submits the proof,
which is generated from private device information and public parameter
information. It has nothing to do with the trust domain authentication
mechanism. Therefore, it can be used for mutual authentication between
heterogeneous domains. Finally, we use the characteristics of decentral-
isation and tamper proof of blockchain technology to ensure the consis-
tency of interdomain message storage and realise cross-domain authen-
tication. Theoretical analysis shows that the scheme meets the security
requirements of confidentiality, integrity and availability. The experimen-
tal results show that compared with the existing schemes, our scheme is
feasible and effective.

Keywords: Internet of Things · Cross-domain authentication ·
Zero-knowledge proof · Blockchain · Privacy protection

1 Introduction

In the Internet of Things environment, especially in distributed network envi-
ronments, such as the industrial internet, smart homes and smart medicine, it
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is necessary to establish contacts between different trust domains for a coopera-
tive production of devices, access to services or resources not available in one’s
own trust domain. It is easy to establish a connection through the widely used
network infrastructure, but achieving secure communication is not as simple as
we think. Due to people’s incomplete research on device security in the Internet
of Things environment [1], malicious attackers can use insecure cross-domain
authentication to control devices and spread malicious code. Therefore, it is
urgent to design a secure device cross-domain authentication scheme.

Traditional cross-domain authentication schemes are based on public key
infrastructure (PKI) [2] systems and identity-based cryptography (IBC) [3] sys-
tems. The cross-domain authentication scheme based on PKI has several prob-
lems, such as a long trust path, complex topology, low efficiency of certificate veri-
fication and complex trust construction between domains. Cross-domain authen-
tication technology based on IBC has a problem with key escrow, and its public
key generally has a special meaning; thus, it cannot be revoked at will. The
amount of calculation and communication is also relatively high. In addition,
the two schemes have a problem because they rely on a trusted third party.
Moreover, most cross-domain authentication schemes only study cross-domain
authentication schemes between trust domains with the same authentication
mechanism, and only a small part of the literature takes into account the mutual
authentication of devices within heterogeneous domains. Therefore, research on
cross-domain authentication is still incomplete [9–22].

Blockchain [4] has the advantages of decentralisation, as well as the charac-
teristics of anti-tampering, unforgeability, traces throughout the entire process,
traceability and a collective maintenance of data stored in the blockchain. Addi-
tionally, Blockchain has extensive research in the field of identity authentication.
However, its open and transparent characteristics make it impossible to guaran-
tee the privacy of a device, making user privacy face a major threat of leakage [5].
The zero-knowledge proof is a protocol in cryptography. On the one hand, it can
protect the privacy of data and prove it without disclosing data. On the other
hand, only a small amount of data can be generated to prove the large amount
of data, which can play a substantial role in compressing the amount of data
and improving the performance. Therefore, the combination of zero-knowledge
proof and blockchain technology is currently the most reliable solution for data
security and privacy protection issues. As a result, we propose an anonymous
cross-domain authentication scheme for the current cross-domain authentica-
tion scheme in the IoT environment. The main contributions of this article are
as follows:

(1) We propose a cross-domain authentication scheme suitable for heterogeneous
domains with different authentication mechanisms. The device binds the self-
generated public key (pk) and private keys (sk) with real identity informa-
tion to calculate anonymous identity information. The credential provided
during device authentication is only related to the authentication credential
generated by using anonymous identity information and has nothing to do
with the trusted domain authentication mechanism.
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(2) We use zero-knowledge proof technology to protect the user’s true iden-
tity information on their device. First, the public key is bound with the
real identity information to calculate the anonymous information. The zero-
knowledge proof algorithm is used to calculate the authentication certificate,
which does not contain any information that can reconstruct the identity on
the device. Finally, the zero-knowledge proof algorithm verification is used
to verify the authenticity of the user’s identity without disclosing any of the
user’s identity information.

(3) We put forward a cross-domain authentication scheme based on blockchain
architecture. No centralised management servers, such as certificate centres
and key management centres, are set in the trust domain. We take advantage
of the decentralisation and tamper-proof characteristics of the blockchain to
ensure the consistency of message storage between domains.

The remainder of the paper is organized as follows. In Sect. 2, we outline
the related work of cross-domain authentication. The design of our scheme is
described in Sect. 3. In Sect. 4, we introduces the system model. In Sect. 5, the
cross-domain authentication scheme is introduced in detail. In Sect. 6, we ana-
lyzes the proposed scheme. Finally, Sect. 7 concludes the paper.

2 Related Work

Many schemes about device authentication [6–8] have been proposed by experts
at home and abroad. However, with the popularisation and promotion of 5G
communication technology, the services and resources of a single trust domain
can no longer meet the basic needs of users, and cross-domain access will become
increasingly frequent. According to the different technologies used, the tradi-
tional cross-domain authentication schemes can be divided into two categories:
PKI-based and IBC-based cross-domain authentication schemes. Wang et al. [9]
established a trust channel based on a trusted third party to realise authenti-
cation between PKI domains. Lu et al. [10] proposed a grid-based IBC multi-
trust domain authentication model. These traditional schemes all have a series
of problems, such as the complexity of interdomain trust construction brought
by trusted third parties. With the rapid development of technology and the
increasing number of users, these problems will be particularly prominent. To
solve the above problems, many schemes [11–17] use blockchain technology to
help improve the issues with trusted third parties.

For the cross-domain authentication problem of trust domains of different
mechanisms, Ding et al. [18] proposed a certificate-based anonymous cross-
domain authentication scheme that does not involve complex certificate man-
agement and has no key hosting or distribution issues. Ma et al. [19] realised the
security authentication of information service entities between heterogeneous
domains based on blockchain technology, but that did not solve the inherent
problem of overhead waste caused by the storage data in the blockchain sys-
tem. Zhang et al. [20] proposed a cross-domain authentication scheme based
on a blockchain-based master-slave chain structure for cross-domain trusted
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authentication of power services. Wei et al. [21] proposed an efficient, secure,
and privacy-protected IoT message authentication scheme, which supported IoT
devices with different encryption configurations. This made the IoT composed of
different types of smart devices have better practicability. Dong et al. [22] pro-
posed a trust transfer model based on blockchain without a trusted third party.
The model used a unified token to design a trust transfer method, which solved
the problems with repeated construction and wasted resources. Dong et al. [23]
proposed a blockchain-based cross-domain authentication strategy, which used
the cosmos network model to greatly improve throughput.

With the increasing number of Internet of Things devices connected to the
network and the open and transparent characteristics of the blockchain, pro-
tecting user privacy had also become an urgent problem to be solved. Some
schemes used zero-knowledge proof technology to prevent user privacy from leak-
ing. Zhu et al. [24] completed mutual authentication between users and medical
data demanders under the condition of protecting users’ privacy by using the
zero-knowledge technology with succinct non-interactive arguments of knowledge
(ZK-SNARK) [25]. Li et al. [26] introduced zero-knowledge proof [27] technol-
ogy into the existing identity management model to protect the privacy of user
identity information. To solve the problem with the lack of cryptocurrency audit-
ing with strong privacy, Jiang et al. used zero-knowledge proof to propose an
auditable confidential transaction (ACT) scheme [28] to ensure the privacy and
correctness of transaction data. Therefore, zero-knowledge proof technology is
an important means to protect users’ privacy.

3 Preliminaries and Key Technology

3.1 Blockchain

Blockchain is a new type of decentralised protocol that can store transactions
and data securely. The information cannot be forged or tampered with, and it
does not need any centralised organisation’s review. With the development of
5G technology, massive data and diverse services make traditional cross-domain
authentication face security challenges. Therefore, the decentralised nature of
blockchain can play a very important role in identity authentication.

3.2 Zero-Knowledge Proof

Zero-knowledge proof was proposed by S. Goldwasser, S. Micali and C. Rackoff
in the early 1980s. It is essentially a series of steps taken by two or more parties to
complete a task. One proves to the verifier and makes him believe that he knows
or owns a certain message, but the authentication process cannot disclose any
information about the proved message to the verifier. On centralised platforms
such as Facebook, Amazon, and Google, some people profit by selling personal
private data and attempt to manipulate our behaviour through advertising. All
our activities are recorded and made public on the completely open blockchain
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network. The zero-knowledge proof provides a public and transparent crypto-
graphic technology that can protect people from personal privacy infringements
by snoopers in the digital age.

3.3 ZK-SNARK

ZK-SNARK refers to the zero-knowledge succinct non-interactive arguments of
knowledge, which is a variant of zero-knowledge proof. It allows the prover to
convince any verifier of the validity of a given assertion, which does not require
an interaction between the prover and verifier. The classic algorithm Groth16 of
ZK-SNARK [29] is used in this article.

4 System Model

The scheme architecture uses a layered design pattern, as shown in Fig. 1. There
are multiple roles in the authentication mechanism, including roles for devices,
AS and blockchain (BC). According to the different functions, they are divided
into the entity layer, agent layer, blockchain layer and storage layer.

Fig. 1. Layered architecture of the cross-domain authentication mechanism.
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4.1 Entity Layer

The entity layer includes IoT devices in the trust domain. It is assumed that the
trusted platform module (TPM) is installed at the factory. The TPM has security
functions, such as symmetric and asymmetric encryption, hashing, storage and
management of data certificates. The entities can securely self-generate pk/sk
pairs to communicate with the AS.

4.2 Agent Layer

The agent layer is composed of a semi-trusted identity authentication AS in each
trust domain. The AS has two missions. On the one hand, it communicates with
the device to process the authentication request and verification work from the
trusted domain device. On the other hand, the AS assists with another AS in the
blockchain to complete the cross-domain authentication action when the device
requests cross-domain authentication. The AS only receives the information of
the domain it belongs to from the device and writes it to the blockchain. The
AS in the local domain uses the zero-knowledge proof algorithm for verification
instead of traditional IBS technology and PKI technology. Therefore, the user’s
privacy will not be disclosed. The authentication process can be divided into
three key operations: KeyGen, prove, and verify. This will be described in detail
in Sect. 5.

4.3 Blockchain Layer

The blockchain layer is the core structure of the cross-domain authentication.
The AS of each local domain acts as a preselected node of the blockchain to
maintain the global ledger of the entire blockchain. The consensus mechanism of
the blockchain can ensure the normal operation of the system. Blockchain nodes
encapsulate domain-specific information into transactions and write them into
blocks. Domain-specific information is acquired by other domains for authenti-
cation. Considering the transaction latency and the blockchain throughput, only
the minimal information is selected for recording.

4.4 Storage Layer

The information in the trust domain is stored in a single file such as JSON
file hosted in the storage server. In order to protect the data from being modi-
fied by malicious opponents, we hash the entire file and further write it into the
blockchain. Therefore, the authenticity of the data can be easily verified by com-
paring the latest hash value maintained on the blockchain with the recalculated
hash value on the actual file.
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5 The Proposed Scheme of Cross-domain Authentication

This section describes in detail how to use zero-knowledge proof and blockchain
technology to protect device privacy in the cross-domain authentication scheme.
The scheme includes two stages: device registration and cross-domain authen-
tication. The cross-domain authentication phase is also divided into two parts:
local authentication and cross-domain authentication (Fig. 2). Table 1 describes
the symbols used in our scheme.

Table 1. Symbol description.

Denotation Implication

TPM Trusted Platform Module

Mi Message

IDi Identity Information

Ni Random Number

Ti Timestamps

PK Proving Key

VK Verification Key

Si1 Set of Device Anonymous Identity

Si2 Set of Device Real Identity

pk Public Key

sk Private Key

DN Domain Name

Ai Device Anonymous Identity

5.1 Device Registration

(1) M1(ei→ASi) : EnpkASi
(T1, N1, pki, IDi, Ai, sigskei

(pki ‖ IDi), Request1)
Assuming that each device has a trusted platform module installed when it
leaves the factory, the device can self-generate a public and private key pair
to communicate securely with ASi. The device selects a random number N1

to calculate the anonymous identity Ai = hash(pki ‖ IDi ‖ N1). Then, a
registration request including N1,pki,IDi,Ai and sigskei

(pki ‖ IDi) is sent
to ASi at T1.

(2) M2(ASi→F ) : EnpkF
(T2, IDi, Request2)

After receiving M1, the ASi checks the validity of the timestamps T1 and
signature sigskei

(pki ‖ IDi, and then sends a verification request to man-
ufacturer F according to IDi at T2 to check whether the device has been
repeatedly registered. Manufacturer F is an AS in the trust domain of
device production. Thus, the interaction between AS and F can be regarded
as the query and verification operation between blockchain nodes.
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Fig. 2. Model flow chart.

(3) M3(F→ASi) : EnpkASi
(T3, r1, Respond1)

Manufacturer F decrypts the message from ASi. The validity of the device
is judged within the validity period of the timestamps T2. If IDi is valid,
the response result r1 is sent to ASi at T3.

(4) M4(ASi→ei) : Enpkei
(T4, N2, sigpkei

(N1 ‖ N2 ‖ r1))
ASi receives message M3 from manufacturer F . If the timestamp is valid,
ASi decrypts it and confirms whether the ei is valid. If ei is not registered
repeatedly, ASi will register it and store IDi and Ai in the list Si1 =
(A1, A2, ..., An) and Si2 = (ID1, ID2, ..., IDn) of ASi respectively. Then,
ASi selects a random number N2 to sign the result and M4 to ei at T4.

(5) M5(ei→ASi) : EnpkASi
(T5, Respond2)

When ei receives message M4, we check the timestamps T4 and the signature
sigpkei

(N1 ‖ N2 ‖ r1) again to check if it is valid. If it is valid, ei checks the
registration result and completes the registration.

5.2 Cross-domain Authentication

Whether the device wants to access the services of the intradomain or the exter-
nal domain, it needs to pass the authentication of the local domain first. We first
use the hash function to anonymize the real identity of the device.

5.2.1 Local Authentication

(1) KeyGen(λ,C) → (PK, V K) According to the main logic of the ZK −
SNARK circuit, ei selects the random number λ and writes the circuit
file C. After that, the algorithm KeyGen is used to generate PK and V K.
The proof π is generated by PK, public parameters and private parameters,
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which is used to prove the identity of the device.The V K is used to verify
the validity of PK and π.

(2) prove(PK,Si1, ASi) → π
The set of anonymous device identities Si1 in Domain i is a public parameter
of the algorithm prove and the device anonymous identity information Ai

is the private input. Although Ai and the corresponding IDi are already
known and sent to the ASi, the output π is the proof to prove the identity
of ei and it does not contain any information that can reconstruct the private
input, nor will we know which device has sent an authentication request. So
we can protect the privacy of the device.

(3) M6(ei→ASi) : EnpkASi
(π, V K, T6, Ai, Respond3)

After completing the above calculation tasks, ei sends a request to the ASi

of the local domain at T6. The parameters include identity authentication
proof π, V K and anonymous identity information Ai.

(4) verify(V K, π,Ai) → (1, 0)
ASi decrypts message M6 from ei and checks the validity of the timestamp
T6. Then, it verifies whether the device is a legal device in its domain through
the algorithm verify and the parameters passed by ei.

(5) M7(ASi→ei) : Enpkei
(r2, T7, Respond3)

After ASi successfully verifies ei, it sends the result r2 to ei at T7. Now the
local authentication process is completed. Then, ei can use the anonymous
identity Ai as a legitimate user to interact with other devices.

5.2.2 Cross-domain Authentication

(1) M8(ei→ASi) : EnpkASi
(DNj , T8, Ai, IDj)

ei launches an authentication request using the anonymous identity Ai to
interact with the device whose domain name is the DNj domain at T8. The
parameters are the domain name of the target domain DNj , the anonymous
identity information of the subject device IDj and the identity information
of ei, Additionally, the message is encrypted by pkASi

.
(2) M9(ASi→ASj) : EnpkASj

(DNi, T9, Ai, IDj , r2, Request4)
ASi always monitors various requests from its domain. Once it receives the
cross-domain authentication request from the device if the timestamps is
valid, the ASi will query the domain table according to the passed domain
name to obtain the blockchain account address Addrj of the target domain
ASj . Then the AS will send a cross-domain authentication request to this
address. The parameters include the domain name DNi of the trusted
domain requested to be accessed, the anonymous information Ai of the
requested access device, the device information IDj of the target domain,
and the authentication result r2 of ei in the local domain.

(3) M10(ASj→ej) : Enpkej
(DNi, T10, Ai, r2, Respond4)

ASj listens to the cross-domain authentication request from ASi and
decrypts it if the timestamps is valid. It obtains the identity information
of ej and ASi. Then, the result through the parameters transmitted by the
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event determines whether the verification is passed. Finally, it forwards the
cross-domain authentication request and response result to ej .

(4) M11(ej→ASj) : EnpkASj
(T11, Respond4)

ej receives the message from ASj , and decrypts the message after checking
the validity of the timestamps. After verifying the successful authentication
result of the device, it responds to the authentication result at T11 and sends
it to ASj .

(5) M12(ASj→ASi) : EnpkASi
(T12, Respond4)

ASj receives the response sent by ej and sends it to ASi at T12. At the same
time, ASj updates the history record that listened to the event.

(6) ASi listens to the response from the target domain agent server ASj .The
ASi decrypts the message from ASj and sends a response to ei requesting
access at T13 if the timestamp is fresh.

(7) ei decrypts the message from ASi to check the corresponding result. After
ei passes the authentication, it can conduct cross-domain access with the
device in an anonymous way.

6 Scheme Analysis

In this section, the proposed scheme will be compared and analysed with other
existing schemes in terms of SVO certification, security attribute analysis and a
performance evaluation of the protocol.

6.1 SVO Proof of the Protocol

SVO logic is a more reasonable semantic and axiomatic derivation system of
theoretical models than BAN logic. The protocol is proven based on logical
terms and axioms. There are three expected goals of the protocol:

1. ASi |≡ F � ei;
2. ASi |≡ ASi � ASi;
3. ej |≡ ASi � ei;

(1) Initial assumption
p0 : All entities are equipped with TPM, which is used to generate pk/sk
pairs, and then bind the pk/sk with their IDs;
p1 : Whether all timestamps are valid and can be verified;
p2 : ei |≡ PKΨ (ASi, pkASi

);
p3 : ASi |≡ PKσ(ei, pkei

);
p4 : ASi |≡ SV (sigskei

(pki ‖ IDi), pkei
, ei);

p5 : ASi |≡ PKΨ (F, pkF );
p6 : ASi � M3;
p7 : The entities need to complete the calculation tasks required by
themselves;
p8 : ASi � M6;
p9 : ASi |≡ PKΨ (ASj , pkASj

);
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p10 : ASj |≡ PKΨ (ASi, pkASi
);

p11 : ASj � M9;
p12 : ASj |≡ PKΨ (ej , pkej

);
p13 : ej |≡ PKΨ (ASj , pkASj

);
P2 denotes that ei believes pkASi

is the public encryption key of ASi. P3

denotes that ASi believes pkei
is the public encryption key of ei. P4 denotes

that ASi believes pkei
can verify sigskei

(pki ‖ IDi) is the signature of ei. P5

and P9 denote that ASi believes pkF and pkASj
are the public encryption

keys of F and ASj , respectively. P6 and P8 denote that M3 sees M5. p10
and p12 denote ASj believe that pkASi

and pkej
are the public encryption

keys of ASi and ej , respectively. p11 denotes that ASj sees M9. p13 denotes
that ej believes pkASj

is the public encryption key of ASj . Please note that
PKΨ and pkσ are symbols in the SVO logic system, which is different from
the device’s public key pk and the PK in the zero-knowledge proof system
in this scheme.

(2) The proof of our protocol
1) Under the conditions of p0 and p1 and p2, using the rules A3 and A15,

we can obtain the result R1 : ASi |≡ ei |≈ M1;

2) Under the conditions of p3 and p4, using the rules A8, we can obtain
the result R2 : ei |≡ ASi � pki, IDi;

3) Under the conditions of p1 and p5, using the rules A4, we can obtain
the result R3 : F |≡ ASi |≈ M2;

4) Under the conditions of p0 and p1, combining R2 and R3, using the
rules A8, we can obtain the result R4 : F |≡ ASi � r1;

5) Under the conditions of p1 and p6, combining R4, using the rules A8,
we can obtain the result R5 : ASi |≡ F � ei;

Achieve the first expected goal;
6) Under the conditions of p2 and p7, using the rules A15, we can get the

result R6 : ASi |≡ ei |≈ M6;

7) Under the conditions of p7 and p8, combining R6, using the rules A8

and A15, we can obtain the result R7 : ASi |≡ ei |⇒ π, V K;

8) Under the conditions of p1 and p7, combining R7, using the rules A8

and A13, we can obtain the result R8 : ASi � r2;

9) Under the conditions of p1 and p2, combining R8, using the rules A8

and A13, we can obtain the result R9 : ASi |≡ ei � ei;
Achieve the second expected goal;
10) Under the conditions of p1 and p2 , using the rules A4, we can obtain

the result R10 : ASi |≡ ei |≈ M8;
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11) Under the conditions of p1 and p9, combining R10, we can obtain the
result R11 : ASi |≡ ASj ∝ DNi, Ai,IDj,r2

;
12) Under the conditions of p10 and p11, combining R10 and R11, using the

rules A0 and A3, we can obtain the result R12 : ASj |≡ ASi |⇒ r2;
13) Under the conditions of p1 and p12, combining R12, using the rules A3,

we can obtain the result R13 : ej � M10;
14) Under the conditions of p13, combining R12 and R13, using the rules A7

and A8, we can obtain the result R7 : ej |≡ ASj |⇒ r2;
15) Under the conditions of p1, combining R13 and R14 , we can obtain the

result R15 : ej |≡ ASi � ei
Achieve the third expected goal

The above SVO logic proves that the cross-domain authentication protocol is
complete and safe at each stage, and because the expected goals have a pro-
gressive relationship, it can ensure that the entire cross-domain authentication
protocol meets the security requirements for integrity.

6.2 Security Attributes Analysis

This section will analyse the security attributes of the proposed scheme and
compare it with other existing schemes, as shown in Table 2.

6.2.1 Analysis of the Anti-internal Attacks
This paper implements cross-domain authentication based on the blockchain
model, which can ensure the consistency of data stored on the blockchain. System
participants are equipped with TPM, which can generate pk/sk by themselves.
The system does not set the system master key, which solves the problem of
key escrow. The AS will use the timestamps and signature algorithm to verify
the legality of the device before they interact with each other. Therefore, the
proposed protocol can resist internal attacks effectively.

6.2.2 Analysis of the Anti-impersonation Attack
When the device is authenticated, first, it generates an authentication proof pi
using the ZK-SNARK algorithm and then submits it to AS. After receiving pi,
AS verifies that the device belongs to a legitimate member of the trust domain.
If the certificate is being modified, then the authentication of the corresponding
device will fail. Discovering this information is equivalent to cracking a difficult
problem, making the attacker unable to obtain a temporary identity to complete
the authentication. Therefore, it can effectively resist impersonation attacks.

6.2.3 Analysis of the Anti-replay Attack
The validity of the interactive messages in the scheme is guaranteed by the
timestamps. After receiving the interactive message, the receiver first checks
whether the message is in the validity period and then performs the next opera-
tions. The timestamps cannot be tampered with, and thus, if an attacker reuses
the intercepted message, authentication will fail due to the invalidation of the
timestamps; consequently, it can effectively prevent replay attacks.
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6.2.4 Analysis of the Anti-middleman Attack
Our solution binds the device ID and pk. When a device wants to register, the
AS will first check if it has been registered repeatedly and then check whether
the device identity and public key match. The message sender signs the message
with their own pk. If an attacker has tampered with the message, the signature
message cannot be verified by the recipient. Therefore, it can effectively prevent
middleman attacks.

6.2.5 Analysis of Privacy Protection
Before the registration phase, the AS must confirm that the device is not regis-
tered repeatedly. After that, the AS can complete the registration only if the ID
and pk of the device can be matched. When the device requests authentication,
the AS can only verify the device through the authentication proof pi, and pi
cannot reconstruct any information related to the device identity. After authen-
tication, the device interacts with the AS or other devices through anonymous
identity and does not use its own real identity. Therefore, we can effectively
protect the device user’s privacy information.

6.2.6 Analysis of the Single Point of Failure
The decentralised structure of the blockchain composed of the AS of each trusted
domain in the cross-domain authentication scheme takes the place of the trusted
third party. A distributed system structure is adopted between heterogeneous
domains, with dispersion, dynamic adjustment and fault tolerability to ensure
the consistency of information storage and build interdomain trust. This effec-
tively solves the single point of failure problem.

In addition, the proposed cross-domain authentication scheme based on zero-
knowledge proof is compared with other existing cross-domain authentication
schemes in many aspects, as shown in Table 2. The scheme proposed by Ma et al.
[19] relied on the certificate issued by a trusted third party for authentication and
did not protect the user’s privacy. Li [13] and Dong [15] sent the user’s address
or identity directly to the server and did not protect user privacy. Gauhar’s
proposed scheme [16] relied on the trusted third-party BC Manager to release
transactions, which was prone to the single point of fault problems. The scheme
[22] proposed by Dong was an authentication scheme based on an IBC system,
which had the problem of key escrow and was not suitable for systems with
different authentication mechanisms. To protect user privacy, this paper uses
blockchain technology and zero-knowledge proof technology to authenticate the
device. The scheme does not rely on trusted third parties and is suitable for
heterogeneous domains. The SVO logic proof proves the safety of the scheme. In
conclusion, the scheme can ensure integrity and is superior to other schemes in
terms of availability and confidentiality.

6.3 Performance Evaluation

This section will evaluate the performance of the proposed scheme from two
aspects: computation overhead and storage overhead. To ensure the consistency
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Table 2. Comparison between this scheme and other schemes.

References No Trusted third party Privacy Protection Unforgettable Anonymity Generality

Ref. [13] � �

Ref. [15] � � � �

Ref. [16] � �

Ref. [19] � �

Ref. [22] � � �

Ours � � � � �

Table 3. Comparison of the time cost between Groth16, PGHR 13 and GM17.

Proof system KeyGen time Prove time Verifier time Prove time spent in FFTs

PGHR/BCTV14a 104.85 s 128.60 s 4.3 ms 7%

Groth16 72.53 s 84.01 s 1.3 ms 11%

GM17 100.41 s 116.42 s 2.3 ms 12%

of the conditions, we gradually increase the number of devices in the trust domain
to 1,000. Then, we count the computational overhead and storage overhead of
each phase of the cross-domain authentication and compare it with the existing
scheme.

6.3.1 Computation Overhead
In this paper, an ubuntu 18.04 environment is built in a VMware 15.5 virtual
machine on a Dell Inspiron 3670 (Intel Core i3-3217U, 2 cores 1.80 GHz, 6 GB)
device to simulate the experiment. We combine zero-knowledge proof technology
with blockchain architecture to achieve cross-domain authentication. Compared
with the GHR13 algorithm and the GM17 algorithm, ZK-SNARK’s Groth16
algorithm has certain time and space advantages. There are performance com-
parisons between different implementation methods of snarks in libsnarks, as
shown in Tables 3 and 4. Therefore, we use the Groth16 algorithm to assist the
experiment and complete the authentication process of the device.

The time overhead of KeyGen, prove and verify is shown in Fig. 3. As we can
see, the time overhead of KeyGen and prove is relatively large and increases
slowly as the number of users increases. When the number of devices increases

Table 4. Comparison of the storage cost between Groth16, PGHR13 and GM17.

Proof system PK size VK size Proof size

MB bytes bytes

PGHR/BCTV14 312 812 287

Groth16 201 558 127

GM17 385 605 127
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to 1000, the time required for KeyGen and prove is approximately 48 s and 27 s,
respectively, while verify time remains unchanged at 1.2 s. This is because the
main calculation amount of the groth16 algorithm is composed of the Fourier
transform (or inverse Fourier transform) and the addition of multiple scalars
(MultiExp). The prove algorithm requires four inverse Fourier transforms and
three Fourier transforms operations. The KeyGen and prove algorithm need
many MultiExp. However, the computational complexity of the verification
algorithm is relatively small. The two stages of KeyGen and prove are time-
consuming, but the device only needs to generate PK/VK and zero-knowledge
proof π during the first authentication. It can be used permanently in the future
without repeated calculations. Therefore, the verification time is only needs to
be calculate when performing the repeated authentication action.

As shown in Fig. 4, the experiment shows that the authentication time of
this scheme is longer than that of BASA [17] at the first authentication. This
is because the KeyGen and proven algorithms need more Fourier transform (or
inverse Fourier transform) and multiple scalar addition (multiexp), which makes
them take more time. The verification calculation is relatively small and is not
affected by the number of devices, so the verification time remains the same.
As mentioned above, the parameters generated in the two stages of KeyGen and
proven can be reused once generated. However, in daily life scenarios, devices fre-
quently access the same service. Therefore, this solution has considerable advan-
tages when the device is repeatedly authenticated. The authentication time for
the BASA scheme [17] also increases with the number of users. When the number
of initial users is small, the authentication time required in this paper is longer
than that of the BASA solution. However, the time is only approximately 1.2 s,
which does not affect the user’s experience. In addition, the verification time
has not changed. With the gradual increase in the number of user devices, the
advantages of this solution are more obvious and more practical.
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6.3.2 Storage Overhead
During the simulation, as the number of devices increases, the sizes of the gener-
ated Proving Key, Verification Key and Proof are shown in Table 5. The size of
the Proving Key increases from 337.9 kB to 3.2 MB. The size of the verification
key increases from 21.0 kB to 185.7 kB. The size of the proof file is maintained
at approximately 784 bytes. Under the same conditions, the comparison results
between this paper and Huang et al.’s paper [24] are shown in Table 6. According
to the comparison results, in terms of key generation time and verification time,
Huang et al.’s scheme [24] requires less time. However, our proof generation time
has been reduced by nearly 50%. The size of the proving key generated by the
two schemes is almost the same, but the size of the verification key generated
in this paper is only one-fifth of the scheme that Huang et al. proposed [24]. In
summary, this scheme has certain practical value.

Table 5. The size of proving key, verification key and proof.

Device number PK size VK size Proof size

100 337.9 kB 21.0 kB 783 bytes

250 795.4 kB 48.5 kB 785 bytes

500 1.6 MB 94.2 kB 784 bytes

750 2.6 MB 140.0 kB 784 bytes

1000 3.2 MB 185.7 kB 784 bytes

Table 6. Comparison between the proposed scheme and reference [24].

Ref [24] Our

KeyGen time 16.3 s 47.987 s

Prove time 52 s 26.665 s

Verify time 0.614 s 1.38 s

PK Size 15.3 MB 3.2 MB

VK Size 125.4 KB 185.7 kB

7 Conclusion

Applying blockchain to system architecture is a major trend in cross-domain
authentication research. Cryptographic technology, such as zero-knowledge proof,
is an important theoretical technique to protect the privacy stored in transpar-
ent blockchains. This paper proposes an anonymous cross-domain authentication
scheme that combines zero-knowledge proof and blockchain technology to solve the
problem of privacy leakage in cross-domain authentication. Our solution uses zero-
knowledge proof technology to achieve anonymous authentication of user iden-
tities. Even if the attacker intercepts the message, it will not pose any threat
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to the system. The authentication certificate submitted by the device has noth-
ing to do with the trusted domain authentication mechanism. Therefore, cross-
domain authentication between heterogeneous domains is also applicable. Finally,
the decentralised architecture of the plan is completed based on blockchain tech-
nology. Security analysis shows that the proposed scheme meets security require-
ments, such as integrity, availability and confidentiality. The experimental results
show that compared with other typical schemes, this scheme achieves more sat-
isfactory implementation efficiency in terms of time and storage costs. Therefore,
this program has a wide range of application value.

This paper mainly studies a cross-domain authentication protocol in the Inter-
net of things environment. The blockchain formed by all agent servers is simply
considered to use the existing technology, which may be some ideal assumptions.
Therefore, in the future, we will focus on the communication process between the
agent servers, and add some blockchain experiments on the blockchain to improve
this work.
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Abstract. With the development of intelligent hardware technology, the
heterogeneity of IoT devices in the edge and end layers, and diversity of
application scenarios bring unprecedented challenges to the growth of
IoT systems, mainly including a large amount of code be written for
task construction in a cloud-edge-device collaborative environment, the
inflexible configuration of offloading policies, and the high overhead in
task scheduling/offloading. A dataflow based low-cost task orchestra-
tion and offloading platform, named as NBUFlow, is proposed to solve
these problems. It is featured by defining tasks based on visualized dash-
board of Node-RED to realize convenient and low-cost development of
IoT systems, and multiple offload strategies of deployment and multi-
task parallel processing based on dataflow migration. The performance
of the platform in terms of complete time of task deployment are veri-
fied through experiments. Results show that the completion time of task
offloading can be reduced by three times compared with the container
migration-based offloading method.

Keywords: Internet of Things (IoT) · Edge computing · Node-RED

1 Introduction

Internet of Things (IoT) has continued to grow at a high rate globally over
the past years. It has been used in various scenarios such as smart industry,
cities, health, environment, and agriculture [1]. It is reported by GSMA in The
mobile economy 2020 that the total number of global IoT connections reached
12 billion in 2019 and is expected to reach 24.6 billion by 2025. With the massive
growth of IoT connections, cloud servers need to process more data from physical
devices, making the original centralized data processing model unsustainable.
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Distributed network devices need to be set up close to the data source for data
processing and storage to improve the performance and reliability of application
services and reduce the burden on the central server. This data processing and
storage demand has given rise to edge computing [2,3]. In recent years, as a
new computing model to meet the needs of IoT, edge computing gradually gains
more and more attention.

With development of integrated computing environment involving cloud,
edge and end devices, it is required to offload tasks in end devices to edge devices
with higher computational power or the cloud for execution to achieve collabo-
ration in the vertical direction. At the same time, tasks can also be offloaded to
another edge node for horizontal collaboration to ensure load balance of tasks on
the edge node [4]. However, the wide variety of IoT devices [5] and the different
communication protocols used by the devices have posed significant challenges
to manage IoT devices efficiently for meeting users’ requirements, while migrate
and deploy applications across devices flexibly.

Docker technology provides a very efficient and lightweight solution to this
problem. It can manage virtualized processes and, therefore, deploy and manage
cloud and edge applications distributed to clusters. However, as an IoT sys-
tem developer, he still needs to know the internal details of task processing,
to optimize task allocation to reduce latency and bandwidth consumption. It
will increase the development cost and the overhead of resources in computation
and communication. In order to reduce the development cost of applications,
some platforms based on dataflow programming paradigms have emerged, such
as WoTKit Processor [6], etc., but they are mainly oriented towards the con-
struction of local tasks and do not consider the situation of task processing with
cloud-edge-device collaborative computing.

There have been some systems based on distributed IoT infrastructure devel-
oped to provide FaaS services, such as the edge computing platform based on con-
tainer virtualization technology proposed by Watanabe et al. in [7,8], FogFlow
and Geelytics proposed by Cheng et al. in [9–11], and some NodeRED-based plat-
forms proposed in [12–15]. The edge computing platform that can efficiently host
large-scale IoT applications proposed by Simpkin et al. in [16], to some extent,
can support collaborative IoT application development and scheduling deploy-
ment of tasks without the need to know internal network and node resource
information. However, they still need to write many codes to construct and
schedule tasks. Besides, most of the task scheduling is achieved through con-
tainer migration, which leads to an increase in the total cost of task deployment.
Secondly, the offload policy provided by most platforms is also fixed, and users
cannot configure the scheduling/offloading policy flexibly.

In this regard, based on Node-RED, we designed and implemented a low-
cost IoT task orchestration and offloading platform, named as NBUFlow, for
cloud-edge-device collaboration. NBUFlow relieves the need to write many codes
when building tasks, and reduce the overhead of task scheduling/offloading by
solving problem of configuring offloading strategy flexibly, and realizes multi-
task parallel processing in a single node. The main contributions of this article
are embodied in the following aspects:
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1. Based on the dataflow programming provided by Node-RED, NBUFlow real-
izes a rapid deployment model with a visual editor for defining tasks, which
effectively reduces the development cost.

2. It provides task offloading decision modules in application layer for developers
to integrate them when defining tasks, and also defining development rules of
the module for other developers to extend the module and add their offloading
policies, which improve the flexibility of configuring offloading policies.

3. Considering the inevitability of running multiple tasks in a single node and the
possibility that task slices can be shared, we realize the non-repetitive parallel
execution of multiple tasks on a single node through dataflow migration and
interaction of Node-RED with K8s to reduce the overhead of task offloading.

The rest of the paper is organized as follows. Section 2 describes the character-
istics of the relevant work on IoT orchestration and offloading platform. Section 3
describes the architecture of the platform and the functions of each module used.
Section 4 presents the specific implementation of the platform. Section 5 presents
our experimental evaluation of the platform. Section 6 summarizes the full paper
and indicates our next steps.

2 Related Work

Many IoT applications are now built on commercial pay-per-service cloud plat-
forms, such as Google Cloud IoT, Microsoft Azure IoT Suite, AWS Internet of
Things, or as open-source IoT platforms, such as DeviceHive, Zetta, and DSA.
These platforms provide APIs to link development boards such as Raspberry
Pi, Arduino, and BeagleBone. Some of them, such as DeviceHive, also provides
deployment options based on Docker and Kubernetes (K8s) to scale individual
VMs to enterprise-class clusters and provide IoT services via REST API, Web-
Sockets, or MQTT to connect to any end device or development board, even
low-performance Wi-Fi devices like the ESP8266. IoT platforms are very well
established, but they are still needed to be brought into the edge computing
space for rapid task development and low-cost task offloading.

In addition, researchers have built some IoT platforms using serverless or
microservice computing paradigms, primarily using Docker migration for task
offloading. For example,

• The authors of [7,8] propose an edge computing platform based on container
virtualization technology that can coordinate personal computing resources
of devices, edge nodes, and clouds to modularize data processing instances
and deploy them to the edge nodes that fulfill the users’ requirements.

• In [9,10], the authors propose the FogFlow model to design and implement
a new fog computing-based framework for an IoT smart city platform with
a programming model that allows IoT service developers to write elastic IoT
services on the cloud edge quickly. In addition, it supports standard interfaces
for sharing and reusing contextual data across services.
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Table 1. Comparison between different related studies.

Work reference Task building Multi-offload

strategy

Migration method Offloading/Scheduling

overhead

[7,8] Yaml N/A Docker N/A

FogFlow [9,10] Yaml Two Docker Mild

Geelytics [11] Topologya N/A Docker Mild

NodeRED-based [15] Function modulesb Onec Docker Mild

NodeRED-VSA [16] Data flow graph N/A V ector Symbolic N/A
aDevelopers need to define scoped tasks with custom scope granularity first, and then reserve them in the

repository. Task refactoring is executed as requirements arise.
bThe Horizon dashboard allows users to define functions in blocks and compose complex workflows into

pipelines that connect blocks.
cThis scheduling policy is similar to the scheduling of K8s, with filtering by selectors.

• The authors of [11] designed and implemented a new system called Geelytics
that enables on-demand edge analytics over a range of data sources through
IoT-friendly interfaces with sensors and actuators.

• A system which provides FaaS services based on a distributed IoT infrastruc-
ture is presented in [15]. In addition, the authors provide a Node-RED-based
dashboard that leverages the FaaS system on the back-end to enable users to
conceive customized applications using resources (i.e., sensors and actuators)
that IoT devices can host.

• In [16], the authors use a Vector Symbolic Architecture (VSA) to dynami-
cally convert Node-RED workflows into decentralized workflows represented
by a compact semantic vector, which encodes the service interfaces and the
execution environment where they are to run in.

We used the following metrics for a comparative analysis of the platforms
mentioned above:

• Task Building, to indicate how the platform or system builds tasks that
meet user requirements, such as by coding or configuration files.

• Multi-offload Strategy, to indicate whether there are various offloading
schemes for users to choose from, and whether they can be flexibly configured.

• Migration Method, to indicate the method of task offloading, such as file
migration or container migration.

• Offloading/Scheduling Overhead, to indicate the bandwidth consump-
tion, memory, and other resources incurred during offloading or scheduling
tasks.

From Table 1, we can see that most of the IoT solutions build tasks in a
way that still requires writing a lot of code, such as [15], which builds functions
written into different modules for combination use during task construction,
and although it can reduce the redundant writing of code to some extent, it
still requires modifying the underlying function modules when the task require-
ments change. Most platforms also incur much overhead in offloading/scheduling.
Whereas in [16], a dataflow approach is used for offloading, which effectively
reduces the offloading overhead by automatically converting Node-RED IoT
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workflows into decentralized workflows by using a Vector Symbolic Architec-
ture (VSA). However, it does not have multiple offloading schemes to support
optional offloading in different scenarios. Finally, most of the schemes perform
task offloading by container migration, which consumes considerable bandwidth
resources and will fail to complete the task when deployed on devices in areas
with poor network conditions.

3 Design

The overall architecture of NBUFlow is shown in Fig. 1, mainly using three tech-
nologies, Docker, Kubernetes, and Node-RED. First of all, we adopt Docker as
the container engine technology, because it can build isolated standardized run-
time environments, lightweight PaaS and continuous integration environments,
where all applications can scale horizontally. The most apparent features of
Docker are lightweight, small resource footprint, and fast startup compared to
virtual machine technologies such as KVM. These features of Docker make it
possible to run on some of the less computationally capable devices in the IoT
field and support us to achieve rapid deployment of tasks.

Second, we use Kubernetes, which is an open-source system for automatic
deployment, expansion, and management of containerized applications, to man-
age the container orchestration of our entire platform. Its flexible management
capabilities provide a guarantee for the stable operation of our IoT platform.
The master node on the cloud runs Kubernetes, and the Docker containing
expanded Node-RED runs on each node to interact with it to achieve rapid task
deployment.

Fig. 1. Platform architecture of NBUFlow
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Third, to facilitate capturing node information, we introduced the
Prometheus system monitoring framework. It is written in Go language to obtain
monitoring information, and provides a multidimensional data model and a flex-
ible query interface using Pull. In terms of data collection, with the high con-
currency of the Go language, Prometheus can collect monitoring data from hun-
dreds of nodes, which provides good support for our platform to collect data. We
put it on the cloud in the platform. In addition, the Exporter is a component
of Prometheus, which is mainly used to collect data. Prometheus Server can
access the monitoring data that needs to be collected by accessing the interface
provided by the Exporter. It runs on each child node in the platform built.

Most notably, we take Node-RED as execution engine of dataflow defined
task. Because Node-RED provides a JavaScript runtime based on the Node.js
framework, it implements native support for building Node.js and JavaScript
on browsers and servers in an asynchronous event-driven runtime [12]. The
lightweight nature of Node.js and the simplicity of the Node-RED execution
engine allows Node-RED dataflow to execute with good performance on edge
devices (e.g., Raspberry Pi) [13], even on smart devices at the device layer.
Besides, Node-RED provides a browser-based visual editor that defines tasks in
the form of dataflow.

We extended Node-RED as a platform with fast offloading of task dataflow
and distributed collaborative computing, making offloading and automatic
deployment integral to rapid application development. Considering that task
modules in Node-RED are defined in JSON, they can be exported and imported
on other Node-RED to be ready to run. We automate importing of dataflow to
realize automatic deployment of tasks. Although this idea is similar to that
described by Sosa et al. in [14], the implementation of the self-deployment
scheme is dependent on Heroku as a platform, and its commercial nature and
high latency make it slightly insufficient for developing applications in the IoT
domain. Unlike [14], our proposed auto-deployment approach relies entirely on
the internal environment of Node-RED for its open source and free nature. As
mentioned in the previous section, we use K8s to manage Node-RED, to reduce
cost in terms of response latency.

The following are the functional descriptions of the four modules for the
Node-RED extension:

• FlowDeveloper: This module exists only in the main Node-RED panel in
the cloud. It takes the task flows from Node-RED as input and pre-processes
the task flows.

• Offloading: This module encapsulates the different offloading strategy algo-
rithms we have written into several draggable modules, which the user can
use in combination or singularly. In addition, the module needs to obtain data
such as the computing resources of each node for decision-making of offload-
ing. Considering that Prometheus supports the monitoring of containers and
has less dependency and complete functions, it is chosen to obtain data of
system status.
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• DynamicScaling: This module is in the main Node-RED in the cloud, and
it ensures that at least one unloaded Node-RED is running on the child nodes
to receive new tasks and achieve rapid deployment. Whenever a new task is
issued, it first queries the Module DB for information about the Node-RED in
the node that received the task, and creates a new Node-RED that does not
conflict with the existing Node-RED (this Node-RED is used to receive the
task for the next deployment) or does not create it if the node has insufficient
resources. Furthermore, the information of the new Node-RED is stored in
Module DB. When the task in a node is completed, it sends a message to the
module for task deletion, and if it is not the last Node-RED, it deletes the
container simultaneously.

• Daemon: This module is the daemon of our extended Node-RED and exists
in all child Node-RED (all other Node-RED except the main Node-RED)
to receive task dataflow sent from the main Node-RED and parse them for
deployment to run in the local Node-RED.

In addition, we built the resource monitoring page of our platform through
the Dashboard module of Node-RED to display the basic information of each
node.

After the developer edits the task flow (TaskFlow) to be deployed in Node-
RED, it imports the task into the specific module as JSON data. The arranged
tasks are partitioned by the FlowDeveloper module, and the subtasks are pro-
cessed. Then the Offloading module decides to offload each subtask to the spec-
ified node. Finally, the DynamicScaling module determines whether the subtask
already exists on the specified node. If it does not exist, the K8s command will
be called to create a new Docker containing Node-RED, and deploy it to the
designated node. Each Node-RED loads the Daemon module by default so that
after receiving the task dataflow, the deployed task will run automatically in the
local Node-RED.

4 Implementation

This section will elaborate on the way to extend the dataflow-based task rapid
deployment model provided by Node-RED to make it become a platform with
rapid offloading of task flow and distributed collaborative computing capabilities.

4.1 Task Definition (FlowDeveloper) and Offloading Decisions
(Offloading)

In order to achieve task definition and offloading, two modules need to be
extended in Node-RED, namely FlowDeveloper and Offloading. In FlowDevel-
oper, after inputting the task in the form of a JSON stream into the module, the
task is partitioned according to the Link module given by the user when build-
ing the task (as shown in Fig. 2). The cutting function is used to divide the task
into several sub-tasks, and then call the Offloading module to make offloading
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Fig. 2. Task flow division

decisions. When offloading is needed, the Link module will be converted to an
MQTT module. The focus of this article is not to study the specific offloading
strategy but to propose a method and interface module for the flexible configura-
tion of the offloading strategy. The Offloading module raises the task offloading
function to the application layer, allowing users to visually integrate offloading
strategies while defining tasks, which improves the flexibility of configuring task
offloading decision-making and scheduling.

For example, we currently provide two offloading schemes in the platform.
One targets the minimum power consumption, and the other targets the shortest
total delay. The specific implementations of these two offloading strategies are
as follows:

Scheduling Based on Greedy Algorithm. The resources of all nodes in
the current environment are obtained through Prometheus, including c for CPU
resources, m for storage resources, t for upload bandwidth, and r for download
bandwidth, and normalized to determine the weights of these four variables by
the entropy value method, with α defined as the CPU resource weight, β defined
as the storage resource weight, γ defined as the upload bandwidth weight, and
δ defined as the download bandwidth weight, using Eq. (1):

E = αc + βm + γt + δr. (1)

The score E of each node is calculated, and the node that makes the most
significant E in the current environment is taken, and the cloud schedules the
task to the node with the highest score, which performs the task.

Scheduling Based on Genetic Algorithm. We constructed the master node
in the cloud task, and the task set represents a set of built with B, where Bi

represents the size of task i, with Xi indicating whether the task i is scheduled
when Xi equals 1 represents the task i has been scheduled while Xi equals 0
means task i is not scheduled. The set C represents the cloud node, and Ci

represents the processing speed of the cloud node i. Similarly, Ei represents the
processing speed of the edge node i and the processing speed Di of the device
node. The scheduling decision is modeled as a one-dimensional vector. xi(1, 0, 0)
shows a node performs scheduling to the cloud. xi(0, 1, 0) shows a node performs
scheduling to the edge. xi(0, 0, 1) means that the task is scheduled to be executed
on the device node.

xi =

⎧
⎨

⎩

(1, 0, 0), cloud
(0, 1, 0), edge
(0, 0, 1), device

(2)
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The transmission rate of task scheduling to the cloud node is μi, and the trans-
mission delay of scheduling the task to the cloud node is:

TrCC
i = Bi/μi (3)

The transmission rate for task scheduling to the edge node is vi, and the trans-
mission delay for task scheduling to the edge node is:

TrCE
i = Bi/vi (4)

The transmission rate of the task scheduling to the device node is δi, and the
transmission delay of the task scheduling to the device node is:

TrCD
i = Bi/δi (5)

Therefore, the calculation delay for scheduling tasks to the cloud node is:

CalCC
i = Bi/Ci (6)

The calculation delay of task scheduling to the edge node is:

CalCE
i = Bi/Ei (7)

The calculation delay for scheduling tasks to the device side is:

CalCD
i = Bi/Di (8)

Then the average delay T of task scheduling is composed of transmission delay
and calculation delay:

T =
1

K

∑

i∈K

Xi

{
xi

[(
TrCD

i + CalCD
i

)
,
(
TrCE

i + CalCE
i

)
,
(
TrCC

i + CalCC
i

)]T}

(9)

Decisions are made through this scheme, and appropriate nodes are allocated to
tasks to minimize the total delay of task deployment.

In addition, we have defined development rules for this module, and other
developers can extend this module and add their offloading strategies. In order
to join NBUFlow, the defined rules of the offloading module must be connected
with the FlowDeveloper and DynamicScaling modules. The receiving end is the
subtask array sent by the FlowDeveloper, and the sending end is the parameters
to be received by DynamicScaling, which are node name n.name, task flow j,
and node available resources r, respectively.

4.2 Task-Sharing Oriented Task Deployment and Multi-task
Parallel Running Mechanism (DynamicScaling)

In order to avoid redundant deployment of tasks, when the subtask is determined
to be offloading to the target node through the Offloading module, first, query
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the database to determine whether the target node has the subtask already
running. If so, the subtask does not need to be deployed, and the output and
input changes of the tasks connected before and after the subtask are connected
to the input and output of the running task. For example, a subtask is to obtain
data captured by a camera in a specific location, and there is no need to deploy
the task again if the task is already running. After the coming subtask of the
task is deployed, the camera data will be obtained from the node. This solution
optimizes task offloading and scheduling, which reduces transmission costs and
improves resource utilization.

In order to achieve the above functions, we use the MQTT protocol so that
knowing the publishing topic of each subtask can receive the processing results
of the subtask by subscribing to the same topic. For the topic, we set up a
set of naming rules to divide the task sending and receiving as layer 0, receiv-
ing as /0, sending as /1. The distinction between the cloud edge side as the
first layer, e.g. /cloud, /edge, /end. The IP is defined as the second layer, such
as /1/cloud/192.168.0.1. The third layer is the port, because each Node-RED
externally exposed port, such as /1/edge/192.168.0.2/1880. The following is an
optional layer, which is the description label of the task, e.g. location or device.
If you want to run the task of obtaining camera data, the sender subject of the
task can be named as follows: /1/end/192.168.0.3/1880/CameraCapture. The
names of these topics will also be stored in the cloud database.

If the target node does not have the task, the scheduling of the task is per-
formed. In the use of this platform, we found that this architecture of a node
running only one Node-RED can cause a lot of wasted resources, such as a Node-
RED on a node with reasonable computing power is already running a task, at
this time, when a new task needs to be deployed, this node cannot be used as
a candidate node. Otherwise, it will overwrite the original task. Alternatively,
it will need to consider the queuing situation, which will cause a lot of queuing
delays and increase the overhead.

Considering the above, we add a dynamic expansion and contraction mech-
anism to Node-RED. Since our platform is deployed and managed through K8s,
we need to deploy Node-RED as resources of K8s, so we expand Node-RED to
call K8s commands in its internal runtime and interact with K8s to create new
Node-RED on the specified nodes. In addition, to ensure that multiple Node-
RED in a single node does not affect each other, they must use different mount
paths, different exposed ports, different node names, etc. Therefore, we create a
new Node-RED on the master node. Therefore, we added a database (Module
DB) on the master node to store basic information (i.e., nodeIP , name, etc.)
about the Node-RED on each node so that the new Node-RED will not con-
flict with existing ones when they join. For this, we added the DynamicScaling
module, which is implemented as follows:
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Algorithm 1. DynamicScaling: Expansion
Input: n: node names , j: json task flows , r: node resources
1: Initialize red.tpoic ← null and red.id ← null
2: red ← select (topic,id) from database where name = n & load = null
3: j.topic ← red.topic
4: j.id ← red.id
5: send j to this Node-RED
6: if r > resources occupied by a Node-RED then
7: n.node-red++
8: end if
9: update changed information to the database

Expansion: When the task is published, this module receives the task flow
sent by the Offloading module, the name of the target node, and the available
resources of the current node, and then finds the information about the empty
Node-RED in the node by querying the Module DB, through the topic of the
MQTT module subscription in the Daemon of the node (Line 2 in Algorithm1),
and then pass the queried data information to the value corresponding to this
field in the task flow (Line 3–4 in Algorithm1), the primary purpose here is to
modify the part of the Daemon module embedded in the task flow to ensure that
it can communicate with the host normally after running on the specified node.
Then the complete task stream is sent to the target node via the MQTT proto-
col. The Daemon module on the target node receives the task and completes the
deployment. At the same time, the current node’s resources are judged, and if
the resources required to create a Node-RED are still met, then we interact with
Kubernetes in the Node-RED to make it create a new Node-RED in that node
(which is used to receive tasks for the next deployment). Finally, the informa-
tion about the load situation of the Node-RED running the task and the basic
information about the new Node-RED is updated and saved via Module DB.

Contraction: When the task is completed, we need to delete it to release the
occupied resources and, at the same time to ensure the regular operation of other
tasks on the node, so we set another receiving port of this module for receiving
task completion information. The task completion is added by the user on the one
hand when defining the task, such as getting the temperature record for 1 min
continuously. On the other hand, it is up to the user to decide whether to end the
task at the master node based on the quality of the task completion collected.
For example, the camera of the target node is called to obtain a picture at an
interval. After the master control node receives the picture, it decides whether
to end the task according the users’ judges on how much it meets the expected
effect. In the first case, the module receives the node name and the current task
Node-RED information from the task node, and this information can be used to
locate the node in Module DB and find the number of Node-RED in the node.
If the node has only one Node-RED, delete the task, otherwise delete the Node-
RED (Line 3–7 in Algorithm 2). Finally, the changes are updated to Module
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Algorithm 2. DynamicScaling: Contraction
Input: n.name , red: The task is done in the Node-RED(red) of this node(n)
1: Initialize n.number ← 0
2: n.number ← select number from database where name = n.name
3: if n.number == 1 then
4: red.load ← null
5: else
6: n.node-red−−
7: end if
8: update changed information to the database

DB. In the second case, the user can judge by himself and send the information
to the module manually.

4.3 Task Automatic Loading (Daemon)

Through the analysis of Node-RED, it is found that the task flow on its panel
is generated by reading flow.json file. Considering that the offloading subtask
is not in the runtime environment of Node-RED, you need to receive the task
flow sent from other Node-RED and write it into the flow.json file of the node,
and then restart Node-RED to load the flow. json file to complete the task flow
deployment. Therefore, we have extended the Daemon module. The main body
of the module is shown in Fig. 3. When the container on each child node is
created, it is loaded into the newly created Node-RED by default to complete
the work of receiving task flow and restarting the container, and communicate
with the master node through MQTT (also supports protocols such as HTTP
and Kafka) to complete the resource management of the child nodes.

Fig. 3. Daemon module internal structure

Although the functionality of Daemon is similar to the idea described by
Giang et al. in [13], the communication protocol used in the Daemon scheme
by them is WebSocket, whose protocol overhead is too costly and not easy to
implement such a protocol in devices with weak computing power. Moreover, the
network conditions at some device ends are unstable, and there is a possibility
that messages may not be received. Unlike [13], we have a different implemen-
tation method by using the MQTT protocol, which can better solve the above
mentioned problems.
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5 Performance Evaluation

This section first analyzes the platform characteristics concerning the four met-
rics presented in the related work.

Fig. 4. Task flow construction

• Task Building: We use the Node-RED visual programming approach to
build tasks. As shown in Fig. 4, we build a task stream that first controls
the camera to capture images, pre-process them, and then sends the results
to the Master node through the object detection module. This approach can
effectively reduce the development cost compared to building tasks using
Yaml configuration files or writing code.

Fig. 5. Multiple offload policy module

• Multi-offload Strategy: As shown in Fig. 5, we currently have two offload
policy modules, and users can select different policies by connecting them,
effectively improving the flexibility of configuring offload policies.

• Migration Method: NBUFlow inherits the methods of defining tasks in
Node-RED in the form of dataflow. Compared with the migration method
based on containers or execution files, dataflow is more convenient for modify-
ing and extending tasks and effectively reducing the overhead in the migration
process.

• Offloading/Scheduling Overhead: For the task in Fig. 5, we exported it
as a JSON stream via the Export function of Node-RED, which is only 2.07
KB in size and transmitted via the MQTT protocol in the platform, while
the task file built using the Docker container is 2.9 MB because it contains
the packages needed for task execution. Experimentally, NBUFlow proves to
be effective in reducing task offloading overhead.
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Fig. 6. Building dashboard Fig. 7. Resource monitoring panel

In order to evaluate the performance of the platform, we use a desktop PC
as the master of the platform (CPU: 4-core Intel(R) Core(TM) i5-7500 CPU
@ 3.40 GHz, Memory: 16G, Storage capacity: 1T), and add the following two
different types of equipment to NBUFlow, (1) 1 virtual machine as an Edge
Server (CPU: 4-core Intel(R) Core(TM) i5-10500 CPU @ 3.10 GHz, Memory:
8G, Storage capacity: 60G), (2) 2 Raspberry Pi 4B as device layer nodes (CPU:
4-core ARMv7, Memory: 4G, Storage capacity: 16G) and use WiFi network to
connect to the platform. We initialize each device to install node-exporter (a
component of Prometheus, used to capture node information) and expanded
Node-RED. In addition, we set up a dashboard monitoring panel in the Node-
RED of the master node, as shown in Fig. 6, by triggering the HTTP node every
5 s to obtain the data captured by the node-exporter in each node integrated
by Prometheus, and send the output to the function module, which analyzes,
and finally imports the data into the Dashboard module. The result is shown in
Fig. 7, where Memory represents the available storage resources, CPU represents
the percentage of the current node’s CPU usage, and Load represents the average
load of the system within one minute.

In order to facilitate testing, we constructed a simple task flow for schedul-
ing and calculated the time delay from publishing to the running of the task by
using timestamps, that is, sending the timestamp to the master node when the
task deployment is completed. We choose to schedule tasks based on a greedy
algorithm (cloud is not considered in the experiment) for scheduling. Through
the monitoring window, resources of Edge Server are most abundant among the
child nodes so that the task will be deployed to the node. We use the program to
execute the process repeatedly to collect multiple pieces of data. In order to com-
pare with the container-based migration solution, we run the same task on Edge
Server in the form of building an image and generating a container and collect
data. Similarly, we use the designated scheduling method to deploy the task flow
to the Raspberry Pi node and add the container migration plan for comparison.
The experimental results are shown in Fig. 8. On different devices, the com-
plete time of the task will be different. As shown in the figure, on Edge Server,
the deployment completion time using Docker migration is 8 s, while NBUFlow
only needs about 2 s. On the Raspberry Pi nodes, the deployment completion
time using the Docker migration is about 16 s, and NBUFlow only takes 7 s.
In general, NBUFlow can optimize by more than 50% compared to container
migration-based methods. In addition, in the method based on the container
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Fig. 8. Comparison of task deployment completion time of NBUFlow and docker con-
tainer migration on different nodes

migration, the node needs to download the image. In the case of in-network
congestion or network instability, the image is easily interrupted while being
downloaded, resulting in increased delay. Figure 9 shows the variation range of
the completion time of these two different task offloading methods. It can be seen
that the completion time of migration tasks using Docker containers is unstable
and fluctuates wildly. The dataflow-based migration method adopted by NBU-
Flow dramatically reduces the amount of data that needs to be transmitted and
can maintain a stable task offload completion time even when the link quality
fluctuates.

In addition, to test the performance of multi-task parallel operation of our
platform, we designed a task that consumes a lot of resources (the task only
performs simple addition operations, but many loops are nested). Furthermore,
we built this task on Node-RED and constructed an image to compare container
migration methods. Then we chose to test on a Raspberry Pi with poor per-
formance (CPU: 4 cores, memory: 4G). First, we use NBUFlow to schedule the
constructed tasks on the master node to the Raspberry Pi. For each task, we con-
duct multiple experiments and take the average value. After completion, wait for
the temperature of the Raspberry Pi CPU to cool down, and then do experiment
to construct and offload tasks with container using the image. The experimen-
tal data were collected by Prometheus. The experimental results are shown in
Fig. 10. The CPU consumption of NBUFlow and the container-based migration
method is almost the same in the case of multi-task parallelism, but in terms
of memory usage, the first few tasks of NBUFlow consume more memory than
the container-based migration method. After the increase in the number of par-
allel tasks, NBUFlow can maintain good performance in comparison. Therefore,
NBUFlow enables the edge devices to perform better in task-intensive scenarios.
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Fig. 9. Comparison of average and
vibration of complete time of docker
migration and NBUFlow with rasp-
berry Pi and edge server

Fig. 10. Performance comparison of
multi-task parallel execution

6 Conclusions

In this article, we propose a low-cost IoT task scheduling and offloading platform
based on Node-RED. Developers can use the platform to define operations based
on the visualized dataflow task, conveniently construct tasks with low-cost, and
realize the deployment of multiple offloading strategies and parallel processing of
multiple tasks based on dataflow migration and interaction of Node-RED with
K8s and Docker. Experiment results show that the platform can significantly
improve the efficiency of task scheduling. Compared with the method based
on container migration, it can effectively reduce the completion time of task
offloading.

We plan to fully develop the task sharing function and design an optimized
algorithm for it as future work. In addition, for the task division module we will
add an intelligent way to automatically divide the task. Finally, we will develop
extension modules to transplant existing intelligent algorithms into NBUFlow,
so that it can be applied in the field of intelligent computing.
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Abstract. In order to monitor the behaviors of IoT devices, a large
amount of time series data are collected by sensors embedded in them.
To take timely action further to resolve the underlying issues of IoT
devices, it is critical to detect anomalies among the time series. How-
ever, anomaly detection for time series in IoT is particularly challenging
due to its complex temporal dependence and dynamics. In this paper, we
propose an unsupervised anomaly detection method for time series based
on generative adversarial networks (GANs), which can learn the normal
patterns of time series data, and then use the reconstruction errors to
recognize anomalies. To the best of our knowledge, we are the first to
incorporate Gated Recurrent Unit with bi-directional generative adver-
sarial network architecture to capture the complex temporal dependence
and dynamics of time series in IoT. We also introduce cycle-consistent
loss as a deterministic control to further improve the performance of
anomaly detection and stabilize GANs training. Based on the trained
model, any newly arrived observation can immediately be determined as
anomalous or not without requiring an additional inference time. Exten-
sive empirical studies on three real-world datasets demonstrate that the
proposed IoT-GAN is effective and efficient in detecting anomalies of
time series in IoT.

Keywords: Anomaly detection · Time series · Internet of Things ·
Generative Adversarial Networks · Gated Recurrent Unit

1 Introduction

Modern IoT consists of different kinds of devices. In order to monitor the behav-
iors of IoT devices, substantial amounts of time series data are collected by
the sensors embedded in them. A critical task in managing IoT devices is to
detect each device’s behavioral anomalies such that the underlying issues can be
resolved by taking timely actions.

In general, IoT data can mainly be divided into two categories: univariate
time series data and multivariate time series data. Univariate data comprises a
c© Springer Nature Switzerland AG 2022
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sequence of observations collected from one single sensor (e.g., the temperature
of server machines [9,13]) and multivariate data comprises a sequence of obser-
vations from different sensors of the same device (e.g., the radiation and power
of spacecrafts [8]). Thus, in this paper, we detect anomalies considering both
univariate and multivariate data.

There are two major challenges for detecting anomalies of IoT data. The first
challenge is how to model the complex behaviors of IoT devices. IoT devices are
able to observe or interact with internal and external environments in a complex
way [3]. As a result, their behaviors exhibit strong temporal dependence and
dynamics. A previous work [17] has shown that modeling the behaviors of stocks
should not only preserve temporal dynamics, but also introduce a deterministic
control. Therefore, our work takes both temporal dynamics and deterministic
control into consideration. However, despite the rich literature in IoT time series
data anomaly detection [8–11], previous works either take deterministic con-
trol into consideration [8,9,11], or take temporal dynamics into consideration
only [10].

The second challenge is how to train a model with few or even no anomaly
label [19]. Supervised learning methods have made a significant progress in many
areas (e.g., time series classification and speech recognition), but almost all
the algorithms are depending on a large amount of labeled data [18], so it is
not suitable for anomaly detection. Recently, some methods based on unsuper-
vised learning are proposed to reduce the dependence on labeled data. Genera-
tive Adversarial Networks (GANs), as one of the most effective unsupervised
learning algorithms, has been introduced in anomaly detection especially in
image anomaly detection. However, there is few work that is related to time
series anomaly detection. MAD-GAN [10] makes an early attempt in time series
anomaly detection by replacing feed-forward network in vanilla GANs with
LSTM, but it requires an additional inference time to search the optimal latent
variable corresponding to the given sample.

The contributions of this paper are summarized as follows:

– We propose an unsupervised GAN-based anomaly detection method for time
series in IoT that can capture strong temporal dynamics. As far as we know,
we are the first to incorporate Gated Recurrent Unit [2] with bi-directional
generative adversarial network (BiGAN) [4,5] architecture to capture the
complex temporal dynamics of time series.

– We introduce the cycle-consistent loss to further improve the Encoder and
Generator network and stabilize GAN training. Ablation studies show that
this technique can improve the performance of anomaly detection.

– We design an efficient anomaly detection method which can detect anomalies
from newly arrived observations independently. Moreover, our method does
not require an additional inference time to detect anomalies.

– We conduct extensive empirical studies on three real-world datasets, including
univariate and multivariate data. Our result demonstrates that the proposed
IoT-GAN is effective and efficient in detecting anomalies of IoT.

The rest of this paper is organized as follows. Section 2 introduces the related
work about anomaly detection of time series. Section 3 gives the problem formu-
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lation and overall structure. Section 4 describes the IoT-GAN in detail. Section 5
evaluates our proposed method. Section 6 summarizes the whole paper.

2 Related Work

As an active topic, unsupervised anomaly detection in time series has been stud-
ied for many years. During the past decades, the unsupervised solutions to time
series anomaly detection in literature can be categorized into the following two
types: traditional methods and deep learning methods.

Traditional unsupervised methods can be mainly divided into three cat-
egories: distance-based methods, classification-based methods and prediction-
based methods. k-Nearest Neighbor (KNN) [7] is the most classical distance-
based method in anomaly detection. In kNN, each data sample gets an anomaly
score through averaging the distance to its k nearest neighbors. The samples
with scores exceeding a certain threshold are considered to be anomalous. Due
to the high time complexity of KNN, other methods such as Local Outlier Fac-
tor (LOF), Connectivity-based Outlier Factor (COF) and Cluster-Based Local
Outlier Factor (CBLOF) are proposed to improve it. One-Class SVM [14] is
a classification-based method for anomaly detection. It first models the den-
sity distribution of training data and then classifies the new data that can not
fit this distribution as abnormal. Although these methods have demonstrated
their effectiveness in various applications, they may not work well in time series
because they cannot capture the temporal dependence appropriately. To address
this problem, autoregressive integrated moving average (ARIMA) [12] was pro-
posed to model temporal dependence through a prediction-based method and it
performs better than the other traditional methods. However, ARIMA can not
deal with the noise data and high-dimensional data.

Deep learning based unsupervised methods have achieved improved perfor-
mance in time series anomaly detection compared to traditional algorithm. For
instance, Long Short Term Recurrent Neural Networks (LSTM) [8] predicts
future observations and flags large deviations from predictions. LSTM Autoen-
coder (LSTM-AE) [11] models time series temporal dependence by gated mech-
anism and achieves better generalization capability than traditional methods.
Although LSTM and LSTM-AE can capture the temporal dependence of time
series, they are unable to generate time series since they take only deterministic
control into consideration, causing weak robustness. Recently, deep generative
models have shown its high performance in many areas due to its generation
capability. Generative Adversarial Networks (GANs), as one of the deep genera-
tive models, are also applied in time series anomaly detection. However, MAD-
GAN proposed in [10] requires an additional inference time at the anomaly
detection stage, where each latent state needs to be recovered by stochastic gra-
dient descent. This process is computationally expensive as each test sample
requires backpropagation through the generator network.

In this paper, we model the normal behaviors of IoT devices through GRU
based BiGAN and introduce cycle-consistent loss to stabilize GAN training, so as
to find the anomalies of IoT devices. Our anomaly detection method is efficient
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through adopting the encoder network of BiGAN and detecting anomalies for
any newly arrived observation independently.

3 Problem Definition and Overall Structure

3.1 Problem Definition

Given one time series data X = {x1, x2, x3, ..., xT }, where T is the length of
X, and an observation xt ∈ RN is an N -dimensional vector at time t (t =
1, 2, 3, ..., T ) (X is univariate data when N = 1, and X is multivariate data
when N > 1), X ∈ RT×N .

The purpose of time series anomaly detection is to determine whether a
timestamp xt is anomalous or not. The difference between time series data and
other types of data (e.g., image data and tabular data) is that we need to consider
the temporal dependence of time series data. Given an observation xt, we use
a sequence of time series data xM :t = {xt−M , xt−M+1, ..., xt} instead of a single
observation xt to determine whether it is anomalous or not. M + 1 denotes the
length of the sequence of time series data (or sliding window size).

3.2 Overall Structure
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Fig. 1. Overall structure of IoT-GAN

As shown in Fig. 1, the overall structure of IoT-GAN consists of two parts:
model training and anomaly detection. Both training data and testing data need
to be preprocessed before model training and anomaly detection. In data pre-
processing, time series data are normalized and then segmented into sequences
through a sliding window [16] of length M + 1. In model training stage, the
training time series which contain no anomaly are used in model training to
capture the distribution of normal data. The model outputs an anomaly score
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for each observation. The threshold to judge whether an observation is anoma-
lous or not is set according to the anomaly scores of training data. In anomaly
detection stage, given an observation xt, the anomaly detection module com-
putes an anomaly score of xt by trained model. If the anomaly score is above
the threshold, xt is declared as anomalous; otherwise, it is declared as normal.

4 Method

In this section, we first elaborate the network of IoT-GAN, including encoder,
generator and discriminator. Then, we describe the proposed loss function, which
is to further improve the Encoder and Generator network and stabilize GAN
training. Finally, we show how to detect anomalies using reconstruction errors
based on trained model, considering both temporal dependence and efficiency.

4.1 Network Architecture

IoT-GAN is a reconstruction-based method. The basic idea is to capture the
patterns of normal data, then detect anomalies through evaluating how differ-
ence between a sample and its reconstruction. Normal data can be reconstructed
well, while anomalous data are reconstructed poorly since anomaly related infor-
mation will be lost during reconstruction.

discriminator 

loss
generator 

encoder

Fig. 2. Network architecture of IoT-GAN

As shown in Fig. 2, IoT-GAN network architecture consists of three parts:
Encoder (E), Generator (G) and Discriminator (D). Firstly, Encoder is designed
to get the precise latent representations ẑ of real time series data x. Considering
that standard GANs only contain Generator and Discriminator, we introduce an
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Encoder to learn the mapping from observation space to latent space. Adding
an Encoder not only supplies a way to get the latent representation for an
observation x, but also improves the computational efficiency. Then, Generator
produces generated time series data x̂ using z that is sampled from normal
distribution. At the same time, Generator takes ẑ as input to reconstruct x̃.
Finally, Discriminator takes x and ẑ or x̂ and z as inputs to distinguish which
pair comes from Encoder and which pair comes from Generator. Discriminator
learns to discriminate data by making x and ẑ close to 1, and x̂ and z close to 0,
while Encoder and Generator work together to mislead Discriminator to assign
1 for data from Generator (i.e., x̂ and z) and 0 for data from Encoder (i.e.,
x and ẑ). After sufficient training of the whole module, Encoder can correctly
learn the latent representation of input and Generator can correctly model the
distribution of data.

To capture the temporal dependence of time series data, we implement
Encoder, Generator and Discriminator with GRU. RNNs are capable of captur-
ing the temporal dependence of time series. Simple RNN could forget the long-
term dependence of time series. GRU and LSTM, as RNN variants, were invented
to address this problem through introducing gated mechanisms. In general, the
performance of GRU and LSTM is similar, but GRU contains less parameter
than LSTM, so GRU can prevent overfitting in a certain extent [2]. Therefore,
we incorporate GRU with above architecture to model the distribution of time
series data.

4.2 Adversarial Learning with Cycle Consistent Loss

In theory, we can update IoT-GAN parameters straightforwardly by optimizing
Jensen-Shannon divergence to capture the patterns of normal data [5], consid-
ering both temporal dependence and dynamics. For convenience of notation, we
use E, G and D to represent Encoder, Generator and Discriminator. The loss
function can be formulated as:

min
E,G

max
D

Vx,z(E,G,D) (1)

where:

Vx,z(E,G,D) = Ex∼Px
[logD(x, ẑ)] + Ez∼Pz

[log(1 − D(x̂, z))] (2)

and Px is the distribution of time series x, Pz is a prior distribution, i.e. normal
distribution.

In practice, training the model with the loss function above cannot guarantee
mapping an input x to a desired output ẑ which will be mapped back to x
since adversarial learning is unstable. Training GANs requires finding a Nash
equilibrium of a non-convex game with continuous, high dimensional parameters
[15]. Actually, when training GANs using gradient descent, it is suggested to find
a minimum value of a loss function rather than seek the Nash equilibrium of a
game. If these algorithms are used to train GANs, they may fail to converge.

To lead GANs to seek the Nash equilibrium and improve the accuracy of
reconstruction, we adopt cycle consistency loss as a deterministic control to time
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series reconstruction, which was first introduced by [20] for image translation
tasks. We train the Encoder and Generator with the adapted cycle consistency
loss by minimizing the L2 norm of the difference between the original and the
reconstructed samples:

Vcycle(E,G) = Ex∼Px
[||(x − x̃)||2] (3)

The full objective of IoT-GAN is:

L = min
E,G

max
D

Vx,z(E,G,D) + Vcycle(E,G) (4)

Considering that our task is to detect anomalies, we use L2 norm instead of
L1 norm that is used by [20] for the task of image translation to amplify the
impact of abnormal points. Besides, we don’t use the backward consistency loss
(Ez∼Pz

[||(z − E(G(z))||2]) in IoT-GAN, since we just need an accuracy recon-
struction of x to detect anomalies (See Ablation Studies in Sect. 5.3).

4.3 Reconstruction Errors Based Anomaly Detection

Now we can determine whether an observation at time step t is anomalous
or not independently using the Encoder and Generator instead of considering
multiple time windows concurrently. Compared with MAD-GAN [10], our GAN
based anomaly detection method does not require an additional inference time in
anomaly detection stage, making our anomaly detection method more efficient.

Note that, the input of IoT-GAN is a sequence data of length M + 1. Thus,
we take the sequence xt−M :t (xt−M , xt−M+1, ..., xt) as an input to reconstruct
xt. For any newly arrived observation, since all the observations preceding to it
are already collected, we can use xt−M :t to detect anomalies independently. By
doing this, not only can we efficiently detect anomalies, but also can capture
the temporal dependence among xt and xt−M :t. Let st (namely anomaly score)
denote the reconstruction error of xt, it can be calculated as follows:

st = ||(xt − G(E(xt))||2 (5)

A low score means the input xt can well be reconstructed. In model training
stage, we could get all the scores of normal data. Then we can set a threshold
according to those collected scores. One threshold selection way is first to obtain
the maximum score of normal data, then multiply the maximum score by a
constant α as the threshold (α is a hyper-parameters). Formally, xt is marked
as anomalous if st is higher than the threshold; otherwise, xt is normal.

5 Evaluation

In this section, we first describe experimental datasets and performance metrics,
including univariate dataset and multivariate dateset. Then, we give the setup
in our experiment. Finally, we analyze the results of comparative experiment,
ablation studies and the efficiency of anomaly detection.
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5.1 Datasets and Performance Metrics

To demonstrate the effectiveness of IoT-GAN, we conduct experiments on three
public real-world datasets for time series anomaly detection: Yahoo S51, SMAP
(Soil Moisture Active Passive satellite) and MSL (Mars Science Laboratory
rover) [8]. In particularly, Yahoo S5 is a univariate time series dataset, and
the other two datasets are multivariate time series.

Yahoo S5 is provided by Yahoo Labs. It contains both real and synthetic
time series with varying trend, noise and seasonality, representing the metrics
of various Yahoo services. Moreover, it consist of four different parts: A1, A2,
A3 and A4. A1 benchmark is the real data based on real production traffic to
Yahoo computing system, and the other three benchmarks are synthetic data,
we choose A1 benchmark to evaluate the anomaly detection methods. SMAP
and MSL are released by NASA. Both datasets have a training and a testing
subsets, and anomalies in both testing subsets have been labeled [8]. Among the
three datasets, the first one is univariate time series dataset, and the other two
are multivariate time series datasets. Table 1 shows the details of the datasets.

Table 1. Dataset Information.

Dataset name Training set size Testing set size Anomaly ratio (%)

Yahoo 47433 47433 3.52

SMAP 135183 427617 13.13

MSL 58317 73729 10.72

We choose the commonly used metrics including Precision, Recall and F1-
Score to measure the performance of different methods in our experiment. In
practice, anomalous observations usually occur continuously to form contiguous
anomaly segments. It is acceptable if an alert for anomalies is triggered within
any subset of a ground truth anomaly segment [1]. Thus, we calculate those
metrics based on the following rules: (1) If a predicted sequence of anomalies
overlap with any ground truth anomaly sequence, a True Positive is recorded.
(2) If a ground truth anomaly sequence does not overlap with any predicted
sequence of anomalies, a False Negative is recorded. (3) If a predicted sequence
of anomalies does not overlap any round truth anomaly sequence, a False Positive
is recorded. This rules are also used in [8].

5.2 Experiment Setup

All the data in those three datasets are labeled. For Yahoo S5 with no splitting
for training dataset and testing dataset, we divide it into two halves according to
time stamp, corresponding to training and testing dataset, respectively. Then,
those datasets are transformed by data standardization, and then it is segmented
into sequences through sliding windows. Data preprocessing is a module shared
by both model training and anomaly detection.
1 https://webscope.sandbox.yahoo.com/catalog.php?datatype=s&did=70.

https://webscope.sandbox.yahoo.com/catalog.php?datatype=s&did=70
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In our experiment, the length of sliding window is set to 10 for Yahoo S5,
100 for SMAP and MSL, and the dimension of latent state is 20. We implement
the Encoder and Generator with 3-layer GRU, the Discriminator with 2-layer
GRU for x inference, 1-layer GRU for z inference, and another 1-layer GRU
for x concatenating z inference. All the GRU layers contain 60 hidden units in
Yahoo and 100 in SMAP and MSL. Besides, drop out is used in Discriminator.
We set batch size as 64 for training, and run 200 epochs with early stopping. We
use Adam optimizer with an initial learning rate of 10−5 during model training.
In anomaly detection stage, we need to decide the constant α that is related
to threshold. We set α to 1.05 for Yahoo S5, 1 for SMAP and MSL. All the
hyper-parameters are obtained through hyper-parameters search.

5.3 Result and Analysis

IoT-GAN vs Other Model. To demonstrate the effectiveness of IoT-GAN,
we compare it with one classic unsupervised method and several state-of-the-
art unsupervised time series anomaly detection methods: Autoregressive inte-
grated moving average (ARIMA), Long Short-Term Memory with nonparamet-
ric dynamic thresholding (LSTM-NDT) [8], Long Short-Term Memory Auto
Encoder (LSTM-AE) [11] and MAD-GAN [10]. LSTM-NDT is state-of-the-
art prediction-based method, and MAD-GAN is state-of-the-art GAN-based
method.

Table 2 shows the precision, recall, F1 of ARIMA, LSTM-NDT, LSTM-AE,
MAD-GAN and IoT-GAN on three datasets. It can be found that IoT-GAN
outperforms all the baseline methods under the three datasets, no matter it is
univariate dataset or multivariate dataset.

Table 2. Performance of anomaly detection methods for three different datasets.

Datasets Methods Precision Recall F1

Yahoo ARIMA 0.3770 0.7497 0.5017

LSTM-NDT 0.7589 0.7403 0.7495

LSTM-AE 0.7876 0.6602 0.7183

MAD-GAN 0.7185 0.6721 0.6945

IoT-GAN 0.9089 0.8312 0.8684

SMAP LSTM-NDT 0.7105 0.8060 0.7552

LSTM-AE 0.4962 1.0000 0.6633

MAD-GAN 0.7714 0.7500 0.7606

IoT-GAN 0.7024 0.8806 0.7815

MSL LSTM-NDT 0.5862 0.9444 0.7234

LSTM-AE 0.493 1.0000 0.6604

MAD-GAN 0.6061 0.8955 0.7229

IoT-GAN 0.7805 0.8889 0.8312
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ARIMA is a statistical analysis model that learns the autocorrelations of time
series. It predicts future value by modeling temporal dependence of time series.
However, it only can capture linear temporal dependence of time series, while
time series is usually non-linear. Besides, ARIMA cannot adapt to multivariable
time series. IoT-GAN not only can model non-linear dependence, but also can
deal with multivariate data. As a result, IoT-GAN performs better than ARIMA.

LSTM-NDT [8] is a deterministic model without leveraging stochastic infor-
mation. A previous work [6] has shown that stochastic information can improve
model performance since it can learn the inherent stochasticity of time series.
IoT-GAN considers the stochastic information by adversarial learning, so IoT-
GAN works better than LSTM-NDT.

LSTM-AE [11] is a sequence to sequence model that use the final state of
Encoder as the initial state of Decoder to reconstruct input sample. It is hard for
the final state of Encoder to remember all the information when the length or
dimension is growing. In contrast, IoT-GAN utilizes all the state of Encoder to
reconstruct input data. LSTM-AE is also a deterministic model as LSTM-NDT,
which can only remember those data that have appeared in the training set.
This deterministic nature may result in its inferior performance.

MAD-GAN [10] is a GAN-based method that considers temporal dynamics.
But it uses the vanilla GAN adversarial loss, so it can not guarantee mapping
input data to a desired state which can be further mapped back to input data.
Besides, it need an additional time to search the optimal zt that can appropri-
ately reconstruct xt. In IoT-GAN, we introduce cycle-consistent loss to guar-
antee the performance of reconstruction and joint train encoder, generator and
discriminator, saving the time to search optimal zt.

Overall, experimental results demonstrate the superiority of IoT-GAN com-
pared with the baseline approaches and we can conclude that deterministic con-
trol and dynamic information is the key to predict or reconstruct time series.
IoT-GAN captures the temporal dependence with GRU and includes dynamic
information via adversarial learning. Besides, we introduce the cycle consistent
loss as deterministic control to stabilize GAN training and improve the perfor-
mance of anomaly detection.

Fig. 3. Ablation Studies. Baseline means no cycle-consistent loss. Forward means recon-
struct x. Backward means reconstruct z. Full means reconstruct x and z simultaneously.
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Ablation Studies. Here we demonstrate the effect of cycle-consistent loss. In
particular, cycle-consistent loss was first introduced by [20] in image translation
area, and it is composed of two parts: forward consistent loss and backward
consistent loss (i.e., Ex∼Px

[||(x − E(G(x))||] and Ez∼Pz
[||(z − E(G(z))||]). We

adopt it by minimizing the L2 norm of the difference between the original and
the reconstructed samples, as anomaly data is more important than normal data
in anomaly detection.

The results in Fig. 3 show that adding the cycle-consistent loss can improve
the performance of time series anomaly detection, and the forward consistent loss
is the best choice. Cycle-consistent loss was first proposed to translate an image
from a source domain X to a target domain Y with the inverse mapping that
from target domain Y to a source domain X. In our architecture, x and z can be
seen as two different domain. From Fig. 3, we can see that, F1 obtained through
cycle-consistent loss is higher than baseline from a general perspective. However,
backward and full consistent loss works worse than baseline in some dataset, that
means they are unstable in some situation. In contrast, forward consistent loss
performs better in all three datasets than baseline. Although forward consistent
loss works worse than full consistent loss in MSL, its robustness is better than
full consistent loss.

The reason is that we only need to reconstruct x to detect anomalies. It may
cause instability of GAN training if we only reconstruct z or reconstruct x and
z simultaneously.

Efficiency of Anomaly Detection. To demonstrate the efficiency of IoT-
GAN in anomaly detection stage, we run the IoT-GAN, LSTM-NDT, LSTM-
AE, MAD-GAN and ARIMA on a server with a GeForce GTX 1080Ti GPU,
Intel(R) Xeon(R) E5-2640 v4 CPU under Yahoo dataset, and all algorithms
are implemented in PyTorch. Figure 4 shows that IoT-GAN takes only 0.073 ms
to determine an observation is anomalous or not. IoT-GAN performs better
than other algorithms in terms of computational efficiency. MAD-GAN requires
an additional inference time to search optimal latent variable corresponding to
the given sample while IoT-GAN does not need it. LSTM-NDT and LSTM-
AE require all the data in a time window arrived before detecting anomalies
while IoT-GAN can immediately determine any newly arrived observation as

Fig. 4. Computation time of anomaly detection.
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anomalous or not. ARIMA detects anomalies according to all the data in front of
the newly arrived observation, which increases the computation as data volume
grows, but IoT-GAN is not sensitive to data volume.

6 Conclusion

In this paper, we study anomaly detection of time series in IoT. We propose IoT-
GAN, an unsupervised GAN-based anomaly detection method for time series
data. We incorporate GRU with BiGAN architecture to capture the complex
dynamics of time series and introduce cycle-consistent loss as a deterministic
control to further improve the performance of anomaly detection and stabilize
GAN training. Based on the trained model, any newly arrived observation can
immediately be determined as anomalous or not. Extensive empirical studies on
three real-world datasets demonstrate that the proposed IoT-GAN is effective
and efficient in detecting anomalies of IoT.
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Abstract. Roadside units (RSUs) cache the sensed environment infor-
mation in the buffer, and send them to the passing vehicles, which greatly
improves the intelligence of the vehicle, and provides rich road informa-
tion to the drivers. The age of information (AOI) can be used to describe
the freshness of data accepted by the vehicles, which is defined as the
elapsed time since the generation of the latest data received by the vehi-
cles. The RSU transmits fused sensors’ data, such as cameras, Lider,
to the vehicles, which just enter the coverage of the RSU, and the dis-
tance between the vehicles and the RSU is relatively far, then the AOI
of vehicles can be minimized. However, it lead to great amount of energy
consumption due to the large transmission distance between the vehicles
and the RSU. The RSU could reduce the transmission power according
to the current data queue length of its buffer and the speed of current
passing vehicle, and tend to transmit data when vehicles approaching the
RSU. Then, the average energy consumption of the RSU can be mini-
mized when the AOI of the vehicles does not exceed the threshold. A
freshness and power balancing scheduling strategy (FPBS) in coopera-
tive vehicle-infrastructure system was proposed in this paper. The simu-
lation results show that the proposed strategy can effectively reduce the
average energy consumption under the constraint of the average AOI of
vehicles.

Keywords: Roadside units · Age of information · Cooperative
vehicle-infrastructure system · Energy consumption

1 Introduction

Emerging vehicle networks provide vehicles with access points on the road, which
will provide many benefits for intelligent driving, traffic safety [1,2]. End-to-end
delay and energy consumption are the main issues discussed in V2X [3–6].
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AOI is used to describe the freshness of the information received from the
remote system, which is formally defined as the time that has passed since the
most recently received information was generated [7].

In existing research, [8] discussed the trade-off between service delay and
AOI. They use regularly updated content to reduce service delay, and vehicles
may receive outdated information from RSU. The research of [9] focused on the
individuality of information, they designed an online task scheduling strategy
to optimize the AOI of key information, but this sacrifices AOI of some low
attention information. [10] considers the RSU detecting the vehicles entering the
coverage of RSU, and decides to keep RSU work or sleep to save energy. [11]
considers whether the RSU provides a transmission connection to the vehicle to
meet the vehicles requests based on the vehicles location. To reduce the energy
consumption, the RSU tends to provide services to vehicles approaching to the
RSU, while maintaining the QoS threshold of vehicles on the road.

However, none of the above research consider the relationship between trans-
mission power and the AOI of vehicles. Low-speed vehicles resides in low energy
consumption zones for a long time, in order to save transmission energy con-
sumption, the RSU reduces the transmission power and sends data to vehicles
when the vehicles approaches the RSU, but it increases the delay of data received
by vehicles. In order to solve the above problems, this paper proposed FPBS for
power resource scheduling, which optimizes RSU energy consumption when the
average AOI of vehicles passing through the RSU(AAVR) does not exceed the
threshold. The simulation results show that the proposed FPBS can effectively
reduce the average energy consumption while having a small impact on the
AAVR.

2 System Model

A typical scenario of RSU data transmission in cooperative vehicle-infrastructure
system is shown in Fig. 1. Road background information will be sensed and stored
in the RSU, and the RSU will deliver the data to the vehicles within the com-
munication coverage [12]. The RSU adaptively changes the transmission power
according to the vehicle speed and the data queue length, when vehicle speed is
small, its residence time around the RSU is long, the RSU reduces transmission
power and delivering data to the vehicles when the vehicles approach the RSU
can reduce its energy consumption.
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Fig. 1. Scenario of RSU data transmission in cooperative vehicle-infrastructure system.

2.1 Data Transmission Model

The data transmission model is shown in Fig. 2 [13]. Sensed data arrives at the
RSU buffer randomly, and the AOI control center adjusts the transmission power
p[t] according to the data arrival status a[t], the data queue length q[t] and the
vehicle speed state s[t], and decides transmit data to the passing vehicles in
which power state, if decides to transmit the data, b[t] = 1, otherwise, b[t] = 0.

Fig. 2. Data transmission model.

(1) vehicular traffic model. According to the free flow traffic model of [14],
the vehicle arriving at the RSU obeys the Poisson process of parameter. Th

represents the time headway, here refers to the time interval between two
vehicles arriving at the RSU successively, the probability density function
is:

f(t) =
{

λe−λ(t) (t ≥ 0)
0 (t < 0)

(1)

The length of the time slot is fixed, expressed by δ, the probability of (at
least) one vehicle arriving at the RSU in the time slot is:

Pa = P (Th ≤ δ) = 1 − e−λδ(δ > 0) (2)
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The probability of no vehicle arrives in a time slot is 1 − Pa. The time slot
is small enough, which can ensure that there is one vehicle passes through
RSU in a time slot at most. Let v[t] denotes (v[t] > 0) the speed of the
vehicle arriving at RSU in the t-th time slot. When v[t] = 0, it means
that no vehicle passes through RSU in this time slot. In this vehicular
traffic model, we quantify the continuous vehicle speed as a discrete vehicle
speed state of M + 1. V = [v1, v2, · · · , vM+1] is a threshold variable vector,
v1 = Vmax, vM+1 = Vmin, the smaller the subscript of the variable, the
higher the speed. s[t] = m(1 ≤ m ≤ M) represents v[t] ∈ [vm, vm+1].
s[t] = M + 1 means that no vehicle passes through RSU in the t-th time
slot, that is, v[t] = 0.

The vehicle speed obeys a normal distribution with a mean value of V̄ and
a standard deviation of σ, when speed is v, the probability density function
f(v)∗ is:

f(v)∗ =
1

σ
√

2π

[−
(

v−V̄

σ
√

2π

)2
]

(3)

When v ∈ [Vmin, Vmax], then the truncated probability density function of
the vehicle speed distribution is as follows:

f(v) =
2f(v)∗

erf(Vmax−V̄
σ

√
2π

) − erf(Vmin−V̄
σ

√
2π

)
(4)

The probability that s[t] = m can be expressed as ηm:

ηm = P{s[t] = m}
⎧⎨
⎩

Pa

vm∫
vm+1

f(v)dv , 1 ≤ m ≤ M

1 − Pa ,m = M + 1
(5)

(2) RSU cache model. The buffer capacity of the RSU configuration is Q(Q ∈
Z+). At the beginning of the t-th time slot, the data queue length status is
represented by q[t], and the expression is as follows: q[t] = max{{min{q[t −
1]+a[t−1], Q}−b[t−1]}, 0}. Among them, if there is sensed data generated,
a[t − 1] = 1, otherwise, a[t − 1] = 0. If the buffer is full, q[t − 1] = Q, then
the data arriving at the buffer in the (t-1)-th time slot will be discarded.
Define the equivalent queue state of the t-th time slot as x[t] = q[n] + a[t],
we can get: x[t + 1] = x[t] − s[t] + a[t + 1].
The arrival rate of sensed data is α, at most only one data is generated in
each time slot, the probability function of a[t] is expressed as:

P{a[t] = 1} = α, P{a[t] = 0} = 1 − α (6)

(3) Transmission power. The transmission power state is discretized into
M + 1 states. L = {L1, L2, . . . , LM+1} is the transmission coverage range
threshold variable, P = {p1, p2, . . . , pM+1} is the transmission power vari-
able vector correspondingly. The RSU transmission time is constant, to
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ensure that the amount of data received by any vehicle is consistent, dif-
ferent speed vehicles correspond to different minimum transmission power.
If the transmission power is lower than the minimum transmission, the
vehicle AOI will not be updated effectively because the transmission time
is insufficient. When s[t] = m, RSU can adaptively choose transmission
power state p[t] = k(k ∈ {1, 2, . . . ,m}) , p[t] = k represents transmission
range L(t) ∈ [Lk, Lk+1] and transmission power is pk. When s[t] = M + 1,
LM+1 = 0, p[t] = pM+1 = 0, as shown in the Fig. 3. The probability that
RSU transmission power state is k is ρk = Lk−Lk+1

L .

Fig. 3. Schematic diagram of transmission range and transmission power.

2.2 AAVR Definition

As shown in Fig. 4, it shows the change of vehicle AOI Δt, the vehicle AOI is a
function of time t [15]. AOI can be obtained by Δ(t) = t−u(t), u(t) is the birth
time of the information received by vehicle, t is the current time. Ti = t

′
i − ti

defined as the sum of the queuing delay and the waiting time delay of i-th data
transmitted by RSU, t

′
i is the time when the i-th data was received by the vehicle,

and ti is the time i-th data was generated. The AAVR is the average AOI of
data transmitted by RSU, which can be expressed as:

ΔΓ =
1
n

n∑
i=1

Δ(ti) =
1
n

n∑
i=1

Ti = E(Ti) (7)
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Fig. 4. Age of information.

3 Analysis of the AAVR by Constructing CMDP

This paper studies the adjustment of the RSU transmission power to minimize
the average energy consumption when the AAVR does not exceed the thresh-
old, this problem is modeled as a CMDP [16]. This section introduces CMDP,
transmission scheduling strategy, Markov chain model, and the expression of the
AAVR obtained by constructing CMDP.

3.1 CMDP

The frame consists of a 7-tuple (D,A,M,P,B, P.,.(., .), T ). D = {0, 1, 2, · · · , Q}
represents a set of the system status, A = {a|a ∈ {0, 1}} represents a set of
information arrival status, s = {m|m ∈ {1, 2, · · · ,M + 1}} represents a set
of vehicle speed status, p = {k|k ∈ {1, 2, · · · ,M + 1}} represents a set of RSU
transmission power status, B = {b|b ∈ {0, 1}} represents a set of transmit status.
Pm,k,s,a(i, j) = P{x[t] = j|x[t−1] = i, s[t−1] = m, p[t−1] = k, b[t−1] = s, a[t] =
a} represents the probability that the queue length changes from i to i+1 when
x[t − 1] = i, s[t − 1] = m, p[t − 1] = k, b[t − 1] = s, a[t] = a.

3.2 Transmission Scheduling Strategy

Assuming that RSU can perceive the vehicle speed [17–19], RSU decides whether
to adjust the transmission power according to the current vehicle speed and the
data queue length in the buffer according to the following strategy [20]. b[t] = 1
means that the RSU perceives the current vehicle speed s[t] and the data queue
state x[t] in the buffer in the t-th time slot and decides to deliver the information
to the vehicle under transmission power state p[t] = k, otherwise, b[t] = 0. The
probability of b[t] is expressed as fs

i,m,k(fs
i,m,k ∈ {0, 1}, s ∈ {0, 1}), the expression

is as follows:

P{b[t] = s|q[t] = i, s[t] = m, p[t] = k} = fs
i,m,k (8)
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When there is no data queued in the RSU buffer, no data can be delivered, that
is i = 0, f0

0,m,k = 0, no vehicle arrives at the RSU in t-th time slot, and no
vehicle can be delivered data, that is, s[t] = M + 1, fs

i,M+1,k = 0.

3.3 Markov Chain Model

Markov chain is a discrete-time random process with Markov properties, which
describes a sequence of states. The state of time slot t+1 in the system only
depends on the state of time slot t, and has nothing to do with the previous
system state. From time slot t to t+1, the one-step transition probability of
the queue state in the buffer from i to j is represented by xi,j = {x[t + 1] =
j|x[t] = i} =

∑
m

∑
k

∑
s

∑
a

Pm,k,s,a(i, j). X = {xi,j} represents the one-step tran-

sition probability matrix of the system. The one-step transition probability of
the system state can be divided into the following three situations:

Case1: When i = 0, there is no data queued in the buffer. There are the
following two situations, the one-step Markov chain of this state is shown in
Fig. 5(a):

(1) The queue length transfers from 0 to 1, indicating that there is data arriving
at the RSU, that is, a = 1, b = 0, for any vehicle speed state m, the length of
the packet queue increases by 1, one-step transition probability is expressed

as: x0,1 = α
M+1∑

1
ηmf0

0,m,k.

(2) The queue length in the buffer remains unchanged, that is, x[t − 1] = 0,
x[t] = 0, which means that there is no new generated data, that is, a =
0, b = 0, the one-step transition probability is expressed as: x0,0 = 1 −
α

M+1∑
1

ηmf0
0,m,k.

The one-step transition probability when i = 0 is summarized as follows:

xi,j =

⎧⎪⎪⎨
⎪⎪⎩

α
M+1∑

1
ηmf0

0,m,k , j = 1

1 − α
M+1∑

1
ηmf0

0,m,k , j = 0
(9)

Case2: i = n,1 ≤ n ≤ Q − 1, data queue length is n, and there are the
following three situations. The Markov chain of one-step transition of this state
is shown in Fig. 4(b):

(1) The data queue length transfers from i to i + 1, that is, a = 1, b = 0, the

one-step transition probability is: xi,i+1 = α
M+1∑

1
ηmf0

i,M+1,k.

(2) The data queue length transfers from i to i, that is, a = 1, b = 1. The

corresponding one-step transition probability is: xi,i = α
M+1∑

1
ηmf1

i,m,k.
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(3) The data queue length transfers from i to i − 1. It means that the RSU
transmits data, but no new data arrives, that is, a = 0, b = 1. The corre-

sponding one-step transition probability is: xi,i−1 = (1 − α)
M+1∑

1
ηmf1

i,m,k.

The one-step transition probability when i = n is summarized as follows:

xi,j =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

α
M+1∑

1
ηmf0

i,M+1,k , j = i + 1

α
M+1∑

1
ηmf1

i,m,k , j = i

(1 − α)
M+1∑

1
ηmf1

i,m,k , j = i − 1

(10)

Case3: i = Q, the queue length is Q, which means buffer is full. There are the
following two situations. The Markov chain of one-step transition in this state
is shown in Fig. 5(c):

(1) The queue length remains unchanged, that is, x[t − 1] = Q, x[t] = Q. It
means that RSU delivers data and new data arrives, that is, b = 1, a = 1.
For any vehicle, the queue length does not change, the corresponding one-

step transition probability is: xQ,Q = α
M+1∑

1
ηmf1

i,m,k

(2) The queue length is transferred from Q to Q − 1. It means that the RSU
has not delivered data and no new data has arrived, that is, a = 0, b =
1. The corresponding one-step transition probability is: xQ,Q−1 = (1 −
α)

M+1∑
1

ηmf1
i,m,k.

The one-step transition probability when i = Q is summarized as follows:

xQ,j =

⎧⎪⎪⎨
⎪⎪⎩

α
M+1∑

1
ηmf1

i,m,k , j = Q

(1 − α)
M+1∑

1
ηmf1

i,m,k , j = Q − 1
(11)

3.4 AAVR Formulation

The AAVR is the AOI of all data received by vehicles. The AOI of the data
received by vehicles is the elapsed time since received data was generated, which
including the queuing delay and waiting delay of the data.

(1) Average queuing delay. Queuing delay represents the delay between the
data being cached to the RSU and the vehicle entering the maximum trans-
mission range L1, which can be obtained by Little’s theorem. The average

number of updated data in the buffer is: Ls =
Q∑

i=0

iπi(fs
i,m,k), then the aver-

age queuing delay is:



FPBS for Cooperative Vehicle-Infrastructure System 703

Fig. 5. Markov chain model.

Tq =
Ls

α
= α−1

Q∑
i=0

iπi(fs
i,m,k) (12)

(2) Average waiting delay. The waiting delay T k
m represents the delay

between the actual service time in the Lk and the service time in the max-
imum transmission range L1 when s[t] = m and the p[t] = k. T k

m is divided
into the following two cases.
Case1: 1 ≤ m ≤ M , vehicle speed is the average speed in this speed state,
and the average waiting delay is:

T k
m =

L1 − Lk

(vm + vm+1)/2
+

D

ζ
(13)

Where D is the data size, ζ is the transmission time.
Case2: m = M + 1 means that no vehicle passes through RSU and no
content is delivered, T k

M+1 = 0.
The average amount of information delivered by the RSU to the vehicle in
each time slot, that is, the throughput is expressed by:

γ =
Q∑

i=0

M+1∑
m=1

M+1∑
k=1

πi(fs
i,m,k)ηmf1

i,m,k (14)

The waiting delay of system in one time slot as follows:

Q∑
i=0

M+1∑
m=1

M+1∑
k=1

πi(fs
i,m,k)ηmf1

i,m,kT k
m (15)
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The average waiting delay Tt as follows:

Tt =

Q∑
i=0

M+1∑
m=1

M+1∑
k=1

πi(fs
i,m,k)ηmf1

i,m,kT k
m

Q∑
i=0

M+1∑
m=1

M+1∑
k=1

πi(fs
i,m,k)ηmf1

i,m,k

(16)

(3) AAVR. The AAVR can be expressed as:

ΔΓ = E(Ti) = Tq+Tt = α−1
Q∑

i=0

iπi(f
s
i,m,k)+

Q∑
i=0

M+1∑
m=1

M+1∑
k=1

πi(f
s
i,m,k)ηmf1

i,m,kTk
m

Q∑
i=0

M+1∑
m=1

M+1∑
k=1

πi(fs
i,m,k)ηmf1

i,m,k

(17)

4 Trade-Off Between the AAVR and the Average Energy
Consumption of the RSU

The AAVR and average energy consumption of the RSU are both determined by
the steady-state probability of the queue length. Based on this, we will construct
an optimization problem to describe the trade-off between AAVR and energy
consumption. For a given AAVR threshold A, the optimization problem can be
constructed as:

min
fs

i,m,k

1∑
s=1

Q∑
i=0

M+1∑
m=1

M+1∑
k=1

πi(fs
i,m,k)ηmρkfs

i,m,kpk (18)

s.t. Δ ≤ A (19)
1∑

s=0
fs

i,m,k = 1, 0 ≤ i ≤ Q, 1 ≤ m ≤ M + 1, 1 ≤ k ≤ M + 1 (20)

fs
i,m,k ∈ {0, 1}, ∀i,m, k (21)

In this optimization problem, the optimization goal is to minimize the aver-
age energy consumption, as shown in Eq. (18), where πi(fs

i,m,k) represents the
steady state probability of the length of the information queue, which is obtained

by πp = π and satisfies
Q∑

i=0

πi(fs
i,m,k) = 1(πi(fs

i,m,k) ∈ [0, 1]), ηm represents the

probability that the speed state is m, ρk represents the probability that the
transmission power state is k, fs

i,m,k represents the transmission strategy, pk

represents the transmission power that the transmission power state is k. For-
mula (19) represents the AAVR constraint in the problem, formula (20), (21)
is the scheduling variable constraint. This paper uses LINGO software to con-
struct the optimization problem and obtains strategy {fs

i,m,k}, and uses MAT-
LAB software to model the system and conduct simulation experiments under
FPBS, Q-Learning, greedy strategy (GS), the numerical results prove that FPBS
can significantly reduce system energy consumption than other strategy.
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5 Simulation Analysis

This section verifies the theoretical results through numerical analysis. When
the RSU cache capacity is limited and the system is stable, the effectiveness of
FPBS, GS and Q-Learning are analyzed according to different data generation
rates. The simulation parameters are shown in the Table 1.

Table 1. Simulation parameters.

Parameter name Symbol Parameter value unit Unit

RSU buffer capacity Q 100 piece

Speed range [Vmin, Vmax] [22.22, 33.33] m/s

Transmission power range [Pmin, Pmax] [10, 2] w

Transmission coverage range [Lmin, Lmax] [300, 0] m

Speed expectation V̄ 25 m/s

Speed standard deviation σ 5.56 −
Vehicle arrival rate λ 0.8 vehicles/s

In the simulation process, take δ = 1 s, M = 3, the vehicle speed state is 3 states.
When the vehicle speed state M + 1 = 4, RSU does not transmit data to the
vehicle because there is no vehicle arriving or the transmission power is 0. To
keep the system stable, take α ∈ [0.1, 0.7].

5.1 Analysis of Average Waiting Delay

As the data generation rate gradually increases, the queuing delay of GS and
FPBS are roughly the same.

Since GS only considers the delivery of information within the maximum
transmission range, its waiting delay is the smallest, and because the waiting
delay under this scheme is nothing to do with the transmission range, the fluc-
tuation is small under changing information generation rate. FPBS considers
optimizing the average energy consumption of the system, it tends to choose
slow vehicles to deliver information within the small transmission range, and
waiting delay increases due to reduced transmission range. Compared with GS,
the waiting delay of FPBS is slightly increased, which can be seen from the
Fig. 6, that the increase time is about 2 s.

5.2 Analysis of the AAVR

As the data generation rate increases, the data queuing in the RSU waiting to be
transmitted causes its queuing delay to increase, and the AAVR also increases.
As shown in the Fig. 7.



706 Q. Qiu et al.

Fig. 6. The variation curve of the average waiting delay with the data generation
rate α.

Fig. 7. The variation curve of the system average AOI with the data generation rate α.

5.3 Analysis of Average Energy Consumption

GS only considers the optimal AAVR, so the maximum transmission power is
used to deliver data to all vehicles, resulting in a large average energy consump-
tion. FPBS considers to minimizing the energy consumption of the RSU under
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the AAVR constraint, the energy consumption under this method is significantly
smaller, as shown in Fig. 8. Although the AAVR of the FPBS is slightly higher
than that of the GS, the sacrificed AOI is not worth mentioning compared to
the reduced average energy consumption.

Fig. 8. The change curve of system energy consumption with the data generation
rate α.

6 Conclusion

This article jointly considers the AAVR and energy consumption of the RSU.
The purposed strategy is to minimize the average energy consumption of RSU
without exceeding the threshold of the AAVR, constructing a Markov decision
process to solve the problem, and RSU control center decides whether to adjust
the transmission power according to the vehicle speed and data queue length.
The simulation results show that, compared with the fixed transmission power,
the method proposed in this paper can effectively reduce the average energy
consumption while having little effect on the AAVR.
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A Low Energy Consumption and Low
Delay MAC Protocol Based on Receiver
Initiation and Capture Effect in 5G IoT
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Abstract. The development of the fifth-generation (5G) network cre-
ates the possibility to deploy enormous sensors in the Internet of Things
(IoT) network to transmit data with low delay. However, the traditional
receiver-initiated MAC protocols used in IoT have the problems of high
idle listening energy consumption and high transmission delay. A Low
Energy Consumption and Low Delay MAC (Low-energy Low-latency
MAC, LL-MAC) protocol based on receiver-initiated and captured effects
is proposed. The proposed protocol realizes the fast matching between
the senders and the receivers when the sending nodes have data to
be sent. An improved greedy algorithm is proposed to allocate power
to nodes, and a collision response mechanism is used for efficient data
transmission.

Keywords: MAC Protocol · Capture effect · Receiver-initiated · 5G
IoT · Low energy · Low latency

1 Introduction

With the ever-grow development of 5G technology, people’s demand for “Internet
of Everything” is increasing. Many applications require thousands of low-power
nodes in IoT to conduct wireless communication for several kilometers. Most IoT
sensor nodes are limited in battery capacity and costly in replacement. Therefore,
energy saving is a key factor to be considered in the design of IoT protocol [1].
In addition, the emergency applications raise the higher real-time requirements.
In IoT, the MAC layer is the main source of network energy consumption and
directly controls the sending and receiving of data [2]. Therefore, in order to
achieve a balance between network energy consumption and delay, to design a
MAC protocol with low energy consumption and low delay is necessary.

In comparison with the sender MAC protocol in the asynchronous protocol,
the receiver MAC protocol solves the problem that the preamble occupies too
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long channel time in the transmission process. and the receiving node broadcasts
the beacon frame to start data transmission, which has high energy utilization
efficiency and network throughput efficiency [3]. In the receiver MAC protocol,
how to effectively connect between two nodes and better avoid conflicts have
become the focus. Among them, the PB-MAC protocol propose a predictive
wake-up mechanism [4] which accurately predicts the wake-up time of node based
on a random seed. Although it reduces the node’s duty cycle, it increases the
probability of collision. In the RI-MAC [5] protocol, after detecting a collision,
the node will broadcast a beacon frame (Beacon) with a backoff window (BW),
and multiple neighboring nodes will select the back-off time for retransmission.
In a high-traffic scenario, the transmission efficiency is low.

Most MAC protocols adopt a conflict avoidance mechanism, when the net-
work traffic increases suddenly, the nodes inevitably need to back off until the
channel becomes idle, which cause huge transmission delays. But conflicts don’t
mean to the loss of data packets, the phenomenon that receiver can receive
the data correctly is called capture effect [6]. In depth, scholars found that the
receiver can receive frames with better power, even if it arrives after the receiver
has locked the frame that arrived before [7]. In addition, M. Sha and G. Xing
et al. [8] proposed that in concurrent transmission, the sum of the signal strengths
of multiple interferences is equal to the sum of the signal strengths of each inter-
ference, and the SINR threshold is a fixed value, which will not increase with
the increase of interference sources.

With the increase of sensor nodes in 5G IoT, the energy perception and inter-
action between devices also increase, which makes it more challenging to reduce
energy consumption. Besides, emergency applications require lower latency. The
following problems of receiver-initiated MAC protocol need to be further solved:
the sending node only starts to send data after receiving the Beacon from the
receiving node, which is not conducive to the timely delivery of data and pro-
duces a large idle listening energy consumption; using collision avoidance mech-
anism makes the node need to be retransmitted several times before finally
arriving, which enlarge the delay and brings huge energy consumption.

Therefore, this paper proposes a low-energy low-latency MAC protocol based
on receiver initiation and capture effect for the node’s scheduling mode and
collision response in data transmission, which reduce energy consumption and
time delay.

The remainder of this paper is organized as follows. Sections 2 reviews the
literature of existing MAC protocols with low energy consumption and low delay.
Section 3 and 4 details the proposed protocol, consisting of node wake-up match-
ing mechanism and implementation process of the collision response mechanism
based on capture effect. Section 5 provides all the experimental results of this
paper. Last, Sect. 6 concludes this paper.
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2 Related Work

2.1 Asynchronous MAC Protocol

Asynchronous protocols are divided into initiated by the sender and initiated by
the receiver according to the different initiators. In the MAC protocol initiated by
the sender, the node needs to send a preamble to detect the working status of the
receiver before sending data, and it can transmit data until the receiver wakes up.
Buettner M and Yee G V et al. [9] used a shortened preamble method to retain
the advantages of low-power listening, and embed the target address information
in the preamble. Wu G and Ji P F et al. [10] used repeated transmission of
short preamble packets to replace the long preamble, which improves energy
efficiency. Amreel H and Jean D D [11] used the wake-up preamble technology.
The preamble is sent before each data packet to remind the receiving node.

Based on the receiver’s MAC protocol, the receiver sends a beacon frame
when it wakes up and broadcasts itself. In the working state of the receiver, the
sender sends data after receiving the receiver’s Beacon, which prevents the sender
from sending the pilot wave to detect the receiver’s working status. Peron G and
Brante G, et al. [12] proposed a passive mechanism in which the receiving node
sends a beacon, the wake-up time carried in the beacon frame information, which
reduced the energy consumption[16]. Zhou L Z [13] proposes a data transmission
mechanism based on fast reply ACK, shortening the ACK reply time, which
reduce the collision. Ma L and Gao H L et al. [14] dynamically changed the
wake-up interval, and in order to reduce the energy black hole problem, the
wake-up time of the node is adaptively changed according to the remaining
energy of the node. JANG B and LIM J B et al. [15] propose an asynchronous
wake-up scheduling mechanism through neighbor nodes to reduce eavesdropping
and channel contention and waiting time.

2.2 Capture Effect

Stefanovic C and Momoda M et al. [17] proposed a technique which allows the
capture of packets by detecting the preambles of the packet. Using capture effect,
Wu H and Zeng Y extend the existing tag recognition Algorithm to capture envi-
ronment, and propose a new anti-collision Algorithm to improve the efficiency
of tag recognition [18]. Kosunalp S and Mitchell P D [19] introduced the capture
coefficient, which is the reception rate of data packets in collision, which proves
The capture effect improves the throughput of the ALOHA network. Zhou Li-Zhi
[13] proposed a data transmission mechanism based on the capture effect, which
uses a balanced greedy algorithm to allocate power to nodes, which reduces the
data transmission delay and improves the channel utilization. Bankov D and
Khorov E et al. developed a general model which can be used to evaluate perfor-
mance of IoT in different scenarios, taking into account the capture effect [20].
López N A and Azurdia-Meza C A et al. [21] had verified through experimental
simulation that the capture effect can still ensure the correct reception of several
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data packets in the presence of noise interference. Al Nahas B and Duquennoy S
et al. proposed a network stack based on the capture effect [22], which achieved
low power and low latency.

3 Wake-Up Matching Mechanism of LL-MAC Transceiver

All the devices deployed in the network share the medium in IoT and MAC
protocol is responsible to provide the access to a shared medium among all
the nodes. The LL-MAC protocol is receiver-initiated, and proposes a wake-up
matching mechanism for both sender and receiver; in terms of data transmission
collisions, a collision response mechanism is proposes based on the capture effect
by allocating power to nodes through an improved greedy algorithm.

The IoT network constructed by the paper has the following conditions:

(1) M sensor nodes in the network are randomly distributed in a square area
with a side length of L to continuously detect environmental events;

(2) All events in the network occur randomly and evenly distributed. Nodes at
any location have the same probability of detecting the occurrence of the
event, and the probability of generating data is also equal;

(3) The sink node is deployed in the network center, and each node indepen-
dently wakes up and sleeps periodically, and immediately transmits the data
packet to the sink node through the direct or forwarding node after detecting
the event; and the transmission power of the node is adjustable.

3.1 Scheduling Strategy Design

In the LL-MAC protocol, nodes in the network have two scheduling modes:
initial and follow-up. In the initial scheduling mode, each sensor node periodically
wakes up and the node with data to be sent waits for the receiving node to send
a beacon frame.

When the sending node S transmits a data frame with additional wake-up
request information in the initial state, the receiving node R receives this data
frame and learns the subsequent wake-up schedule of the sending node from
the wake-up request information, then the receiving node enters the scheduling
follow mode. The node uses the wake-up information to calculate the next wake-
up time of the sending node, and adjusts its wake-up schedule to match it so
that it is at the next wake-up time expected by the sending node S Wake up
and receive data.

3.2 Wake-Up Time Calculation

LL-MAC adds two optional data frame fields TS cur and TS wake to the data
frame. When the sending node needs to continue to transmit data, it can store
the wake-up information by setting these two optional fields. To inform the
receiving node.
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Among them, TS cur is the current time of the sending node S, that is, the
sending time at the time the data packet is sent, and TS wake is the wake-up
interval of S; after receiving the wake-up information of the sending node S, the
receiving node R calculates accurately The next wake-up time TR nextwake is
shown, as shown in (1)(2).

Tdiff = TR loc − TS cur (1)

TR nextwake = TR loc − Tdiff + TS wake (2)

Among them, Tdiff is the clock deviation of the receiving node, and TR loc

is the moment when the receiving node receives the data frame.
In addition, considering the error caused by clock drift, the receiving node

wakes up in advance at Td before the receiving node wakes up, as shown in (3).
δdrift is the clock frequency deviation.

Td = TS wake − δdrift (3)

The receiving node uses the received wake-up information to calculate the
next wake-up time, revises its wake-up schedule, and follows the receiving node
to keep waking up the next time it sends data.

3.3 Data Frame Format

The data frame of the LL-MAC protocol is shown in Fig. 1, two optional fields
TS cur and TS wake are located before the data packet.

Fig. 1. Improved data frame structure

The sending node broadcasts data with TS cur and TS wake fields. In the LL-
MAC protocol, when a node receives data whose destination is not the node
during the listening process, it does not immediately ignore the data. When the
node is on its path, the node can choose to receive the wake-up request TS cur

and TS wake fields in the data, and adjust its next wake-up time to match it
according to the wake-up information. As shown in Fig. 2, the LL-MAC protocol
achieves the transmission of data at a specified time in this way.

4 LL-MAC Collision Response Mechanism

4.1 Conditions for the Capture Effect

There may be two situations when the sending node concurrently transmits data.
As shown in Fig. 3, it can be seen that to meet the capture effect, two conditions
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Fig. 2. Basic process of broadcast transmission

Fig. 3. Basic process of broadcast transmission

must be met: a) the time when the strong signal arrives at the receiver is no
later than the synchronization word reception time of the weak signal; b) the
signal strength difference between strong and weak signals needs to meet the
SINR reception threshold.

However, the receiver can receive a frame with better power, even if it arrives
after the frame that the receiver has already locked. And the SINR threshold
is a fixed value and will not increase with the increase of interference sources.
Therefore, the focus of the research on the capture effect is 1) the measurement
of the capture effect threshold constant and 2) the design of a reasonable power
allocation algorithm so that the neighboring nodes of the competing nodes meet
the conditions for the capture effect.

4.2 Determination of the Threshold Constant

In the experiment, the nodes in the network are distributed. Sending nodes S1
and S2 reach receiver R equidistant. Set S1 to use a fixed transmission power for
data transmission. Change the transmit power of S2. The two sending nodes send
data immediately after receiving the Beacon sent by R, calculate the successful
receiving rate. when the receiving rate rises to 90%, the power difference as the
threshold constant obtained from the experiment.
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4.3 Establishment of Power Allocation Target Model

Node Remaining Energy Ratio. Most of the energy consumption of wireless
sensor network is generated by the sending and receiving of data. ET represents
the energy consumption of node sending, ER represents the energy consumption
of node receiving. The energy consumption formula of data sending and receiving
is shown in formula (4)(5):

ET = lEe + lptd
2, (4)

ER = lEe. (5)

l is the length of the data packet, Ee is the energy consumption per bit of
data sent or received, pt is the transmission power, and d is the data transmission
distance.

The total energy consumption of the node Etot is expressed as equation (6).

Etot = ET + ER + EP (6)

EP = ep × Tp (7)

Ep is the energy consumption of the node calculation, ep is the energy con-
sumption of the node in a unit time, Tp is the calculation time occupied, and
Einit is the initial energy value, Erest = Einit − Etot can be obtained. The
remaining energy ratio of the node can be obtained as shown in equation (8).

σrest =
Erest

Einit
(8)

Model Establishment. Take the ratio of the node’s transmission power to
the remaining energy as the power allocation standard. Suppose a receiving
node x in the network has n neighbor nodes, and the set of neighbor nodes
N = {Ni|i = 1, 2, 3, . . . , n} ( i represents the number of the neighboring node),
and build a model from this:

P = min
∑n

i=1

pit
σi
rest

. (9)

pit represents the transmit power of node i, σi
rest represents the remaining

energy ratio of node i.

Constraints {
pir > px 1 ≤ i ≤ n

pir > Ii−1 1 ≤ i ≤ n
(10)

px is the lowest power that the receiving node can receive and can work
normally; and pir is used to indicate when the data sent by node i arrives at the
receiving node The power of, we get pir = c

pi
t

dα , where c represents the antenna
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gain, α represents the path loss coefficient, and α ∈ [2, 4], enter the condition
(1) to obtain c

pi
t

dα >px;
Ii−1 is the total interference when i-1 neighboring nodes are sending data

when node i is sending data, which is derived from the following relationship:
The selectable power set is Pt = {pmin

t ≤ pit ≤ pmax
t }. The transmission dis-

tance and interference distance of the node are determined by the transmission
power. When the node transmits with the maximum power pmax

t , the maximum
transmission distance of the corresponding node is dmax. In the actual environ-
ment, transmission distance is: dTR = pit

dmax

pmax
t

, and the interference distance is
generally twice the transmission distance, that is, dIR = 2dTR.

Assuming that node s is within the interference range, and the transmission
power of node s is pst , when node i and node s transmit data concurrently, node
s becomes the interference node of node i. The signal-to-interference and noise
ratio is used to describe the interference intensity of the link, as formula (11):

SINRi =
λixp

i
t∑

dsx≤dIR
λsxpst + N0

. (11)

Among them, λix = c
dα

ix
, λsj = c

dα
sj

, N0 represents the noise interference.
Then the current total interference intensity is shown in (12):

Ii = SINRThr +
∑i

t=1
SINRi. (12)

4.4 Algorithm Implementation

The design of power allocation needs to meet the two requirements: low time
complexity and avoid falling into local optimum. In allocation process, if only
consider the signal strength, the node with less available power will be allocated
first, it is inevitable to allocate more power to the node with less remaining
energy, but when some of the neighboring nodes with less remaining energy, we
that they send data with little power to balance the energy of the entire network.

Therefore, when some of the neighboring nodes have less optional power,
even if it is not the current optimal solution, priority should be given to adding
these nodes to the result set, so that the result set can accommodate more nodes,
that is, nodes with larger path fading are preferred, since these nodes are more
likely to become nodes with fewer optional values. And nodes with less remaining
energy tend to send data with less power to reduce energy consumption.

Before the power allocation, the Topsis model is used to weigh the node path
fading and the remaining energy, establishes an optimal node selection model,
and obtains the relative closeness of each node to the ideal optimal solution.
Then using Greedy algorithm obtains the optimal power allocation result.

Specific steps:

Step 1. Initialization parameters: the number of neighboring nodes n; the set
of candidate nodes A; the remaining energy of the node E; the path loss of
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node on the way to the receiving node Lose; the transmission power PT; the
arrival power PR; the currently selected power value R, The current solution
set C.
Step 2. Using node residual energy E and path loss Loss as indicators, estab-
lish a normalized matrix to standardize the data, That is:

Zij =
Xij√∑n
i=1 X2

ij

(i = 1, · · · , n; j = 1, · · · ,m). (13)

where i represents the number of neighboring nodes, j represents the number
of indicators, and Xijrepresents the jth indicator value of the ith node.
Step 3. From the Z matrix, obtain the optimal vector Z+

j = max
1≤i≤n

|Zij |
and the worst vector Z−

j = max
1≤i≤n

|Zij |, calculate the distance D+ =
√∑m

j=1(Zij − Z+
j )2 between the neighboring node and the ideal optimal solu-

tion and the distance D− =
√∑m

j=1(Zij − Z−
j )2.

Step 4. Obtain the relative closeness of each node to the ideal optimal solution
Wi = D−

i

D+
i +D−

i

, as the set W.

Step 5. Calculate the sum of the interference intensity Sum(P) of the power
selected by each node in the currently selected power value set to obtain the
current power selection threshold Thr = Sum(P ) + SINRThr.
Step 6. Compare the signal strength of the node corresponding to the maxi-
mum value of the set W with the current threshold Thr, find the minimum
value of its reachable signal strength, and proceed to the next iteration.
Step 7. Update the current result set C, remove the selected node in A, and
enter process 5.
Step 8. Repeat process 5–7 until the set of candidate nodes is empty. Take
the current solution C as the allocation result set.

5 Experiment and Results

5.1 The Threshold Constant

Use the eight transmit power levels of the TELOSB node, as shown in Table 1.
Experiment with the process described in Sect. 4.2. The successful receiving rate
under different power difference as shown in Fig. 4, SINRThr = 2dB.

Table 1. TELOSB node transmit power level

Power levels 3 7 11 15 19 23 27 31

Sending power (dBm) −25 −15 −10 −7 −5 −3 −1 0
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Fig. 4. Power difference-reception rate diagram

5.2 Examples of Power Allocation

Set the location of the receiving node in the network and its adjacent nodes to
be fixed. Bring the path loss (in Table 2) and residual energy ratio of nodes (in
Table 3) into the algorithm, and get the trade-off score Wscore of nodes, as shown
in Table 4.

Table 2. Node path loss

ID 1 2 3 4 5 6 7 8

Loss (dBm) 56.79 64.86 66.91 58.48 72.09 67.80 62.53 69.89

Table 3. Node residual energy ratio

ID 1 2 3 4 5 6 7 8

Erest 0.78 0.56 0.85 0.91 0.89 0.65 0.47 0.71

The value of the received signal strength of the node arriving at the receiving
node with different transmission power and the calculated trade-off score Wscore

are shown in Table 5.
Find the minimum reachable power of the node corresponding to the max-

imum value of Wscore, and add it and its corresponding transmission power to
the result set, namely C = {(2, 3)}, add its corresponding signal strength to
set P, and perform Sum(P) operation to calculate the current power selection
threshold Thr = Sum(P )+SINRThr; remove the selected node from the set of
candidate nodes, That is, set all signal strengths of this node to N/A, and then
proceed to the next iteration, as shown in Figure VI, the highlighted in RED
cell is the selected value, and the grey-out box is the removed value (Table 6).

Repeat the above process and get the result set after power allocation: C =
{(2, 3), (7, 3), (6, 7), (8, 11), (5, 23), (3, 19), (1, 11), (4, 19)}.
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Table 4. The calculated value of the trade-off coefficient

ID Loss Erest Wscore

1 −56.79 0.78 0.056429

2 −64.86 0.56 0.179431

3 −66.91 0.85 0.104823

4 −58.48 0.91 0.018808

5 −72.09 0.89 0.127176

6 −67.80 0.65 0.172612

7 −62.53 0.47 0.177754

8 −69.89 0.71 0.162968

Table 5. Initial value of power distribution

Power 3 7 11 15 19 23 27 31

1 −56.8 −71.8 −66.8 −63.8 −61.8 −59.8 −57.8 −56.8

2 −64.9 −79.9 −74.9 −71.9 −69.9 −67.9 −65.9 −64.9

3 −66.9 −81.9 −76.9 −73.9 −71.9 −69.9 −67.9 −66.9

4 −58.5 −73.5 −68.5 −65.5 −63.5 −61.5 −59.5 −58.5

5 −72.1 −87.1 −82.1 −79.1 −77.1 −75.1 −73.1 −72.1

6 −67.8 −82.8 −77.8 −74.8 −72.8 −70.8 −68.8 −67.8

7 −62.5 −77.5 −72.5 −69.5 −67.5 −65.5 −63.5 −62.5

8 −69.9 −84.9 −79.9 −76.9 −74.9 −72.9 −70.9 −69.9

Table 6. The first traversal result

Power 3 7 11 15 19 23 27 31

1 −81.8 −71.8 −66.8 −63.8 −61.8 −59.8 −57.8 −56.8

2 −89.9 −79.9 −74.9 −71.9 −69.9 −67.9 −65.9 −64.9

3 −91.9 −81.9 −76.9 −73.9 −71.9 −69.9 −67.9 −66.9

4 −83.5 −73.5 −68.5 −65.5 −63.5 −61.5 −59.5 −58.5

5 −97.1 −87.1 −82.1 −79.1 −77.1 −75.1 −73.1 −72.1

6 −92.8 −82.8 −77.8 −74.8 −72.8 −70.8 −68.8 −67.8

7 −87.5 −77.5 −72.5 −69.5 −67.5 −65.5 −63.5 −62.5

8 −94.9 −84.9 −79.9 −76.9 −74.9 −72.9 −70.9 −69.9

5.3 Performance of LL-MAC Protocol

In order to verify the performance of the LL-MAC protocol, we used OMNET++
to simulate, and compared with the RI-MAC protocol and PB-MAC protocol
in terms of network energy consumption, end-to-end transmission delay, and
average duty cycle. A comparative analysis was carried out on this performance.
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In order to ensure the comparability of several MAC protocols, the experiment
set up relatively ideal environmental parameters while ignoring the interference
of some other factors. Fifty wireless sensor nodes are randomly placed in a square
area of 1000m×1000m, using a random event-related flow pattern, using a 200m
sensing range, and triggering an event every 60s. The network simulation time
is1000 s. The setting of network parameters is shown in Table 7.

Table 7. Network parameter settings

Parameter Value Parameter Value

Packet length 50 Bytes Listen consumption 0.344 W

Beacon length 6 Bytes Send consumption 0.386 W

Transmission distance 200 m Receive consumption 0.368 W

Environmental noise −95 dBm Sleep consumption 0.03 mW

Data burst 25 Transition consumption 0.05 W

Burst node ratio 1/3 Wake-up interval 1 s

The following indicators are tested in the simulation:
Network energy consumption:

E2ENC =
∑

(ET + ER + EL). (14)

ET and ER are the energy consumption of node transmission and reception,
EL is the energy consumption of node idle listening.

Average end-to-end transmission delay:

E2ETD =
∑

Tdatac

Ndatac
. (15)

Tdatac represents the time when all successfully sent data packets are sent
from the source node to the sink node, and Ndatac represents the number of all
successfully sent and received data packets.

Successful data delivery rate:

DDR =
Ndatac

Ndata
. (16)

Ndata represents the number of all data packets sent.
Set the initial period of RI-MAC, PB-MAC and LL-MAC to 10s, and the data

packet sending interval of all protocols to 10s. Observe the energy consumption
and transmission delay of LL-MAC, RI-MAC, and PB-MAC protocols as the
network duration changes. The situation is shown in Fig. 5 and Fig. 6.

It can be seen from Fig. 5 that in terms of network energy consumption, the
E2ENC of LL-MAC is generally low in the continuous network process. In com-
parison with RI-MAC and PB-MAC protocols, LL-MAC protocol saves network
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energy consumption by 24.35% and 17.33% 1000 s respectively and can always
reach the best performance over a longer duration. In the initial stage of the
network, LL-MAC and RI-MAC maintain the same initial scheduling, and their
energy consumption is similar. After the initial stage of the network, RI-MAC
still needs to continue to listen to the channel to wait for the receiving node to
wake up, so it consumes too much energy; PB-MAC and LL-MAC adjust the
node wake-up time for node scheduling matching, reducing idle listening time,
Reduce network energy consumption. In addition, the collision response mech-
anism of LL-MAC reduces the probability of data retransmission to a certain
extent, so the energy consumption is lower.

Fig. 5. Network energy consumption
changes with network duration

Fig. 6. Transmission delay changes
with network duration

Fig. 7. Data successful delivery rate changes with data sending interval

It can be seen from Fig. 6 that in terms of network delay, the E2ETD of the
LL-MAC protocol is continuously lower than RI-MAC and PB-MAC, 28.54%
lower than RI-MAC, and 35.25% lower than PB-MAC. Since PB-MAC uses a
fast dormant retransmission mechanism in the case of data packet loss, E2ETD
is higher than RI-MAC.
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In order to test the impact of the data stream size on the reliability of data
transmission, set other conditions unchanged, gradually increase the data stream
generation interval, and observe the changes in the data delivery rate of LL-
MAC, RI-MAC and PB-MAC, as shown in Fig. 7.

It can be seen from Fig. 7 that as the data packet sending interval increases,
that is, the amount of data decreases, the data delivery rate of nodes in the net-
work gradually increases. Judging from the overall trend, the successful delivery
rate of the LL-MAC protocol is maintained at more than 90% regardless of
the amount of data or the high-traffic scenario, thus verifying that the collision
response mechanism adopted by LL-MAC is stable Reliability. Because RI-MAC
and PB-MAC are prone to collisions in data transmission in high-traffic scenar-
ios, when a collision occurs or there is an error in the data packet, the data
transmission will be declared as a failure. The data needs to be retransmitted
several times to be successfully delivered.

6 Conclusion

In this paper, the wake-up scheduling matching method of the sender and
receiver is improved. The protocol provides an effective collision response mech-
anism that uses the capture effect to tolerate collisions. Simulation results indi-
cate that under the same packet sending interval, compared with RI-MAC and
PB-MAC protocols, LL-MAC protocol reduces network energy consumption by
24.35% and 17.33%, respectively, and 28.54% and 35.25% in transmission delay
reduction. In addition, it also verified the excellent performance and stable reli-
ability of the collision response mechanism in the data delivery rate.

However, in this paper, the performance research of the proposed MAC proto-
col is only in the stage of experimental simulation, and there is still a deviation
from the actual environment. And the background noise of actual scenario is
often changeable, and its sudden increase will affect the performance of the con-
flict response mechanism and increase the energy consumption. So these will be
the future work.
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Abstract. Portable electrocardiogram (ECG) devices are general tools for diag-
nosing and analyzing cardiovascular diseases. However, they are limited in com-
putation and storage resources, and it is necessary to compress the model. For
mismatched data dimension between the 12-leads ECG data and the single-lead
portable devices, conventional compression techniques cannot be applied to ECG
classification model directly. To solve this problem, a novel adaptive knowledge-
distillation-based model compression method is proposed. First, two kinds of
teacher models are trained, which applies single lead and 12 leads ECG data
respectively. Then, a feature extension module is built. It compensates single lead
ECGdata into 12 leadsECGdata throughgenerative adversarial networks (GANs).
Finally, a model distillation is performed via all teacher models. In this way, the
proposed approach brings a deeper level of interaction between the single lead
data and 12 leads data. Experiment results show it outperforms existing diagnos-
tic methods on our collected dataset. The F1 metric increases from 49.54% to
79.3%, which demonstrates the effectiveness of our approach.

Keywords: ECG classification · Generative adversarial network · Knowledge
distillation

1 Introduction

Electrocardiogram (ECG) classification is a commonmethod for diagnosing and analyz-
ing cardiovascular diseases, which determines the type of cardiovascular using a trained
deep learning model. Portable ECG devices have been recognized as an important inno-
vation in medical industry. It greatly help early detection of cardiovascular diseases,
such as sinus rhythm, arrhythmia and sinus bradycardia.

Portable devices have limited computation and storage resources, so model com-
pression techniques are needed. Knowledge distillation is an effective way for model
compression, and it can distill the knowledge from a complex model to a simple model
[1]. Hence the generalization ability of complex model can be inherited. In knowledge
distillation, the small model is generally supervised by a large model [2, 3]. The complex
model is called a teacher model, and the simple model is called a student model. The
teacher model generates soft labels, and the student model learns the knowledge based
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on soft labels. The input data dimensions of the teacher model and the student model
must be matched. However, ECG consists of 12 leads data, and portable devices only
possess single lead data, which is shown in Fig. 1. Since their feature dimensions are not
uniform, the traditional knowledge distillation cannot handle this cross-dimension case.

Fig. 1. ECG devices versus portable ECG devices

To solve the dimension mismatch problem, we propose a novel cross-dimension
knowledge distillation method. The lacked 11 leads data for single lead are constructed
via generative adversarial networks (GANs). The GANs model usually consists of two
parts: a generator and a discriminator. With the iterative game between generator and
discriminator, the generator can capture the distribution of real data. Single lead data
with noise is regarded as the input of a generator. We take other lead data as the label of
discriminator. Other 11 leads data are then simulated after GANs training. By this way,
the feature dimensions between 12 leads ECG and single lead ECG in portable devices
can be matched.

Our contributions are twofold: 1) we propose a novel adaptive model compres-
sion approach based on cross-dimension knowledge distillation, and 2) comprehensive
experiments are conducted. The experimental results show this method can enhance the
performance of the model for portable ECG data.

The rest of this paper is organized as follows: Sect. 2 introduces the related works.
Section 3 describes the proposed adaptive model compression method. Experimental
results are given in Sect. 4. Section 5 concludes this paper.

2 Related Works

In recent years, machine learning and statistics based methods are widely used in ECG
analysis, such as Bayesian theory, k-nearest neighbor, decision tree and linear discrim-
inator [4–6], etc. In ref. [7–9], support vector machines, least squares support vector
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machines and twin support vector machines were used for bioelectric signals classifi-
cation. These methods were data-driven and concise, but they were limited by feature
extraction and representation capabilities. With the explosive increase of data size and
computing power, deep learning has become a dominant method for ECG classifica-
tion. It can automatically represent complex feature of ECG signals via hierarchical
non-linear fitting. Hence the model performance can be largely improved. Acharya U
R [10] proposed a convolutional neural networks (CNNs) model for multi-lead ECG
classification. Deep belief network was used to diagnosis of arrhythmia disease in ref.
[11].

For better monitoring conditions of patient in real time, it is of great medical value to
implant intelligent classification model into portable devices. Although the prevalence
of deep learning, many models have achieved state-of-the-art performance in various
fields, the success of current neural models largely depends on their huge network and
abundant parameters. This state limits deployment and application of deep models on
mobile devices. So compression of deep learning network models is necessary. The key
issues for model compression are to reduce the number of parameters by using pruning,
decreasing representation accuracy and adopting smaller model [12]. Among them,
knowledge distillation is themost commonly usedmethod.By increasing the temperature
parameter of the final softmax layer output and minimizing the KL divergence between
smooth outputs, it can train a student model with a small scale deep neural network.
Counterattack methods [14] were used to find samples that support boundaries and
designed an additional boundary loss function. It used samples that close to the boundary
to guide student model training. Zagoruyko S [15] used a set of spatial feature maps
to define attentions. It paid attentions to different parts of the network according to
activation values of parameters. Tung F [16] proposed a binary similarity metric between
the student model and the teacher model. It ensured that the similarity relationship is
activated simultaneously. Lan X [17] proposed a single multi-branch neural network to
combine multiple branches for stronger teacher model building.

Unfortunately, the traditional model compression methods cost great resources. In
common knowledge distillation methods, classification performance of student model
only inherits from knowledge of teacher models. Teacher models can’t adapt to the
change of local input dimension, and so does student model. In this research, a novel
method is proposed to overcome the difference of cross-dimension between teacher
model and student model. We designed an adaptive feature extension module to match
the cross-dimension features. Hence, the personalized student model would achieve
better generalization for Portable ECG data.

3 Cross-Dimension Knowledge Distillation

As shown in Fig. 2, the main architecture of the proposed ECG classification model
with cross-dimension knowledge distillation is divided into three parts. First, teacher
models construction. One global teacher modelMT

G is trained via 12 ECG lead data, and
local teacher modelMT

P is trained with 1 lead ECG data from portable devices. Second,
feature extension module construction. Simulated 12 lead ECG data is generated with
Generative adversarial networks (GANs), which treats single lead ECG data as input
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feature and other 11 lead data are extended feature. Finally, cross-dimension knowledge
distillation module construction. The knowledge in teacher models is distilled to the
student model MS

P based on the proposed feature extension module.

12 leads data

1 lead data

Constructing Teacher 
Models

Local 
teacher model

Global 
teacher model 

12 leads data

Constructing Feature Extension Module

noise

Generator

Discriminator
GAN

Feature 
Extension

Fine-tuning Feature Extension Module

Feature 
Extension

1 lead data

soft label

freeze

Building Knowledge 
Distillation Model

1 lead data

Feature 
Extension

(freeze)

soft label label

 Simple Model

Building Feature Extension Module

Fig. 2. Overview of cross-dimension knowledge distillation.

3.1 Constructing Teacher Models

The specific comparison results are given in Table 1. The back bone structure of teacher
model MT

G is tf_efficientnet_b8 [18]. It is trained by 12 leads of ECG data. The other
teacher model MT

P adopts dm_nfnet_f2 [19], which is trained with single-lead ECG
data. Since 12-leads ECG data includes abundant pathogeny information, and we want
to transfer this useful information to student model. Thus, we train two kinds of teacher
model with different ECG feature extraction and representation. The differences can
improve the performance of the student model.

Table 1. Overview table of teacher model.

Model F1 Param count Leads

tf_efficientnet_b8 90.1% 193.78M 12

dm_nfnet_f2 86.3% 87.41M 1

3.2 Building Feature Extension Module

The teacher model MT
G leverages 12 leads of ECG data. Most Portable devices are

single lead. So the model trained through single lead of ECG data can’t use knowledge
of teachermodelMT

G . Therefore, it is necessary to extend dimension features. Generating
12-dimensional data via the feature extension module that supplements other 11 leads
of ECG data except. The soft labels generated via the synthetic 12 dimensions data can
be used to guide student model MS

P training.
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Building feature extension module is generally divided into two steps. First, training
11 generators that can simulate ECG data via GANs [13]. Generators simulate suf-
ficiently real 11 leads of ECG data. Second, connecting feature extension module to
teacher model and freezing parameters of model MT

G and MT
P . Train ME preferably

through the single lead of ECG data.

Constructing Feature Extension Module. As shown in Fig. 3, GANs model applies
12 leads of ECG data for training. The 12 leads of ECG data include 6 leads of the
limbs and 6 leads of the chest. I lead is used to record the voltage difference between
electrodes of the left arm and the right arm, which is also commonly used for portable
devices. Portable devices can’t measure other lead data, such as II and III. It is important
to simulate other leads data, because the teacher modelMT

G needs 12 leads of ECG data
for training.

Feature   
extension

Noise
Generator(G)

Discriminator

mse

I lead II lead II lead V6 lead 

12-lead data

G I G II G V6

Fig. 3. The schematic diagram of feature extension module.

We construct 11 generators to simulate different leads data. I lead data is used as
the input source data of all 11 generators. So I lead data with noise is regarded as the
input of generator. Let dI as I lead ECG data, and objective function is given as Eq. (1).
It shows how to construct generator for II lead ECG data. GII () and DII () are generator
and discriminator for II lead ECG data. In order to make GII () more robust, noise z is
incorporated and (z + dI ) is used as the input of GII ().

min
GII

max
DII

V (DII ,GII ) = Ex∼p(x)
[
logDII (x)

] + Ez∼p(z)
[
log(1 − DII (GII (z + dI )))

]

(1)

In order to optimize this objective function, an iterative process is adopted. DII () is
first optimized with GII () fixed, as shown in Eq. (2), then GII () is optimized with DII ()
fixed, as shown in Eq. (3). These two steps are alternatively executed, then GII () and
DII () can both be trained in an adversarial mode. Generators of other 11 lead ECG data
can be constructed in the same way.

max
DII

V (DII ,GII ) = Ex∼p(x)[logDII (x)] + Ez∼p(z)[log(1 − DII (GII (z + dI )))] (2)
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min
GII

V (DII ,GII ) = Ez∼p(z)[log(1 − DII (GII (z + dI )))] (3)

Fine-tuning Feature Extension Module. As shown in Fig. 4. The feature extension
module is the prepositive input module of the teacher model MT

G . Based on I lead data,
the feature extension module is tuned by knowledge of teacher modelMT

P .MT
G contains

abundant ECG knowledge we want to capture. So in this work its parameters is frozen
and only the feature extension module is fine-tuned. Optimizer and learning rate are the
same as before. The loss function is given in Eq. (4). α is loss weight factor and T is
distillation temperature.

LKD(ME) = αT 2 · KL(
Qτ
S ,Q

τ
T

) + (1 − α) · CE(QS , ytrue) (4)

1-lead 
ECG

layer 2

Local Model (tf_efficientnet_b8)

Global Model (dm_nfnet_f2)

softmax

softmax soft label

soft label

KLDiv
Loss 

hard 
label 

(5000,12)

(1,5000) layer 1 layer n

layer 2layer 1 layer n

Fig. 4. Fine-tuning feature extension module.

3.3 Knowledge Distillation

As shown in Fig. 5, teacher modelMT
G , teacher modelMT

P and feature extension module
ME have been built. Student modelMS

P is trained under guidance of two teacher models.
Let Dp denotes a private data set, which is collected from portable devices.

Dp = {
Dpi |1 < i < N

}
Dpi = {xi, yi} (5)

As shown in Eq. (5), Dpi is the i-th data tuple. xi represents the i-th ECG data, and
yi indicates the type label. Dp is the input of teacher modelMT

G , teacher modelMT
P and

student model MS
P respectively. Three loss functions loss1, loss2 and loss3 are defined

as Eq. (6), where KL stands for KL divergence and CE stands for Cross Entropy loss.

loss1 = KL
(
Qτ
MP

,Qτ

MT
G

)

loss2 = KL
(
Qτ
MP

,Qτ

MT
P

)
(6)

loss3 = CE
(
Qτ
MP

, yi
)
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Fig. 5. Structure diagram of knowledge distillation.

As shown in Eq. (7) lossp denotes the difference between output of student model
MS

P and true label. ω1, ω2 and ω3 are weight parameters. T1, T2 and T3 are distillation
temperature.

LossP = ω1T
2
1 · loss1 + ω2T

2
2 · loss2 + ω3T

2
3 · loss3 (7)

We transfer knowledge of teacher model to student model via distillation technology.
To resolve the problem of different dimensions, a feature extension module is designed.
Then two kinds of teachermodels is used to ensure the performance ofmodel distillation.
Therefore, the trained personalized model achieves better generalization on Portable
ECG data.

4 Experiments Evaluation

4.1 Datasets Description

We collect a clinical ECG dataset from primary medical institutions for experiment eval-
uation. ECG data generates from portable devices of the left and right limbs. Sampling
time is 10 s. Sampling frequency is 500 Hz. Figure 6 shows samples of normal and
abnormal ECG data. Abnormal ECG data exhibits more high frequency and low inten-
sity shaking. There are totally 3518 samples. The specific cases distribution is shown in
Table 2.

In addition, we collected part of 12-lead ECG data for GAN network training, and it
is collected by GE facilities. Sampling frequency is 500 Hz. Sampling time is 10 s. Each
lead contains 5000 measurement levels. There are about 100,000 samples. Batch size is
set with 64. w1, w2 and w3 are set with 0.3, 0.3 and 0.4. T1, T2 and T3 are set with 0.9,
1 and 0.95. Learning rate is set with 1e-5. These parameters are optimal selected under
various evaluations.
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Table 2. Cases distribution in general hospitals and children’s hospitals.

Case General hospital

Sinus bradycardia 173

Sinus tachycardia 115

Sinus rhythm 1764

Sinus arrhythmia 72

Atrial flutter 39

Atrioventricular block 39

Atrial premature beats 57

Ventricular tachycardia 11

Ventricular premature beats 40

Normal electrocardiogram 1208

Fig. 6. ECG data samples.

4.2 Experimental Environment

Experiments are conducted on the Jiutian platform provided by China Mobile CMCC.
It provides GPU cloud services with TeslaV100, E5-2640V4 CPU, 128GB DRAM
memory. The deep framework are Tensorflow 2.3.1 and Keras 2.4.3.
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4.3 Evaluation Criteria

We use standard accuracy, precision, recall and F1 to evaluate the performance of the
proposed method. As shown in Eq. (8), TP indicates the number of positive samples
correctly classified. TN indicates the number of negative samples correctly classified.
FP indicates the number of negative samples that are misclassified as positive samples.
FN indicates the number of positive samples that are misclassified as negative samples.

Accuracy = TP + TN

TP + TN + FP + FN

Precision = TP

TP + FP

Recall = TP

TP + FN
(8)

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall

4.4 Feature Extension Evaluation

Figure 7 shows the comparison between I lead and V1 lead. V1 lead data and I lead data
are demonstrated in red and blue curves.

Fig. 7. Comparison of I lead data and V1 lead data.

Figure 8 gives the comparison of V1 lead data and generated lead data. Red curve
denotes V1 lead data, and blue curve represents lead data generated by GANs (We adopt
a bidirectional Long Short-Term Memory the backbone [20]). It can be seen that the
performance of generated data is extremely excellent. The basic waveform rhythm is
most similar. But there is still gaps in some graphic details. So it is necessary to be further
improved by teacher models MT

G and MT
P .

Fig. 8. Comparison of V1 lead data and generated lead data.
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4.5 Comparative Experiment

Table 3 gives the evaluation results of different models. Table 4 shows the evalua-
tion results of different models with adaptive distillation. There are 3519 samples from
primary medical institutions. 519 samples are used for evaluating, and 3000 samples
are used for training. efficientnet_lite0 and mobilenetv3 are adopted as simple models.
The evaluation result of mobilenetv3 is better than efficientnet_lite0, and its accuracy,
recall, precision and F1 reach 64.32%, 60.28%, 60.29% and 49.54%. We adopt effi-
cientnet_b1_pruned as the model pruning method. Its accuracy, recall, precision and
F1 can reach 71.14%, 73.36%, 70.18% and 68.22%. resnest200e, tf_efficientnet_b8,
repvgg_b2 and gluon_senet154 are complex models. Their accuracy, recall, precision
and F1 increase gradually.We add the adaptive distillation structure to above lightweight
models.

Table 3. Comparison of evaluation results under different models.

Model Best
acc

Best recall Best precision Best
F1

Param count

efficientnet_lite0 62.32% 61.58% 59.99% 48.29% 4.65

mobilenetv3 64.32% 60.28% 60.29% 49.54% 5.48

efficientnet_b1_pruned 71.14% 73.36% 70.18% 68.22% 6.33

resnest200e 80.35% 78.76% 79.28% 79.30% 70.2

tf_efficientnet_b8 82.15% 79.33% 80.98% 80.50% 87.41

repvgg_b2 83.11% 80.23% 81.15% 81.23% 89.02

gluon_senet154 85.33% 82.12% 83.21% 83.45% 115.09

Table 4. Comparison of results under different models with adaptive distillation.

Model Best
acc

Best
recall

Best precision Best
F1

Param count

efficientnet_lite0 + adaptive
distillation

65.35% 62.55% 60.93% 49.33% 4.65

mobilenetv3 + adaptive
distillation

67.48% 61.38% 61.32% 50.56% 5.48

efficientnet_b1_pruned + adaptive
distillation

81.24% 80.35% 79.16% 78.25% 6.33

gluon_senet154 85.33% 82.12% 83.21% 83.45% 115.09
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As shown in Table 5, the proposed method is generally better than the models
without adaptive distillation. Although efficientnet_b1_pruned is simple model, its
performance is close to gluon_senet154. Its accuracy, recall, precision and F1 can
reach 81.24%, 80.35%, 79.16% and 78.25%. Correspondingly, the parameter count of
gluon_senet154 is 115.09M. Its accuracy, recall, precision and F1 can reach 85.33%,
2.12%, 83.21% and 83.45%. In consideration of parameter scale and performance of
model, efficientnet_b1_pruned + adaptive distillation is preferred.

Table 5. Comparison with traditional methods.

Method Best acc Best recall Best precision Best F1

Lightweight schema 72.32% 70.53% 71.42% 70.78%

Model pruning 72.22% 74.98% 73.33% 75.69%

Model distillation 79.58% 78.97% 79.45% 79.23%

Adaptive model distillation 82.33% 81.12% 80.23% 81.11%

Table 5 shows the comparison results with some traditionalmethods. The lightweight
scheme takes up less resources, but the performance is not good. Model pruning gets
a little better than lightweight schema. Model distillation makes great progress, and
its accuracy, recall, precision and F1 can reach 79.58%, 78.97%, 79.45% and 79.23%.
The proposed adaptive model distillation method achieves significant improvements. Its
accuracy, recall, precision and F1 can reach 82.33%, 81.12%, 79.23% and 79.11%.

Fig. 9. Traditional methods versus the proposed method.

Figure 9 demonstrates the evaluation results with 4 traditional methods. x-axis repre-
sents the training epochs, and y-axis represents the F1 value. m1, m2, m3 and m4 denote
lightweight schema, model pruning, model distillation and adaptive model distillation.
It shows that m4 obtains optimal performance at about 16 epochs.
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Fig. 10. Traditional method versus the proposed method in some symptoms.

Figure 10 shows the results of some symptoms,which display dissimilar distributions
greatly. The x-axis represents the training epoch and the y-axis represents the F1 value.
m1, m2, m3 and m4 denote lightweight schema, model pruning, model distillation and
adaptive model distillation degree. It can be seen that m4 keeps more stable and smooth
in training phase. At the same time, m1 and m2 show low efficiency. m4 is faster and
it obtains optimal performance at about 16 epochs. Above all, the proposed model
knowledge distillation based method outperforms the referenced methods.

4.6 Ablation Study

As shown in Table 6. Ablation experiments are conducted on a variety of deployment
modes, including mobilenetv3, mobilenetv3 + distillation and mobilenetv3 + adaptive
distillation. The performances of model evaluation under different deployment modes.

Table 6. Comparison of model evaluation under different deployment modes.

Deployment mode Avg acc Avg recall Avg precision Avg F1

mobilenetv3 64.32% 60.28% 60.29% 49.54%

mobilenetv3 + distillation 77.54% 71.55% 76.57% 74.33%

mobilenetv3 + adaptive distillation 80.35% 78.76% 79.28% 79.30%
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Mobilenet is a mobile model proposed by Google. Its kernel module is depthwise
separable convolution, which not only reduces calculation complexity of model but also
greatly compresses the size of model. mobilenetv3 introduces the SE structure on the
basis of mobilenet, and it has less parameters. Its accuracy, recall, precision, and F1
can reach 64.32%, 60.28%, 60.29% and 49.54%. mobilenetv3+ distillation is a general
distillation structure. Its accuracy, recall, precision, and F1 can reach 77.54%, 71.55%,
76.57%and 74.33%.mobilenetv3+ adaptive distillation introduces knowledge of teacher
models by feature extension module. Its accuracy, recall, precision, and F1 can reach
80.35%, 78.76%, 79.28% and 79.30%. The classification effect of the model has been
significantly improved.

5 Conclusions

Deployment schemes of lightweight models are generally adopted on portable devices
to adapt to their limitations in computing and storage. But the lightweight model is
difficult to achieve the evaluation effect of the complex model because of the parameter
scale. In this case, an ideal solution is to distill the ECG knowledge of the complex
model into the lightweight model through the knowledge distillation, so that the small
model can also obtain the diagnostic effect of the complex model. However, because the
data scale of the portable device is small, the diagnostic capability of the teacher model
of the portable device still can’t meet the requirements of initial diagnosis. Therefore,
this paper proposes a novel adaptive model compression approach based on knowledge
distillation. Single lead data can match the static ECG model via the feature extension
module which simulates other lead data through generative adversarial network. To train
the simplemodel,multi-level knowledge distillationmode is adopted, and the knowledge
contained in the single lead of ECG model and 12 leads of complex model is distilled
into the lightweight model. Experiment evaluations show that the performance of the
proposed model can be significantly improved.
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