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Abstract. Magnetic field fingerprinting has been an interesting topic in
indoor localization researches because of its advantages of being ubiqui-
tous, energy-efficient and infrastructure-free. Most existing indoor mag-
netic field-based positioning methods use the raw three-dimensional mag-
netic field strength obtained by the magnetic sensor built in smartphones.
However, they have to overcome the problem of ambiguity that originates
from the nature of geomagnetic data, especially in the large-scale envi-
ronment. In this paper, we first expand the dimension of magnetic data
elements, and a sliding window mechanism is designed to construct mag-
netic sequence fingerprints to increase the distinguishability of magnetic
field fingerprints. Moreover, an accurate indoor positioning model com-
bining the advantages of one-dimensional convolutional neural network
and long short-term memory network is designed to automatically learn
the mapping between ground-truth positions and magnetic sequence fin-
gerprints. To demonstrate the effectiveness of our proposed method, we
perform a comprehensive experimental evaluation on three real-world
datasets, and the results show that the proposed approach can remark-
ably improve positioning performance compared with other methods.

Keywords: Indoor localization - Magnetic field - Magnetic sequence
fingerprints + Smartphone - Deep learning

1 Introduction

With the rapid development of mobile technology, accurate and pervasive location-
based service significantly facilitates and enriches daily life. The proliferation of
modern smartphones and their wide usage in daily life motivate the rapid devel-
opment of LBS (Location-Based Services) that could provide precise location
information for the user, both outdoor and indoor. The outdoor location can be
obtained by GPS (Global Positioning System) with high accuracy. However, its
signals cannot cover many indoor scenarios, such as shopping malls, libraries, and
museums. Therefore, indoor localization has become a hot research area.

In order to achieve robust meter-level accuracy of indoor location-based ser-
vices, many types of indoor positioning methods have been proposed, including
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Bluetooth [12], Wi-Fi [15] and CSI (Channel State Information) [11]. Unfor-
tunately, these positioning signals have inherent limitations: Bluetooth-based
positioning requires extra infrastructure; Wi-Fi-based positioning can only pro-
vide rough location estimation due to its signal fluctuation; CSI can provide
high precision positioning only in a small-range environment because it needs to
sample a large number of dense training points.

Magnetic field-based indoor localization has been actively studied in recent
years since its signal is ubiquitous, and it incurs almost no additional energy con-
sumption and requires no extra infrastructure. In addition, researchers find that
the magnetic field strength (MFS), determined by the geomagnetic field and build-
ing’s iron structures such as steel frames and electrical appliances, is sufficiently
stable in indoor environments [4]. So far, various indoor localization approaches
(see Sect. 2 for a review) have been presented that take advantage of magnetic
field data to locate a person in the indoor environment. However, existing mag-
netic field-based positioning methods using smartphone are limited by two fac-
tors. First, the magnetic field dataset collected from smartphones is a collection of
three-dimensional vectors with great ambiguity, especially in a large-scale indoor
environment with a similar structure. Second, the existing magnetic field-based
positioning models cannot effectively extract enough features from raw magnetic
sequence data.

In this paper, we propose an accurate magnetic field-based indoor localization
system with a hybrid neural network that combines a one-dimensional convolu-
tional neural network (1D-CNN) and a long short-term memory (LSTM) net-
work. In order to reduce the ambiguity and improve the uniqueness of magnetic
field fingerprints, we expand the raw three-dimensional magnetic data elements
to five-dimensional. In addition, we observed in the experiment that although
the magnetic field strength may fluctuate at a point, the magnetic sequence of
the same path has the same trend. Therefore, a sliding window mechanism is
designed to construct the magnetic sequence fingerprints (MSFs) based on the
transformed magnetic data elements. In order to obtain the optimal positioning
model, we divide the model training into two steps: the Adam optimizer first
to converge the model quickly and then the stochastic gradient descent (SGD)
optimizer to make the model better.

The contributions of this research can be summarized as follows.

1. An indoor localization model called CNN-LSTM is proposed that combines
the advantages of 1ID-CNN and LSTM and uses magnetic field fingerprints
alone to realize localization in the indoor environment.

2. A novel fingerprint construction method is devised, which first expands the
dimension of magnetic data elements and then uses a sliding window mecha-
nism to construct magnetic sequence fingerprints.

3. The proposed approach is tested on three real-world datasets, and experimen-
tal results show that the proposed positioning method significantly surpasses
the existing approaches in terms of mean positioning error and cumulative
error distribution.

The remainder of the paper is arranged as follows. Section 2 surveys related
work on indoor positioning with the magnetic field or deep learning. Section 3
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provides our proposed system architecture, data collection and preprocessing,
MSF's construction. The detailed process of the proposed positioning model is
described in Sect.4. And Sect.5 describes how the experimental campaign was
set and conducted, and results analysis. Section6 concludes the paper. Some
related acronyms are listed in Table 1.

Table 1. List of important abbreviations in alphabetical order

Abbr. | Definition Abbr. | Definition

1D One-dimensional CNN | Convolutional Neural Network
LSTM | Long Short-term Memory MFS | Magnetic Field Strength

MSF | Magnetic Sequence Fingerprint | RNN | Recurrent Neural Network

2 Related Work

The request for pervasive indoor LBS (Location-Based Services) has spurred the
development of efficient indoor positioning techniques. In this section, we mainly
review two types of indoor localization systems, i.e., magnetic field-based and
deep learning-based systems.

Earth magnetic field has been proven to be useful in indoor positioning
because it is natural and ubiquitous. After Suksakulchai [14] realized that the
magnetic field disturbances could be used for indoor localization, Chung et al. [5]
and Grand et al. [8] used the magnetic field signal as fingerprint for indoor local-
ization. In order to make better use of the information of the magnetic field,
different magnetic field features (e.g., kurtosis, mean and slope) were tested to
achieve room-level accuracy [7]. The work [6] studied the magnetic field inten-
sity and direction distribution features for constructing magnetic maps. The
improved work [13] proposed a feature distinguishability measurement technique
to evaluate the performance of different feature extraction methods for mag-
netic fingerprints. Unfortunately, the study [3] found that the magnetometers in
smartphones are vulnerable to a few factors such as user’s postures and walk-
ing speed, which causes the magnetic field strength corresponding to a location
often shift in time or exhibit local distortions, thus greatly limits the positioning
performance of existing methods rely on raw magnetic field strength.

Recently, many researchers use deep learning technology for indoor position-
ing to improve positioning accuracy. There are three types of deep networks
used for indoor localization, including deep autoencoder networks, deep convo-
lution neuron networks (CNN), and LSTM networks [18]. DeepFi was the first
work based on autoencoder to use CSI amplitudes for indoor positioning [16].
Moreover, deep autoencoder networks-based indoor localization systems with
Bluetooth Low Energy (BLE) [20] and Wi-Fi [1] have also been proposed. CiFi
was the first system that incorporated a deep CNN for indoor localization [17].
Immediately afterwards, AMID [10] utilized a convolution neural network (CNN)
for analyzing magnetic field features and a multi-layer perceptron (MLP) for
magnetic landmark classification. In addition, MINLOC [2] designed multiple
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CNN models combining with a voting mechanism to improve positioning perfor-
mance. The proposed DeepML [19] system was the first to employ deep LSTM
with magnetic and light bimodal data for indoor localization. In order to save
the workforce, in reference [4], Chiang et al. built a robotic platform for magnetic
field data collection, and they studied some data augmentation mechanisms to
facilitate the RNN-LSTM model for improving the positioning accuracy. How-
ever, many of the above-mentioned works require a large amount of data for
training to predict user position. Additionally, heterogeneous smartphones and
the different walking speeds of users reduce the scalability of these methods.

We, therefore, seek to minimize those drawbacks by using magnetic data
combined with deep learning to better perform indoor localization. First, a novel
fingerprint construction method is proposed to construct MSFs with high dis-
tinguishability, and then these MSFs are used to train the CNN-LSTM model
to predict the user location accurately. Furthermore, our system has good scal-
ability, because it has achieved considerable positioning performance in three
different typical experimental environments, using different smartphones, and
with different walking speeds of users.

3 System Architecture

3.1 General Overview

The architecture of the proposed indoor positioning system is presented in Fig. 1.
The main processes of the system contains magnetic data collection and prepro-
cessing phase, model training phase and online localization phase. The details
of these phases are described in the Sect. 3.2, Sect. 3.3 and Sect. 4.
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Fig. 1. The indoor positioning system architecture
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3.2 Magnetic Data Collection and Preprocessing

The magnetic data collection and preprocessing process consists of data collec-
tion, magnetic data elements expansion, magnetic sequence data scaling, noise
reduction, and data normalization.

Magnetic Data Collection. There is a large error in the point-based posi-
tioning due to the following two factors: 1) the MFS at a given indoor location
is a 3-D vector in space that varying similarly with near location; 2) different
orientation or postures of mobile phone lead to different MFS readings at the
same location. Moreover, we collected three magnetic sequences for the same
space trajectory at different times, which are shown in Fig. 2. We could observe
that there may be some shifts in the magnetic sequence at different times, but
the changing trend is basically the same. Therefore, this study adopts a fast con-
tinuous collection method to collect magnetic sequence data on multiple paths
in the indoor environment, which can well reflect the distribution of the indoor
magnetic field and has good uniqueness. Figure3 shows the procedure of the
collection of magnetic data on an indoor path. The distance between every two
reference points on the experimental path is 0.5 m. Since the sampling frequency
50Hz and the walking speed is 1m/s, the magnetic sequence between the two
reference points includes 25 magnetic data.
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Fig. 2. Three magnetic sequences of the same space trajectory at different times
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Magnetic Data Elements Expansion. As shown in Fig. 4(a), the magnetic
field information collected by the smartphone is represented by three-axis data
(M, My, M.). When we synthesize them, we can represent the rich magnetic
field information, e.g., total magnetic field strength M,,. and horizontal com-
ponent M,,. The magnetic data obtained by the built-in magnetic sensor of the
smartphone is based on the device coordinate system of the mobile phone, and
the direction of the mobile phone held on the user is arbitrary in the walking,
so the device coordinate system is changing. This study converts the measured
magnetic data from the device coordinate system to the world coordinate sys-
tem which is fixed (Their definitions are shown in Fig. 4(b) and Fig. 4(c), respec-
tively.). The triaxial component (M, Mz;, M) of the magnetic field in the world
coordinate system is obtained. These elements can be calculated by the Eq. (1):

Myy = /M2 + M2,

M, M,
M, | =R M, |, (1)
M. M,

Myy, = \/ M2+ M2+ M2

where (M, M,, M,) represents the three-dimensional magnetic field strength
obtained by the smartphone’s magnetic sensor, (M;, Mg;, M;) represents the
three-dimensional magnetic field strength under the world coordinate system. R
represents the rotation matrix from the device coordinate system to the world
coordinate system, which can be obtained by the function “getRotationMatrix”?
in the application programming interface (API) for Android application devel-
opment.

However, the selection of magnetic data elements greatly influences the res-
olution of the MSF's, which determines the positioning performance. Moreover,
we have learned that the original three-dimensional magnetic data elements
(M, M,, M) are orientation-dependent of the smartphone, but the total mag-
netic field magnitude M, is stable and orientation-independent of the smart-
phone. Therefore, this study uses five-dimensional magnetic data elements (Mg,
M., M?;, M;, M,y-) (Because the value of the Mﬁ,; component is always close
to 0, it is discarded.) that are not affected by the orientation changing of the
smartphone and are highly distinguishable.

Magnetic Sequence Data Scaling. The magnetic signal is sampled sequen-
tially while walking of the user, but different walking speeds produce different
number of magnetic field data on the same experimental path. This feature may
bring a lot of magnetic sequences with different lengths. However, all magnetic
sequences fed into the positioning model are required to have the same length.

1 See the help document of Android developer.http://developer.android.com/
reference/packages.html..
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(a) Information of the mag-(b) Device coordinate system (¢) World coordinate system
netic field

Fig. 4. Information of the magnetic field and the definition of coordinate systems

Therefore, user speed is one of the main issues when using a sequence fingerprint
for indoor localization.

In this study, we use interpolation and deletion for getting the same number of
magnetic field data at different walking speeds. For magnetic sequences obtained
in fast walking, we propose an interpolation algorithm named Neighbor Average
Interpolation, as shown in Algorithm 1. For magnetic sequences obtained in slow
walking, we delete redundant data in the magnetic sequences at an equal interval
d. This interval d is calculated by Eq. (2).

ls
d= 2

p— (2)
where g and [y are the length of magnetic sequence collected at slow speed and
normal speed, respectively.

Noise Reduction. Low-quality magnetometers built in smartphones produce
a lot of noise. To reduce the noise, we use a smoothing filter (Median Average
Filtering) with a particular window size, and the window size is 25 (Because the
magnetic sequence between the two reference points includes 25 magnetic data.).
Median average filtering is a combination of arithmetic average filtering and
median filtering, whose principle is to remove a maximum value and a minimum
value from the data in the window and then average the remaining data.

Data Normalization. In this paper, we adopt Min-Max normalization, which
is formulated by Eq. (3), to convert the input data to the range of 0 to 1.
Znor = _ AT Pmin__ (3)
Zmaz — Fmin
where z,or, 2, Zmaz and Zpyn represent normalized data, data, maximum and
minimum, respectively.
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Algorithm 1. Neighbor Average Interpolation

Input: [n: The length of magnetic sequence collected at normal speed; Ir: The length
of magnetic sequence collected at fast speed; S = {S1, ---, Si, -+, St }: Magnetic
sequence collected at fast speed.

Output: S: Normal magnetic sequence.

1: Initialization: S « 0

2: num < Iy —lrp //Number of interpolation.

3: ws «— lp/num //Calculate the size of window.

4: sump <« 0, sumgr < 0 //Save the sum of the magnetic data in the window.
5: for ¢ =1 to num do
6
7
8

//Calculate the sum of the magnetic data in the left window.
sumr < 3250 41 Si
//Add the magnetic data in the left window to S.
9:  Add {S(i—1)ews i1y Sivw, } to S
10: 8126 — Wy
11:  //Judge whether the right window exceeds the range of the sequence.
12: if (i4+1)*ws > lp then

13: //Calculate the sum of the magnetic data in the right window.
14: sump «— Zif:i*ws“ Sk

15: size — lp — (i % ws)

16: else

17: SUMR chl;l*)uiuh Sk

18:  end if ‘

19: avg < (sumg, + sumg)/(ws + size)

20: Add avg to S //Take the average as a new interpolation and add it to S.
21: end for
22: return S

3.3 Magnetic Sequence Fingerprints Creation

The essential quality of a fingerprint is its distinguishability or uniqueness.
Increasing the length of the magnetic sequence to represent a location will
increase the uniqueness, but it will boost the localization time which affects
the real-time performance of the positioning system. On the other hand, smaller
length reduces the time but affects the fingerprint uniqueness and ultimately
degrades the localization accuracy. Hence, a proper fingerprint size is very crit-
ical. We analyzed the magnetic sequences with different lengths to ensure that
MSFs can reach sufficiently distinguishable and found that MSFs are distin-
guishable with the length of 75 (Each MSF includes 3 reference points, and each
reference point contains 25 magnetic data.).

Figure 5 shows that comparison of MSFs with different lengths of 25, 50, 75,
and 100 in four adjacent positions (Py, Py, P3, Py). It can be observed that MSFs
with the length of 25 are almost similar and make the distinction very difficult.
It is clear that the MSF's of P; and P, become dissimilar, but the MSFs of P;
and P, look almost identical when the length is 50. They become distinguishable
with the length of 75. Therefore, we use MSF's with the length of 75 to train the
CNN-LSTM model used in our study.
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Fig. 5. Comparison of MSFs with different lengths in four adjacent positions

In this paper, we design a sliding window to cut the magnetic sequences in
the same length for every position label. Figure 6 shows an example of how the
MSFs creation process. In detail, the magnetic data elements value of the refer-
ence points in each sliding window are concatenated sequentially to construct a
magnetic sequence, which is labelled by the location coordinates of the endpoint
(see the Example in the Fig.6). Moreover, the size of the sliding window is 75,
and the sliding step is 25.

Example
MSF 1 MSF n-2

‘ mi Mis1
Lof[tif2]3]) - [aslf2] ot[n ] w10

‘ ‘ My61 My 5
MSF 2 MSF n-1 MSF1=| : ; } 1

Ms0_1 Mso_ 5

Msy 1 Mgy 5
my 1 m; g H i ]» 2
‘n Reference Point: <(x, y,). Sn:[ : ]> M75.1 Mmys sl -

Fig. 6. The magnetic sequence fingerprints creation process
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4 Positioning Model

This section clarifies our proposed positioning model. The details of model archi-
tecture, model training and model testing processes are explained.

4.1 Model Architecture

LSTM is an improved recurrent neural network (RNN), which is suited to han-
dle time-series data and capture the long-term dependencies in the data series.
LSTM not only inherits the most characteristics of RNN models but also solves
the problems of exploding or vanishing gradients found in RNN [9]. However,
magnetic sequence data are easily affected by the surrounding environment,
resulting in noise, making it difficult for a single LSTM network to locate users
accurately using the raw MSFs. Fortunately, one-dimensional convolutional neu-
ral network (1D-CNN) can be well applied to the time series analysis of sensor
data (e.g., magnetometer or accelerometer data). Therefore, in our study, we
propose a CNN-LSTM model, which combines the advantages of 1D-CNN and
LSTM. The architecture of our proposed positioning model is shown in Fig.7.
And it is composed of three parts, the CNN part, the Deep LSTM part and the
Prediction part.

“ | Dense

LSTM LSTM LSTM 256
128 ,

ConvlD
> MaxPooling1D

@) ReLU Activation Function

Flatten; Output

000 ) Location X
_ ¢>|:>

CNN Deep LSTM Prediction

Fig. 7. The architecture of our proposed positioning model

1) CNN Part
As shown on the left side of Fig. 7, the CNN part uses a one-dimensional con-
volution layer with 128 filters to extract complex patterns from the inputted
MSFs, followed by a ReLU activation function to add nonlinearity, and then
a MaxPoolinglD layer for reducing data size. Finally, the flatten layer unfolds
the acquired multiple dimensional features into one dimension to be used as
the input of the deep LSTM.
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The theory of the CNN part is formulated by Eq. (4) and the process is shown
in Fig. 8.
z; = Maxpoolingl D(ReLU (Ws; + b)) (4)

where s; and z; are the input and output of the CNN part, respectively, W
and b are the weight and bias vectors of the convolution layer, ReLU(e) is
the rectified linear unit, which is the activation function defined as

ReLU(x) = {f) vz 8 (5)

The ReLU(e) function has the advantages of sparse representation, high gra-
dient propagation efficiency and low computational complexity. And Max-
poolinglD is the pooling operation, which leverages a max filter to filter the
sub-regions of the initial feature map and takes the most obvious feature of
that region, creating a new output feature map.

activation function maxpooling  concatenate flatten
. A A
convolution l J 1
v
A 4 128 feature maps 128 feature maps 128 feature maps feature vector
- 74 x 1 37x1 concatenated together 4736 x 1
Input matrix 128 filters to form a feature matrix
75 %5 2x5 37 x 128

e

.
.
:

R —
.
.

-H"AI\/
.
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\ S _p .
BEEE E omitted vectors

T 7 o e

Fig. 8. The process of the CNN part

2) Deep LSTM Part
As shown in the middle of Fig. 7, the deep LSTM part including three LSTM
layers and each LSTM layer is followed by a ReLLU activation function to add
nonlinearity. And what needs to be explained is that each LSTM layer has
128 neurons.
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The key idea of LSTM is to use the forget gate to decide what information
to be removed and use the input gate to determine what information to be
added to the cell state. As shown in Fig.9, the LSTM model comprises the
time-series input xy, cell state C;, temporary cell state Cy, hidden layer state
hy, forget gate f;, input gate i;, and output gate o;. The first step in LSTM
is to decide what information to be thrown away from the previous cell state
Cy_1. This action is achieved by the forget gate which is formulated by

fe=0(Wg-[hi_1,2¢] + by) (6)

where o(z) = 1/(1 + e *) is the sigmoid function with outputs in [0,1].
Therefore, the value of f; close to 0 means to throw away all information,
while close to 1 means to retain all information. Then, we want to determine
what information we would store in the cell state Cy. This procedure can be
done by the input gate, which is defined as

iy = 0(Wy - [he—1,2¢] + by)

~ 7
Ct = tcmh(WC . [h,tfl, (Et} + bc) ( )

where tanh(z)

= (e — e ®)/(e” 4+ e~ %) is the hyperbolic tangent function
with outputs in [-1

,1]. After that, we could calculate a new cell state C; by

Ci= fi*xCiq +it*ét (8)

Finally, we could update the hidden layer state h; through the output gate,
which can be calculated by

0y = U(Wo : [ht—lazt] + bo)
he = oy x tanh(Cy)

where W terms denote the matrices of weights, b terms denote the bias
vectors.

Prediction Part

As shown on the right side of Fig. 7, the prediction part includes one dense
layer with 256 neurons, a ReLU activation function and one output layer.
As shown in Fig. 10, each layer in the prediction part has a large number
of neuron nodes, and each neuron node is fully connected to all nodes in
the next layer. The purpose of the dense layer is to gain the relationship
between the previously extracted features through nonlinear changes in the
dense layer and finally map them to the output space. Therefore, the function
of the prediction part is to convert the output of deep LSTM into the location
coordinates of the user.

9)

4.2 Model Training

In

this paper, the training on the proposed positioning model is carried out

using the MSFs. In order to improve the generalization ability of the model,
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Output of
the LSTM Dense layer Output layer

—* Xp

— Yo

Cell State

Fig. 9. The structure of LSTM Fig.10. The structure of the predic-
tion part

we divide the collected data (We collect 230 samples (Each sample includes
25 magnetic data.) for every reference point on each experimental path.) into a
training dataset and a validation dataset, train the model on the training dataset
and validate the model on the validation dataset, where the training dataset
accounts for 90% and the validation dataset accounts for 10%. Furthermore, the
model training process is divided into two steps to find the best hyperparameters
of the model. First of all, the Adam optimizer is used to train the model to reduce
the training loss fast so that the model converges quickly. Next, the fine-tuned
SGD optimizer is used to train the model for making the model better.

4.3 Model Testing

In the online testing phase, newly collected magnetic field data (We collect 26
samples (Each sample includes 25 magnetic data.) for every reference point on
each experimental path.) from a smartphone are first processed in the data
preprocessing module. Then the newly MSFs are constructed and fed into the
trained positioning model for testing the performance.

5 Experiments and Results

In this section, the evaluation of the proposed system is demonstrated. The
experiment setup is first described. Then, we explore and evaluate the perfor-
mance of the proposed indoor localization technique. Finally, we compare our
presented solution with other positioning methods.

5.1 Experiment Setup

We developed an android application with Android Studio 4.0.1 on the smart-
phone (Mi 10 Youth, Beijing, China) for data collection. The Mi 10 Youth is
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equipped with an AK(0991X 3-axis magnetic field sensor, and its sampling fre-
quency are set 50 Hz throughout all the experiments.

Experiments have been conducted in three buildings of a university campus
which are shown in Fig.11(a), Fig.11(b) and Fig.11(c) separately. The first
building is the student laboratory, whose dimensions are 8x5m?. The second
building is the science building, 60m long and 20m wide, with a 2.4-m-wide
corridor. And the third building is the student dormitory, whose dimensions
are 75x50m?, and it contains an ambulatory that is approximately 1.8 m wide.
What needs to be explained is that the green line represents the experimental
path, and the red dot represents the reference point. And the total number of
reference points in the three environments is 70, 480, and 474, respectively.
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dent laboratory ing dent dormitory

Fig. 11. The layout of three environments

5.2 Localization Performance Exploration

The key to fingerprint-based indoor location is the identifiability of fingerprints.
In this paper, we explore the influence of magnetic data elements and sequence
length on the identifiability of MSFs.

Optimal Component of Magnetic Sequence Fingerprint. In this paper,
we divided the magnetic data elements into three types of combinations and
carried out experiments.

e Classl: (M,, M,, M,)
o (Class2: (M;,M;Mmyz)
o Class3: (Mmy,szM;,M;aszz)

Figure 12 shows the cumulative distribution function (CDF) and mean dis-
tance error of localization errors under different types of MSF in the three exper-
imental environments. Observing the results, we can find that the positioning
performance can reach the best when the MSF is composed of five-dimensional
magnetic data elements (Mg, M, Mz//’ M;, M)
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There is no surprising that the MSFs composed of original three-dimensional
magnetic data elements (M, M,, M,) have poor positioning accuracy, because
raw magnetic readings are highly orientation-dependent. Although, the MSF's
composed of the transformed magnetic data elements (M;NM;,MIW) have
a good feature is that independent on the orientation of the mobile phone.
Unfortunately, this kind of MSF contains few features leading to low distin-
guishability, reducing positioning accuracy. To sum up, the MSFs composed of
five-dimensional magnetic data elements (Mg, M., M;J, M;, My,.) are optimal,
which are orientation-independent of the mobile phone and have high distin-
guishability.
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Fig. 12. Positioning performance of different types of magnetic sequence fingerprints
in three experimental environments(Lab, Corridor and Ambulatory)

Optimal Length of Magnetic Sequence Fingerprint. In this section, we
evaluated the influence of MSF with different lengths on positioning accuracies.
We carried out experiments on MSFs with lengths of 25, 50, 75, and 100. And
the mean distance errors in the three experimental environments are shown in
Fig. 13. From this figure, we observe that the positioning performance increases
gradually when the MSF length increases from 25 to 75 and then drops when
the MSF length is greater than 75. Therefore, the best results are 0.26 m for lab,
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0.64 m for corridor and 0.94 m for ambulatory when the MSF length equals to 75.
Another observation is the mean positioning error degrades significantly when
the MSF length is shorter. This is no surprising that since there are few magnetic
field data about each MSF, leading the advantage of sequence fingerprint-based
indoor positioning can be ignored. However, the mean positioning error also
degrades significantly when the MSF length is relatively large. The reason may
be that too much magnetic field data in each MSF, which leads to overfitting.

Mean Distance Error (m)

45 4.04

35
25
1.5

0.43 0.51
05 . 0.26
0 e

Lab Corridor Ambulatory

m25 m50 m75 w100

Fig. 13. Positioning performance of magnetic sequence fingerprints with different
lengths in three experimental environments(Lab, Corridor and Ambulatory)

5.3 Localization Performance Evaluation

In this paper, various experiments are performed to evaluate the performance of
the proposed indoor localization technique with two perspectives: how different
walking speeds of the user can influence the positioning performance; and the
effect of device diversity on positioning performance.

Impact of User Speed. In this section, we conduct experiments on the mag-
netic sequences obtained at three different speeds (Normal, Slow, Fast). Figure 14
shows the results obtained by the positioning model under different walking
speeds of the user in the corridor. In general, the proposed method has obtained
good results in terms of the mean localization error, i.e., 0.68 m for normal speed,
0.77m for slow speed, and 0.84 m for fast speed. And the results also reveal that
the positioning performance under slow speed is slightly better than that under
fast speed. The reason may be that more original magnetic field information can
be read at a slow speed.
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Fig. 14. Positioning performance under Fig. 15. Positioning performance of using
different walking speeds different smartphones

Impact of Device Diversity. In order to verify the influence of device diversity
on the proposed positioning model, we exerted three different smartphones (Mi
10 Youth, Galaxy S8 and Honor V10) to obtain magnetic information on the
same path in the corridor. The built-in magnetic sensors of these smartphones
are shown in Table2. And the result of Fig. 15 reveals that the effect of device
diversity on positioning performance is acceptable.

Table 2. Built-in magnetometer of different smartphones

Smartphones | Mi 10 Youth | Galaxy S8 | Honor V10
Magnetometer | AK0991X AK09916C | AK09918

5.4 Localization Performance Comparison

Based on the prediction accuracy results, we choose the best prediction model
for each test environment. To obtain the positioning error, we calculate the
Euclidean distance between reference points and predicted points. In order to
demonstrate the utility of our proposed model, we conduct the performance
comparison between our method and the existed works, such as RNN-LSTM [4]
and DeepML [19].

(1) The cumulative distribution function (CDF) of localization error

Fig. 16 plots the CDFs of the localization errors in the lab, corridor and
ambulatory, respectively. In the lab, as shown in Fig. 16(a), in 90% case, the
positioning errors of CNN-LSTM (our method) are less than 0.53 m, while
RNN-LSTM and DeepML are less than 1.13m and 2.01 m, respectively. In
the corridor, as shown in Fig.16(b), for over 80% of the test spots, the
errors of our method are less than 0.8 m. However, RNN-LSTM and DeepML
have errors of 1.77m and 1.14 m under the same experimental conditions. In
the ambulatory, as shown in Fig. 16(c), our scheme has a distance error of
0.88m for 70% of the test spots in this more complex indoor environment.
Meanwhile, the distance error of RNN-LSTM and DeepML is 1.02m and
1.2 m, respectively.
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Fig. 16. The CDFs in the different indoor environments

(2) Mean distance error

Fig. 17 gives the mean distance error obtained by the proposed algorithm
CNN-LSTM (our method), RNN-LSTM [4] and DeepML [19]. As shown in
the figure, in the lab, CNN-LSTM achieves the mean error of 0.26 m, which
outperforms RNN-LSTM and DeepML by more than 0.35 m and 0.57 m, and
the gain is about 57%, 68%, respectively. Moreover, in the corridor, the mean
error of our approach is 0.64 m, which is about 47% and 59% gain than RINN-
LSTM and DeepML, respectively. What’s more, in the ambulatory scenario,
which is a large-scale indoor environment with a similar structure, the mean
accuracy of our approach is 0.93 m, which is about 34% and 50% gain than
RNN-LSTM and DeepML, respectively.
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Fig. 17. The comparison of mean distance error
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6 Conclusion

This paper proposes an accurate indoor positioning system utilizing deep learn-
ing. It introduces a novel fingerprint representation scheme that firstly converts
raw three-dimensional magnetic field signals into five-dimensional and designs a
sliding window mechanism to construct MSFs. Compared with the existing posi-
tioning methods, our system designs a CNN-LSTM model, which combines the
advantages of 1D-CNN and LSTM. It can also automatically learn the mapping
between ground-truth positions and MSFs, which assures the achieving of high
positioning accuracies. The objective of the proposed method is to improve the
performance and robustness of magnetic field-based localization system. Exten-
sive experiments are performed to evaluate the performance of the proposed
approach. Results demonstrate that CNN-LSTM can localize a user within 0.9 m
with an accuracy of 70% under three experimental environments, different smart-
phones and different user speeds. For future work, we plan to further enhance
indoor positioning performance by the proposed magnetic sequence fingerprints,
and enable real-time indoor magnetic-based positioning by implementing our
method using cloud-edge-end cooperation architecture.

Acknowledgement. This work is supported by the National Key Research and Devel-
opment Program of China (2020YFB2104202).
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