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Abstract. Heterogeneous multi-core Network-on-Chip provides high-speed exe-
cution and performance to meet the heavy communication demands of the sys-
tem. However, the system power consumption and delay increase as the number
of cores rises. In this paper, we present KL_SA, a mapping scheme based on
the Kernighan-Lin (KL) and Simulated Annealing (SA) algorithms, aiming at the
mapping optimization problem on heterogeneous multi-core Network-on-Chip.
This scheme combines the advantages of the KL algorithm’s efficient partitioning
and the SA algorithm’s global search for optimal solution and improves the latter
in turn. Firstly, we divide the task using KL algorithm, with which result to initial
the mapping of the SA algorithm, solving the random initialization problem in the
SA algorithm, also increasing the likelihood of getting the optimal solution. Sec-
ondly, we do the mapping using the SA algorithm with memory function added in
the iterative process. In this way, the current best state is memorizedwithout losing
the current optimal solution when escaping from the local optimum, ensuring the
global optimal approximate solution obtained. Experiments show large savings
in the aspects of system power consumption and delay on the system with the
proposed mapping scheme compared to the existing mapping schemes.

Keywords: Network on chip · KL_SA algorithm · Mapping optimization ·
Global optimal approximate solution

1 Introduction

The emergence of Network-on-Chip (NoC) enables numerous processing units (also
known as IP cores) being integrated so as to provide a higher system performance.
While NoC contributes to a higher system performance with its speed-up execution,
it also brings the problem of energy consumption growth and delay increment. This
problem may reduce the life span of chip and affect the stability of chip’s operation
due to the limitation of chip area and heat dissipation capacity, which limits further
improvement of system performance. Thus, it is crucial to improve the energy efficiency
in NoC design.

In previous works, low-power, high-performance topology and routing algorithms
[1–3] have been designed to lower the NoC energy consumption. In recent years, the
study on NoC mapping algorithm with power consumption or delay as the optimization
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target has gained extensive attention from scholars and designers globally. Since the
communication cost among the NoC nodes is largely affected by the communication
distances between the nodes of NoC, it is desirable to design an effective NoC mapping
algorithm to reduce the average distance between nodes.

The task mapping problem is generally known to be a NP-hard problem [17]. The
widely-used method to solve this kind of problem in a reasonable amount of time is to
obtain near-optimal solutions using meta-heuristic algorithms, e.g. simulated annealing
[13–15]. Studies have shown that implementing an effectiveNoCmapping algorithm can
significantly reduce the overall power consumption of the system, and improve system
performance [4–6].

In addition, various analysis and heuristic algorithms for mapping optimization [7–
12] have been proposed. Alagarsamy et al. [13] proposed a mapping scheme with the
meta-heuristic search algorithm of SA and Tabu search (SAT) to analyze and opti-
mize the power consumption based on NoC system. Jiang et al. [16] devised a new fault
model based on the standby core technology, and designed a fault-recognition low-power
dynamic task mapping algorithm targeting on NoC system fault, power consumption
and system performance. Taassori et al. [17] proposed a linearized Quadratic Alloca-
tion Problem (QAP) model, mapping tasks to the kernel, which not only minimized the
power consumption, but also improved the performance of NoC. Le et al. [18] designed
a mapping optimization algorithm based on distributed search (SS) and improved
multi-objective optimization of standard SS, which helped to obtain high-performance
mapping layout.

Inspired by the aforementioned studies of NoC mapping algorithm, we discover a
pattern inNoCmapping for effectively reducing communication cost amongNoC nodes.
We then analyze the pattern and explore the principle behind it. Instead of mapping IP
cores to NoC nodes directly, we break it into two phases. The first phase is to assign the
tasks to IP cores according to the relatedness between the tasks. The second phase is the
mapping between the IP cores and the NoC routing nodes. In this way, the more related
tasks are assigned to one IP core, then, the relatedness between IP cores is reduced,
thereby, the interactions between IP cores are cut down. This means that after the IP
cores are mapped to NoC nodes in the second phase, the locality of data communication
among NoC nodes becomes higher, which leads to a shorter average communication
distance and therefore a lower energy consumption.

Hence, how to divide the tasks according to their relatedness and then how to integrate
the two phases leaves us the space to innovate. The key is to find an appropriate algorithm
for each phase and combine the twowith taking the advantage of them. TheKL algorithm
[20] has the advantage of efficient partitioning, which can quickly divide the whole space
intomultiple subspaces.On theother hand, theSAalgorithm [21] can avoid the premature
phenomenon better by introducing the Metropolis criterion, and has the advantage of
global search optimal solution, which can find the solution that is nearest to the optimal
solution in the whole solution space.

The contribution of this paper is three-fold. Firstly, we discover a pattern for NoC
mapping to reduce energy consumption and analyze the principle behind the pattern.
Secondly,we propose a newmapping scheme to reduce power consumption and delay for
the heterogeneous multi-core NoC, and the proposed scheme can achieve global optimal
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approximate solution with less complexity than the existingmapping schemes proved by
abundant experimental results. Finally, our proposed scheme provides a new perspective
for heterogeneous multi-objective optimization problem by utilizing the partitioning of
KL algorithm to remedy the drawback of SA algorithm’s random initialization.

In the following sections, we first describe the NoC mapping problem and the map-
ping optimization model in Sect. 2, then we present the implementation of the proposed
scheme in Sect. 3, finally we show the evaluation and analysis in Sect. 4, and conclusion
is in Sect. 5.

2 NoC Mapping Problem Description and Mapping Optimization
Model

2.1 Overview

In a heterogeneous environment, this paper divides the mapping into two phases, as
shown in Fig. 1. In the first phase, the task nodes in the task graph are assigned to the
appropriate IP cores. In the second phase, the IP cores that have been bound to the task
are mapped to the NoC platform to settle their specific locations in the NoC. T represents
the subtask in the application, IP represents the IP core, and R represents the NoC routing
node.

Fig. 1. Two phases of NoC mapping

TheNoCused in the studyof themapping scheme in this paper is a 2DMesh topology,
as shown in Fig. 1, where each resource node consists of a processing module (IP) and
a routing node (R), which perform data interaction through a network interface (NI). As
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for the route assignment in NoC mapping, the routing algorithm of static shortest path
is applied in our NoC platform. It is because it is simple to understand and implement,
and the conclusion can be easily extended to other more complicated NoC architecture.

2.2 Problem Definition

In this section, the mathematical description of the NoC mapping problem is presented.
First, we give the following three basic definitions.

Definition 1: The task graph is a directed graph, denoted as TG(T ,R,V ), where each
vertex Ti ∈ T represents a subtask, and each directed edge Ri,j ∈ R represents a com-
munication relationship from subtask Ti to Tj, and the edge weight Vi,j represents the
traffic of subtasks Ti to Tj.

Definition 2: The given core communication graph is a directed graph, denoted as
CG(C,R,V ), where each vertex Ci ∈ C represents an IP core, and each directed edge
Ri,j ∈ R represents a communication relationship from the IP core Ci to Cj, and the edge
weight Vi,j represents the traffic of IP core Ci to Cj.

Definition 3: The given NoC platform topology graph is a directed graph, denoted
as NG(N ,P,E), where each vertex Ni ∈ N represents a resource node in the NoC,
Pi,j ∈ P represents the routing path from network node Ni to Nj, and Ei,j represents the
communication cost by transmitting 1 bit of data from network node Ni to Nj.

Based on the above definitions, themathematical description of themapping problem
for power consumption and delay is as follows.

2.3 NoC Power Consumption Model

The total energy consumed in the entire NoC system consists of the energy consumed
by the IP core Ec in the processing task and the energy consumed during the data
communication process Enet, as shown in the following formula.

Energy = Ec + Enet (1)

The energy consumed by the IP core in processing the task is only related to the type
of the core, so the processing power consumption of the v bits data on a specific core is:

Eip = ρe ∗ v (2)

where ρe is a constant associated with the type of IP core.
So, the total power consumption on the IP core is:

Ec =
m∑

ip = 1

Eip (3)

where m represents the number of IP core.
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For the power consumption in data communication, the power consumption during
single bit data transmission is:

Eb = Es + Ea + Ew + El (4)

whereEb represents the power consumption generated by transferring unit data from one
network node to another network node, Es represents the power consumption generated
by the crossbar switch in the router, Ea represents the power consumption generated by
the unit data in the internal buffer area of the routing node, Ew represents the power
consumption generated by the internal wiring of the router, and El represents the power
consumption generated by the unit data through theNoCcommunication interconnection
link. The values of Es, Ea and Ew are mainly related to the internal design of the routing
node, and will not change with the communication status in the network. It can be
approximated as a constant, so we use Er to represent it uniformly. Then the power
consumption generated during unit data transmission can be expressed by Formula (5).

Ei,j
b = ni,j ∗ Er + (ni,j − 1) ∗ El (5)

Where Ei,j
b is the power consumption generated by transmitting unit data from the

network nodeNi to the network nodeNj, and ni,j is the number of network nodes through
which the unit data passes during transmission. Therefore, the power consumption gen-
erated by communication between node Ti and node Tj can be calculated by the Formula
(6).

Ei,j = vi,j ∗ Ei,j
b (6)

Where vi,j represents the amount of communication between network nodes Ni and
Nj.

Therefore, the total power consumption in data communication can be calculated by
the Formula (7).

Enet =
n∑

i=1

n∑

j=1

Ei,j (7)

Where n represents the number of NoC node.
Thus, the power consumption in the entire NoC system can be obtained from the

Formula (8).

Energy =
m∑

ip = 1

Eip +
n∑

i=1

n∑

j=1

Ei,j (8)

2.4 NoC Delay Model

The delay in the entire NoC system mainly comes from the time consumption when
the IP core processes the data Dc and the time consumption of the data during the NoC
transmission Dnet.
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The time consumption of the IP core in processing the data is only related to the type
of the core, so the time consumption of the v bits data on a specific core is:

Dc = ρd ∗ v (9)

where ρd is a constant associated with the type of IP core.
The time consumption of data in the NoC transmission mainly includes three parts:

the delay on the source and sink nodes NI, the delay generated by the routing node during
transmission, and the delay of the transmission path interconnection line. Therefore, the
time consumption during unit bit data transmission can be expressed as formula (10).

Db = 2∗ρN+ρR+ρL (10)

Where ρN, ρR, and ρL are the constants of the transmission time on the NI, router,
and interconnect lines.

With the above formula, we can get the time consumption of unit data transmission
from network node Ni to network node Nj:

Di,j
b = 2 ∗ ni,j∗ρN + ni,j ∗ ρR + (ni,j − 1) ∗ ρL (11)

where ni,j is the number of network nodes through which the unit data passes during the
transmission. So, the time consumption of communication between node Ni and node
Nj can be calculated by the following formula:

Dnet = vi,j ∗ Di,j
b (12)

where vi,j represents the amount of communication between network nodes Ni and Nj.
Therefore, we can calculate the delay in the entire NoC system based on the time

consumption when the IP core processes the data Dc, the time consumption of the data
during the NoC transmissionDnet, and the dependencies between the tasks. The formula
is as follows:

Delay = Dc + Dnet (13)

2.5 NoC Multi-objective Optimization Model

As the size of the NoC and the complexity of the application increases, the optimization
goal of the mapping is no longer limited to a single target such as power consumption,
delay or heat balance. The multi-objective optimization is becoming more and more
needed. This paper establishes an evaluation function that weighs two optimization
goals for the two targets of power consumption and delay simultaneously.

The existing evaluation functions designed for multi-objective optimization mainly
include linear weighted summation method, square weighted summation method, ideal
point method and other commonmethods [20]. In this paper, the linear weighted summa-
tionmethod is used to establish themulti-objective optimization evaluation function. For
the multi-objective optimization problem of power consumption and delay, the weights
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αe and αd are determined according to the importance of power consumption and delay,
and subjected to the following conditions: αe ≥ 0, αd ≥ 0, αe+αd = 1. Therefore, the
evaluation function is defined as follows:

Fevaluation = αe ∗ Energy(M )+αd ∗ Delay(M ) (14)

whereM ∈ MAP, MAP is the set of all mapping schemes. After the weights αe and αd
are set, different evaluation values Fevaluation are obtained by changing the mapping
schemeM , and the smaller the value of Fevaluation is, the lower the power consumption
and delay obtained by the current mapping can be.

3 Implementation of Mapping Scheme Based on KL_SA Algorithm

3.1 NoC Multi-objective Optimization Model

This paper proposes the KL_SA algorithm, which combines the advantages of the KL
algorithm and the SA algorithm and improves the latter. The KL_SA algorithm has
the advantage of efficient and global search for optimal solution. By using the mapping
schemegenerated by theKLc_SAalgorithm, the communication distance between nodes
with large traffic can be effectively reduced, and the solution closest to the optimal
solution can be quickly obtained, thereby it can reduce the power and delay of the
system.

3.2 NoC Mapping Process Based on KL_SA Algorithm

The mapping of task to IP core: Because the power consumption and delay estimated at
this phase does not involve the communication distance, it is only related to the IP core
type. Therefore, the basic SA algorithm is adopted as the mapping scheme in this phase.
The specific steps are as follows.

1. Randomly assign the subtasks in the task communication graph to the IP core, and
initialize the algorithm parameters.

2. Calculate the evaluation value generated by the current allocation result (the result
obtained by the evaluation function is called the evaluation value), and then perform
the random disturbance, the disturbance mode is to exchange the subtasks of the two
different positions with each other.

3. Calculate the evaluation value of the new allocation result. At the same time, a flag
bit is added as the current optimal solution to record the optimal mapping result.

4. Calculate the difference between the old and new evaluation value. If the new evalua-
tion value is better than the old evaluation value, replace the old evaluation valuewith
the new evaluation value, otherwise accept the new mapping result with a certain
probability. The purpose of this is that because continuing the search on the poorer
mapping results may get a better solution, thereby jumping out of the local optimal
solution and finding a more ideal solution. The smaller the difference between the
current evaluation value and the new evaluation value, the lower the temperature will
be and the closer the solution obtained is to the optimal solution. So the acceptance
probability will decrease as the difference and temperature decrease.
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5. Repeat steps 2 to 4 according to the number of iterations at initialization until pre-
specified the number of iterations is reached, and then execute 6.

6. Check the temperature as it is dropping, if it reaches the stop temperature, stop the
iteration and record the final distribution result, otherwise, return to step 2 again.

When the algorithm converges as the temperature finally meets the stop criteria, the
mapping of the task to the IP core is completed.

The Mapping of IP Core to NoC Platform: The allocation result of the first stage is
taken as the initial input, and the KL_SA algorithm is adopted as the NoC mapping
scheme in this phase.

The specific steps are as follows.

1. The IP core set in the core communication graph is regarded as a set of nodes, which
is recorded as set V.

2. The partitioning operation is performed on the set V, and the steps of dividing the
operation are as follows.

(1) Randomly divide the set into two subsets A and B containing the same number
of nodes.

(2) Calculate the internal communication cost and external communication cost of
the subsets A and B respectively. The calculation formula is:

Ea =
∑

vi∈A,vj∈B
w(vi, vj)

Eb =
∑

vi∈B,vj∈A
w(vi, vj)

Ia =
∑

vi∈A,vj∈A
w(vi, vj)

Ib =
∑

vi∈B,vj∈B
w(vi, vj) (15)

where Ia, Ib represents the internal communication cost of the set A, B, and Ea,
Eb represents the external communication cost of the set A, B, vi, vj represents
an IP core node, w(vi, vj) represents the communication cost of nodes vi to vj.

(3) The nodes in subsets A and B are exchanged until a partition is found, maximizing
the difference between internal and external communication costs. The difference
D of the communication cost is calculated by the Formula (16).

D = Ia + Ib − (Ea + Eb) (16)

3. The generated new set is recursively divided until there are only 2 subtasks in each
divided subset. Finally get a set of sets, each of which has two subtasks.
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4. We use the final set as the IP core to the NoC node initialization mapping method,
and then initialize the algorithm parameters. The IP cores are randomly allocated
to the NoC of the unit of subset, and 2 nodes in each subset are to be allocated
to adjacent positions of NoC, where each node uniquely corresponds to a NoC
resource node.

5. Calculate the currentmapping evaluation valueEo, and set a flagEf to be the current
optimal solution, initialized to Eo.

6. Perform random perturbation by interchanging the IP core mappings of two
different locations.

7. Calculate the evaluation value of the new mapping En.
8. If the new evaluation value is better than the old evaluation value En<Eo, replace

the old evaluation value with a new evaluation value Eo=En, if the new evaluation
value is better than the current optimal solution En<Ef , update the current optimal
solution to the new evaluation value Ef =En.

9. If the conditions in step 8 is not satisfied, accept the new mapping result with a
certain probability. This is because if the new result is accepted, it may get a poor
solution while the new mapping result may bring the capacity to jump out of the
local optimal solution and obtain the global optimal solution. Between accepting
and rejecting, the probability value for accepting the new solution is:

P = exp(�E/T ) (17)

where �E represents the difference between the two mapping results, and T
represents the current temperature.

10. Repeat steps 6 to 9 according to the number of iterations at initialization until the
number of iterations is reached, and then execute 11.

11. Check the temperature as it keeps dropping, if it reaches the stop temperature, stop
the iteration and record the final mapping result, otherwise return to step 6.

When the algorithm converges as the temperature finally meets the stop criteria, the
mapping of the IP core to the NoC platform is completed.

4 Evaluation

4.1 Experimental Environment and Algorithm Parameter

In this section, we explain how the experiment is designed and how the evaluation of
the algorithm performance is done. Our experiments were performed in a 4 × 4 2D
Mesh NoC structure, in which a static shortest path routing algorithm [21] is used as
the routing algorithm. In order to get more accurate experimental simulation data, we
use the BookSim simulation simulator. BookSim [22] is a widely used cyclic precision
interconnect network simulator designed by the Stanford University nocs group.
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In order to verify the performance of the mapping scheme proposed in this paper,
three applications are used to analyze the scheme. The first example is the MPEG-4
decoding system, the second example is the VOPD application, and the third example is
the MWD application. We assign the tasks of the three application instances to different
IP cores such as DSP, graphics processor, RISCCPU, etc. The mapped NoC platform
uses a 4 × 4 2D Mesh structure. The SA algorithm is used as the baseline to compare
with the KL_SA algorithm proposed in this paper. The experiments and analysis are
carried out on power consumption optimization model, delay optimization model, and
multi-objective optimization model.

4.2 Comparative Experiment and Result Analysis

Figure 2 shows the power consumption statistics of three applications usingSAalgorithm
and the KL_SA algorithm with power consumption optimization as a single target. It
can be seen from the figure that the mapping scheme generated by the KL_SA algorithm
proposed in this paper has a large optimization in power consumption compared with
the SA algorithm. For the MPEG-4 decoding system, the mapping scheme generated by
the KL_SA algorithm is reduced by 15.9% compared with the SA algorithm. For the
VOPD application, the mapping scheme generated by the KL_SA algorithm is reduced
by 11.7% comparedwith the SA algorithm. ForMWDapplications, themapping scheme
generated by the KL_SA algorithm is reduced by 17.5% compared to the SA algorithm.

Figure 3 shows the delay statistics of three applications using SA algorithm and
the KL_SA algorithm with delay optimization as a single target. We use the delay of
the SA algorithm as the benchmark for analysis. It can be seen from the figure that the
mapping scheme generated by the KL_SA algorithm proposed in this paper has a large
optimization in delay than the SA algorithm. For the MPEG-4 decoding system, the
mapping scheme generated by the KL_SA algorithm is reduced by 10.5% compared
with the SA algorithm. For the VOPD application, the mapping scheme generated by
the KL_SA algorithm is reduced by 9.6% compared with the SA algorithm. For MWD
application, the mapping scheme generated by the KL_SA algorithm is 13.3% lower
than the SA algorithm.
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Fig. 2. Power consumption obtained by SA algorithm and KL_SA algorithm
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Fig. 3. Delay obtained by SA algorithm and KL_SA algorithm

For the multi-objective optimization of NoC, we performed set of experiments. we
set the power consumption and delayweights toαe=αd=0.5, Fig. 4(a, b) show the power
consumption and delay statistics of the three applications using the SA algorithm and
the KL_SA algorithm. We use the power consumption and delay of the SA algorithm
as the benchmark. It can be seen from the figure that the mapping scheme generated
by the KL_SA algorithm proposed in this paper has a large optimization in power
consumption and delay compared with the SA algorithm. For the MPEG-4 decoding
system, the mapping scheme generated by the KL_SA algorithm is 10.8% lower in
power consumption and 8.5% lower in delay than the simulated annealing algorithm.
For VOPD application, the mapping scheme generated by the KL_SA algorithm is better
than the SA algorithm. As a result, the power consumption is reduced by 8.7% and the
delay is reduced by 6.6%. For the MWD application, the mapping scheme generated by
the KL_SA algorithm is 13.7% lower than the SA algorithm in power consumption, and
the delay is reduced by 10.3%.

When adjusting the power consumption and delay weight α, the power consump-
tion and delay optimization effects also change. Thus, we do more experiments with
adjusting the value of α. First, we set αe+αd = 1, αe=0, and then gradually increase
the value of αe until αe= 1. Figure 5(a, b) (where the abscissa represents the value of
αe, the three curves represent three different applications respectively) show the power
consumption and delay optimization percentage respectively obtained by comparing the
mapping scheme generated by the KL_SA algorithm proposed in this paper with the
SA algorithm. When the weight αe of the power consumption is gradually increasing,
the power consumption optimization effect is more obvious, but the delay optimization
effect is gradually weakened on the contrary. Therefore, we can adjust the value of α

according to the needs of the application to get the best mapping results.
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Fig. 4. (a) Power consumption obtained by SA algorithm and KL_SA algorithm (Multi-objective
optimization, αe : αd = 1 : 1). (b) Delay obtained by SA algorithm and KL_SA algorithm
(Multi-objective optimization, αe : αd = 1 : 1).

In order to better illustrate the effectiveness of the proposed scheme, we compare it
with the methods in Refs. [23, 24] respectively. For the MPEG-4 decoding system, com-
pared with the SA algorithm, the power consumption of the mapping scheme generated
by the KL_SA algorithm proposed in this paper is reduced by 15.9%, and the power
consumption of the mapping scheme proposed in the Ref. [23] is reduced by 6.7%. For
the VOPD application, the power consumption of the mapping scheme generated by the
KL_SA algorithm proposed in this paper is reduced by 11.3%, and the power consump-
tion of the mapping scheme proposed in the Ref. [24] is reduced by 6.2%. Therefore,
it can be seen that the mapping scheme proposed in this paper has better optimization
effect.

Through experiments and results analysis, under the single-objective optimization
condition, the power consumption and delay of the system are optimized by using the
NoC mapping scheme generated by the KL_SA algorithm. Under the multi-objective
optimization condition, by setting different parameters, the optimization effect of power
and delay can be adjusted to better meet the needs of different applications and improve
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Fig. 5. (a) The power consumption optimization effect. (b) The delay optimization effect.

the flexibility of the mapping scheme. In terms of time complexity, this scheme is deter-
mined by the number of application task nodes n, the simulated annealing initial tem-
perature T, the number of iterations of the simulated annealing algorithm Iter, the sim-
ulated annealing temperature drop rate Temp_down, and the simulated annealing mini-
mum temperature T_min. Through calculation, the time complexity can be obtained as:
On ∗ Iter∗ logTemp_ down

T_ min
T . It can be seen that the time complexity of this scheme has

not increased compared to the simulated annealing algorithm. But NoC power consump-
tion and delay have been greatly optimized, which can better illustrate the effectiveness
of this scheme.

5 Conclusions

This paper first analyzes the NoCmapping problem in the heterogeneous multi-core cir-
cumstances. Then the power optimization model, delay optimization model and multi-
objective optimization model are established, on which basis, a NoC mapping scheme
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based on KL_SA algorithm is proposed. The proposed scheme significantly improves
the mapping optimization of heterogeneous multi-core NoC. The simulation experi-
ments are carried out on three general applications. The results show that the mapping
scheme proposed in this paper brings significant savings on power consumption and
delay compared to the original simulated annealing algorithm.

In the future work, we will deeply study the topology of NoCwhich design a suitable
architecture for the mapping scheme to further optimize the system performance.
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