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Preface

This book discusses the open questions regarding the modelling of cyber-physical
systems and their application in different industries. The industry needs new
approaches to improve its competitiveness. These approaches, on the one hand,
should ensure the execution of current business processes, and on the other hand,
ensure a quick speed of reactions to changes. The concept of cyber-physical systems
supports such changes, with the need to find new modelling tools becoming a key
challenge.

The book contains five-section covering the following topics. In the section,
Cyber-Physical Systems Modelling, the authors present concepts and results of
fundamental research for complex systems modelling and simulation in different
domains. Multiple representations and formal descriptions of cyber-physical systems
help to improve modelling and simulation processes. The section IoT and Signal
Processing present new findings on information measuring systems in the frame-
work of cyber-physical systems, optimization of operation and transferring data
between systems. Cyber-Physical Systems Intelligent Control section presents
control methods of a closed-loop system with incomplete information. In addition,
the control methods for a group of cyber-physical systems are proposed. The section
Cyber-Physical Systems Industrial implementation shows the results of deploying
cyber-physical systems on industrial enterprises, metal processing, petrochemical
facilities, etc. The last section New Materials Production for Cyber-Physical Systems
includes chapters proposing how new materials help to improve the quality of cyber-
physical systems, and how cyber-physical systems are used for the production of
new materials.

This book is directed to researchers, practitioners, engineers, software developers,
professors and students. We do hope the book will be useful for them.
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The edition of the book is dedicated to 2021, the Year of Science and Technology
in Russia and technically supported by the Project Laboratory of Cyber-Physical
Systems of Volgograd State Technical University.
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Algebraic Means of Heterogeneous )
Cyber-Physical Systems Design er

Serge P. Kovalyov

Abstract Algebraic means are proposed to rigorously describe and eventually auto-
mate the design of cyber-physical systems based on digital twins, as Industry 4.0
demands. Following recent trends, we employ category theory as a mathematical
framework. It allows rigorously composing and verifying system models using the
universal construction of colimit. For example, we show how to compose a discrete-
event simulation of the robotic production line by a suitable colimit. Further, the
paper introduces a novel construction of multicomma category, the objects of which
describe possible system architectures with a fixed structural hierarchy represented
from a certain viewpoint, and morphisms denote actions associated with the parts
selection and replacement during the system design. The multicomma category can
be built using the universal constructions of product, exponent, and pullback. We
present applications of the multicomma in solving direct and inverse problems of
heterogeneous cyber-physical systems design. In particular, suitable subcategories
of the multicomma apply as generative design spaces for automatic search for (sub-,
Pareto-) optimal system architectures.

Keywords Cyber-physical system + Digital twin - Architecture viewpoint *
Category theory + Colimit - Multicomma category

1 Introduction

A technical system is called cyber-physical whenever it integrates the digital world
and the physical world [1]. Cyber-physical systems include heterogeneous equipment
with attached digital sensors and actuators, and software and hardware for moni-
toring and/or control. E.g., an automated production system encompasses machines,
power supply networks, controllers, telecommunication channels, servers, software
programs, etc. [2].
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The Industry 4.0 paradigm recommends establishing the bidirectional link
between the two worlds through the digital twin, viz. a virtual model of a phys-
ical asset that displays and alters its properties, status, and behavior in real time [3].
Thus, the cyber-physical system designer deals mostly with digital models, in accor-
dance with the systems engineering methodology. Alternative system architectures
are composed in the course of virtual parts selection and replacement process. The
typical “direct” design problem amounts to assembling the system model from the
models of selected components and its verification against stakeholder requirements.
Very important is the inverse design problem that amounts to the search for part
sets and parameters that are (sub-, Pareto-) optimal wrt the objective functions that
account for the system stakeholder quality requirements, such as cost of ownership,
performance, reliability, and power consumption. The requirements bound the design
space across which the search optimization performs. The automatic composition
along with the implementation of the system architecture through such optimization
is called the generative design [4].

For a complex physical asset, the cyber-physical control system design prob-
lems are substantially complicated due to the heterogeneity of models caused by
the inherently diverse nature of the parts [5]. In essence, the designer has to repro-
duce the asset life cycle virtually on heterogeneous information and mathematical
models. Numerous software tools apply to automate such a reproduction: MATLAB,
Simulink, Modelica, Ptolemy II, and others. However, they often turn out to be
either too general in purpose and therefore time-consuming in use, or too narrow in
scope and therefore capable to handle only a small fragment of the system. Conse-
quently, multicomponent toolchains integrated on the basis of a formal semantic
representation and verification of systems engineering knowledge are in demand [6].

In this paper, we propose a formal basis for a wide class of means to automate
solving both direct and reverse heterogeneous cyber-physical systems design prob-
lems. Following recent trends [7-9], we employ category theory as a mathematical
framework to achieve a sufficiently high level of generality and scalability. Indeed,
category theory is a branch of higher algebra specifically aimed at a unified repre-
sentation of objects of different nature and relationships between them [10]. Its
application to systems engineering is based on representing a system structure as a
diagram in the category that works like a virtual “product catalog”. Objects of such
a catalog category are algebraic models of all possible units of all structural hier-
archy levels (ranging from elementary parts to systems of systems), and morphisms
describe, in the language of models, the actions associated with assembling higher-
level units from components [11]. The well-known universal algebraic construction
called the colimit of a diagram represents assembling the system from units. Observe
that there are other, more narrow-scope approaches to leverage category theory in
systems modeling, e.g., the representation of signal flow diagrams by string diagrams
in a suitable monoidal category [12].

The paper is composed as follows. Section 2 provides an overview of some
category-theoretic concepts and constructions applicable in systems engineering.
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Section 3 is devoted to the multicomma category and its applications in cyber-
physical systems design. Section 4 presents the properties of the multicomma as
a universal construction in the “category of all categories” CAT. Some conclusions
and directions for further research are outlined in Sect. 5.

2 Applying Category Theory to Systems Engineering

We use category-theory concepts and constructions introduced in [10, 11, 13]. As
stated above, the representation of a system units catalog as a category is a starting
point to apply them in systems engineering. Indeed, a catalog is a category since
it has the composition of morphisms (sequential execution of actions) and identity
morphisms (idle “doing nothing” action with any model). In many known appli-
cations, models are sets equipped with some structure (algebras, graphs, transition
systems, vector spaces, manifolds, and so on), so the catalog is a concrete category
over the category Set of all sets and maps.

Suitable diagrams in a catalog category represent possible system structures.
Recall that a diagram in a category C is a functor A : [ — C where [ is a
small category that is generated by the diagram graph and called a scheme of A.
Given a system structure diagram, category theory allows rigorously composing and
verifying the model of the system as a whole, applying the universal construction
called the colimit of the diagram. The concept of a colimit expresses in algebraic
terms the common-sense view of a system as a “container” that includes all parts,
respecting their structural interconnections, and nothing else. Formally, a colimit
is an object endowed with morphisms from each vertex of the diagram that satisfy
certain naturality and universality conditions.

The simple non-trivial colimit, called a pushout, is constructed for a span-shaped
diagram f : P <~ G — S : g. This diagram can be interpreted as the structure of
a system comprised from parts P and S joined by a “glue”G. Clearly, the system
should include both parts and respect the glue in a sense that tracing the glue inclusion
through either part amounts to the same action (the naturality condition). Moreover,
the system should contain nothing except two glued parts, i.e., it should be unam-
biguously identified within any arbitrary unit that contains the parts and respects
the glue (the universality condition). The colimit that represents such a system alge-
braically is an object R along with morphisms p : P — R ands : S — R that
satisfy the following two conditions: (i)p o f = s o g; (ii) for any object T and
morphismsu : P — T,v : § — T, there exists a unique morphism w : R — T
such that w o p = u and w o s = v wheneveru o f =vog.
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It is easy to verify that the colimit object R, provided that it exists, is unique up
to an isomorphism. Under mild technical conditions, a colimit of any finite diagram
can be calculated by a sequence of pushouts. See below example colimits that appear
in the cyber-physical production systems design process (Fig. 1 and 2).

When dealing with heterogeneous systems, means to relate and combine multiple
categories are often needed. The “category” CAT, which consists of all categories and
functors, provides an appropriate context for such means. CAT has sums, products,
exponents, and other universal constructions similar to these in Set. For instance, we
will use the exponential functor C~) : CAT’? — CAT : X — C*.Some categories
are particularly close to sets: they don’t contain any non-identity morphisms and
therefore are called discrete. A single-object discrete category is denoted by 1. Any
category C has the largest discrete subcategory |C| that essentially coincides with
the class of all its objects.

Of course, category theory also offers much more involved constructions to apply
to systems engineering. Yet, they are out of the scope of the present paper.

3 Multicomma Category for Cyber-Physical Systems
Design

The cyber-physical systems designer could compose catalog categories separately
by unit kinds: equipment, power supply devices, sensors and controllers, control
algorithms, and so on. However, it is a priori unclear what terms are appropriate

Unit BC 4./§\

Fig. 1 Gluing two mechanical parts represented as a pushout
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Fig. 2 Composing a production line scenario by a colimit

for rigorous and semantically consistent description of the composition of holistic
systems from such heterogeneous units [5]. The designer can only fix the product
structure, viz. the system hierarchy graph determined by the nature of units. To
compose the architecture, one needs to map the structure to different architectural
viewpoints on the system, such as:

spatial location (a geometric shape);
behavior;

stakeholder quality;

material;

control;

security;

diagnostics;

other relevant viewpoints.

A viewpoint-based approach to architecture design is established by the
ISO/TEC/IEEE 42,010:2011 standard “Systems and software engineering—Archi-
tecture description”.

Algebraic descriptions of all possible units of all kinds from a certain fixed view-
point form a category of their own with morphisms expressing the viewpoint on
assembly actions. For example, the geometric shape of any unit is algebraically
represented as a subset of R? which is bounded, regular (i.e., it coincides with
the closure of its interior wrt the standard topology), and semi-analytical (i.e.,
it admits a representation as a finite Boolean combination of sets of the kind
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{(x,y,|Fi(x,y,2) <0, F(x,y,2) <0,...} where F; : R3 — R is a real
analytic function for any index 7) [14]. To provide a capability to specify unit joining
such as gluing together by surface fragments, all bounded regular semi-analytical
subsets of R",0 < n < 3, are considered. Then, the quotient is formed: any two
such sets that can be turned into one another by affine isometries and stretches are
identified with one another. Morphisms of such equivalence classes, which describe
assembly actions from the shape viewpoint, are generated by isometric embeddings
and stretches. This way, the subcategory of Set emerges, which we will denote by
SBM (from Solid Body Modeling).

As an illustrative example of representing the system assembly by a colimit,
consider a pushout in SBM that represents gluing together two parts (Fig. 1) [11].
The glue is a thin layer of a red-colored chemical adhesive applied to parts’ contact
2D surface.

To describe manufacturing and other systems from the behavior viewpoint,
discrete-event simulation is widely used [15]. A simulation virtually represents an
operational scenario, viz. a fragment of the imagined history of the system behavior
described as a stream of events of various types. Descriptions of actions used to build
a complex system’s behavior scenario specify the contribution of the components’
behavior. E.g., the production line operational scenario is composed of machines’
operational scenarios linked together according to the production process. Alge-
braically, a scenario is a set of events partially ordered by causal dependencies and
labeled by event types. Since neither events nor dependencies, nor labels could be
“lost” when composing a complex system behavior scenario, actions involved in
assembling scenarios are defined as maps that preserve the order and the labeling
[16]. All scenarios and actions comprise a category called Pomset. This category
comes equipped with a functor to the category Set that “forgets” the order and the
labeling.

Colimits and other universal constructions in Pomset formalize techniques for
composing complex simulations. As a simplified example, consider a scenario
intended for execution by a cyber-physical control system of an automatic production
line [11]. The line consists of three units of the lowest structural level: two assembly
robots and a conveyor. The production plan assigns a scenario of interaction with the
conveyor to each robot, generating two intermediate-level units (tasks M3 and M4).
The top-level production scenario is constructed from these scenarios via a colimit in
the category Pomset (Fig. 2). The calculation of this colimit boils down to a pushout.

Let C be a category of a certain viewpoint. Representing a system architecture
from the viewpoint C boils down to composing a diagram in C whose vertices are
the representations of units, and arrows represent actions for assembling the system
from units. Let I be a scheme (shape) of this diagram, D;,i € |I|, be catalogs of
unit models of different kinds. For the i-th unit, there is a rule of representation from
the viewpoint C, which is specified as a functor of the form F; : D; — C to ensure
consistency (we will denote by F such a family of functors indexed by the set of
scheme vertices). Thus, compose the category-theoretic architecture description of
some specific system from a family of objects A; € D;,i € |I|, and a diagram
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Fig. 3 A structurally
consistent transformation of
the architecture descriptions

A : I — C that satisfies the condition Ai = F;A;,i € |I|. Observe that a many-
faceted architecture description from several viewpoints at once has the same form:
given a set Q and a family of viewpoint categories C,, g € Q, obtain the integral
description by substituting the product of the categories [ | geo Cq instead of C.

The virtual parts selection and replacement actions that comprise the design
process are described algebraically by certain transformations of architecture descrip-
tions. Specifically, such transformations shall preserve the system structure and all
unit representation rules. Hence, natural transformations (in a categorical sense) of
architecture description diagrams naturally serve as such transformations, provided
that they are induced by actions from the unit catalogs. A morphism of a description
((A;,i € |I),A : I — C) to adescription ((A';,i € |I]), A" : I — C) is any
family of morphisms f; : A; — A’;,i € |I| (where each morphism f; belongs to the
category D;), such that for every two vertices i, j € || and every arrow s : i — j the
following naturality condition holds: F; fj o As = A’s o F; f;. Itis this condition that
expresses categorically the structural consistency of the architecture transformation
caused by part replacements [17] (Fig. 3).

For any fixed I and F, all architecture descriptions and their transformations
comprise a category. We will denote it by ||; F' and call it a multicomma category
[17]. The name stems from the fact that the multicomma turns into the well-known
comma category [2, § I1.6] whenever the scheme I consists of two vertices and a
single non-identical arrow directed from one vertex to another. The pair (I, F) is
called the multicomma shape; it describes algebraically the structure of the system
of interest along with the unit representation rules.

We describe algebraically systems design procedures as suitable functors acting
on the category ||;F. For example, if any diagram with the scheme / in C has
a colimit, then the colimit object calculation, i.e., the solution to a direct design
problem, is a functor from ||; F to C. Checking various properties of the colimit,
one verifies the architecture against requirements posed on the system of interest as
a whole.

For solving inverse problems, the multicomma category serves as a convenient
“raw material” for the design space since the objective functions of the optimal parts
selection can be specified as functors. Indeed, the range of any objective function
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is a linearly ordered set, so it admits well-known representation as a category [10,
§ L. 2]: objects of such a category are elements of the set, and morphisms are all
pairs (x, y) such that x < y (so that there is at most one morphism between any
two objects). Of particular interest is the situation when the objective function is
the object-part of a functor that takes values in such a category and arguments in a
suitable nontrivial (morphism-rich) subcategory of ||; F or of its dual (|| ; F)°’. In
this case, optimization algorithms of gradient descent type are reasonable to employ,
which navigate along the subcategory morphisms calculating the path by means
of computer algebra. Performant category-theory solvers for such calculations are
available [18].

For example, when designing energy-efficient production systems, power
consumption of production processes is minimized while maintaining acceptable
performance. To evaluate the consumption by simulation, the simulation model
comes equipped with the consumption values associated with events that denote the
operations. Let ||; F' be a multicomma category that represents the cyber-physical
production systems architecture from the behavior viewpoint (e.g., it has Pomset as
C). The design space is defined as a subcategory of (|| ; F)°” with morphisms satis-
fying the following condition: the total energy consumption of events contained
in the domain’s colimit is not greater than the consumption of the codomain’s
colimit. Calculation of the consumption defines a functor from this subcategory
to the category of real numbers.

Notice that category theory allows representing the cyber-physical system struc-
ture not only as a small category. For example, the structure defined as a block
diagram, that describes the control and data flows between parts, is convenient to
represent by a string diagram in a suitable monoidal category W [19]. One intro-
duces a functor F : W — CAT that maps each part to its catalog so that a system
architecture description is obtained by selecting an object in the category F X for
each block X and linking the selected objects using functors F f for each inter-block
connection f. One poses and eventually verifies requirements to the system by spec-
ifying constraints on block inputs and outputs in the language of category theory.
However, the resulting architecture representations express only a limited (albeit
very important) subset of viewpoints on the system: the behavior and semantically
close to it. It is unclear how to specify, e.g., the geometric shape as a block diagram.

4 Properties of a Multicomma

The multicomma category can be built using the universal constructions of product,
exponent, and pullback: it is isomorphic to the upper left vertex of the following
pullback (dual of a pushout) in CAT [17] (Fig. 4).

We will refer to this pullback as generating the multicomma ||;F. It allows
establishing several multicomma category properties that make sense in the context
of heterogeneous cyber-physical systems design. For example, if the system has no
structure at all, i.e., I = 1, then the multicomma shape contains exactly one functor
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Fig. 4 The universal I F-——— >
constructions of product,
exponent, and pullback
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Fy : Dy — C;yet, the category || (Fp) is isomorphic to the catalog of a single “part”
Dy regardless of the choice of the functor. Indeed, |1| = 1, so the right vertical arrow
of the generating pullback becomes an isomorphism. Since the edge of any pullback
parallel to an isomorphism is itself an isomorphism [13, Proposition 11.18], the left
vertical arrow of the pullback generating ||, (Fp) is an isomorphism as well:

31 (Fo) = Dy. (D

Another illustrative special case of a multicomma is obtained when every functor
F;,i € |I|, is an isomorphism. Such a choice of representation functors means that
all system units are described accurately (i.e., with neither omissions nor extra data)
from the viewpoint C. Therefore, systems assembled from such units are essentially
homogeneous, the assembly process is completely specifiable in C, and any diagram
with the scheme I represents a valid system architecture. In this case, the lower
horizontal arrow of the generating pullback is an isomorphism; hence, the upper
horizontal arrow is an isomorphism as well: ||, F = C’.

Now consider the situation when the system consists of several subsystems that
do not interact with each other, i.e. when the scheme I is the sum (the disjoint union)
of subschemes: I = [ [;_, I; for some set S. The architecture of such a system can
be composed of an arbitrary set of subsystem architectures: it is easy to see that

Wi FET] _ u(Fi e 1D, @

To verify this statement, one composes a “term-wise” product of the pullbacks
that generate the multicommas representing each subsystem and takes advantage of
the fact that the exponent sends products into sums (i.e., C¥ x C¥ = cXLY [13,
Proposition 27.8(3)]). Formulas (1) and (2) together imply that the multicomma is
isomorphic to a product of unit catalogs whenever the system structure is discrete
(i.e., its units are agnostic of each other).

The term-wise product of generating pullbacks also occurs while modeling
complexes of systems consisting of different parts from different viewpoints. If all
systems have the same structural scheme, then one obtains a category of the whole
complex architecture descriptions with this scheme using the product of pullbacks.
Formally, it turns out that the construction of the multicomma category sends the
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products of functors into products of categories, i.e., it “covariantly” depends on the
unit representation rules. Indeed, for an arbitrary scheme 7, a set O, and a family of
functors Fl.(q) : Di(q) — Cy4,1 € |I],q € Q, the term-wise product of the generating
pullbacks for each multicomma || ; F yields the following isomorphism:

Wi (qug F9 . H%Q D qug Cy.i€ |1|) ~ qug L F9. (3)

Likewise, for an arbitrary small category J, one verifies the following statement
by exponentiating the generating pullback to the power of J term-wise.

(U Y =44 (F D] - ¢’,i e |1)). (4)

1

5 Conclusion

Category theory demonstrates significant potential for practical application in
Industry 4.0 technologies, in particular for the digital design of heterogeneous cyber-
physical systems. Presently, we are exploring options of employing the proposed
category-theoretic methods on the prototype software tool for generative design and
verification of power systems [20]. Further development and deployment of the tool
will call for further theoretical and applied research in numerous directions.

Acknowledgements This work was supported by the Russian Foundation for Basic Research
(Grant 19-011-00799).

References

1. Khaitan, S.K., McCalley, J.D.: Design techniques and applications of cyber physical systems:
a survey. IEEE Syst. J. 9(2), 350-365 (2015)

2. Rossit, D.A., Tohmé, F., Frutos, M.: Production planning and scheduling in Cyber-Physical
Production Systems: a review. Int. J. Comput. Integr. Manuf. 32(4-5), 385-395 (2019)

3. Tao, F, Qi, Q., Wang, L., Nee, A.Y.C.: Digital twins and cyber-physical systems toward smart
manufacturing and Industry 4.0: correlation and comparison. Engineering 5, 653-661 (2019)

4. Sun, H., Ma, L.: Generative design by using exploration approaches of reinforcement learning
in density-based structural topology optimization. Designs 4(2), 10 (2020)

5. Rajhans, A., et al.: Supporting heterogeneity in cyber-physical systems architectures. IEEE
Trans. Autom. Control 59(12), 3178-3193 (2014)

6. Larsen, P.G., et al.: Integrated tool chain for model-based design of Cyber-Physical Systems:
The INTO-CPS project. In: Proceedings of the 2nd International Workshop on Modelling,
Analysis, and Control of Complex CPS (CPS Data), pp. 1-6. IEEE Computer Society, Vienna
(2016)



Algebraic Means of Heterogeneous Cyber-Physical Systems Design 13

7.

10.
11.

12.
13.

16.
17.

18.

20.

Breiner, S., Subrahmanian, E., Jones, A.: Categorical foundations for system engineering. In:
Madni, A., et al. (eds.) Disciplinary Convergence in Systems Engineering Research, pp. 449—
463. Springer, Heidelberg (2018)

Watson, M.D.: Future of systems engineering. Incose Insight 22(1), 8-12 (2019)

Mordecai, Y., Fairbanks, J.P., Crawley, E.F.: Category-theoretic formulation of the model-based
systems architecting cognitive-computational cycle. Appl. Sci. 11, 1945 (2021)

Mac Lane, S.: Categories for the Working Mathematician, 2nd edn. Springer, New York (1998)
Kovalyov, S.P.: Leveraging category theory in model based enterprise. Adv. Syst. Sci. Appl.
20(1), 50-65 (2020)

Baez, J.C., Erbele, J.: Categories in control. Theory Appl. Categ. 30(24), 836-881 (2015)
Adamek, J., Herrlich, H., Strecker, G.E.: Abstract and Concrete Categories. Wiley, New York
(1990)

Requicha, A.G.: Representations for rigid solids: theory, methods, and systems. J. ACM
Comput. Surv. 12(4), 437-464 (1980)

. Prajapat, N., Tiwari, A.: A review of assembly optimisation applications using discrete event

simulation. Int. J. Comput. Integr. Manuf. 30(2-3), 215-228 (2017)

Pratt, V.R.: Modeling concurrency with partial orders. Int. J. Parallel Prog. 15(1), 33-71 (1986)
Kovalyov, S.P.: Methods of the category theory in digital design of heterogeneous cyber-
physical systems. Inf. Appl. 15(1), 23-29 (2021)

Gross, J., Chlipala, A., Spivak, D.I.: Experience implementing a performant category-theory
library in Coq. In: Klein, G., Gamboa, R. (eds.) 5Sth Conference (International) on Interactive
Theorem Proving. LNCS, vol. 8558, pp. 275-291. Springer, Heidelberg (2014)

. Bakirtzis, G., Fleming, C.H., Vasilakopoulou, C.: Categorical semantics of cyber-physical

systems theory. arXiv:2010.08003 [cs.LO] (2021)

Kovalyov, S.P.: An approach to develop a generative design technology for power systems.
In: Massel, L., et al. (eds.) VI International Workshop “Critical Infrastructures: Contingency
Management, Intelligent, Agent-Based, Cloud Computing and Cyber Security” (IWCI 2019),
Advances in Intelligent Systems Research, vol. 169, pp. 79-82 (2019)


http://arxiv.org/abs/2010.08003

Computer System for Resource-Saving m
Design of Industrial Processes oo
of Secondary Oil Refining

Tamara Chistyakova and Dmitrij Furaev

Abstract The structure of a computer system for the design and practice-oriented
training of specialists in the field of solving industrial engineering problems,
including issues of design and resource-saving management of oil recycling facili-
ties, is presented. Testing of the system carried out on the example of designing a
catalytic cracking unit, confirmed its operability.

Keywords Industrial engineering -+ Computer system - Resource-saving design *
Management - Oil recycling

1 Introduction

The main condition for improving the economic efficiency of production in the field
of petrochemicals and oil refining is the introduction of energy and resource-saving
technologies [1-8]. Around the world actively the technologies of the industrial
revolution the Industry of 4.0 (Industry 4.0) directed to digitalization and automation
of the industry [9—11] develop.

In particular, in Russia in 2012, the Plan for the development of gas and petro-
chemicals of Russia for the period until 2030 was adopted, the main methodological
position of this plan was the creation of oil and gas chemical clusters, which include
projects for the modernization of existing and construction of new capacities for
the production of basic petroleum products and large-capacity petrochemicals and
polymers, facilities of engineering and social infrastructure, as well as organizations
for educational and scientific support of projects.
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These programs aim to modernize existing production facilities or create new
ones in accordance with modern world requirements for productivity, energy effi-
ciency, and environmental friendliness, which, in turn, requires the training of highly
qualified personnel for the design of these industries [12—14].

The goal of the authors is to create a computer system that would solve the issues
of resource-saving design and design training.

The complexity of the design of oil refineries is due to the heterogeneity of physical
and chemical processes of processing of raw materials and materials, the assortment
of products, environmental requirements, expensive catalysts, numerous technolog-
ical connections, complex laws of chemical reactions, variety of types of equipment
and complexity of the layout, limitations imposed by terrain characteristics and avail-
ability of resources, strict requirements for environmental indicators of production
and requirements for recycling and disposal of waste [15-18].

Despite the significant complexity of the design task, there are a large number of
design solutions for individual oil recycling processes that can be integrated into a
single design system.

There are quite a number of design environments used to design individual disci-
plines. The leaders used in the oil and gas industry of Russia are the companies:
Intergraph, AVEVA, Autodesk, Bentley, Trimble [19, 20].

Digital doubles of industrial production are being created. Directly in the field
of design, digital doubles are information 3D models that are a virtual copy of an
industrial object with maximum detail and access to all project documentation.

All the above prerequisites make it possible to realize the idea of creating a
single computer system combining existing design solutions, digital doubles, and
3D models [21, 22].

Thus, the task was set to develop a single computer system that would allow, based
on the technical assignment for design or reconstruction, to form design solutions for
the resource-saving energy-saving design of petrochemical oil recycling enterprises.
In addition, which will allow for the training of qualified specialists to form scenarios
for training in the design of various types of industrial oil recycling processes.

When implementing such a computer system, the following problems are solved:

1. Computer system information support has been developed, consisting of
databases of standard process equipment, pipeline parts, and valves, a database
of raw material characteristics of various suppliers, regulatory documents for the
design and operation of oil recycling plants, and existing technological design
solutions.

2. Mathematical support is formed, which includes mathematical models of
oil recycling processes (cracking, visbreaking, hydrocracking, reforming,
hydrotreating, and isomerization), mathematical models of estimating product
quality, productivity, energy consumption, and cost, environmental characteris-
tics.

3. The designer interfaces have been developed, which allow obtaining design
solutions for equipment layout and routing of process pipelines based on
the terms of reference; trainee interfaces allowing to pass different training
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scenarios; instructor interfaces that allow you to define design training scenarios
for different configurations of the design object, as well as analyze training
protocols.

4. Software was developed and selected that implements various stages of design—
selection and layout of process equipment, piping, as well as implementing the
formation of a design solution, which includes 3D information model and design
documentation. The software is integrated and includes various environments
of the applied software (Intergraph Smart 3D, NanoCAD, Start).

2 Problem Statement

A design environment, varying parameters, and output characteristics or design
criteria characterize the design object. The design object model allows you to solve
a design problem for a given environment in a given range of variations, that is, to
calculate and obtain output characteristics on which criterion restrictions are set.

The design environment X = {Xj,...,X} includes input parameters—a type
of oil recycling process, types and composition of raw materials, dimensions of
the workshop, rooms, and output parameters—indicators of productivity, energy
efficiency, environmental safety.

The design environment, as an object of study and control, is characterized by a set
of the following components (variable parameters): characteristics of raw materials,
reagents, fuel and energy resources M = {Mj,...,.Mp,}, set and types of process
equipment E = {E;,...,Ec, }, pipelines and valves P = {Py,...,Py, }, variants of spec-
ified dimensions of production sites and terrain characteristics G = {Gy,...,Ggn},
design rules R = {Ry,....Rnp }.

Thus necessary for a given design environment X = {Xj,..., Xy} based on engi-
neering or reconstruction specification Y = {Yy,...,Yp}, varying parameters V =
{Vi,-..,VN}, Vinin <V < Vi from the available information support (database of
process equipment, pipelines, layout variants), to select the optimal design solution
for output parameters. The outline of the general design task is shown in Fig. 1.

The task of designing the installation of a complex industrial facility of produc-
tivity and energy efficiency is not lower than acceptable, with quality indicators
within the specified limits: productivity Pr > Pr,g., energy consumption Er < Er 4.,
cost Sr < Sr 4., environmental characteristics Kr > Kr,q., quality characteristics Cr
> Cr o od- Criteria requirements (Pryg., Er 4., St 44., Kryq., Cryg), are usually speci-
fied in the terms of reference and are alternatives of the Customer when solving the
design task.

To design an X plant with the specified performance, environmental, and energy
efficiency inputs, the project team needs to:

1. Select suitable composition of feedstock M;, catalyst M,, reagents M3,
resources My, providing the required quality products according to the design
specification.



18 T. Chistyakova and D. Furaev
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2. Calculate equipment layout variant according to available dimensions and
terrain characteristics G, as well as select process equipment E according to
required characteristics. Equipment is selected from the process equipment
database.

3. Form the binding of equipment E with pipeline P in accordance with the current
standards and design rules R. Pipelines are selected from the pipeline and valve
parts database.

4.  Check the compliance of the selected equipment and strapping with the criteria
restrictions.

5. Formation of documentation for the design object.

The extended stages of solving the design problem using the example of
petrochemical industry facilities are given in Fig. 2.

Thus, the problems of variation are solved—rvarious options for the layout
of equipment and pipeline tracing are calculated, the total productivity, energy
consumption, and estimated cost are determined.

The system was tested on the example of a catalytic cracking unit.

Catalytic cracking is one of the main processes of secondary oil refining. The
goal is to obtain the necessary compounds used as valuable components of gasoline,
increasing its octane number [23].

In Russia, there are quite a large number of catalytic cracking plants, some of
which are subject to modernization.

Currently, when designing or upgrading, they are trying to solve the problems
of recycling or processing the heaviest products remaining after the primary and
secondary processes. Thus, there are studies of the composition and properties of
the spent cracking catalyst, indicating the possibility of its complex processing to
produce compounds of rare earth elements, lanthanum and metal ion sorbent [24].

The catalytic cracking process is characterized by the following main parameters:
raw material consumption per unit Rs, raw material temperature Ts, total water
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Fig. 2 Stages of solving the design problem

vapor flow rate Rp, steam flow rate to the reactor dome Ry, operating temperature
Tp, pressure in the settling zone of the reactor Pr, catalyst circulation multiplicity Cr.
Technological equipment is characterized by the following parameters: working
volume Vx, geometric characteristics Gx, operating and design pressures PworkE,
PcalcE, working temperature TworkE, rated flow Rx.
Process pipelines are characterized by the pipeline material Mx, operating and
design pressures PworkP, PcalcP, wall thickness Sx, nominal diameter Dx.

3 Description of the Computer System

The computer system is built based on mathematical models of the technological
process, models of the equipment layout.

The technical specification for the design, which is set in the computer system
by the designer, includes the following characteristics: performance, product quality
requirements, resource consumption, energy efficiency, environmental indicators,
weight and size characteristics of the main equipment, and the maximum dimensions
of the installation.
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Fig. 3 Computer system architecture

The computer system includes a database of available design solutions, a database
of equipment, aggregates, pipeline parts and fittings, a database of regulatory docu-
mentation, modules for equipment placement and layout, pipeline tracing, verifica-
tion of calculations, and design solutions. The architecture of the computer system
is shown in Fig. 3.

Currently, the knowledge base of the system contains a large amount of infor-
mation, including regulatory documentation and standards, instructions for working
in the computer-aided design systems used, calculation systems, design solutions,
internal instructions, and operating rules.

A big plus is the fact that the number of documents and instructions in paper form
has been significantly reduced, which has allowed almost unlimited access to them,
while the remote access option is available.

The library of test tasks is a testing system containing questions on the database
of normative and technical documents, in particular, it contains the classification of
technological processes and requirements for them, design standards, classification
of pipelines and methods of their laying and design, information about pipes and
parts of technological pipelines, about the types of connections, fasteners, and rules
for their selection, information about the types of fittings and their purpose, methods
of management, selection, materials used. In addition, a separate test block is devoted
to industrial safety issues in accordance with Federal standards and regulations.

The computer system includes various functional modules, in particular, the
module for calculating and searching for technological equipment.

Based on the design specification, which includes the main characteristics: produc-
tivity, product quality, resource intensity, energy efficiency, environmental indicators,
the analysis of the basic (standard) project is carried out, from which the necessary
technological equipment is selected.
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The initial data for the task of equipment layout are the flow diagram of the
technological process, the results of calculations, the number and size of the
equipment.

The output data are the overall dimensions of the workshops, the coordinates of
the equipment, the location of the service areas and evacuation routes, as well as the
configuration of pipelines and the location of pipeline fittings and devices [22].

Based on the analysis of the master plan of the installation, the design and oper-
ating characteristics of the equipment are determined, according to which the most
suitable equipment is selected from the database.

This equipment database contains the main types of technological equipment,
as well as 3D models. The presence of such a database allows you to reduce time,
as well as provide a conditional 3D model at the pre-design stage, or provide the
Customer with several layout options.

The search for the optimal layout option is associated with the analysis of a
variety of possible options for placing equipment and tracing pipelines, each of which
must be checked for compliance with the restrictions of the mathematical model:
structural restrictions (maximum permissible room dimensions, service, and repair
areas, weight and dimensions of equipment), technological restrictions (flow rate in
the pipeline, transportation time, pipeline slope), conditions for non-intersection of
objects.

At the first stage, the equipment is arranged according to the design specifica-
tion and the results of calculating the mathematical model of the optimal equip-
ment placement. A base of geometric primitives for building equipment has been
developed.

The next stage is the tracing of technological pipelines, taking into account the
initial data: the requirements for the transportation of substances according to their
physical and chemical properties, the dimensions of the equipment. For the possibility
of tracing pipelines, a database of standard sizes of pipes and pipeline elements
(tees, bends, and transitions), some fittings, and a database of geometric parametric
fragments have been developed.

After the initial tracing, the pipeline system is transferred to the calculation
module, which analyzes the characteristics of the pipelines and the correctness of the
decisions made. If the calculation results do not meet the required standards, then the
pipeline routing is revised or a different version of the equipment layout is proposed.

The simulation module is a virtual environment that simulates the interface of a
computer-aided design system, and, in turn, consists of a system for the placement
and layout of industrial equipment and a pipeline tracing system.

After working with this system, specialists can design complex industrial
complexes in the field of petrochemistry and oil refining, an example of a model
of a catalytic cracking plant is shown in Fig. 4. The model base is the initial data for
use in designing and performing verification calculations.
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Fig. 4 Example of a 3D model of a catalytic cracking plant

4 Conclusion

The proposed computer system allows us to solve the design problem for the resource-
saving design of petrochemical enterprises of secondary oil processing from the
formation of the technical specification to the formation of the object information
model and project documentation.

The architecture of the computer system is flexible and customizable, as it
has augmented databases of technological equipment, pipelines, regulatory docu-
mentation, and replenished libraries of mathematical models of technological
processes.

The computer system for resource-saving design of industrial processes was
tested on the basis of the Russian company JSC “PMP” on the example of a high-
performance catalytic cracking plant of 2500 thousand tons/year and power consump-
tion of 23 thousand kW., where it showed its effectiveness, as well as during training
of specialists at the Department of CAD SPSIT (TU). The work was carried out at the
expense of a grant from the Russian Science Foundation (project No. 21-79-30,029).
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Abstract When creating digital twins of circulation loops of nuclear power instal-
lation, the simulation of the operation of a centrifugal pump is implemented using
pre-calculated characteristics. This chapter considers the issues of the numerical
prediction of cavitation curves and modeling of cavitation using a homogeneous
Zwart-Gerber-Belamri mass transfer model based on the Rayleigh-Plesset equation
with the possibility of further application of the results in the development of a super-
computer twin of a nuclear power installation. To validate three-dimensional discrete
models of centrifugal pumps with upstream axial inducers, experimental studies of
the pump performance and cavitation curves were carried out. The work carried out
a preliminary study of the effectiveness of the turbulence models k-¢ and SST as
applied to the calculations of cavitation in pumps with standard model settings. The
main purpose of the work is to study the influence of the empirical coefficients of the
cavitation model, which are responsible for the rate of vaporization and condensa-
tion, on the shape of the resulting characteristic Head versus NPSH and, as a result,
the NPSH3 value. Comparison with experiment was carried out. Based on the results
of the preliminary study, the advantage of the k-¢ turbulence model was determined
by a combination of factors of calculation speed and accuracy, therefore it was used
in the main study. The main research made it possible to obtain model settings for
the investigated geometry of the auger centrifugal pump, consistent with the results
obtained from other researchers and with experimental data.
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1 Introduction

At the stages of nuclear power installation in order to decrease the length and high
cost of full-scale tests for the development of individual units, systems, and equip-
ment in recent years, digital twins have begun—analogs of equipment and systems
of reactor installation [1, 2]. Most of the main loops and hydraulic systems use
centrifugal pumping units. When simulating the operation of a pump in a circula-
tion loop system, pre-calculated characteristic curves are utilized. Such characteristic
curves are obtained by the following ways at the stage of design of a centrifugal pump:
either by calculation based on empirical or semi-empirical methods or a providing
numerical experiment using CFD codes.

Currently, the last of the above approaches using CFD codes are widely used.
Issues related to obtaining a general hydrodynamic picture of the flow are not of
interest, since are well studied (as evidenced by the works [3, 4]):

e the use of CFD codes has a large validation and verification base, as evidenced
by, for example, works in which verification of numerical discrete models for
calculating integral characteristics was carried out [3, 5-8];

e there are developed and verified in practice methods for the application of three-
dimensional calculations, described, for example, in [3, 9];

e the influence of the choice of an approach to turbulence modeling on the
characteristics of pumping units has been studied in papers [10-13];

e the methods of optimization of the flow paths of pumps are applied, which are
reflected in [9, 14-16].

Aninsufficiently studied area is the problem of reliable calculation of cavitation in
the flow path of centrifugal pumps. In the literature, individual attempts by researchers
to calculate the cavitation curves of the pump NPSH3(Q) (net positive suction head
on 3% drop of the pump head vs. flow rate), cavitation curves HINPSH) (Head vs. net
positive suction head) using cavitation models based on the Rayleigh-Plesset equation
are presented, as providing an adequate level of agreement with the experiment,
presented in [17-20] and not: [21-25]. It should be noted that in most works the
stage is represented by only one element—an axial or radial impeller.

The main focus of works on three-dimensional numerical calculations of cavi-
tation of interest is the choice of the optimal values of the empirical coefficients
of the cavitation model. The Zwart-Gerber-Belamri cavitation model of interest is
based on the Rayleigh-Plesset equation and includes several empirical coefficients.
However, as shown in [21], the main influence on the shape of the HINPSH) curves
is exerted by the coefficients responsible for the mass transfer rate of condensation
and vaporization.

Based on the above facts, it is of interest to validate three-dimensional numerical
models for:

e calibration of the coefficients of the cavitation model, responsible for the rate of
condensation and vaporization, for a given case;
e cxpansion of the calculation base;
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® in particular, the validation of the geometry models of the auger and wheel system.

The results of experimental studies of models of auger centrifugal stages, as well
as a comparison with the results of numerical modeling, are presented in this chapter
to:

1. Choose a turbulence model from the point of view of minimizing the design time
for constructing cavitation curves H(INPSH) and maintaining the calculation
accuracy.

2. Calibrate the coefficients of the cavitation model for the investigated geometries
of the auger centrifugal stages.

Thus, the results of this work can be used to numerically calculate the NPSH
curves at the stage of design a centrifugal pump and further be used to simulate the
pump operation in the circulation loop, which is recreated in the digital twin of the
nuclear power installation.

2 Experimental Studies

As the investigated geometries, we used the geometries of the auger centrifugal stages
shown in Fig. 1.

Experimental studies were carried out at JSC “Afrikantov OKBM”. The research
aimed to obtain the auger centrifugal stages characteristic curves and cavitation
characteristics. The experiments investigations were carried out on the water. Figure 2
shows the layout of the experimental setup.

To measure water parameters, the following instrumentation was used, presented
in Table 1. Based on the data in Table 1, we can conclude that the maximum errors
of the quantities of interest will be:

e for the pump head H: 0.84 m;
e for the pump flow rate Q: 0.3 m*/h;
e for the net positive suction head available NPSH: 0.1 m.

Fig.1 a Geometry of Model

1, b Geometry of Model 2 a
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Table 1 Instrumentation of measuring the parameters of the stand

Parameter Instrument Absolute error in the working
range

Pump inlet pressure Technical vacuum gauge +0.015 kgf/cm?
“MTI”

Pump outlet pressure Technical pressure gauge | +0.006 MPa
“MIITU-Y?2”

Pressure in the tank Technical vacuum gauge +5 kPa
“MBIITU-Y2”

Pump flow rate Flowmeter “CUUMAI" +0.2 m3/h
11-100”

Temperature at the pump inlet | Thermocouple +1°C
“TMIIK-1-L”

Atmosphere pressure Aneroid barometer +0.8 mmHg
“MI-49-2”

Instrumentation

2999

4 5
—
2

1 Pump Model

2 Electrospindle
3 Vacuum pump
4 Tank

5 Heat exchanger
6 Foundation

7 Flow meter

8 Pipelines and fittings 4=

-1;|

Fig. 2 General view of the experimental setup
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3 Numerical Discrete Model

The simplified 3D geometry was created based on the geometry of the experimental
setup. ANSYS CFX is used as the calculation code. Figure 3 shows a schematic of
the calculated 3D geometry.

It should be noted that in work [5] it is declared that the presence of an element
that models an impeller shroud to pump housing clearance is not necessary to assess
the amount of leakage. However, the presence of this element makes it possible to
more accurately describe the hydrodynamics of the flow at the inlet to the impeller,
where reverse flows often exist. The flow entering into this area can cause additional
fluid flow disturbances. In the region of the auger, there is a radial clearance between
the shroud and the blade, which is considered in the discrete model.

The solution to the problem is classically divided into three main stages:

1. Achievement of the steady-state solution in a single-phase flow
2. Achievement of the unsteady solution in a single-phase flow
3. Achievement of the unsteady solution in a double-phase flow.

For the unsteady single-phase problem time t,, (in a sec) is selected corresponding
to a rotation angle of 3°:
_3-60
T n-360°

(D

Tn

where n is rotational speed, rev/min. Such value provides the value of the Courant
number over the computational regions of the order of 1.

As amass transfer model for a two-phase setting, as indicated earlier, the standard
Rayleigh—Plesset model is used, described in [26], and implemented in CFX in the
following general form:

. 3rgpg [21py — pl
= F srs | = _ , 2
mfg R N 3 o sgn(p, — p) 2

Inlet Leakage

é S Outlet
= /
7 &

Fig. 3 Discrete model configuration
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where 1 £, is interphase mass transfer rate per unit volume; F is the empirical factor
that may differ for condensation and vaporization; p, is steam density in a cavitation
bubble; R, is nucleation site radius; p, is saturation pressure; p is pressure in the
liquid surrounding the bubble; o is liquid density. For vaporization: F = F,,, and
rg is replaced by rnuc(l — rg), where r,,,. is the volume fraction of the nucleation
sites. For condensation: F = F.,,4.

The boundary conditions are set as follows:

e The inlet into the model is defined by the Total Pressure option. The value of the
Total Pressure in Pa was chosen based on the required value of NPSH;

e The outlet is defined by the pump flow rate—Mass Flow Rate in kg/s. It was
defined according to the experimental value;

e [eakage into the region behind the impeller hub is defined in the same way as
for the outlet—using the Mass Flow Rate option. It was set according to the
experimental value.

To determine the turbulence model, which is less expensive in terms of compu-
tational resources, two series of calculations were carried out at rated flow
rates:

e (Calculations of the Model 1(V1) and the Model 2(V2) using standard values of
the F factor (FD) using the k-¢ turbulence model(KE);

e (alculations of the Model 1(V1) and the Model 2(V2) using standard values of
the F factor(FD) using the SST turbulence model(SST).

As a result, based on the mesh independence study by the head value H in the
cavitation-free mode the dimension of the mesh averaged 4 million elements for the
k-e€ model and 6 million elements for the SST model. Also, the value of the y* for the
mesh used in the calculation with the k-& model lies in the range from 45 to 72 on the
surface of the impeller and auger. For the calculation using the SST model, the y*
value ranges from 1 to 3. In order to calibrate the coefficients of the Rayleigh-Plesset
cavitation model, calculations of the Model 2 model were carried out with different
values of the F coefficient presented in Table 2.

Table 2_ Model 2 cavitation Calculation code name F factor value

calculations
F1 Fvap =05 Feona =1
F2 Fyap =0.5; Feopg = 0.1
F3 Fyap = 250; Fcopg = 0.001
F4 Fyap = 500; Feong = 0.001
FD Fyap = 50; Feong = 0.01
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4 Results

4.1 Turbulence Model Choice

The calculation results for Model 1 are shown in Fig. 4, and for Model 2 are shown

in Fig. 5.

Average deviations from the experimental data are summarized in Table 3.
The deviation is calculated from the values of the head H at the points of the curves
with the corresponding NPSH, falling into the range of values of the experimental

curve.
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Fig. 4 Calculation results using various turbulence models. Model 1
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Fig. 5 Calculation results using various turbulence models. Model 2

Table 3 Deviations based on the calculation results with standard F coefficients

10

Calculation code name | Deviation, % | Qualitative compliance with cavitation stall prediction
V1FD SST 5.39 Qualitatively correct

V1 FD KE 10.03% Qualitatively incorrect

V2 FD SST 5.38% Qualitatively incorrect

V2 FD KE 4.99% Qualitatively correct
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Both k-e and SST models give the same results, but the SST model gives on
average the best match at all points of the characteristics. However, if we talk about
the total calculation time, then the model k-€ k is a lower time spent on calculating
1 point of the curve. For further research, the k-e turbulence model is selected.

4.2 Calibration of Cavitation Model Coefficients

In order to calibrate the coefficient F, as noted above, the k-¢ turbulence model was
used. The results of the F factor calibration are shown in Fig. 6.

Speaking in general about the qualitative influence of the F factor on the form of
the characteristic, the following can be noted:

® anincrease of F',,, with a simultaneous decrease of F .4 leads to an earlier onset
of cavitation, with the same value of NPSH;

® an increase of F,, with a simultaneous decrease of F ., leads smoother
breakdown of the cavitation curve H(NPSH).

In this case, it is clearly seen that qualitative agreement with the experiment is
observed in the calculations FD, F3, and F4. In this case, it is more logical to compare

the value of the NPSH3.
The values of NPSH3 and deviations of the calculated data from the experiment

value are shown in Table 4.

80
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NPSH, m

Fig. 6 Comparison of the calculation results with different values of the coefficient F of the Model
2

Table 4 Calibration results

of the F coefficient values Calculation NPSH3, m Deviation, %
Experiment 4.32 -
F3 4.5 4.17
F4 4.45 3.01
FD 4.088 5.56
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The fact that the value of the deviation of the NPSH3 for the calculation with
the standard values of the factor F (FD) does not exceed a value of 10%, indicates a
satisfactory agreement between the calculation and experiment. It can be concluded
that for a given geometry of an auger centrifugal pump and a fluid flow regime, the
use of the standard Rayleigh-Plesset cavitation model is satisfactory. However, for
geometry Model 2, the values of the coefficients F3 are preferable: F,,, = 250; F ¢4
= 0.001 with the expected level of deviation of the NPSH3, about 4%. The choice
was made not in favor of the F4 coefficients, which is explained by the fact that they
are less close to the preferred range of standard values Fvap and Fcond (FD).

4.3 Visualization of the Flow in the Blade Channels
of the Auger

The distribution of the vapor volume fraction between the blades of the auger for
each calculation in accordance with Table 2 for different values of NPSH is shown
in Fig. 7. Itis clearly seen that with a simultaneous increase in the value of Fy,, and a
decrease of F.qnq at similar values of NPSH, the vapor volume fraction between the
blades increases, and the length of the part of the blade, on which the vapor volume
fraction is present, also increases. At the same time, it is worth noting the fact that
qualitatively the stall of the pump occurs in different ways:

e the lower F, and higher F ., the more the vapor fraction tends to uniformly
occupy the areas between the blades. At higher F',,, and lower F,,, the channel
cross-section, on the contrary, is not completely occupied by the vapor. In this
case, the vapor is concentrated around the blade profile;

e calculations with lower F,, and higher F .,,4, provide lower values of the average
and maximum vapor volume fraction in the auger channels;

o the lower F,,, and higher F',,; provide cavitational less loaded the pressure side
of the blade, both in non-cavitation and install operation.

5 Conclusion

In this work, experimental and numerical studies were carried out in order to investi-
gate curves Head versus NPSH of two models of auger centrifugal stages. Comparing
the results of CFD calculations using the k-e and SST turbulence models with the
Rayleigh-Plesset cavitation model and experiment, a good coincidence was found,
as evidenced by the average deviations on the curves of the order of 7,5% for k-¢
and 5,4% for SST. However, as noted above, in terms of computational resources,
the k- model is preferable to the SST model. Based on this, in further studies, it is
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recommended to use the standard k-€ model, or models of this class, such as RNG
k-¢ and Realizable k-¢.

The extension of the results obtained using the k-€ model to other turbulence
models of this class is fair. The latter is confirmed by the fact that there are a large
number of works that affirm the similarities of the results of applying such class
models when calculating pumping units, for example [11, 12, 24].

Calibration of the factor responsible for the rate of condensation and vaporization,
F of the Rayleigh-Plesset model, showed that for this case considered in the work,
it is expedient to choose the values: F,q, = 250 and F¢,,q = 0.001. It is also worth
noting that using the default F,,, = 50; Fcong = 0.01 in the general case can give
qualitatively satisfactory results. The results of this work are in qualitative agreement
with the results of the work [21].

Analysis of the visualization of the distribution of the vapor volume fraction
showed that the results obtained are adequate. The results agree with the meaning
of the coefficients F',4, and F,,q, which control the mass transfer rate of the vapor
fraction to the water fraction and vice versa. Higher F,,, values intensify the forma-
tion of the vapor fraction, so this leads to the fact that the vapor fraction increases, as
mentioned above. Lower values of the factor F,,, lead to the fact that the generated
fraction of vapor will remain and “live” in the flow for a longer time, as evidenced
by the propagation of vapor along the blade length.

The question of choosing the best settings for the cavitation model based on the
Rayleigh-Plesset equation for other operating regimes and pump geometries remains
open. Strictly speaking, it is incorrect to state the comprehensive applicability of the
results obtained to other geometries and modes different from the rated one. For this,
as noted earlier, it is necessary to verify and validate a larger number of discrete
models.

Also, this chapter did not study the influence of the presence or absence of a
leakage an impeller shroud to pump housing clearance on the calculation results,
which is also a question for further research. Of particular interest is also the study
of the effect on the final result of modeling the tip between the auger blade and auger
shroud surface.

An important issue is the study of the effect of the mesh independence by the
pressure drop value, which is not done in works on calculating cavitation using CFD
codes. From the practice of calculations, we can say that the refinement of the mesh
at the leading edge can significantly affect the magnitude of the pressure drop and,
as a consequence, the intensity and development of cavitation.

In conclusion, it should be noted that the results of this work can be applied in
the modernization of the digital twin of the RITM-200 nuclear power installation,
which is being developed at JSC “Afrikantov OKBM?” [2]. The obtained values of
the coefficients F',,, = 250 and F,,q = 0.001 are planned to be used to calculate
the cavitation characteristics of a centrifugal pump of one of the circulation circuits
of a power installation. There is also an additional interest in the development of the
topics of work and the formation of a technique for modeling cavitation curves to
implement it into the technology of creating supercomputer twins of nuclear power
installations.



36

O. Chistyakov et al.

References

10.

11.

12.

13.

14.

15.

16.

17.

. Varé, C., Morilhat, P.: Digital twins, a new step for long term operation of nuclear power

plants. In: Liyanage, J., Amadi-Echendu, J., Mathew, J. (eds.) Engineering Assets and Public
Infrastructures in the Age of Digitalization. Lecture Notes in Mechanical Engineering. Springer,
Cham. (2020). https://doi.org/10.1007/978-3-030-48021-9_11

. Bolshukhin, M.A., Bolnov, V.A., Budnikov, A.V., et al.: Digital twin of nuclear power plants.

Development technology and application experience. Atomic Energy 129(2), 74-79 (2020).
https://doi.org/10.1007/s10512-021-00717-8

. Giilich, J.F.: Centrifugal Pumps, 3rd edn. Springer, Heidelberg, Berlin (2014)
. Shah, S.R., Jain, S.V,, Patel, R.N., Lakhera, V.J.: CFD for centrifugal pumps: a review of

the state-of-the-art. Procedia Eng. 51, 715-720 (2013). https://doi.org/10.1016/j.proeng.2013.
01.102

. Lomakin, V.O.: Investigation of two-phase flow in axial-centrifugal impeller by hydrodynamic

modeling methods. In: 2015 International Conference on Fluid Power and Mechatronics (FPM),
pp. 1204-1206. IEEE (2015). https://doi.org/10.1109/FPM.2015.7337302

. Dick, E., Vierendells, J., Serbruyns, S., Voorde, J.V.: Performance and prediction of centrifugal

pumps with steady and unsteady CFD-methods. WIT Trans. Eng. Sci. 36, 559-568 (2002)

. Prunieres, R., Inoue, Y., Nagahara, T.: Investigation of the flow field and performances of a

centrifugal pump at part load. In: IOP Conference Series: Earth and Environmental Science,
vol. 49, p. 032015 (2016). https://doi.org/10.1088/1755-1315/49/3/032015

. Kaewnai, S., Chamaoot, M., Wongwises, S.: Predicting performance of radial flow type impeller

of centrifugal pump using CFD. J. Mech. Sci. Technol. 23, 1620-1627 (2009). https://doi.org/
10.1007/s12206-008-1106-1

. Skrzypacz, J., Szulc, P.: The CFD calculations as a main tool for the mixed—flow pump modern-

ization. In: IOP Conference Series: Materials Science and Engineering, vol. 233, p. 012008
(2017). https://doi.org/10.1088/1757-899x/233/1/012008

Liu, H., Wang, Y., Liu, D., et al.: Assessment of a turbulence model for numerical predictions
of sheet-cavitating flows in centrifugal pumps? J. Mech. Sci. Technol. 27, 2743-2750 (2013).
https://doi.org/10.1007/s12206-013-0720-8

Liu, H.L., Liu, M.M., Dong, L., Ren, Y., Du, H.: Effects of computational grids and turbulence
models on numerical simulation of centrifugal pump with CFD. In: IOP Conference Series:
Earth and Environmental Science, vol. 15, p. 062005 (2012). https://doi.org/10.1088/1755-
1315/15/6/062005

Zhou, S.P, et al.: Numerical Simulation and Impeller Optimization of a Centrifugal Pump. In:
AMR, vol. 472475, pp. 2195-2198 (2012). https://doi.org/10.4028/www.scientific.net/amr.
472-475.2195

Feng, J., Benra, F.-K., Dohmen, H.J.: Application of different turbulence models in unsteady
flow simulations of a radial diffuser pump. Forsch Ing. 74, 123-133 (2010). https://doi.org/10.
1007/s10010-010-0121-4

Zhang, Y.L., Yuan, S.Q., Zhang, J.F., Feng, Y.N., Lu, J.X.: Numerical investigation of the effects
of splitter blades on the cavitation performance of a centrifugal pump. In: IOP Conference
Series: Earth and Environmental Science, vol. 22, p. 052003 (2014). https://doi.org/10.1088/
1755-1315/22/5/052003

Wu, D., Yuan, S., Ren, Y., et al.: CFD investigation of the influence of volute geometrical
variations on hydrodynamic characteristics of circulator pump. Chin. J. Mech. Eng. 29, 315-324
(2016). https://doi.org/10.3901/CIME.2015.1224.154

Thakkar, S., Vala, H., Patel, V.K., et al.: Performance improvement of the sanitary centrifugal
pump through an integrated approach based on response surface methodology, multi-objective
optimization and CFD. J Braz. Soc. Mech. Sci. Eng. 43, 24 (2021). https://doi.org/10.1007/s40
430-020-02753-0

Lomakin, V.O., Bibik, O.Y.: The influence of empirical rates (values) in the Releya-Plesett’s
model on the cavitation calculated characteristics of the centrifugal pump. Gidravlika. 1(3),
26-38 (2017)


https://doi.org/10.1007/978-3-030-48021-9_11
https://doi.org/10.1007/s10512-021-00717-8
https://doi.org/10.1016/j.proeng.2013.01.102
https://doi.org/10.1109/FPM.2015.7337302
https://doi.org/10.1088/1755-1315/49/3/032015
https://doi.org/10.1007/s12206-008-1106-1
https://doi.org/10.1088/1757-899x/233/1/012008
https://doi.org/10.1007/s12206-013-0720-8
https://doi.org/10.1088/1755-1315/15/6/062005
https://doi.org/10.4028/www.scientific.net/amr.472-475.2195
https://doi.org/10.1007/s10010-010-0121-4
https://doi.org/10.1088/1755-1315/22/5/052003
https://doi.org/10.3901/CJME.2015.1224.154
https://doi.org/10.1007/s40430-020-02753-0

Verification of Numerical Three-Dimensional Models ... 37

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Zhang, N., Gao, B., Li, Z., Jiang, Q.: Cavitating flow-induced unsteady pressure pulsations in
a low specific speed centrifugal pump. R. Soc. Open Sci. 5, 180408 (2018). https://doi.org/10.
1098/rs0s.180408

Ocepek, M., Persin, Z., Kern, L., Djeli¢, V., Muhic, S., Lipej, A.: Experimental and numerical
analysis of cavitation and pressure fluctuations in large high head propeller turbine. In: IOP
Conference Series: Earth and Environmental Science, vol. 405, p. 012032 (2019). https://doi.
org/10.1088/1755-1315/405/1/012032

Li, W.-G.: Modeling viscous oil cavitating flow in a centrifugal pump. J. Fluids Eng. 138
(2015). https://doi.org/10.1115/1.4031061

Liu, H., Wang, J., Wang, Y., Zhang, H., Huang, H.: Influence of the empirical coefficients of
cavitation model on predicting cavitating flow in the centrifugal pump. Int. J. Naval Archit.
Ocean Eng. 6, 119-131 (2014). https://doi.org/10.2478/ijnaoe-2013-0167

Limbach, P., Skoda, R.: Numerical and experimental analysis of cavitating flow in a low specific
speed centrifugal pump with different surface roughness. J. Fluids Eng. 139 (2017). https://
doi.org/10.1115/1.4036673

Cao, L., Wang, Z.W., Xiao, Y.X., Yao, Y.Y., Zhu, W.: Numerical research on the cavitation
characteristics for typical conditions of a centrifugal pump with whole flow passage. In: IOP
Conference Series: Materials Science and Engineering, vol. 72, p. 032027 (2015). https://doi.
org/10.1088/1757-899x/72/3/032027

Liu, H., Wang, Y., Liu, D., Yuan, S., Wang, J.: Assessment of a turbulence model for numerical
predictions of sheet-cavitating flows in centrifugal pumps? J. Mech. Sci. Technol. 27, 2743—
2750 (2013). https://doi.org/10.1007/s12206-013-0720-8

Hanimann, L., Mangani, L., Casartelli, E., Widmer, M.: Cavitation modeling for steady-
state CFD simulations. In: IOP Conference Series: Earth and Environmental Science, vol.
49, p. 092005 (2016). https://doi.org/10.1088/1755-1315/49/9/092005

Zwart, P.J., Gerber, A.G., Belamri, T.: A two-phase flow model for predicting cavitation
dynamics. In: Fifth International Conference on Multiphase Flow, Yokohama, Japan (2004)
Paul, D., Agarwal, H., Ponangi, B.R.: CFD analysis of two-phase cavitating flow in a centrifugal
pump with an inducer. In: Lecture Notes in Mechanical Engineering, pp. 17-31. Springer
Singapore (2020). https://doi.org/10.1007/978-981-15-7779-6_2

Franc, J.-P.: The Rayleigh-Plesset equation: a simple and powerful tool to understand various
aspects of cavitation. In: Fluid Dynamics of Cavitation and Cavitating Turbopumps, pp. 1-41.
Springer Vienna (2007). https://doi.org/10.1007/978-3-211-76669-9_1


https://doi.org/10.1098/rsos.180408
https://doi.org/10.1088/1755-1315/405/1/012032
https://doi.org/10.1115/1.4031061
https://doi.org/10.2478/ijnaoe-2013-0167
https://doi.org/10.1115/1.4036673
https://doi.org/10.1088/1757-899x/72/3/032027
https://doi.org/10.1007/s12206-013-0720-8
https://doi.org/10.1088/1755-1315/49/9/092005
https://doi.org/10.1007/978-981-15-7779-6_2
https://doi.org/10.1007/978-3-211-76669-9_1

On the Qualitative Study of Phase )
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of Polynomial Dynamic Systems
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Abstract A chapter is devoted to the results of the original study of some extended
dynamic systems families with reciprocal polynomial right parts. It describes espe-
cially invented for the aims of this study research methods, fruitful for further inves-
tigations in the field, and useful for a wide range of applications. Dynamic systems
play an important role in different areas of contemporary science, computing, and
engineering, such as mathematical modeling of physical processes, the broad spec-
trum of complicated problems of modern cybernetics, for example, in fundamental
studies of computing and producing systems, as well as in modeling of technical,
geophysical, biological, sociological and economical events. Dynamic systems serve
as a powerful mathematical apparatus under conditions if statistical events, or fluc-
tuations, may be disregarded. Having the strictly outlined mathematical features,
but in principle infinite, the family of dynamic systems under consideration was
subdivided into several naturally appeared hierarchical levels. Thus, they were thor-
oughly investigated using the terms and methods of the qualitative theory of ordinary
differential equations. The full set of about 250 their topologically different phase
portraits was revealed, constructed, and described. The close-to-coefficient criteria
of the realization of existing for this dynamic systems family phase portraits were
found. The absence of limit cycles for all the systems belonging to the considered
family was strictly proved.
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1 Introduction

Challenges offered by the development of modern high technologies pose tasks for
researchers to use new methods of mathematical modeling. A broad spectrum of
contemporary scientific areas cannot develop without the involvement of mathemat-
ical apparatus such as dynamic systems. Mathematical modeling of any processes
occurring in time with certain speed and possible acceleration is based on differential
equations and systems of differential equations. This provision applies to investiga-
tion of geophysical and space processes [3, 9, 10, 24, 31, 32], to study of seismic
stability of constructions and buildings [11-14], to practical and theoretical research
and development in the fields of computing and producing systems [28], cybernetics
and artificial intelligence systems, neural networks [21-23], mathematical modeling
of biological processes [17, 29, 30], including virus distribution, population, socio-
logical [15] and economical events [25-27]. All of these research fields are math-
ematically based on dynamic systems and their qualitative and also computational
studies.

And one of the primary moments in a dynamic system investigation is the iden-
tification, enlisting, and classification of equilibrium positions of a system with a
study of their stability.

The present chapter is devoted to the results and methods of the original study of
some broad class, or family, of dynamic systems, characterized by their polynomial
right parts (a cubic form for the first equation of the considered system, and a quadratic
one for the second equation). Those right parts are taken as reciprocal polynomial
forms. That means they won’t have common multipliers being decomposed into
polynomials of lower degrees.

Foundations of the qualitative theory of ordinary differential equations (and thus
of the theory of dynamic systems) were laid by the great French mathematician
and physicist Jules H. Poincare (1854-1912), who is considered to be one of the
last encyclopedists of modern science (together with David Hilbert, 1862-1943). H.
Poincare proved, that every normal autonomous second-order polynomial differential
system considered on the real extended plane of its phase variables Eiy y» allows in
principle its comprehensive qualitative investigation [1, 4-6].

Qualitative studies of dynamic systems were continued by later researchers, and
features of some special classes of them were successfully described. The important
contribution in this field was done by mathematicians belonging to Russian and even
to St.Petersburg mathematical school. Among them were, for example, Dr. Victor A.
Pliss and Dr. Alexey F. Andreev from the Differential Equations Department of the
Faculty of Mathematics and Mechanics of St.Petersburg State University [2].
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2 Initial Mathematical Formulation and Research Methods
Survey

In the present work we study some specific, but rather a broad category, or family,
of polynomial second-order differential dynamic systems on the arithmetical phase
plane x, y:

dx X(x,y) ay Y(x,y) 1
—_— = X —_— = X
dt R R

in which X (x,y), Y (X, y) are taken as reciprocal polynomials (they haven’t common
multipliers in their decompositions into lower-order forms). Here the polynomial X
is considered to be a cubic, while polynomial Y is a quadratic form, satisfying to the
conditions that do not detract from the generality of reasoning:

X (©,1) >0, Y(©0,1) > 0. 2)

With the help of a method of consequent mappings introduced by H. Poincare—
firstly a central mapping and then an orthogonal one, which is performed via the two
Poincare transformations, it becomes possible to obtain a detailed qualitative pattern
of trajectories for the dynamic systems, belong to the (1)—family, in a Poincare circle.
That leads to the construction and description of all possible for this family of systems
(different in the topological meaning) phase portraits.

A sequence of steps in this study is as follows.

. . . . =2 =2
With the use of a central Poincare mapping, we display a phase plane R R | of
a differential system under consideration onto a Poincare sphere Y (from the center

(0, 0, 1) of the Poincare sphere ) _):

X 4+v24+72=1 (3)

(assuming the diametrically opposite points of the Poincare sphere to be identified).
With the use of an orthogonal Poincare mapping, we display a lower enclosed
semi-sphere of a Poincare sphere onto an enclosed Poincare £2:

4y <1 4)

(similar, assuming diametrically opposite points of a boundary I" of a Poincare circle
as identified ones) [1, 4-6].
We introduce special polynomials of key importance, related to the system (1):
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P(u) := X(1,u) = po + piu+ pou’ + psur’,
QW) :=Y(1,u) =a+ bu+ cu’. 5)

For all dynamic systems of the (1)—family, the following common features have
been revealed.

1. Real roots of the special polynomial Q(u) are in fact angular coefficients of
isoclines of zero.

2. Real roots of the special polynomial P(u) represent angular coefficients of
isoclines of infinity.

Further, we consider and always write out roots of both the abovementioned
special polynomials P(u), Q(u) in ascending order. Among the roots of different poly-
nomials, we never have equal ones, because the right parts of system (1) equations
are reciprocal. Hence, polynomials P(u), Q(u) are also turn out to be reciprocal.

We study and describe all possible topological types, which appear to be possible
for a finite singular point O (0,0), as well as for all existing infinitely remote
singularities of systems, which belong to the (1)-systems family [7, 16, 18].

During further investigation, the whole broad family (1) is split into subfamilies
of several consequent levels and sublevels of hierarchy (up to four sequent levels for
some cases). The principles of splitting depend, at the first step of this process, on the
details of the decompositions of polynomials P (u), Q(u) to the lower degree forms,
and on the presence (or absence) multiple roots for each one of these special character-
istic polynomials. In the next steps of the work, the splitting continues depending on
properties of the trajectories’ qualitative pattern; in particular, depending on the fact,
if the continuation of a given separatrix from a small neighborhood of a singular
point to all the length of this separatrix appears to be unique or not unique. As a
result, all possible for the whole (1)-family of dynamic systems phase portraits were
constructed and fully investigated. There appeared to be about 250 topologically
different qualitative types of them. Also were revealed criteria of their realization in
a close to coefficient form.

In particular, there was strictly proved, that (1)-systems cannot have limit cycles
[18, 19].

3 Subfamilies of the First Hierarchical Level and Splitting
of them into Subfamilies of the Next Levels

The clear examples of subfamilies, related to the first hierarchical level, are given by
some following variants.

Firstly, we mention the case of existence of three different roots of the special
characteristic polynomial P (u), and two different roots of the polynomial Q(u),
correspondingly. The right parts of the dynamic system (1) will in this case look like
the follows:
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X(x,y) = p3(y —uix)(y — usx)(y — uzx),
Y, y) = c(y —q1x)(y — q2x), (6)

where p3 > 0,¢ > 0,u; < uy < us, q| < g2, u; # q; for each pair of i and j.
Clearly, under these conditions, we obtain ten independent variants of the order
of different roots, belonging to both characteristic polynomials P(u), Q(u), since

, 5

= =10, ™

And those ten different orders of roots could bring us also ten subfamilies of the
next hierarchical level. Meanwhile, the detailed research reveals, that for real only 6
of those possible subfamilies are really independent one from another.

One of the key notions for the whole presented research is the notion of the
RSP (RSQ)—be a sequence of all real roots, enlisted in the ascending order, of
the characteristic specially introduced for these dynamic systems polynomial P(u)
(Q(u)), and a conjugated notion of the RSPO—be a sequence of all real roots (in the
ascending order) of both polynomial forms P(u), O(u).

Further, we introduce a notion of a DC-transformation—be a double replacement
(or change) of variables: (7, y) — (—t, —y). Such a change of variables serves to
transform the system under consideration to another similar differential system. But
it is clear, that for the newly obtained system signs and numberings of real roots
of its characteristic forms P(u), Q(u), together with directions of its motion along
trajectories (with the growth of t) change to the opposite. Two different systems will
further be named the mutually inversed pair (regarding the DC-transformation), in
the case when the DC-transformation transmutes one of them into the other, and the
independent pair (regarding the DC-transformation), oppositely.

Namely, the DC-transformation of (6)-systems allows concluding: 6 ones among
them actually form independent DC-pairs, but every taken system among the
remaining four has the mutually DC-inversed system-companion among the first
6 systems. Thus, it makes sense to assign a definite number r € {1,..., 10} to
the possible root sequences of characteristic polynomials of (6)-systems, so that
systems with (RSP Q),, r = 1, 6, appear to be independent pairwise, and the same
time systems, whose root sequences get the numbers r = 7, 10, turned out to be
mutually DC-inversed to the systems obtained numbers r = 1, 4, correspondingly.

After the abovementioned comments, it is natural to introduce the notion of a
(6),—sub subfamily of (6)—subfamily of dynamic systems:

(6),—sub subfamily of (6)—subfamily := a totality of all dynamic systems of the
(6)—subfamily of (1)—systems, such as for each of the ascending sequence of real roots
of characteristic polynomials of the dynamic system P(u), Q(u): RSPQ = (RSP Q),.

According to a single plan, we will step-by-step investigate (6),—sub subfamilies
of (6)—subfamily of (1)-systems, r = 1, 6. Upon revealing their detailed features and
constructing their phase portraits in the Poincare circle, we will be able to obtain
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similar data for the (6),—sub subfamilies, » = 7, 10, using the DC-transformation
for the investigated already (6),—families, r =1, 4.

For every subfamily among the six DC-independent ones, we introduce a common
program of their further investigation. This program includes several important items.

All singular points of the taken subfamily of dynamic systems in the enclosed
Poincare circle are identified. They appeared to be the finite singular point O (0, 0)e
£2 together with infinitely remote singular points Oii w;,00€l,i=0,3,uy=0.
We introduce and apply to their notions of a nodal (N) and saddle (S) bounds of semi
trajectories; of a separatrix and of a topo-dynamical type of a taken singular point
[16, 18].

For every given singular point, we study the behavior of its separatrices. First of all,
during this part of the study, we take into consideration a question of the uniqueness of
this separatrix continuation from some tiny neighborhood of the singular point to the
full length of the separatrix. Also, we consider a mutual arrangement of separatrices
in the Poincare £2. All mentioned questions are fully answered for all the existing
subfamilies of (1)-systems family [19].

All possible for the taken subfamily phase portraits we construct and describe
together with criteria of their appearance [16, 18, 19]. In particular, for the subfamily
(6) appeared to exist as many as 93 different phase portraits, independent under
topological understanding [1, 16, 18].

Secondly, we mention another good example of the subfamily, belonging to the
first hierarchical level of subfamilies. It is the case of a multiple roots existing for
the cubic form.

X(x,y) = p(y — urx)"' (v — upx)*™,
Y(X, y) =q@ — q1x)(y — g2%), ()

where p, q, ui,u2, 1,92 € R, p > 0,q > 0,u; < uz, q1 < q2,u; # q; for every
pairof i, j € {1,2}, k;, k, € N, k; + ky =3.

Such a case brings us the two subclasses of systems (8). First of them we’ll call the
A-class, and this class includes systems, for which k; = 1, k, = 2, and the second
class we call the B-class, for the systems of which oppositely k; = 2, k, = 1.

So, the characteristic polynomials P(u), Q(u) will have forms:

Pu) = X(1,u) = plu —ur)(u —u)*, Qu) ==Y (1, u) = qu — q1)(u — q),

for the A-class dynamic systems, and

Pu) = X(1,u) = p(u —u)*(u — ua), Qu) := Y (1,u) = q(u — q1)(u — q),
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for the B-class systems. Possible different combinations for their roots orders we will
see for each of these cases Cf = % = 6 correspondingly. But systems, belonging to
these different classes A and B, have to be and were studied independently [18, 20].

For the aim of the detailed study of the (8)—subfamily a notion of a (8),—family
of the (8) 4,—systems (i.e. (8)—systems belonging to the A-class) has been introduced:

(8),—family of the (8),—systems be a totality of all the (8) 4,—systems with the
same root sequence RSPQ number r, which is taken from the abovementioned list of
possibilities.

After this, we undertake the sequential study of (8),—families of (8) ,—systems.

The study progress for every taken (8),—family follows the main pattern. For each
singular point of a given subsystem belonging to the taken family were introduced
and applied important notions of the bundles N (the node bundle) and S (the saddle
bundle) of semi trajectories of this subsystem, which appear to be adjacent to the
considered singular point; of this singular point’s separatrix and also of its topo
dynamical (TD) type. The following phases of an investigation are enlisted below.

A (8),—family is split into (8), ;(—sub subfamilies (they are, obviously, belong to
the third hierarchical level), where s = 1,5. V s € {1, ..., 5} we reveal the topo
dynamical types of the singular points of the (8), ;—systems, and investigate their
separatrices.

Vs e{l, ..., 5} the behavior of their singularities’ separatrices has been studied
for the systems belonging to the (8), ;—sub subfamily. Here the main questions that
arise to answer them are about: (1) is a global continuation of each taken separatrix
from some small neighborhood of a given singular point into all the lengths of this
separatrix in the Poincare circle §£2 unique or not unique; (2) what is the relative
position in the Poincare circle §2 of all existing separatrices. The matter is that if
for a taken number s the global continuation of each separatrix of singular points
of (8), ;—systems appear to be unique, which means, that their relative position in a
Poincare circle € is stable (invariable), therefore, all (8), ;—systems will have one
common phase portrait in a Poincare circle (P P, ;). Otherwise, if for some taken
number s (8), ;-systems will have several, e.g. m separatrices, for which their global
continuations will not be unique, then (8), ,—family has to be split into subfamilies
of the next, already fourth hierarchical level denoted as (8), ; ,—families, [ = 1, m.
For each of them, as it was proved during the further study of these subfamilies,
the global continuations of each separatrix are unique, while their relative positions
inside the circle €2 appeared to be invariable. Thus, a phase portrait of all such a sub
subfamily of systems inside the €2 the circle is one and common for all the given sub
subfamily: PP, ;.

All revealed phase portraits inside the circle €2 for the whole totality of systems
of (8),~families, r = 1, 6, were constructed in two forms of representation (in a
graphical form and also in a table, or descriptive, form). Simultaneously formulated
the (close to coefficient) criteria for each portrait realization [16].

The summary of phase portraits for the class A families is as follows. They show
in a total of 45 topologically different types of phase portraits accordingly to the
number of sub subfamilies into which the whole subfamily of the first hierarchical
level has been split. Similarly, the B-class of subfamilies shows 52 different types
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of phase portraits due to the fact that the number of sub subfamilies of the next
hierarchical levels for them appeared to be 52.

The third representative example of subfamilies from the first hierarchical level
comes from the interesting subfamily of (1)-systems

u— — U1Xx — UrX —uzx), — =c¢ — x)°, 9
It p3ly 1 y 2 y 3 It Yy —4q

where p3 > 0,¢ > 0,u; <uy <uz,q(€ R) #u;i=1,3.

Now the investigation process will include such items:

For the beginning, we split the (9)-subfamily into (9),—sub subfamilies, with
r = 1, 4. Itis clear, that they represent the second hierarchical level of systems under
investigation already.

Every appeared on the scene sub subfamily represents an (infinite in principle)
set of dynamic systems having a proper sequence of real roots of characteristic
polynomials P(u), Q(u), which we later denote as RSPQ = (RSP Q),, where r
means the number in the list of all existing RSPQ'’s:

up, uz,us,q,
Uy, uz,q,us,
Ui, g, Uz, us,

q,uy, Uz, Us.

(10)

Using for the dynamic system of (9)—subfamily a double change of its variables
(we call this important study instrument the DC-transformation): (¢, y) — (—t, —
y), we conclude, that the (9),—sub subfamilies, r = 1, 2, 3, 4, to the (9),—families,
r =4, 3,2, 1, correspondingly (and, obviously, backward). This observation states,
that sub subfamilies of systems (9);and(9), are not connected one to another
via the DC-transformation; while families (9);and(9)4 appear to be connected
(mutually inversed) via the DC-transformation to the sub subfamilies (9),and(9),,
correspondingly.

For the second step, we investigate (9),—families of systems, r = 1, 2, in turn,
based on a single abovementioned program [7, 19], namely:

2,. After fixing the number r € {1, 2}, we further subdivide the taken (9),—family
into (9), ,—sub subfamilies [16, 18, 19], s = 1, 9, belonging to the third hierarchical
level this time, for which we investigate their singular points and as a result, find out
topo dynamical types (TD-types) of those singular points of (9), ;—systems.

2,.Vse{l,...,9 we make up and draw the so-called “Off-Road Map” (ORM)
for (9), ,—systems [1, 16, 18, 19], and with its help define the a(w)-limit set of
each and every o (w)—separatrix, together with the mutual disposition of all existing
separatrices belong to this sub subfamilies of systems inside the Poincare circle £2.
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23. Eventually, it becomes possible to obtain, construct and describe all various in
the topological understanding phase portraits possible for (9),—dynamic systems.

After the subfamilies of the second level of our hierarchy, having numbers
r € {1,2}, our research moves on to (9),—subfamilies of systems, r = 3, 4.
Now, through the DC-transformation, and taking into consideration the results for
(3.1),—families, r = 2, 1, we eventually obtain all different phase portraits for
(3.1)3 and 3.14—subsystems.

Summing up the results of the conducted research in this item, it is possible to
outline: for the totality of dynamic systems belong to the (9),—subfamilies, r = 1, 4,
we revealed 15 4 11 + 11 + 15 = 52 different phase portraits in the Poincare circle
L correspondingly.

The fourth representative example of subfamilies is given by the following
category of systems:

dx 3 2 2 3 2
I = Pox + p1x7y + paxy” + p3y’ = p3(y — u1x)(y — uzx),

d
d_)t) = x>+ bxy +cy* =c(y — gx)?, (1T)

where p3 > 0,¢c > 0,u; < uz, g(€ R) # ujp».

Investigation of this category of systems in principle repeats the previous sequence
of research steps.

For every taken into consideration (11)—subsystem P(u), Q(u)—it’s polynomials

P, O:

P) = X(1,u) = p3(u — uy)*(u — uz), Q) := Y (1,u) = c(u — q)°,

aconsequence of all existing real roots of these characteristic polynomials (the RSPQ)
can show us in this case three independent variants of it.

And in this case, was revealed, that for every (11),—sub subfamily of (11)-subsys-
tems seven topologically different phase portraits appear to be possible, so for all
categories of dynamic systems from (11)—subfamilies, r = 1, 3, the total amount of
topologically different phase portraits reaches 21.

All possible for the discussed families and subfamilies of investigated systems
phase portraits were described and constructed in the two convenient forms—in
a graphical form and a table (or descriptive) form as well. For the table form of a
phase portrait, the following scheme was accepted. A table, describing every portrait,
includes 5 or 6 lines. A taken single line is used to describe features of an invariant cell
of the phase portrait, i.e., its boundary, a source, and also a sink of the corresponding
phase flow [1, 16, 18].

Fine mathematical details and clarifying points in relation to investigations of
cubic and quasi quadratic dynamic systems are given in the sources and articles
[2,7, 16, 18, 19].
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4 Conclusion

The chapter represents research methods and strict mathematical conclusions of
the original fundamental investigation of a broad family of polynomial dynamical
systems. This study has been undertaken and conducted in the field of the qualitative
theory of ordinary differential equations and is based on the methodology of this
theory. Precise research methods, a lot of notions and attitudes, directly invented
especially for the goals of this work, being new and effective, would be useful for
further research of applied dynamic systems, especially of dynamic systems with
polynomial right parts of different orders.

Due to that strict fact, that dynamic systems represent the main instrument of
mathematical modeling in all fields and branches of modern theoretical and applied
science and technology, and especially in the fields of cybernetic systems devel-
opment, artificial intelligence, and neural networks, as well as in theoretical and
practical studies of computing and producing systems, of connections between the
notions of energy and information, in the mathematical modeling of geophysical and
biological processes, etc., this research work has the sharp actuality.

Its key goal was to reveal, depict and describe all topologically different phase
portraits in a Poincare circle, possible for the numerical subfamilies, belonging to
several levels of their hierarchy, of a broad initial family of the polynomial differential
dynamical systems. All such portraits were eventually enlisted, counted, described,
and constructed [8]. This means that qualitative features of all the infinite set of
dynamic systems belonging to the considered family are finally investigated.

Thankfully to the new investigation methods, mentioned above, the work will
be useful for applied studies of dynamic systems with polynomial right parts. The
chapter could be interesting for advanced students and postgraduates as well as for
researchers.
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Model of Organization of Software )
Testing for Cyber-Physical Systems L

Dmitriy Tobin®, Alexey Bogomolov(®, and Mikhail Golosovskiy

Abstract The chapter presents a model for organizing software testing of cyber-
physical systems and an algorithm for forming test scenarios that optimize the cost
of software testing, increase labor productivity and reduce the time required to put
software into operation, and increase the reliability of cyber-physical systems that
implement the developed software.

Keywords Cyber-physical system - Software + Software testing + Software testing
organization - Test scenarios + Automated generation of test scenarios

1 Introduction

One of the priorities of the development of information technologies is the devel-
opment of the information technology concept of cyber-physical systems, which
implies the integration of computing resources into physical entities [1-3]. The
computational component of cyber-physical systems is distributed throughout the
physical system (called its carrier) and is synergistically linked to its constituent
elements [4—6]. The elements of cyber-physical systems are linked and interact with
each other using standard Internet protocols implemented using software [7-9].

Software development lifecycle management in modern information infrastruc-
ture involves the use of test models and algorithms for organizing software tests [10,
11]. Any software tests are limited by the time and resources allocated for testing, as
well as the duration of the work of experts, so they can not guarantee an exhaustive
check of the software for compliance with the requirements for its functions and
characteristics.

D. Tobin (X)) - A. Bogomolov - M. Golosovskiy

St. Petersburg Federal Research Center Russian Academy of Sciences, 39, 14th line of
Vasilievsky Island, St. Petersburg 199178, Russia

e-mail: dtobin@mail.ru

M. Golosovskiy
e-mail: golosovskiy @yandex.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022 51
A. G.Kravets et al. (eds.), Cyber-Physical Systems: Modelling and Industrial Application,

Studies in Systems, Decision and Control 418,

https://doi.org/10.1007/978-3-030-95120-7_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95120-7_5&domain=pdf
https://orcid.org/0000-0002-6747-1259
https://orcid.org/0000-0002-7582-1802
https://orcid.org/0000-0002-1956-9956
mailto:dtobin@mail.ru
mailto:golosovskiy@yandex.ru
https://doi.org/10.1007/978-3-030-95120-7_5

52 D. Tobin et al.

1 Ease of méking 2 Percentage of decision making that determines the choice of
changes technology, configuration, performance and cost of the solution

100

75

50

heS / 4 Costs incurred

[}
[}
[}
[}
[}
[}
.
.
[}
.
.
.
.
Y
N
.
<
7

/ e

—

v

Th

Testing, elimination of

i Detailed project,
Concept design prof identified defects

development

Operation, phased software decommissioning

Fig. 1 The dependence of various indicators of the software development process on the stage of
the software life cycle

To increase the reliability of the definition and improve the evaluation of the
characteristics after internal software tests, an algorithm for performing test scenarios
for organizing tests of cyber-physical systems at the stage of presenting working
versions of the software to the customer’s representatives has been developed.

The use of test scenarios at the initial stages of software development makes it
possible to make changes in a timely manner, reducing the likelihood of defects and
errors at further stages of software development [12—-14].

According to [15], the later changes are made to the software, the greater the costs
are borne by its customer (Fig. 1).

Curve 2 (Fig. 1) shows the percentage of decisions made that determine the choice
of technology, configuration, performance, and cost of the solution. At the beginning
of the process, the curve increases sharply, and then the growth slows down—that
is, the key decisions are made at the initial stage, and they dictate the logic of further
implementation of the software development project. Curve 4 (cost growth) is s-
shaped, since the costs are minimal at the design stage, but they increase dramatically
after the software is put into operation. Curve 3 (the amount of knowledge about the
system) is also s-shaped, although the stage of rapid growth on this curve is less
pronounced.
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2 Generalized Model of the Organization of Software
Testing of Cyber-Physical Systems, Taking into Account
Various Models of the Software Life Cycle

Agile methodologies, such as Scrum, Kanban, OpenUP, and others, have gained
the greatest popularity in software engineering to reduce the risks associated with
incompleteness or changes in requirements.

These software development methodologies are primarily based on iterative,
iterative-incremental, and pipelined software lifecycle models. In the modern stan-
dards of the Russian Federation (GOST 19 and 34 series), software tests are consid-
ered in the context of the cascade software model. In the SWEBOK v3 software
engineering knowledge base [16] and ISTQB materials [17], the description of the
test organization process is given in the form of a list of recommendations or prac-
tices, without forming a connection between these practices, taking into account the
context of the software lifecycle model used by the team, which makes it relevant to
create a generalized model for organizing software testing of cyber-physical systems,
taking into account various software lifecycle models.

One of the most common methods for developing test scenarios based on spec-
ifications that include private implementations of the relationships between source
and result data (“black box methods™) [18-20].

The description of the expected results of the test scenarios should be a necessary
part of the test coverage of the software requirements. Test coverage of requirements
is formed on the basis of the analysis of input functional specifications and is imple-
mented by the methods of equivalent partitioning, analysis of boundary conditions,
and functional diagrams [21-24].

When developing test scenarios for software testing, the following requirements
are taken into account:

— the tests being developed must be ready by the time a particular software module
is implemented;

— the set of previously created test scenarios must (with the same requirements) be
executed at each test on all software versions;

— if changes are made to the software requirements, the test scenarios should be
changed accordingly [15].

The methodological reliability of software tests is determined by the following
factors:

— the completeness of the test program and the correctness of testing methods to
cover possible scenarios for the functioning of both software components and in
general, as well as the initial requirements for the software;

— the reliability and accuracy of the reference values of the software functionality
characteristics, which serve as a reference for calculating the performance esti-
mates recorded in the terms of reference and requirements specifications (they
should compare the characteristics of the tested software);
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— the adequacy and accuracy of the algorithms and models used to generate test
scenarios;

— the accuracy and correctness of processing the results and generated reports on
software tests, as well as comparing the data obtained with the requirements and
standards of the terms of reference and specifications.

The use of automated tools and automated test scenarios reduces the time spent
on organizing software tests.

Taking into account the stated requirements, a generalized model of the organiza-
tion of software testing of cyber-physical systems is formed, taking into account
various models of the software life cycle (Fig. 2) in the UML-activity diagram
notation.

Itis shownin [25, 26] that the development model often combines both an iterative
and an incremental approach in flexible methodologies.

For example, although the Scrum methodology requires a product to be developed
at the end of each iteration that is potentially ready for trial operation, teams often
transfer to the production environment a set of changes obtained during several
iterations, due to the need to implement more complete implementation of complex
functions that cannot be implemented in one iteration. In the proposed model, this
feature is taken into account. The iterative-incremental model is taken as a basis, but
if there is only one iteration in one increment, the model degenerates into an iterative
one. If the life cycle consists of only one iteration and one increment, then the model
degenerates into a classic waterfall model.

To support pipeline-type methodologies, such as Kanban, the model uses the UML
mechanism-branch nodes, after which control flows can be executed in parallel. This
allows the model to implement each individual requirement independently.

One requirement in one iteration and one increment goes through all the stages of
the life cycle, from the development of the requirement to the transfer to commercial
operation. If necessary, such increments that implement individual requirements can
be performed in parallel, if resources are available.

The model can be divided into three parts. The first part consists of activities
aimed at creating a test model. It includes:

— selection of requirements for increment and a further selection of requirements
for iteration;

— analysis of the selected requirements in terms of the completeness of the descrip-
tion and the formed acceptance criteria and other characteristics. As a result of
the requirements analysis, a test plan is formed for testing the software that imple-
ments the selected requirements, taking into account the previously implemented
functionality;

— development of test scenarios: it can include both the development of test scenarios
for new functionality and previously implemented as a result of analyzing defects
or analyzing relationships between elements;
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— selection and automation of test scenarios: depending on the availability of
resources/capabilities, not all test scenarios can be automated. In testing prac-
tices, it is recommended to make the percentage of automated tests as large as
possible, but this figure is left to the discretion of the teams;

— analysis of the completeness of the requirements coverage, in accordance with
the test plan.

The second part consists of activities aimed at preparing test environments, which
consist in preparing stands, test environments, test data, and activities for direct
testing [26]. In total, the model identifies the following types of tests:

— system testing—testing the implementation of requirements in general, in which
all integrations with adjacent systems are tested on emulators.

— system-integration testing-testing of integrations with external systems.

— end-to-end testing is a test aimed at verifying the implementation of business
processes as a whole. Full integration and involvement of participants of related
systems in the process of organizing tests may be required,;

— load testing—a test performed to evaluate the behavior of a component or system
under increasing load;

— acceptance test—a test conducted to determine whether the system meets the
acceptance criteria, which allows users, customers, or other authorized persons
to determine whether to accept the developed software or not.

The third part of the model consists of activities aimed at analyzing the reasons for
missing defects identified during industrial operation and analyzing defects identified
during testing. As a result of these activities, the test model is adjusted [27].

3 Interpretation and Discussion of Research Results

The details of the block for generating test scenarios are shown in the diagram (Fig. 3).
Using this algorithm is important because successive software development cycles
require multiple executions of the same set of test scenarios. The application of the
developed algorithm will allow you to automate testing at the stage of preparing the
software for testing.

Test scenarios of load testing will collect indicators and determine the performance
and response time of the software in response to an external request in order to
establish compliance with the requirements for the software being developed [2].

A comprehensive approach to the organization of test scenarios will allow you
to create a test model with the division of tests into groups “Performance tests”,
“New Functionality”, “Regression”. A test model is a reflection of the structure and
behavior of the system. The test model can be described in terms of the state of the
system, input effects on it, end states, data flows and control flows, results returned
by the system, etc.
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For a consistent software development lifecycle model, the first increment and iter-
ation contain the entire scope of work for the main part of the project, and no changes
are allowed. The increment will be implemented when all the iteration requirements
are met. In this way, a sequential check of the fulfillment of all requirements is
performed based on test scenarios.

It is shown in [28] that the duration of iterative and pipelined LC models strongly
depends on the time of regression testing, the size of the test model, the software
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developed, and the number of re-tested requirements. This determines the effective-
ness of the application of the algorithm for generating test scenarios when organizing
software tests.

The use of test scenarios in the early stages of the software life cycle is a means of
monitoring the functioning of the software, allows you to check the software for the
correctness of the requirements (expected result), as well as to reduce the number of
critical errors and errors caused by the human factor.

4 Conclusion

The developed model of the organization of software testing of cyber-physical
systems allows you to form and effectively apply test scenarios in the organization of
software testing, providing the possibility of maximum test coverage, which leads to
optimization of software testing costs, increased labor productivity, and reduced soft-
ware commissioning time, and to increase the reliability of cyber-physical systems
that implement the developed software.
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Digital Twin of Building Heating )
Substation: An Example of a Digital L
Twin of a Cyber-Physical System

Oleg Yu. Maryasin

Abstract This chapter dwells upon developing and implementing a digital twin of
a building heating substation. The real-world prototype in the case presented is a
laboratory bench. A building heating substation equipped with an intelligent control
system integrated into the building management system can be presented as a cyber-
physical system. A building heating substation computer model has been developed
in OpenModelica using the IBPSA library. The author-developed DTTool suite was
used to implement the digital twin. FMITool is an application within the suite that
can load computer models made in various modeling systems to run simulations
and parametric optimization, as well as to identify the parameters of loaded models.
The suite applications can be used in combination to implement a real-time digital
twin, exchange data with the laboratory equipment, and identify the parameters of
the digital twin from time to time. The DTTool suite presented herein can be used as
a platform to implement and run digital twins of various cyber-physical objects.

Keywords Digital twin + HVAC - Building heating substation + Cyber-physical
system « DTTool - OpenModelica - IBPSA

1 Introduction

Digital breakthroughs have multiplied the available computing power and enabled
the processing of big data in real time. Coupled with the fourth industrial revolution,
they led to the emergence of digital twins (DT) [1]. Most experts agree that DT as
a concept was first introduced by Michael Grieves of the University of Michigan in
2003 [2]. The concept was furthered and first used in practice in NASA laboratories
[3]. The concept implies that the virtual model is not discarded after the creation of
a physical object; instead, it accompanies its real-world counterpart throughout its
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lifecycle, as it is used for testing, refinements, operation, and disposal. The physical
object uses sensors that provide real-time measurements to be further sent to the
DT. The data is used to refine the digital model that in its turn helps optimize the
operation and maintenance of the real-world object [4, 5].

DT is not yet a clear-cut concept even if publications on the topic are numerous [6].
Besides DT, there are such concepts as a digital model and digital shadow. Modeling
and data specialists may interpret these terms differently. For instance, paper [7]
states that if a virtual DT model is unable to automatically communicate with the
real object, it is a digital model. If the model can automatically receive data from
its real-world counterpart, then it is a digital shadow. Only the models capable of
automated bidirectional communication can be called digital twins.

Other researchers use the concept of dimensionality to describe the differences
in DT architectures [8, 9]. A 3D DT contains a physical object, a virtual object,
and a module for their interaction. A 4D architecture also incorporates local or
cloud storage; a 5D one will also include data analysis and decision-making module;
finally, a 6D structure offers a user interface, including augmented- or virtual-reality
interface.

There are two basic approaches to making DTs [6, 10]. The first approach uses
real-object data such as sensor readings or other sources. Data-based DTs use digital
or data-driven models (black-box models), the building of which involves statistical
methods, machine learning, deep learning, and other methods. The second approach
relies on conventional multiphysical or system models that apply known physical,
chemical, biological, and other laws of the functioning of the real object. They are
computer-aided implementations of mathematical models based on the systems of
differential and/or algebraic equations (white-box models). The advantage of the
second approach is that DTs based on it are applicable to the entire class of similar
physical objects rather than one specific object.

In recent years, building engineering systems, and in particular heating, venti-
lation, and air conditioning (HVAC) have come to make use of DTs. The substan-
tial experience of developing various HVAC models contributes to this trend. For
instance, paper [11] overviews all sorts of ways to make data-driven HVAC models.
These include frequency-based methods, machine learning, fuzzy logic, statistical
methods, state-space models, etc. Energy recovery ventilation DT is an example of
a HVAC DT based on a system Modelica model [12].

This chapter dwells upon creating a DT of a building heating substation (BHS).
BHSs are nowadays commonly used in heating systems in both newly constructed
and renovated buildings. A BHS comprises process equipment, instrumentation, and
automation. BHSs have evolved from based PI and PID controller-based systems to
complex systems that provide optimal and adaptive control, model predictive control
(MPC), and intelligent control [13]. When an intelligent control system of a BHS is
integrated into the building management system (BMS), this BHS becomes a cyber-
physical system. DTs help expand the capabilities of an intelligent control system,
save more energy, prolong the service life, and make the BHS easier to maintain.
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2 DT Implementation Tools

Various science and engineering suites such as MATLAB, SCILAB, Modelica-based
suite (SimulationX, Dymola, MapleSim, OpenModelica), etc. are used to make DTs.
However, such simulation systems focus on user interaction, which makes imple-
menting DTs difficult. They are designed for the user to first configure the model, then
run a simulation and analyze the output. The simulation uses model time rather than
real-time. Processes that take hours can be simulated in a matter of seconds. The use
of DTs often requires real-time modeling, at the rate of data coming from the phys-
ical object. However, this mode is not possible in all simulation systems, and where
possible, for example, in MATLAB/Simulink, a special environment configuration
and several specialized libraries are required to make it work.

Recently, there have been created special DT-making tools such as ANSYS Twin
Builder as well as cloud platforms for the Internet of Things (IoT) and Industrial
Internet of Things (IloT), which support DTs [14]. ANSYS Twin Builder provides
ample opportunities to create, validate, and deploy DTs [15]. Twin Builder combines
an extensive set of model libraries for various applications, 3D solvers, and lower-
order models. It can import Simulink models and export Modelica models via the
FMI interface. It is possible to change variables in real time, conduct complex para-
metric optimization, and make Python or Visual Basic scripts to automate modeling
processes. Twin Builder can be easily integrated with IIoT platforms to connect a DT
model with test data or real-time instrumentation readings. It also supports exporting
models to create an inter-platform cloud infrastructure for SAP, PTC ThingWorx,
and GE Predix IIoT platforms. An extensive selection of graphic and table reports is
available for output visualization. The tool can export diagrams, graphs, and tables
to Microsoft Excel or in various image formats.

GE Predix, Siemens MindSphere, and PTC ThingWorx are the prominent IIoT
cloud platforms that support DTs [16]. PTC and Siemens offer in-house software
for modeling. Besides, these platforms can be integrated with third-party simula-
tion software such as ANSYS, and so can GE Predix. IIoT cloud platforms are not
yet extensively used to make DTs, but their application is becoming more frequent
[7,17].

This chapter uses the author-developed DTTool software platform to implement
a DT. DTTool is designed to implement DTs of buildings and other energy facilities.
Some components of this digital platform have already been used to automate energy
modeling and optimize the energy consumption of buildings [18].

DTTool contains a suite of interrelated applications coded in Python with special-
ized libraries. BEMTool is an application designed to comprehensively automate
energy modeling, optimize energy consumption, and build digital models based on
the EnergyPlus system. FMITool is an application that has the following main func-
tions: importing models created in various simulation systems; running the imported
models as configured by the user; visualizing the model output; export of simulation
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results in csv files; optimizing the variables of the loaded model for the given objec-
tive function providing for the specified constraints; performing standard operations
to automate the modeling process.

OPCTool is designed to run the following functions: connecting to an OPC UA
server; viewing the data structure of the OPC UA server and its tag attributes;
subscription to change the tag values of the OPC UA server; reading OPC UA server
tags into ScriptTool variables; writing ScriptTool variables into OPC UA server
tags. OntoTool operates with ontologies and interacts with external systems using
the semantic web. ScriptTool is an application designed to create, delete, and edit
internal ScriptTool variables; edit the operation variables of all DTTool applications;
create, edit, and execute arbitrary Python scripts.

Using these applications in combination helps automate model operations, run
simulations, process the model output, and communicate with physical objects in
real time. BEMTool, FMITool, OPCTool, OntoTool operations and ScriptTool scripts
can communicate their data bi-directionally. On the one hand, model inputs and
outputs can be fed to scripts for further processing. On the other hand, OPCTool and
ScriptTool can receive, process, and transmit data of the physical object to adjust
model variables and parameters. The built-in tools of the applications can be used
to visualize data as tables or graphs. Connecting an external SCADA system via
the OPC interface provides enhanced DT data visualization and a human—machine
interface.

Functionally, DTTool is close to ANSYS Twin Builder, the difference being
that DTTool is focused more on digital construction, HVAC systems and energy
facilities. At the moment the author is developing an application to enable DTTool
communication with IoT and IIoT devices using MQTT and AMQP protocols.

3 BHS Computer Model

The considered physical object of the DT is a laboratory bench, a small physical BHS
model located at the Cybernetics Department, Yaroslavl State Technical University.
Figure 1 shows the bench external view. The core equipment of the laboratory BHS
includes an electric water heater, soldered plate heat exchanges, circulation pumps,
membrane expansion tanks, and a sectional radiator. This BHS can use different
heating systems (HS) and hot water supply (HWS) connection schemes.

The BHS computer model was developed in OpenModelica [19] using the stan-
dard Modelica v3.2.2 library as well as the IBPSA library [20]. IBPSA is a library
that incorporates many components to simulate different HVAC units: heaters, heat
exchangers, chillers, radiators, pumps, a variety of sensors, shutoff and control valves,
etc. Figure 2 shows a fragment of the BHS OpenModelica model with a dependent
HS connection and a single-stage HWS connection.

In Fig. 2, bou and boul are model sources and drainage of cold and hot water,
hea is the heating boiler, hex is the hot-water heat exchanger, pump and pumpl
are HS and HWS pumps, res and res2 simulate hydraulic resistance in HS and
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Fig. 1 Laboratory BHS

Fig. 2 Fragment of OpenModelica BHS model
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Fig. 3 Curves of HS and HWS water temperature

HWS, vol simulates the hydraulic and thermal capacity of the HS, val is a three-way
control valve of the HS, vall is the HWS control valve, conPID and conPID1 are
automatic HS and HWS controllers; senTem, senTem1, senTem2, and senTem3 are
temperature sensors; senMasFlo, senMasFlo1, and senMasFlo2 are flow meters;
senPre, senPrel, ..., senPreS are pressure sensors.

Each component of the BHS computer model is based on a mathematical model
that includes a system of differential and/or algebraic equations. The correctness of
the implementation of the library components was checked using various verification
procedures, such as the International Energy Agency Building Energy Simulation
Test (IEA BESTEST) [21] and ASHRAE Standard 140 [22].

The BHS is heated by an electric water heater that sustains an output temperature
of 70 °C. The control system keeps the HS temperature at 60 °C and the HWS
temperature at 50°C. For simplicity, PID controllers are used as automatic controllers
inboth the laboratory BHS and the computer model. However, more complex controls
are implementable as well. Figure 3 shows the HS and HWS water temperature curves
(in K) obtained as a result of modeling in the OpenModelica system.

The developed BHS computer model has several features in comparison with the
models of building and district heating substations known from the literature. So, for
example, unlike [23], it takes into account not only the heat consumption through
the radiators of the heating system but also the heat loss through the walls of the
pipelines. Compared to [24], the BHS model implements the mixing of water in
the heating system using a three-way valve and takes into account the possibility of
changing the direction of water flow to the opposite (reverse).

OpenModelica supports exporting models via the functional mockup interface
(FMI) [25]. FMI was developed as an independent standard for model exchange and
co-simulation. To date, itis supported by over 100 software systems including Adams,
ANSYS, MATLAB/Simulink, NI LabVIEW, Dymola, SimulationX, MapleSim, etc.
FMI-based models can be exported to functional mockup units (FMU) to be used by
other systems for model exchange and co-simulation.
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4 DT Implementation in DTTool

FMITool imports the OpenModelica FMU module with the BHS model. The
imported FMU model then functions as a virtual model of the BHS DT. Figure 4
shows the FMITool home screen with the loaded BHS model. It also shows the HS
temperature curve produced by FMITool simulation. This curve coincides with the
one shown as a solid line in Fig. 3.

DT can run in real time. This can be done by using the following FMITool opera-
tions: Start modeling, Get the variable value, Set the variable value, Simulate. Start
modeling is an operation the user only runs once when starting the modeling proce-
dure. Get the variable value reads variables from the virtual BHS DT model, visual-
izes them in FMITool, or sends them via OPCTool or ScriptTool to a SCADA system
for visualization. Set the variable value can be used to set BHS DT variables for the
values received from the laboratory bench or a SCADA system via OPCTool and
ScriptTool. From time to time, the laboratory bench communicates the following
measurements to the DT: temperature and pressure of water received by the heating
boiler; temperature and pressure of water fed to the HWS heat exchanger; water flow
rate in the circuits of a heating boiler, heat exchanger, and HWS; indoor temperature,
etc. Therefore, all the major disturbances affecting the laboratory bench will affect
the DT as well.

“Simulate” runs a simulation for a certain period of time with a given step. The
simulation time for the DT should match the operations startup period. The actual
simulation time should be less than the operations startup period. Once the operation
is complete, the model state is stored as an internal variable and used in the next
run. Therefore, with periodic execution of the operations, it is possible to organize a
continuous process of simulation in real-time.
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The simulation parameters must be configured in a way for the model to remain
numerically stable. OPCTool and ScriptTool parameters should be configured in
a way to enable timely data transmission. All of this provides for the functioning
of BHS DT in real time while exchanging data with the laboratory bench and the
SCADA system. Figure 5 shows how the laboratory BHS and DT interact, including
the FMITool, ScriptTool, and OPCTool applications of DTTool.

The author is not known about the implementation of BHS DT based on ANSYS
Twin Builder or using cloud platforms from GE, Siemens and PTC. The closest in
functionality to the BHS DT implementation considered in the chapter is the cloud-
based HVAC control system for an office building, described in [26]. It uses the
Modelica model as the base model for the HVAC system including thermal equip-
ment. The nonlinear Modelica model is linearized and used by the optimal control
algorithm implemented in the MATLAB package. MATLAB communication with
HVAC equipment is carried out through the cloud-based SCADA system Mervis.
It should be noted that when using a cloud system, the communication between
the virtual DT model and the physical object is highly dependent on the Internet
connection. This can lead to delays in data transmission and reduce the reliability
of the system. In contrast to this, BHS DT based on the DTTool platform supports
communication both over the Internet and over a local network.

MATLAB was alsoused in [27] to implement a virtual building model in a building
energy management system. At the same time, the HVAC equipment of the building
was simulated using the EnergyPlus building energy modeling system. The control
system database was used to communicate between the virtual model and the phys-
ical world. The disadvantage of this approach is that the EnergyPlus software uses
simplified HVAC equipment models. This significantly reduces the accuracy of the
simulation. In addition, the BCVTB software that is used to exchange data between
MATLAB and EnergyPlus does not support newer versions of MATLAB and Ener-
gyPlus. Another disadvantage of the systems described in [26] and [27] is that they
do not have periodic identification of the HVAC system model.
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5 Identifying the Virtual Model

In the course of time, the DT must remain an adequate replica of its physical proto-
type. Therefore, the virtual model parameters must be matched to real-world data on
the go from time to time. FMITool has this function, as it includes the optimization
of the parameters of the FMU model. Any variables of the loaded FMU model can
be the inputs to optimize. Besides, any variables of the FMU model can be defined
as the outputs and used to calculate the objective function. Any permissible Python
operators can be used to define the objective function as a function of the output
variables.

Parametric optimization and identification can be done manually or automatically
from time to time using the corresponding operations. Usually, only the initial model
identification has to be done manually. For the initial identification of the laboratory
BHS parameters, we run a series of experiments with the automatic controls off.
Experimental results are further used to identify various model parameters. The
identification routines are conducted as follows: first one identifies the parameters to
adjust the temperature in the heating boiler circuit; further—the parameters to adjust
the HS temperature and pressure; then, the parameters to adjust the HWS temperature
and pressure are identified. Figure 6 shows the Optimization tab of FMITool during
identification.

The optimality criterion for identification is the sum of squared deviations of
model output variables from their “experimental” values. “Experimental” data in
Fig. 6 are shown as a table in the Identification tab. They can be entered manually
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Fig. 7 Change in HS water temperature against “experimental” values

or loaded from a csv file. Identification can be switched from static to dynamic
data using the corresponding switches in the Identification tab. Figure 7 shows the
results of adjusting the HS water temperature. Figure 7 shows the “experimental”
values (black dots) and the simulated HS temperature curve (solid line). In the case
of automatic identification, the required data file can be generated by OPCTool and
ScriptTool using the real-world data from the laboratory bench.

To run parametric optimizations, FMITool uses a variety of optimum search
methods based on calculating the objective function. At the moment, it supports local
Nelder-Mead and Powell methods, global brute-force search, the genetic algorithm,
and the particle swarm optimization algorithm.

6 BHS DT Applications

BHS troubleshooting can be one of the most critical DT applications. The evidence
of BHS operations shows that the crucial failure causes include [28] clogged filters,
stopped mixing and circulation pumps, and increased hydraulic resistance of heat
exchangers due to limescale. All these factors reduce the water flow rate in HS
and HWS circuits, causing the heated water to lose temperature. Changes in the
process parameters can be tracked by comparing the real object with its DT. A
normally functioning BHS will not differ significantly from its DT in terms of the
process parameters. A failure will cause a gradual increase in the deviations between
corresponding process variables. The BHS control system can detect and analyze
such trends.

DTs can also be used to develop and configure BHS control systems. A DT is far
safer, faster, and more convenient than its real-world counterpart when it comes to
configuring automatic controllers. It also allows using such configuration methods
that would not be advisable in case of a real object due to risk of equipment damage
or unacceptable operating modes. For instance, the author used FMITool’s built-in



Digital Twin of Building Heating Substation ... 71

parametric optimization functionality to optimize the parameters of HS and HWS
circuit controllers. Figures 3 and 4 show the quality of transients under optimal
settings. These configurations were tested on the laboratory bench, and the results
were good. Notably, a digital twin, unlike computer models, can be used to assess
the behavior of automatic control systems in real-time when exposed to real-world
disturbances.

DTs show promise for implementing complex optimal and adaptive control
systems. For instance, the BHS DT can be used as part of a two-level system for
optimal control of the thermal regime of a building [29]. It can therefore be used
as an internal model of the MPC controller or a reference model for implementing
adaptive control systems. Other applications of BHS DT are also possible, among
the applications of DT considered in [6].

7 Conclusions

This chapter dwells upon developing and implementing a BHS DT. The real-world
prototype in the case considered is a laboratory bench. The BHS computer model
has been developed in OpenModelica using the IBPSA library, then exported to
the FMU module. DTTool suite was used to implement the BHS DT. The suite’s
application FMITool can load computer models made in various modeling systems
to run simulations and parametric optimization, as well as to identify the parameters
of loaded models. Suite applications (FMITool, OPCTool, and ScriptTool) can be
used in combination to implement a real-time DT, exchange data with the laboratory
equipment via the OPC interface, and identify the parameters of the DT virtual model
from time to time.

Under the classification presented in Section I, the DTTool BHS DT has a 4D archi-
tecture with ontologies serving as local data storage. OntoTool provides the interac-
tion of DT with ontologies. Adding a SCADA system to the suite will transform the
DT into a 5D system.

DTTool can be used to implement any other DT whose computer model is an
FMU module and that is capable of interacting with its real-world counterpart via
the OPC interface. This is why the DTTool suite presented herein can be used as a
platform to implement and run digital twins of various cyber-physical objects.

References

1. Rodic, B.: Industry 4.0 and the new simulation modelling paradigm. Organizacija 50 (3),
193-207 (2017)

2. Grieves, M., Vickers, J.: Digital twin: Mitigating unpredictable, undesirable emergent behavior
in complex systems. In: Transdisciplinary Perspectives on Complex Systems. Springer, Cham,
pp. 85-113 (2017). https://doi.org/10.1007/978-3-319-38756-7_4

3. Glaessgen, E., Stargel, D.: The digital twin paradigm for future NASA and U.S. Air force
vehicles. In: 53rd Structures Dynamics Materials Conference, pp. 1-14 (2012)


https://doi.org/10.1007/978-3-319-38756-7_4

72

10.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

O. Yu. Maryasin

Kitain, L.: Digital Twin—The New age of Manufacturing (2018) https://medium.com/datadr
iveninvestor/digital-twin-the-new-age-of-manufacturing-d964eeba3313

. Pires, F.,, Souza, M., Ahmad, B., Leitao, P.: Decision support based on digital twin simulation: a

case study. In: Service Oriented, Holonic and Multi-Agent Manufacturing Systems for Industry
of the Future. Studies in Computational Intelligence, vol. 952, pp. 99-110. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-69373-2_6

. Liu, M., Fang, S., Dong, H., Xu, C.: Review of digital twin about concepts, technologies, and

industrial applications. J. Manuf. Syst. 58, 346-361 (2021)

. Kiritzinger, W., Karner, M., Traar, G., Henjes, J., Sihn, W.: Digital Twin in manufacturing: a

categorical literature review and classification. IFAC-PapersOnLine. 51(11), 1016-1022 (2018)

. Redelinghuys, A.J.H., Basson, A.H., Kruger, K.: A six-layer architecture for the digital twin:

a manufacturing case study implementation. J. Intell. Manuf. 31, Springer, 1383-1402 (2020).
https://doi.org/10.1007/s10845-019-01516-6

. Redelinghuys, A.J.H., Kruger, K., Basson, A.H.: A six-layer architecture for digital twins

with aggregation. In: Service Oriented, Holonic and Multi-agent Manufacturing Systems for
Industry of the Future. Studies in Computational Intelligence, vol. 853, pp. 171-182. Springer,
Cham (2019). https://doi.org/10.1007/978-3-030-27477-1_13

Adamenko, D., Kunnen, S., Pluhnau, R., Loibl, A., Nagarajah, A.: Review and comparison of
the methods of designing the Digital Twin. Procedia CIRP. 91, 27-32 (2020)

. Afram, A., Janabi-Sharifi, F.: Review of modeling methods for HVAC systems. Appl. Thermal

Eng. 67, 507-519 (2014)

Vering, C., Mehrfeld, P., Niirenberg, M., Coakley, D., Lauster, M., Miiller, D.: Unlocking
Potentials of building energy systems’ operational efficiency: application of digital twin design
for HVAC systems. In: 16th IBPSA Conference, pp. 1304-1310 (2019)

Afram, A., Janabi-Sharifi, F.: Theory and applications of HVAC control systems—a review of
model predictive control (MPC). Build. Environ. 72, 343-355 (2014)

Adamenko, D., Kunnen, S., Nagarajah, A.: Comparative analysis of platforms for designing
a digital twin. In: Advances in Design, Simulation and Manufacturing III. Lecture Notes in
Mechanical Engineering, pp. 3—12. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-
50794-7_1

Ansys Twin Builder. https://www.ansys.com/products/digital-twin/ansys-twin-builder.
Accessed 14 October 2021

Becue, A., Maia, E., Feeken, L., Borchers, P., Praca, I.: A new concept of digital twin supporting
optimization and resilience of factories of the future. Appl. Sci. 10(4482), 1-32 (2020)
Zidek, K., Pitel, J., Adamek, M., Lazorik, P., Hosovsky, A.: Digital twin of experimental smart
manufacturing assembly system for industry 4.0 concept. Sustainability 12(3658), 1-16 (2020)
Maryasin, O.Yu.: A system for automation of energy modeling, optimization of energy
consumption and preparation of digital models. In: 33th International Conference on Mathe-
matical Methods in Engineering and Technology, vol. 12 (2), pp. 140-147 (2020)

Welcome to OpenModelica—OpenModelica. https://www.openmodelica.org/index.php.
Accessed 14 October 2021

GitHub—ibpsa/modelica-ibpsa: Modelica library for building and district energy systems
developed within IBPSA Project 1. https://github.com/ibpsa/modelica-ibpsa. Accessed 14
October 2021

Jorissen, F., Reynders, G., Baetens, R., Picard, D., Saelens, D., Helsen, L.: Implementation and
verification of the IDEAS building energy simulation library. J. Build. Perform. Simul. 11(6),
669-688 (2018). https://doi.org/10.1080/19401493.2018.1428361

Yuan, S., O’Neill, Z.: Testing and validating an equation-based dynamic building program with
ASHRAE standard method of test. In: Proceedings of the 3rd SimBuild Conference, Berkeley,
USA, pp. 45-52 (2008)

Filonenko, K., Arendt, K., Jradi, M., Andersen, S., Veje, C.: Modeling and simulation of a
heating mini-grid for a block of buildings. In: 16th IBPSA Conference, vol. 16, pp. 1-8 (2019)
Stinner, S., Schumacher, M., Finkbeiner, K., Streblow, R., & Miiller, D. FastHVAC: A library for
fast composition and simulation of building energy systems. In: Proceedings of the International
Modelica Conference, pp. 921-927 (2015). https://doi.org/10.3384/ecp15118921


https://medium.com/datadriveninvestor/digital-twin-the-new-age-of-manufacturing-d964eeba3313
https://doi.org/10.1007/978-3-030-69373-2_6
https://doi.org/10.1007/s10845-019-01516-6
https://doi.org/10.1007/978-3-030-27477-1_13
https://doi.org/10.1007/978-3-030-50794-7_1
https://www.ansys.com/products/digital-twin/ansys-twin-builder
https://www.openmodelica.org/index.php
https://github.com/ibpsa/modelica-ibpsa
https://doi.org/10.1080/19401493.2018.1428361
https://doi.org/10.3384/ecp15118921

Digital Twin of Building Heating Substation ... 73

25. Functional Mock-up Interface. http://fmi-standard.org/. Accessed 14 October 2021

26. Drgona,J., Picard, D., Helsen, L.: Cloud-based implementation of white-box model predictive
control for a GEOTABS office building: a field test demonstration. J. Process Control 88, 63—77
(2020)

27. Kwak, Y., Huh, J., Jang, C.: Development of a model predictive control framework through
real-time building energy management system data. Appl. Energy 155, 1-13 (2015)

28. Vitaliev, V.P, Nikolaev, V.B., Seldin, N.N.: Operation of Heat Points and Heat Consumption
Systems. Stroyizdat, Moscow (1988)

29. Maryasin, O.Yu., Kolodkhina, A.S.: Control of the thermal regime of buildings using predictive
models. Bull. SamGTU. 1 (53), 122-132 (2017)


http://fmi-standard.org/

Generalized Formalization )
of Multiplicatively Release and Isolating oo
Functions and Locally Approximating
Functions in the Formation of a Single
Analytical Function in the Cut-Glue

Method

Nikita Kudinov @, Nikita Gamayunov{, and Asya Atayan

Abstract The chapter deal with the fragmentary multiplicative-additive approxima-
tion method, which is written in the language of linear algebra. This makes it possible
to use standard mathematical libraries in programs using approximation. It is proved
that the quasi-linearizability condition and the least-squares method in polynomial
regression are compatible, which allows us to obtain a single analytical function
in a quasilinear form with an arbitrary arrangement of experimental data and frag-
ment boundaries. The advantages of using the matrix formalism for the polynomial
approximation of fragments and the Cut-Glue approximation are shown.

Keywords Multiplicatively additive approximation - Cut-glue method *
Mathematical model - Experimental data - Fragmentariness + Quasilinear form *
Least square method * Polynomial regression

1 Problem Statement

Currently, there is an increase in requirements for the quality of management of
many objects. It is impossible to solve the problem without full consideration of
properties with a minimum depth of assumptions. The adequacy of the models to
the processes increases because the intensive development of computer technologies
allows applying symbolic methods for the synthesis of complex nonlinear control
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laws. Quite a lot of methods have been developed for the analytical solution of
synthesis problems for nonlinear control systems, such as the feedback linearization
method, the transformation method, the backstepping method, the position-trajectory
control method, and many others [1].

Analytical methods for the synthesis of control systems assume the presence of
a mathematical model (MM) of objects and control processes, which are usually a
certain set of algebraic and differential, including essentially nonlinear, equations.
The application of most of these methods requires the implementation of certain
mathematical transformations of the MM equations, for which it is necessary that
MM has analytical properties, and its equations are presented in a given form, for
example, quasilinear.

Cut-Glue approximation method [2-5] allows obtaining an analytical model as
an approximation of experimental data in a quasilinear form. The most difficult and
irregular stage in the use of this method is the optimization of the number and position
of the fragments into which the experimental data (ED) are divided. In the course of
designing an optimizing program, in order to minimize the role of the human factor, it
is advisable to use unified algorithms that implement numerical methods. Therefore,
it is desirable that the equation of a quasilinear form does not change structurally
with variations in the number of fragments, the amount of data on each fragment
from the degree of the approximating polynomials. Our research is focused on the
construction of such a unified record of Cut-Glue approximation.

Thus, the systematization problems are formulated for a deeper study of the most
important properties of the multiplicative transformation of polynomial functions
and the proof of the possibility of writing the Cut-Glue approximation formula in a
single expression. The structure of this expression does not depend on the number
of fragments, the amount of data in each fragment, and the degree of the polyno-
mials approximating the fragments. Determine the quasi-linearizability condition for
reducing the MM to the so-called quasilinear model. It is necessary to prove the exis-
tence of an algorithm for solving the Cut-Glue approximation problem, the structure
of which does not depend on the above factors, which, in turn, will allow parametric
optimization of the approximation error.

2 Obtaining, Recording, and Fragmentation
of Experimental Data

The first stage in the approximation of experimental data by the Cut-glue method
[6] is data fragmentation (Fig. 1). In general, the purpose of such fragmentation is
to select a set of segments and positions of their joining so that in each segment the
approximating ED model does not deviate strongly from the polynomial dependence
(linear with respect to the basis of power functions) and the complexity of calculating
the polynomials is minimal. Such a criterion should lead to the fact that the bound-
aries of the segments should coincide with the break points (trend changes) of the
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Fig. 1 ED fragmentation result

dependence (Fig. 1a). The influence of the position of the boundaries of fragments in
the approximation of a nonlinear function by a polynomial on the approximation error
is apparently indirectly related to the statement contained in the Weierstrass approx-
imation theorem [7] about the possibility of approximating a continuous functional
dependence of a polynomial.

Approximation of experimental data over the entire domain of the factor definition
or on its segments by a mathematical function saves on expensive experiments. Such
modeling is advisable when information about the internal structure of the object is
not available to the researcher. Thus, the experimental study of the object is carried
out in accordance with the «black box» principle.

At the early stages of the Cut-Glue approximation method, subsets of the impact
values are identified in the factor space, and information about the response of
the object under study is put through different channels. In the computer memory,
“action-response” connections, called fragments of experimental data (FED), are
formed. Let us assume that the clustering of experimental data on which it is neces-
sary to construct the dependence L (x) so that the result of the Cut-Glue method [6]
describes the set ED with a minimum error has already been performed (Fig. 1b).
Also assume that the ED values (responses) in the slices are independent of each other
in the sense of linear regression. Then the subsets of the values of the argument-factor
parameter of the experiment are conveniently represented by a two-dimensional array
of numbers—the matrix

X1 Xy 41

xkl “ne xk”

where k;—the amount of ED for the i-th section, x j—the value of the determining
parameter (factor) in the experiment. Matrix X has as many rows as the maximum
number of experiments performed in the i-th interval. On intervals with fewer
dimensions, the blank elements of the array are equal to the special value NaN.
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3 Multifragment Polynomial Regression
and the Quasi-Linearizability Condition

Let us assume that for each section of the experimental data a polynomial or harmonic
approximation of the dependence of the responses on factors is possible and adequate,
the same as in the spline method or the Prony’s method.

For definiteness, a polynomial approximation is chosen. The parameters of power
polynomials, due to random measurement errors and measurement noises, are related
to unknown measured values not functionally, but in regression. With such a connec-
tion, mutually compensated fluctuations of the measured value are possible, which
should not affect the assessment. One of the methods of mathematical regression,
in particular the LSM, allows estimating the coefficients of the linear expansion—
the real coefficients of the polynomial. The preliminary adoption of the polynomial
assumption leads to choosing a basis of monomials x¢, x|, x;...x,. For this basis, the
problem of orthogonal expansion is solved by the classical LSM on each fragment
of experimental data:

n

2 )
J:iz:l:(y,-—ﬂlx,»—...—ﬂnxi) _)ﬁl?.l.lrzlleR. (1)

J is minimized independently on each interval. The general solution to the problem
of polynomial regression by the LSM method [8] with respect to vectors whose
components are equal to monomials is given by the linear dependence Y = XB+¢[9].
Thus, the vector of estimates B on each interval can be found as a solution to the matrix
equation X'XB = X'Y, B = X'X\X'Y[10]. The general solution to the regression
problem on all intervals can be conventionally written in the form of a composition
of interval solutions, which are the expansion coefficients

i Bl
Y

)

1 J
FAREE B,

where j-number of the fragment ED, 7 ;-ma maximum degree of the interpolation
polynomial. For the possibility of further multiplicative decomposition of the math-
ematical model into a quasilinear factor [11-13] (by quasilinear is meant linear, with
an infinitely small change in the independent argument x) and the argument of the
function x, it is assumed that when minimizing (1), is almost equal to zero, more
strictly o = 0.
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4 Cut-Glue Conversion of Polynomial Functions
from the Sum of Arguments

Suppose that modal control is used to control the deviation from the equilibrium
state, and nonzero static characteristics (parameters of the object in the equilibrium
position) can be reduced to 0 by shifting the argument by a constant value, in such
problems the constant displacement is not essential when the object is stabilized in
the transient process [14—17]. Then, taking into account the small deviation of Ax
from the control goal x( the dependence L(x), x = xo + Ax can be written for one
fragment in the form of a binomial structure corresponding to the complete equation
of polynomial regression [18]:

L(Ax, x0) =Bu(AX + x0)" + ... + B2 (Ax + x0)*
+ Bi(Ax + x0)' + Bo(Ax + x0)°. 2)

For example, for n = 3

L(Ax, x0) =B3Ax° + (3Bsx0 + o) Ax? + (3B3x] + 2Pax0 + Bi1) Ax
+ B3xg + BB + Bixo + Po- 3)

It is appropriate to use the matrix formalism for the polynomial approximation of
the FED, this makes it possible to vary the degrees of the polynomials and the sizes
of the FED with the equations written unchanged, which turns out to be important for
minimizing the approximation error while minimizing the error in these parameters
and providing algorithmic support for this possibility. Expression (2) can be written
in the multiplicative matrix form, which is the initial one for the methods of synthesis
of the control law:

L(Ax) =V, ,(Ax)T = a(Ax)Ax 4 a(xy), 4)

where

T = (Bi;Sij) Van (o) (5)

the vector representing the coefficients of the polynomial (3), in this formula V—the
Vandermonde matrix [9]. The main pragmatic meaning of the transition from (2) to
(4-5) is that the additive shift of the argument of the function L is equivalent to the
product of matrices (change of the basis). It is important that the elements of one
of them depend only on the variable value Ax, and the elements of the other are
constant, associated with an unchanged parameter—uxj.
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=

Vn,n(x) = (6)
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Constant coefficients of the polynomial (3) do not depend on Ax and x form a
Pascal matrix, in the particular case when n = 5,
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a B—lower triangular matrix of binomial coefficients of the full polynomial in

argument / = <1 0 > in expression (3)
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The structure of expression (5) allows its multiplicative decomposition of the form
(4) by placing Ax for the Vandermonde matrix (6) due to the renumbering of column
indices in it. Such a multiplicative matrix expression is quasilinear Ax. Thus, the
additive shift of the argument in the polynomial representation of the fragmentary
dependence can be expressed by the product of the Vandermonde matrix whose
elements depend on x by a matrix with constant elements. In this way, it is proved
that the constant addition of a constant to the argument of the required Cut-Glue
function can be expressed in matrix notation by a product of matrices.

The Gut-Glue approximation method ED defines a method for obtaining a single
analytical functional characteristic, the composite (main) element of which are frag-
mentary functions of the form (4-5), in which the matrix B characterizes the behavior
of fragmentary functions (FF) on each of the fragments [19, 20]. In accordance with
the Cut-Glue method, FFs are combined into a common dependence by an addi-
tive convolution with a weight function called a multiplicative-separating function,
which can be written in «matrix language» in a linear space, the dimension of which
is equal to the number of fragments ED—k:
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M (x, xp) L Ni(x, xp) i ++/Ni(x, xp)* + E
K(x,xp) = : , where M (x, x;) = — l2 : 2
: L 2N (x, x,)° + B2

M;(x, xp) - e

/- (1 0 )
0—1
E=(...0) \Ni(x,xp) =x(1... D" —=(1... D xp, x5 = (x, %), (D

where K (x)—vector whose components are the IMF of ED fragments. In the same
vector space, we represent fragmentary functions—vector components. Column
vectors E,K,N have dimension k, M—vector has dimension k, n = 2—number of
boundaries of the ED fragment, x,— vector whose components are equal to the posi-
tion of the fragment’s boundaries, in particular x; u x,., [—vector specular reflection
matrix.

Ly(Ax, xo)
J(x, x0) = : ,
L;(Ax, xp)

then the Cut-Glue gluing of the fragmentary functions is written as the scalar product
of Kby J—L = K (Ax + x¢) - J (x, xg). The part of the fragmentary functions L; (x)
linear in Ax is determined by the vector

1xx n

1xx

-1
n—1
W(x) = 1

(Bi.jSi.j) Van(x0),

1xx "

2 X
2 X
2 X
1xx?... x"!

and the linear in Ax part of the W (x) function combined by the Cut-Glue method
is expressed by the scalar product of W and K (Ax). Therefore, the function
a(Ax) can be considered as an eigenvalue in the differential equation of motion
of a technical object recorded with respect to the increments of the state variable
mAx = a(Ax,xp)Ax = L(Ax + x¢). The transformation results are shown in
Fig. 2.

5 Conclusion

The Cut-Glue approximation method can be used to approximate physical functional
dependencies, geo- meteorological data, integral characteristics of the interaction of
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Fig. 2 Result of L(x)
fragmentary approximation
(a), part of L(x) linear in Ax
(6), quasi-linearized function
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solids with liquid and gas. The result is presented as an analytical function, which
allows it to be used in problems of forecasting, diagnostics, and automatic control in
conjunction with sim-free analytical methods of mathematics.

Mathematical methods for processing estimates of the least-squares method are
considered, which guarantees obtaining the results of polynomial approximation of
the controlled parameter of the model in deviations from the nominal (position of
stability) and, as a consequence, a unified analytical function in the quasilinear form
obtained in the course of the investigated method of fragmentary approximation. The
condition of quasi-linearizability is determined. The possibility of using the matrix
formalism for the polynomial approximation of the FED is revealed, which allows,
with the constant writing of equations, to vary the degrees of polynomials and the
sizes of the FED, which is important for minimizing the approximation error in the
course of minimizing the error in these parameters and providing algorithmic support
for this possibility. It has been experimentally confirmed that the approach devel-
oped within this project (using Cut-Glue approximation and quasilinear models) can
be used to create high-quality control systems for nonlinear objects with substan-
tially nonlinear characteristics. Expands this conclusion about the possibilities of the
method in the problems of mathematical modeling of the dynamics of any technical
objects with nonlinearities, the construction of an algorithm capable of approximating
experimental data with an arbitrary number of experimental factors.
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Local Fragmentary Functions’ Smooth )
and Monotonic Docking in ‘“Cut-Glue” L
Approximation of Experimental Data

N. V. Kudinov(®, A. S. Drepin®, and S. V. Protsenko

Abstract To build adequate nonlinear models of natural phenomena and technical
systems, the method of experimental modeling and a set of experimental data corre-
sponding to an active study of the relationship of factors and responses are applied.
In many cases, the experimental data used for model creation are well approximated
only by complex nonlinear dependences. Regression description methods are well
suited for approximating such data in certain segments. However, when the nonlin-
earity of such dependencies is quite significant and a good approximation is achieved
in the segments, the nodal smoothness and approximation error in the regions of
fragment boundaries can be affected. By the example of the problem of height stabi-
lization during airship surfacing, the mathematical experimental modeling additive-
multiplicative method “Cut-Glue” parameters’ influence on the smoothness and
monotonicity of the experimental data approximation is investigated. To study the
dependence of approximation quality on “Cut-Glue” method parameters, the influ-
ence of fragment boundary location on the smoothness of docking of local approxi-
mating functions, and varying degrees and substructures of the approximating poly-
nomial to study the behavior of accuracy, monotonicity, and approximation quality
are investigated.

Keywords Experimental data - Fragmentary approximation - Mathematical
model - Regression analysis
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1 Problem Statement

The mathematical models’ construction is the control systems development inte-
gral part for aerodynamic processes and devices that use them. The constructing
mathematical models’ main aspect is the experimental data processing that charac-
terizes the process under study, however, such data may consist of complex nonlinear
dependencies. The computationally economical mathematical models construction
based on such dependencies becomes even more complex when the output parameter
changes very significantly in the input parameters’ narrow zones, or the dependen-
cies are nonmonotonic [1]. These dependencies include the lift force dependence on
the attack angle, which is studied experimentally for a wing or other streamlined
body [2]. To construct models with similar properties, the “Cut-Glue” experimental
modeling method is developed and described [3].

One of the most important method’s steps is the smooth fragments experimental
data approximation. The experimental modeling method “Cut-Glue”, allows to select
and combine the approximated fragments into a single analytical function (SAF) [4].
It differs from other fragment-by-fragment description experimental data methods
because it uses an alternative method of combining locally approximating functions
into an analytical function by multiplicative selection and additive unification of the
changing regions [5, 6]. The method characteristic feature is the leveling changes
method in the function beyond the limits of the fragment essential for the model
(masking). It is implemented by multiplying by a special multiplicative isolating
function (MIF).

The single analytical function can be represented as follows:

fO =[G =) @i(x) Ax, xi1, xi, &) )
i=1

i=I

where f;(x) are the cut out local sections, A(x, x;_1, x;, &) is the MIF, which is
represented by the following expression:

[x —Xi_1 + v/ (x —xi21)? +82] : [xi — X+ (x —X)2+82]

A, X1, X, 8) =

410 = xio)? + €21 [ — 20 + 2]
®

The function ¢(x) is an approximating model and in this study, the least-squares
method is used:

k
9(x) =bo+ Y _bix' 3)

i=1
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where k is the approximating polynomial order, b; are the interpolation coefficients,
x® are the interpolation nodes.

An important step is the experimental data fragments approximation that are
well approximated by analytical functions. Fragment boundaries can be varied, and
the settings related to the same border, but different fragments may differ. These
factors affect the approximation smoothness and monotonicity at their junctions. In
addition, within the fragment and at the boundary, the approximation quality can
also be affected by the approximating polynomial parameters, such as its maximum
degree and its members’ structure. Within the fragment and at the boundary, the
approximation quality can also be affected by the parameters of the approximating
polynomial, such as its maximum degree and its members’ structure [7].

The research is aimed at achieving a compromise between the smoothness and
monotonicity of the locally approximating functions (LAF) docking on the one hand
and the polynomials’ values calculating complexity on the other.

2 The Boundary Smoothness Violation in the Trend
Change Areas Approximation

Consider the problem of airship flight conditions modeling [3] based on experimental
data (ED) obtained by CDF-simulation of the airflow around solid-state airship model
through the pitch-lifting channel as an example of using the “Cut-Glue” method,
which allows considering the breaking the boundary smoothness problem. In the
problem conditions, an extended “Cut-Glue” lifting force dependence approxima-
tion (lifting) on 3 parameters—the pitch angle (o), the flight altitude (h), and the
incoming flow velocity (v) is investigated. Figure 1 a-c show the approximated
functions graphs on 2 fragments. Figure 1b shows the non-monotonous behavior
of the function between nodes, which is associated with fragment boundary position
incorrect choice.

The maximum approximating polynomial degree order determines the points
(nodes) number of the experimental data through which the interpolating curve
passes without error (deviation) [8]. Figure 2 shows the approximation error behavior.
The approximation error behavior analysis with variations of the maximum degree
shows that with experimental data finite amount, the total approximation error should
decrease and then increase. Moreover, with an increase in the magnitude order, the
error in the nodes for determining the ED decreases, and with further increase in the
polynomial degree, the maximum function deviation of the polynomial dependence
on the piecewise linear approximation increases [9—11].
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Fig. 1 SAF graphs for “Cat-Glue” three-parameter experimental dependence approximation: the
thrust force on the flight altitude, the incoming flow velocity, and the pitch angle

3 The Structural Variations Effect on the Docking
Smoothness

The structural constraints influence the terms in the polynomial regression [12—
15] problems in the experimental data approximation on 2 fragments were studied
[16]. For the study, the real model of the lateral displacement force of the balloon
dependence on the flight conditions was chosen [17]. The complex three-parameter
dependence cross-section is selected at v = 2.5 m/s, h = 0 m. The model peculiarity is
the measurement that fixes the characteristic divides fracture the set of measurement
results at different o into two unequal parts of 4 and 2 ED nodes. Studies show that
even in such an unfortunate situation, an experimental mathematical model can be
constructed that reflects the trends of the studied dependence.

SAF is obtained by applying the Least-Squares Method to experimental data
fragments. Various analytical functions can serve as candidate models for fragments
in the regression problem, but power and harmonic polynomials occupy a special
place due to the good information about the properties of such approximations and
the relatively small computational cost.
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Fig. 2 SAF graphs for “Cut-Glue” experimental data various amounts approximation on fragments
1 and 2 by polynomials from 1 to 5°: a SAF approximating 4 ED without fragment separation for
polynomials of 1, 2, 3°; b SAF approximating 4 ED with fragment separation for polynomials of
1, 2, 3° ¢ SAF approximating 6 ED with fragment separation for polynomials of 1, 2, 3°; d SAF
approximating 6-ED with fragment separation for 3, 5° polynomials

An approach, which consists in sorting out the signs of the approximating function
polynomial members presence was chosen for the study, which was represented as a
binary mask of the polynomial terms’ presence. Next comes the standard procedure
for minimizing the least-squares by solving a system of linear equations [18], with the
only exception that columns are excluded from the Vandermonde matrix according
to the mass presence, which allows to eventually get an incomplete interpolation
polynomial, which is then multiplied by the MIF in each fragment. At the final stage,
the interpolating function values are added between all the fragments to get the final
result.

All possible complete degree 4 polynomial substructures for approximating two
fragments simultaneously have been studied. The results of the study show that the
complex nonlinear technical system dependence [3] must be approximated by poly-
nomials containing at least three terms containing different degrees of independent
argument, but this is not a sufficient condition. In Table 1 possible structures of
polynomials for which the error of the polynomial approximation by the LSM does
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Table 1 Possible structures of polynomials

Approximation error on two
fragments

Structure type number Polynomial structure type

13 Py 6,49%

21 X2’ 7,95%

6 ! 9,52%

3 xx! 10,31%
25 X+’ 10,62%
10 otx 12,29%
18 X! 14,71%
5 0 20,51%
12 O 21,94%
20 X 25,84%
9 o0 26,17%
17 x 0 29.65%
24 X 36,00%

not exceed 2% are highlighted in green (Fig. 3a), the approximating polynomial
smoothness is good, there are no interstitial oscillations.

The full polynomial approximating of the fourth degree shows an exceptional
situation arising of the degeneracy of the inverse matrix transformation of the LSM
(Fig. 3e) [19]. Blue shows the error of third-degree polynomials approximation,
which does not exceed the threshold of 11%, when using such polynomials, the
approximating function smoothness is preserved when passing through nodes (exper-
imental data) is required (Fig. 3b). The yellow color shows the results of the approx-
imation experiment when the discrepancy is insignificant at the nodes, but strong
smooth distortions are observed in the area of the fragment junction (Fig. 3c). The
worst results of the “Cut-Glue” approximation are observed when the polynomial
is a power monomial (the lines corresponding to the experiments are highlighted in
red), and there is no approximation on one of the fragments (Fig. 3d).
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Fig. 3 Cut-Glue graphs approximation for various polynomial structures. SAF obtained by “Cut-
Glue” approximation with polynomials structure: a allows not to exceed an error of more than
2%; b allows not to exceed the error from 2 to 11%; ¢ corresponds to a strong Rook smoothness
violation; d power-law monomial, there is no approximation on the right fragment; e with complete
fourth-degree polynomial, degenerate case
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4 Conclusion

The described “Cut-glue” approximation is limited by the original polynomial regres-
sion models. The fragmentary and polynomial approximation models synthesis
allowed to develop algorithms for estimating the model parameters and structure
in the analytical form that interpolates experimental data. The results of the study
were obtained using a multiparameter “Cut-Glue” approximation program created
in the environment of the GNU Octave computer mathematics system [20]. It allows
to study the various constraints and parameters variations influence on the approx-
imation quality and to obtain quasioptimum approximation models with a given
tolerance for the approximation error. The approximating polynomial degree influ-
ence and its structure on the interfacial conjugation quality is studied. It is shown
that the criterion for evaluating the quality of the approximation by the residual
in the approximation nodes is insufficient, so should resort to the average integral
estimates of the difference of the i-th and i + 1-th degree polynomial on the approx-
imation interval covering all fragments of experimental data. Assuming that the
experimental data are fragmented, the criterion for the “Cut-Glue” approximation
quality in general and on one fragment in particular can be considered a polynomial
of minimum degree and maximum simplicity, containing at least three power mono-
mials, giving a 0-th discrepancy in the determining the experimental data nodes. At
the same time, it is important that for geometrically nonlinear dependencies with
clearly defined maximum, the fragment boundary is located at the maximum point
and is not located between neighboring measurement results.

Acknowledgements The reported study was funded by RFBR, project number 18-08-01178, 19-
31-90091, and 20-01-00421 A in DSTU.

References

1. Neydorf, R., Neydorf, A.: Technology of cut-glue approximation method for modeling strongly
nonlinear multivariable objects. Theoretical Bases and Prospects of Practical Application. SAE
Technical Paper 2016-01-2035, https://doi.org/10.4271/2016-01-2035 (2016)

2. Neydorf, R., Gaiduk, A., Gamayunov, N.: The multiplicative-isolating principle of significantly
nonlinear mathematical models creation. In: Kravets, A.G., Bolshakov, A.A., Shcherbakov, M.
(eds.) Cyber-Physical Systems: Modelling and Intelligent Control. Studies in Systems, Decision
and Control, vol. 338. Springer, Cham. https://doi.org/10.1007/978-3-030-66077-2_3 (2021)

3. Gaiduk, A.R., Neydorf, R.A., Kudinov, N.V.: Application of Cut-Glue Approximation in
Analytical Solution of the Problem of Nonlinear Control Design . Cyber-Physical Systems:
Advances in Design & Modelling. Springer International Publishing, 2020, vol. 259 (2020)

4. Neydorf, R., Gaiduk, A., Kapustyan, S., Kudinov, N.: Conversion of CGA models to
Jordan controlled form for design significantly nonlinear control systems. In: Kravets, A.G.,
Bolshakov, A.A., Shcherbakov, M. (eds.) Cyber-Physical Systems: Modelling and Intelligent
Control. Studies in Systems, Decision and Control, vol. 338. Springer, Cham. https://doi.org/
10.1007/978-3-030-66077-2_10 (2021)


https://doi.org/10.4271/2016-01-2035
https://doi.org/10.1007/978-3-030-66077-2_3
https://doi.org/10.1007/978-3-030-66077-2_10

Local Fragmentary Functions’ Smooth and Monotonic Docking ... 93

10.
11.
12.
13.
14.
15.
16.

17.

18.
19.

20.

Neydorf, R.: “Cut-Glue” approximation in problems on static and dynamic mathematical model
development. Proc ASME Intl Mechan Eng Congr Expos (IMECE), 1. https://doi.org/10.1115/
IMECE2014-37236 (2014)

Neydorf, R.: Approximating creation of mathematical models on dot experimental data by
cut-glue method. DSTU Bull 14(75), 45-58 (2014)

Kudinov, N.V., Neidorf, R.A.: Local fragmentary functions’ docking optimization in implemen-
tation of “cut-glue” experimental data approximation . XV International Scientific Conference
“Mathematical Methods in Engineering and Technology”: Proceedings/TSTU. SPb, 2019. T.12
(2014)

Light, W., Wayne, H.: Error estimates for approximation by radial basis functions. In: Singh,
S.P. (eds.) Approximation Theory, Wavelets and Applications. NATO Science Series (Series
C: Mathematical and Physical Sciences), vol. 454. Springer, Dordrecht (1995)

Garkavi, A. L.: “Best approximation theory in linear normed spaces”, Results of Science. Series
Mathematics. Mathematical Analysis 1967, VINITIL, Moscow, 1969, 75-132; Progr. Math., 8,
83-150 (1970)

Singer, M.Y.: Elements of differential theory of Chebyshev approximations. Moscow, Nauka,
1975, 172 p. (1975)

Anténio, M.G., Ghanbari, P., Ghanbari, M.: Piecewise approximation of contours through
scale-space selection of dominant points. IEEE Trans. Image Process. 19(6), 1442—1450 (2010)
Drapper, N, Smith, J.: Applied Regression Analysis, vol. 1, p. 366. Wiley, New York (1981)
Drapper, N, Smith, J.: Applied Regression Analysis, vol. 2, p. 351 S. Wiley, New York (1981)
Bates, D, Watts, D.: Nonlinear Regression Analysis and its Applications, p. 365. Wiley, New
York (1988)

Rawlings, J., Pantula, S., Dickey, D.: Applied Regression Analysis: a Research Tool, 2nd edn.
Springer, New York, 671p. ISBN 0-387-98454-2, SPIN 10660129 (1998)

Neydorf, R.: Bivariate: “Cut-Glue” approximation of strongly nonlinear mathematical models
based on experimental data. SAE Int. J. Aerosp. 1, 47-54 (2015)

Neydorf, R., Neydorf, A., Vucini¢, D.: “Cut-Glue” approximation method for strongly nonlinear
and multidimensional object dependencies modeling. In: Ochsner, A., Altenbach, H. (eds)
Improved Performance of Materials. Advanced Structured Materials, vol. 72. Springer, Cham.
https://doi.org/10.1007/978-3-319-59590-0_13 (2018)

Fichtenholz, G.M.: Course of differential and integral calculus. 3, 734 (1984)

Kudinov, N.V.: Parameter identification of ordinary differential equations using the least-
squares method on an equidistant difference grid XVIII International Scientific Conference
“Mathematical Methods in Engineering and Technology”. Proceedings /KSTU. Kazan. 2005.
VOL. 2, pp. 166-168 (2005)

Alexeev, E.R., Chesnokova, O.V.: Introduction to Octave for engineers and mathematicians.
ALT Linux, 368 p. (2012)


https://doi.org/10.1115/IMECE2014-37236
https://doi.org/10.1007/978-3-319-59590-0_13

IoT and Signal Processing



Automatic Compensation of Thermal )
Deformations of the Carrying Structures | @&
of Cyber-Physical Information

Measuring Systems

Michail Livshits®, Boris Borodulin, Aleksei Nenashev, and Yulia Savelieva

Abstract The ways of creation, possible algorithms of operation of the system
of automatic control of thermal modes of supporting structures of information-
measuring system of autonomous objects is considered. The problem of synthesis
of the system of automatic stabilization of the temperature field of cyber-physical
information-measuring systems by means of discretely distributed control is solved.
The system provides an essential decrease of the thermo-deformation measurement
error level, which is caused by deformation of supporting structures due to unstable
and nonuniform heat release from information-measuring devices, placed on a struc-
ture. For the compensation of thermal deformations, an appropriate system of thermal
mode support is used. The system consists of controlled heat sources used to compen-
sate for the thermal gradients of the supporting structure arising under the influence
of the heat generated by the information and measuring system devices and of the
external thermal radiation on the structure. An effective economical algorithm of
control of the controlled heat sources specially placed on the structure is suggested.
This algorithm provides the compensation of the load-carrying structure thermal
gradient up to the admissible level. The thermal deformation component of the
information and measurement error, which is the cause of distortion of the oper-
ating and service information of an autonomous object, is reduced by compensation
of the thermal gradient by an automatic control system of the operating modes of
the distributed controlled heat sources. The control algorithm and structure of the
system are implemented by special software of the onboard computer.
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1 Introduction

The relevance of improving the quality of optoelectronic complexes of autonomous
objects, primarily of the spacecraft, is constantly growing, which is associated, among
other things, with their intensive usage in such areas as mapping, creation of geoinfor-
mation systems, etc. [1, 2]. These science-based areas provide the chances of strategic
intensification of economic activity for many years. The development and operation
of optoelectronic complexes are impossible without increasing the accuracy of the
information-measuring systems (IMS) comprising optical devices. A significant part
of the optical measurement error is the thermal deformation error, which is caused by
the thermal deformation of the IMS carrying structures of the cyber-physical system
due to the unstable and uneven temperature distribution in them [2, 3]. The temper-
ature fields of the carrying structures are uneven and unstable due to non-stationary
heat release from IMS devices, due to the effect of radiation from planets and stars
through the corresponding access ports and openings of spacecraft, etc.

To compensate for thermal deformations, an appropriate system for providing a
thermal mode is used, said system includes controlled heat sources (CHS) by which
the thermal gradients of the carrying structure are compensated for, that arise under
the influence of heat release from the IMS and external heat sources on the structure
[1,2].

Ways of creating, possible algorithms for the operation of an automatic control
system (ACS) of thermal modes of carrying structures of cyber-physical information
measuring systems of IMS autonomous objects are considered.

2 Function-Based Modeling

An example with the arrangement of IMS and CHS on a carrying structure in the
form of a rectangular prism made of isotropic material is further considered. By
means of the corresponding standardizing function [2—14]:

w(x,y,z,7) =0x,0,y,2,7) + Ox,(Ry, y,2,7) + Oy, (x,0,z, 1)+
+ 0Oy, Ry, 2,T) + 07,(x,y,0,7) + 0z,(x,y,R;, 1), (1)

temperature distribution ®(x, y, z, T) can be presented in the form of a non-
homogeneous differential equation:

90 (x, y,2,17)/0T —ald®*(x, y,z,7)/0x*> + 3O*(x, y,z, 1)/3y*+

+90%(x, y, 2, 1)/37*] = w(x, y, 2, T), )
T G [Oa oo)’ X 6 [05 Rx]’ y E [07 Ry]v < E [07 Rz]a

with homogeneous boundary conditions
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a®(x1 y7 <, t)/axlx:O = a®(xs ys 2, t)/8y|y:0 =

(3)
=00(x,y,2,1)/02l,.0 =0, 00(x,y,2,7)/0T]|,_g =0
Here ©(x,y, z, )—relative temperature of the structure, a—temperature
conductivity coefficient;

0x,0,9,2,7) =qx,(y, 2, 7) - 8(x), Oy, (x,0,2,7) =gy, (x, 2z, T) - 8(y),
07,(x,y,0,7) =[qz,(x,y,7) + qalx, y, 7) - Valx, y)] - 8(2),
Ox,(Rx,y,2,7) = qx,(y,2,7) - 8(x — Ry),

QYz(x, Ry, z, ‘L’) =qy,(x,2,7)- B(y — Ry),

07,(x,y, R, 1) =[qz7,(x,y,7) +qp(x,y,7) - Vp(x, y)]- 6(z — R;)

—heat flows on the corresponding edges of the prism; R, R,, R,—prism
dimensions; ga(x,y, ), gp(x,y, T)—heat release intensity of controlled and
uncontrolled heat sources arranged on the corresponding edges z = R, and
2=0; Va(x,y) = 8(x —x4)-0(y — ya),Vp(x,y) = 8(x — xp)-8(y — yp)—areas
of influence of the concentrated heat flows from the corresponding heat sources;
ax, (¥, 2, 1),9x, (¥, 2, T),qy,(x, 2, T),qv, (X, 2, T),qz, (X, ¥, T),qz,(x, y, T)—inten-
sity of external heat exchange on the corresponding prism edges; § (-)—Dirac delta
function.

By means of the Laplace transforming the corresponding Green’s func-
tion of the boundary value problem (2), it is possible to obtain the transfer
functions over the control channels g4 (x,y,z,7) — ©(x, y,z,7) and distur-
bance {gx1, gx2, qv1, qv2, 921, 922, g} —O(x, ¥, 2, T)—O(x, y, z, T) for the object
subjected to control (1)-(2) [2, 10-18].

On this basis, it is possible to solve the problem of synthesizing the corresponding
system for automatic stabilization of the structure temperature field by using a
discretely distributed control g4(x, y, 7). The synthesis technique is based on a
finite-dimensional approximation of the infinite-dimensional Laplace transform of
the corresponding Green’s function and a formulation of the transfer function of the
object with distributed parameters for synthesizing the controller in view of said
basis [15, 16, 19, 20].

The transfer function can be presented as a parallel connection of the integrating
link and an infinite number of aperiodic links, which, however, can be limited in
practical applications.

The transfer function coefficients depend on the spatial location of the disturbance
and the control point, reflect the influence of the characteristic of the heat transfer
channels from one object to another. In this example, there are four possible transfer
channels: “Point — Point”, “Point — Area”, “Area — Point” and “Area — Area”.

The objects “Point” represent conventional points of control of the structure
surface temperature, points of applying the power of heat-releasing elements, attach-
ment points, and other relatively small heat-releasing or absorption regions. The
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Fig. 1 Automatic control system for compensation of thermal deformations: CHS—controlled heat
source; ©; (t)—temperature of i-th from N controlled points; Opec ; (T)—temperature predeter-
mined by the algorithm of the control device system in every of N controlled points; Opound ; (7)—an
average temperature of edges; ®;cus(7),®dev(T)—components of the temperature field, deter-
mined by the CHS operation, uncontrolled disturbances and heat release of the measuring
equipment; ®cpy (T)—temperature of the environment surrounding the structure

objects “Area” are the areas of the structure edges surface, the surface area of the
water cooling structure, the surface area of the equipment seats, and etc.

Figure 1 shows the ACS of the temperature field of the structure by using discretely
distributed local controllers.

The temperature controller of each i-th ©;(t) = O(x;, y;, zi, T) = {©;} from
N control points has a proportional-integral structure combined with a relay one. In
this case, the control law has the form:

Gmax Qi(r) > Gmax
K; (®spec(f) - ®i(7))

gi(t) = +1/Tui / [Ospec(T) — ©:i(1)] 97,0 < ¢i(7) < Gmax “4)
0
0,¢qi(r) <0

i=1,N

wherein K;, T,;—parameters of the controller settings; g,,,,—maximum installed
power of CHS.
3 Interpretation and Discussion of Research Results

Description of an economical algorithm for thermo-gradient stabilization of the
structure:
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Diagnostics of technical means

at each step of the algorithm operation, sensor failures are diagnosed. Checking
the sensor for failure is determined by polling the zero signal. An indication
of the sensor failure is the absence of a current signal, which may be due to a
broken communication line or a sensor defect. If a said indication of the sensor
failure is detected, then the corresponding pair of heaters is forcibly turned off.
diagnostics of heater failure. Diagnostics of heater failures are carried out at each
step of the algorithm operation. Checking the heater for failure is conducted by
detecting a zero current signal. An indication of the heater failure is the absence
of a current signal, which may be due to a broken communication line or a heater
defect. If a said indication of the heater failure is detected, then the corresponding
pair of heaters is forcibly turned off.

diagnostics of the measuring unit failure. Diagnostics of the measuring unit
failures are carried out at each step of the algorithm operation. If an indication
of a failure is detected (a break in the communication line or short circuit (SC)),
then the corresponding control unit along with heaters is turned off.

As soon as said indication of failure of the sensor, heater, measuring, or control

unit is eliminated, the heaters and the control channel are included in the algorithm
accordingly.

2.

Sensor polling.

At this step, the reading of the j-th sensor ©; ; is carried out and said information
is written into the microcontroller’s memory.

Checking whether the parameter value is within the specified range of variation.
If the current temperature value in the sensor ©; ; < @y, then the power level
of the corresponding heater is increased by 1 (kiy1,j432 = ki j432 + 1), i.e.
the power of the j + 32th heater at the next (i + 1)-th step of operation will
become equal to P jy3 = 0.5 - (kiy1,j+32 — 1). In this case, it is checked
whether the power level of the heater does not exceed the maximum possible,
if kj11,j+32 > 8, then the power level of the heater is set equal to k; 1 j+32 = 8.
If the current temperature value in the sensor ©; ; > ®,y, then the power level
of the corresponding heater decreases by 1 (kj1,; = k; ; — 1), i.e. the power
of the j-th heater at the next (i + 1)-th step of operation will become equal to
Piy1j =0.5:(kiy1,; — 1). In this case, it is checked whether the power level of
the heater does not exceed the minimum possible, if k; 1 ; < 1, then the power
level of the heater is set equal to k;; ; = 1.

If the current temperature value in the sensor ©; j13 > Omnay, then the power
level of the corresponding heater decreases by 1 (k41,132 = ki j4320—1),i.e. the
power of the j + 32th heater at the next (i + 1)-th step of operation will become
equal to Pity jy3 = 0.5 (ki1 j+32 — 1). In this case, it is checked whether
the heater power level does not exceed the minimum possible, if k; 1 j432 < 1,
then the heater power level is set equal to k; 41 j13 = 1.
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If the current temperature value in the sensor is (©;, ;j)max/min, then the power
level of the corresponding heater at the next (i + 1)-th step of operation does
not change, ie. ki+1,j = ki,ja Pi+1,j = Pi,j-

If the current temperature value in the sensor (®;, j432)max /min, then the power
level of the corresponding heater at the next (i 4+ 1)-th step of operation does
not change, i.e.

kiv1,j+32 = ki j+32, Piy1,j+32 = P j130.

Determination of the difference value in the thickness of the structure.

At each step of the algorithm operation, the value of the temperature difference
across the thickness of the structure in the pair of opposite sensors is determined
(Fig. 2). The value of the difference d®; > ©; ; — ©; ;13 is calculated.

Checking for finding the value of the temperature difference in the specified
range and forming control actions

If the absolute value of the difference |®;| < D, then no control actions are
required, the heater power remains at the same level, i.e. ki1 ; = k; j, Pip1; =
Pi kv i3 = kij132, Piy1jis2 = Pijia.

If the absolute value of the difference |®;| > D, then, depending on the sign of
the value d ®;, the following laws of variation of the heater power are established:

relay control action with economical
0999 algorithm

0,995

0,992

VALU

0,988

0,984 j
0981 /

0977

0,873

Y B e e e ——— B, ————————————— ol £ 3 [ L5
3400 3460 3520 3580 3640 3700
3430 3490 3550 3610 3670
TIME

Fig. 2 Temperature in the region of sensor No. 1, heater power (Power_1) and the current set
maximum temperature of the structure (Temp_max) with an economical algorithm of operation of
the ACS of thermo-gradient stabilization of the structure
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(1) Ifdoe; >0(.e. 0, ; > 0O; j+32), then the number of variants are possible:

i. Ifk;; > ki j432, k;;j > 1 th step, then the power level of the heater
remams as minimal possible, if k;;1 ; < 1, then the power level of
the heater is set equal k1 ; = 1, Piyyj = 0.5 (kipq; — 1) at the
side of the structure, wherein the temperature is lower, the power of
the heater remains at the same level ;1 ; = k; j, Piy1,j = Pi ;.

ii. Ifk;j <k ji3 ork; i3 =1, then at the side wherein the temper-
ature is higher, the power of the heater remains at the minimum
level without any changes ki1, j432 = ki j432, Pit1,j432 = P j+32,
and power of the heater at the opposite side increases on 1 level:
kiy1,; = ki;j + 1, it is checked whether the level of the heat power
does not exceed the maximum possible, if k; ;1 ; > 8, then the level
of heat power is set equal to k; 1 ; =8, Py ; = 0.5 (kip1; — 1).

(2) Ifd®; =0, then the changes are not required, i.e. kj1,; = k; j, Piy1,j =

Pij ki1 jy32 = ki jy32, Piv1jy32 = P ji3n.

6. Check for reaching the limit number of polled sensors

a. Ifj =N, then the transition to the 8th step of the algorithm is carried out.

b. Ifj <N, then the transition to the 7th step of the algorithm is carried out

7. Transition to the next sensor and the corresponding heater j = j + 1.
Transition to step 1, diagnostics of the next pair sensor-heater.

8. Checking to exit the algorithm

a. If i< n, then transition to the next step of the algorithm i =i + 1 operation is

carried out.
b. If i = n, then the exit the algorithm is carried out.

Thus, the economical algorithm for thermo-gradient stabilization of the structure
is quite simple to implement, it has a small information memory resource, and it
provides total low energy consumption for heating the temperature control elements.
The disadvantages of this algorithm are a long time and low control accuracy.

The main disadvantage of the economical algorithm is a long time for control,
which is explained by the fact that the algorithm can change the power of each temper-
ature control element only once in one operation cycle. Therefore, the following is
suggested.

At each step of the algorithm, the value of the difference A®; between the
maximum A @, or minimum A ® i, temperature and the currentone ©; j, ©; 132
are determined and stored (see steps 3.a and b).

If, for example, A®; > 2K, then the power level of the heater at the next step
is set equal to k;1,; = k; ; &= 2, where the operator is determined depending on the
values of the current temperature (0; ; < Opiy or O; ; > Opax, respectively). That
is, indeed, changes are introduced into steps 3.a and b of the economical algorithm
(Fig. 2).
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4 Conclusion

Figures 3 and 4 represents the results of finite element modeling of the ACS in
the ANSYS environment, with typical disturbances for this object and taking into
account the structural features of the carrying structure of cyber-physical information
measuring systems.

In operating mode, the average temperature difference A ® between the controlled
points is 0.0752 (up to 29600 s). When using the proposed ACS A® = 0.0262, which
indicates a significant decrease in thermal deformation of the carrying structure of
cyber-physical information measuring systems and the probability of unsatisfactory
operation of the IMS.

Economical
Sensor_33 algorithm
1.008
regular
Without control operation mode
1,003 P
0,999
s
o 0995
]
= 3 T
o regular operation regular operation
=o0%892 e mode
I
o 0988
<
T 0984
b
g 0,981
7]
&
0,977
0,973 - 4.5 cycle
B 1-3 eycle 4.5 cycle with control (%x10%%1)
0 0,40709 08148 12222 1,6296 2,037
0,2037 06111 1,0185 1,4259 1,8333
TIME

Fig. 3 Temperature of the structure in the regions of sensors No. 1, No. 33 with an economical
algorithm of operation of the ACS of thermo-gradient stabilization of the structure
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Solving the Problem of Optimizing )
the Modes of Operation of the Combined | @
Heat and Power Systems, Depending

on the Chosen Method

A. V. Andryushin, E. K. Arakelyan, A. V. Neklyudov, N. S. Dolbikova,
and Y. Y. Yagupova

Abstract The task of choosing the optimal operating modes of the station equipment
includes two interrelated tasks: compilation of generating equipment and electrical
load with a known composition of generating equipment. At present, various methods
and software systems have been developed for the internal optimization of the equip-
ment operating mode, including in relation to the problem of optimal distribution of
the current load, but there is a significant proportion of manual input of initial data
to select the optimal mode for each change in the task. It is necessary to improve the
methodological and cyber-physical system at the plant for the practical implemen-
tation of the tasks of controlling the operating modes of the equipment of the power
plant. The chapter discusses approaches to solving the problem of load distribu-
tion at a combined heat and power plant with a complex composition of equipment.
Various optimization methods are described, as well as a station model within which
the problem is being solved. The substantiation of the choice of the optimization
method is given.

Keywords Optimization + Thermal power station - Optimization methods -
Programming + Operating modes + Reliability -+ Economics
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1 Introduction

Determining the optimal operating mode of an electric power plant remains an urgent
task of modern power engineering. When solving this problem, itis necessary to find a
method for optimizing the operating modes of the equipment and the plant, which will
ensure the maximum efficiency of the production of thermal and electrical energy.
Usually, the efficiency criterion is the margin profit value, but other optimality criteria
can also be considered.

High price volatility in the electricity market leads to the need for regular plan-
ning of equipment operating modes at the power plant. Depending on the planning
of the plant operation modes: short-term or long-term perspective, the requirements
are taken into account, such as the production and distribution of a given amount of
electricity between generating units, the release of a given capacity and heat by the
planned schedule (with planning from several hours to several weeks) and the reduc-
tion of annual costs for the operation of equipment, ensuring reliable operation of the
power system (with long-term planning). All this creates a limit on the optimization
execution time [1-3].

There are many methods for solving the problems of optimizing the operating
modes of units at a thermal station. It is always necessary to pay attention to the
features of the optimization method because the choice of mathematical approach
depends on the types of turbine installations, the ways of representing the energy
characteristics of turbines, the structure of heat release from the station. Analytical
methods for finding optimal solutions for thermal power plants are unsuitable due to
many data, variables, and constraints on them [4-7].

To effectively solve the optimization problem of load distribution, it is neces-
sary to correctly apply one or another optimization method corresponding to the
problem being solved, both from the point of view of the possibility of its applica-
tion, the complexity of calculations, the complexity of programming and universality
of application, and from the point of view of modeling the physical process itself,
based on the use of cyber-physical systems to quickly set up equipment and improve
the quality of work. [8—12].

The analyzed optimization methods allow us to obtain a set of optimized param-
eters (electrical and thermal loads of power units, thermal loads of boilers, and other
parameters) with a certain accuracy that satisfies the extremum of the target function
[13-15].

The following optimization methods will be compared below.

The Monte Carlo method.

Dynamic programming method.

Methods of mixed-integer linear programming.
The inner point method.

L

The choice of the first three methods is determined by the fact that they can be used
both for optimization problems with arbitrary function definition domains. Since the
problem is not generally convex [16, 17].



Solving the Problem of Optimizing the Modes of Operation ... 109

The inner point method was added to demonstrate the effects that can be observed
when using gradient methods in solving the optimization problem.

2  Test Model

As an example of a technological process for conducting numerical experiments, we
take a test model of the station [18].

When developing an optimization model, the entire equipment composition is
divided into groups of elements, after which each group of elements is described as a
separate element of the optimization model. The main elements are boilers, turbines,
steam collectors of the high, medium, and low pressure, and the heating equipment
can be considered in the form of an adjustment for the characteristics [19, 20].

For simplicity of experiments, it is proposed to consider the optimization of turbine
operating modes. The solution of the problem of minimizing the consumption of hot
steam for a group of turbines is performed at a given total load of generation N,
thermal selection Qt, industrial selection Qp, a given set of equipment: PT turbines
operate in PT mode, T tur-bine-in a single-stage model. N = 150 MW, Qt = 120
Geal, QP = 80 Geal.

3 The Monte Carlo Method

The Monte Carlo method is a method of statistical testing. It is necessary to define
the rules for conducting tests:

Step 1: Randomly distribute the Qp between the two PT turbines Qpl and Qp2.

Step 2: it is necessary to determine the range of permissible values of Qtl and Qt2
for turbines 1 and 2, considering the values of heat extraction Qp1 and Qp2 obtained
in step 1. The volume of total heat extraction Qt is distributed randomly among the
three turbines, considering their possible ranges.

Step 3: it is necessary to determine the range of permissible values of turbine gener-
ation, considering the values of thermal and industrial selection. Then randomly
distribute the total generation volume between the turbines.

Step 4: Calculate the hot steam flow rate for each of the turbines and its total value.

Next, you need to conduct N experiments and get the minimum value of the total
heat removal QO.

The experimental results are listed in Table 1.

As the number of experiments increases, the accuracy of the method increases.
Figure 1 shows the dependence of the calculation execution time in proportion to the
number of experiments.
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Table 1 Experimental results calculated by the Monte Carlo method

Number of Minimum value Q0 | Calculation % Points | Deviation from the
experiments n execution time, sec optimal value
100 4438514 0,01 62 0,88 Geal
1000 443,47 0,015 54 0,5 Geal
10 000 443,4524 0.089 56,8 0,48 Geal
100 000 443,1708 0.824 57,28 0,20 Geal
500 000 443,1812 4,27 57,16 0,21 Geal
1 000 000 443,049 8,9 57,06 0,08 Gceal
Fig.1 Dependence of the The Monte Carlo method

accuracy of the Monte Carlo
method on the number of

experiments 443.6
4434

443.8

443.2
e
442.8 Optimal value

Minimum found QO

442.6

442.4
100 1000 10000 100000 500000 1000000

Number of experiments

4 Dynamic Programming Method

The task is solved in several steps:

Step 1. To solve this problem, it is necessary to construct a generalized characteristic
of turbines T1 and T2 for possible operating modes, provided that their total industrial
selection is equal to the value of Qp.

Step 2. It is necessary to form a generalized characteristic of the T3 turbine with the
generalized characteristic obtained in the previous step for all possible variants of
turbine operation, provided that the total volume of thermal extraction is equal to Qt,
and the total generation is equal to N.

To determine all possible variants of turbine operation, a table is formed linking
the parameters Qt, Qp, N, QO.

For each of the directions (Qt, Qn, N), a step is set, a list of values from minimum
to maximum. The final table contains all possible combinations of values on the axes
Qt, Qn, N.

Below is Table 2 with the dependence for determining the optimal parameters of
the optimization model.
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Table 2 Numerical experiments using the dynamic programming method

Step by Qp | Step by Qt | Step by N | Minimum QO | Checkout time | Deviation from the
value optimal value

20 Gcal 10 Gceal 5 MW 443,062 14s 0,092 Geal

20 Geal 10 Geal 2,5 MW 443,061 34s 0,091 Geal

10 Geal 10 Geal 2,5 MW 443,061 93s 0,091 Geal

When the step of the calculated grid is reduced to a certain value, the accuracy of
the optimization model increases, but the further reduction of the grid step does not
bring any effect.

5 Integer Linear Programming Method

To solve the problem using the method of mixed-integer linear programming (MILP),
[21-23] the parameterization of the object’s characteristics is first performed, that
is, its representation occurs in the form of linear constraints such as equalities
and inequalities. In the three-dimensional case, the surface is divided into a set of
simplices, each of which is described by linear constraints, as shown in Fig. 2.

When solving a problem with the help of the most important role is played by
the library that performs the solution (solver). Several solvers are compared: GLPK,
SCIP, and GUROBI.

The result of calculating the task is presented in Table 3.

characteristic surface

Q0, Geal / h

200 .,

Fig. 2 An example of representing a surface as a set of simplices
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Table 3 Result of calculation by the method MILP

A. V. Andryushin et al.

Calculation library Minimum value of Calculation execution Deviation from the
name QO, Gcal time, sec optimal value

SCIP 442,97 57 Less than 0.001 Gcal
GLPK 442,97 24 Less than 0.001 Geal
GUROBI 442,97 5,045 Less than 0.001 Gceal

Fig. 3 Comparison of
Solvers of the MILP problem

Comparison of solvers of the MILP problem
317

§ 350

g300 msclP mGLPK [ GUROBI

0.4215 17 0.75
Z .5

50
35145 Eﬁi%
3 4 6 24

Number of time intervals T

507017
0 e
2

Calculati

One way to speed up the calculations MILP is to reduce the number of points at
which the surface is formed. To reduce the number of reference points, you need to
set the acceptable error criterion. For example, you can set an error of 0.05 Gcal in
the direction of QO.

It is interesting to conduct numerical experiments that allow us to construct the
dependence of the calculation time on the number of variables in an empirical way.

Consider this problem not for one, but for several points in time T.

Each moment within the framework of the task is independent. However, the
problem is solved in one iteration (the solver is called once).

The graphical representation of the results in Fig. 3 demonstrates the dependence
of the calculation execution time on the complexity of the problem (the complexity
is proportional to the number of time intervals considered).

From the table above, it can be seen that the Gurobi solver shows the best results
on large-dimensional problems. Below is a graph of the calculation execution time
depending on the number of calculated time intervals.

6 Gradient Methods

Even though the use of gradient methods has a high probability of finding local
optima, it is interesting to make a numerical experiment using them. In the Matlab
mathematical package, there is a calculation module “fmin”, which allows you to
choose one of the optimization algorithms: ‘interior-point’ (default).



Solving the Problem of Optimizing the Modes of Operation ... 113

As aresult of calculations for a different number of time intervals of the optimiza-
tion problem, it was found that with an increase in the dimension of the problem, the
found solution is removed from the optimal one using the inner point method.

Below is Table 4 with the results of calculations for a different number of time
intervals of the optimization task.

From the table above, it can be seen that with an increase in the dimension of the
problem, the solution found is removed from the optimal one using the interior point
method. Based on the results of the analysis of optimization calculations presented
in Fig. 4, it can be concluded that for high-dimensional problems, the deviation of
the found solution using the internal point method is much higher than for solutions
found by Dynamic programming or MILP.

Table 4 Calculation results for a different number of time intervals

Algorithm Minimum value | Calculation time, | Number of time | Deviation from
of QO, Gceal sec intervals T the optimal value
‘interior-point’ | 443,33 2,7 1 0,36 Gcal
(interior point | gg7 09 2,7 2 1,15 Geal
method)
1773,4 3,05 4 1,52 Geal
2668 3,7 6 10,18 Geal
10,677 11,8 24 45,7 Geal
Fig. 4 Error of the Dependence of the error of finding the optimal
optimization model 50 value
depending on the method
used 3 45
0]
o 40
=)
T 35 Inner Point
© method
£ 30
=y
&
° 25
s
e 20
2 MILP , Dynamic
< 15
S programm
& 10
3
8 s
o et __--"
24

Number of time intervals T
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7 Conclusions

The Monte Carlo method is the most expensive in terms of the ratio of calculation
time/accuracy of the result.

In the case when the problem is considered for a single moment in time, the found
values of the minimum flow rate of sharp steam are comparable for the methods of
MILP and Dynamic programming, and the method of the internal point.

In the case of solving the optimization problem in time, convex optimization
methods show a result that is located further from the optimal one in comparison
with the methods of MILP and Dynamic Programming.

The fastest solution was found using Mixed Integer Linear Programming (MILP)
and the Dynamic Programming method.

The MILP concept allows you to flexibly modify the optimization model, as well
as supplement it with new elements of the technological process. Using a modern
solver allows you to perform an optimization calculation with the required accuracy
in a fairly short period (seconds).

One of the disadvantages of MILP is the fact that not every process can be
linearized (parameterized) with the required accuracy. Nevertheless, the MILP
approach is very interesting from the point of view of the prospects of using it
for the formation of optimization models of thermal power plants.

The dynamic programming method is called sequentially for each moment,
however, to account for the maneuverability of the turbines, the number of calcula-
tions may increase. Taking into account additional integral constraints will require a
serious refinement of the method implementation.
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Testing a Ground-Based Radar Station )
as a Cyber-Physical System Using L
a Carrier and On-Board Equipment

A. L. Kalabin and A. K. Morozov

Abstract Inthe work, the radar station is considered as a cyber-physical system. The
cyber-physical system, in particular the radar, needs to be tested during production,
commissioning, and operation. The chapter proposes the modernization of the labo-
ratory test method using an unmanned aerial vehicle, which houses a programmable
generator with an onboard computer and other necessary auxiliary equipment. Radar
testing is performed as in the flyby method, without using real targets. The essence
of the method is to control the movement of the carrier and the signal from the output
of the onboard generator in such a way that the emitted signal corresponds to the
actual operating conditions of the radar. The digital representation of the test signal
is calculated by the onboard computer and a radio signal corresponding to the current
operating mode of the station is emitted by means of a generator and an antenna.
By changing the coordinates and structure of the emitted signal, it is possible to
control the angular coordinates, range, and number of targets for the tested radar.
The proposed method can be used to test, for example, air traffic control radars with
lower resource costs, in comparison with field tests due to the use of an unmanned
aerial vehicle and onboard equipment instead of airplanes.

Keywords Imitation of a radar target + Computer simulation + Unmanned aerial
vehicle « Bench tests + Semi-natural tests

1 Introduction

To test and confirm the performance of cyber-physical systems, in particular radars,
test benches are often used [1-10]. The use of test benches allows obtaining the
necessary information about the product at an acceptable cost of resources [11-13].
The task of the stand is to form the operating conditions for a cyber-physical system
close to real ones by generating test signals [7—-10]. When testing radar receivers
(radar), test signals are formed on the basis of a mathematical model that takes
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into account the main factors [14, 15]. But there are factors that require significant
computing power to account for. For example, reflections from the ground, terrain
features, the influence of weather conditions, the electromagnetic environment at
the deployment point, and others. Therefore, it is proposed to place equipment for
simulating the target signal on an unmanned aerial vehicle (UAV) for testing ground-
based pulse radars. In this case, the signal emitted from the carrier is received by the
radar antenna with the influence of all the factors present.

2 Coordinates of the Simulated Target

The purpose of this chapter is to describe a method for determining the capabilities
of measuring the range of detected targets for ground-based pulse radars, using test
signals generated from the UAV. The required target environment will consist of one
simulated target, the range of which varies from a certain minimum to a maximum
range within the studied range. The range of the simulated target will change with
a constant step at regular intervals. As the station under study, we will consider a
pulsed ground radar with a passive response. In the course of measurements, it is
planned that the angular coordinates of the simulated target will remain unchanged
and are determined by the position of the carrier, its angular coordinates.

gy = Q¢; P51 = Qc; gy = CONSt; Q5 = CONSt; (D)

where o, —azimuth of simulated target; ¢y —=clevation angle of simulated target;
o,—carrier azimuth; ¢.—carrier elevation angle.

As can be seen from Fig. 1, the range of the simulated target is the sum of the
measurement distance and the range added by the onboard equipment. With regard
to the situation presented in Fig. 1, the range of the simulated target is calculated as
[15-17].

Fig. 1 Coordinates of the
simulated target




Testing a Ground-Based Radar Station as a Cyber-Physical ... 119

i 1€
rg = g Min + > )

where ry—range of simulated target; rymim—minimum possible range of the
simulated target; t,,—onboard generator delay time; c—speed of light.

The minimum possible range of the simulated target is the sum of the current
distance at which the carrier with the onboard equipment is located and the
pause introduced by the computer and the synchronization scheme of the onboard
equipment with the radar emitter and is calculated by the formula (3).

Ipc

rgmin = r, + ER 3)

where r.—current removal of the carrier from the radar; f,—pause introduced by
the delay of the synchronization signal and the work of the calculator.

Thus, from (2, 3) it follows that the control of the range of the simulated target
can be carried out by adding the delay time for the pulse emitted by the onboard
generator.

2(1’, - rc)
e =" 1, @)

3 Step of Changing the Range of the Simulation Target

Changes in the range of the simulated target are discrete, therefore, it is necessary
to determine the step in range. The minimum possible step size will be related to
the range resolution of the simulated targets, which the equipment used is capable
of. The range of the simulated target is the sum of the position of the carrier and the
delay time generated by the onboard generator.

The removal of the carrier from the radar . is determined by the data of the sensors.
For example, using a GPS receiver, latitude and longitude are determined and using a
barometric sensor, atmospheric pressure and temperature are determined, which are
then converted into altitude. Usually, the position by the sensors is determined with
some error, we will assume that the error is a random variable distributed according
to the normal law. Let us assume that the value of the standard deviation o, of the
measured value r. is known, then the position of the carrier in accordance with the
data will be located with a probability of more than 0.99 within the interval [9, 10].

_3Grc < ‘i:rc < 3Urc (5)

where £,.—distance error r.; o,,—range error standard deviation.
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The airborne generator generates the required delay time discretely, generating
an analog signal from digital samples, the value of which can be changed after a
specified time interval (sampling time) associated with the sampling frequency. The
sampling time [18] is determined by the formula (6).

1

"

(6)

Tag

where t4,—onboard generator sampling time; f 4,—onboard generator sampling rate.

The accuracy of control of the output signal is carried out with an accuracy of one
digital reading. If we assume that the required pulse pause in the signal is formed with
an error distributed according to the normal law, then, similarly, as with the position
of the UAV, the error of the formed pause in the signal will be with a probability of
more than 0.99 within the interval [19].

_30tzg < Stzg < 3Gtzg @)

where o,,,—value of the standard deviation of the pause error of the signal generated
by the onboard generator; &,,,—pause error of the signal generated by the airborne
generator.

Then the error in controlling the range of the simulated target [20] is calculated
by the formula (8).

o = (55=) + 0% @®)

where o,;—the value of the standard deviation of the error in controlling the range
of the simulated target.

From (5, 7, 8) we determine the value of the distance step in terms of range for
the generator of the target situation by the formula (9).

Arst = 3arst (9)

where Arg—the minimum step of changing the range of the simulated target.
Thus, the size of the step of changing the range of the simulated target depends
on the accuracy of the positioning sensors and the onboard generator.
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4 Assessment of the Feasibility of the Measurement Plan

To determine the initial range and final range of the simulated target, the step size,
and the period of its change, it is necessary to have an idea of how long the flight
will take, i.e. the limitation on the available flight time.

On the one hand, the flight time will be calculated in accordance with (10).

T, =ty + Ty +tia (10)

where T'.—time taken to fly; #4—time required to fly from the take-off point to the
first point of the measuring trajectory; f,;—time required to fly to the landing point
from the last point of the measuring trajectory; 7,,—time spent on the measuring
path.

The measurement plan will be realizable if the condition is met (11).

T < Tinax (1)

where T ',x—maximum possible flight time for the carrier used.
On the other hand, the time required to execute the simulation of the target is
calculated according to the Eq. (12).

=Y (12)
i=1

where n—number of positions of the simulated target; #,—time spent by the simulated
target at a given range.

For the situation of an all-round looking radar, the time spent by the target at a
given range can be tied to the antenna rotation period and set for each position of
the simulated target equal to an integer number of radar antenna turns k, then the
measurement time will calculated by the formula (13).

T = nkT,aqar (13)

where T ,,4,,—radar antenna rotation period; k—an integer number of turns of the
radar antenna, the same for each position of the simulated target; n—number of
positions of the simulated target.

The number of positions of the simulated target depends on the step of changing
its range and the investigated range segment, then the number of positions of the
simulated target can be calculated by the formula (14).

rmax_rmin+l (14)
n=|——
hArg
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where rni,—minimum range of simulated target; 7,.x—maximum range of simu-
lated target; h—integer coefficient that determines the step size of the range of the
simulated target. The number of positions of the simulated target, by meaning, must
be an integer greater than zero.

As a result, we obtain a system of Eq. (15) for calculating the range of detected
targets for the formation of test signals on the carrier.

Arst = 3Ur'st

"max — ’'min
"= ’7 hArg + 1—‘
T = nkT,qqar
T.=ty+Tyn+tu (15)
T: < Tinax
hArg < Armin
k>1;h>1;n>2

n — max; h — min; T, — Tyax

The solution to this system will be the values (k, h, n) that determine the sets
of realizable measurement plans with fixed parameters of the test equipment Ary,
T max> Oy, Orzg, tp; station parameters 7 ,,q,,; measurement conditions #min, Fmax-

5 Example and Software Implementation

Let us consider an example of solving system (15) to illustrate the obtained solution.
After fixing the chosen solution (k, h, n), the plan of measurements is calculated.
The measurement plan includes the coordinates of the trajectory of the carrier and
the range of the simulated target, since the on-board generator is only able to change
the range through the change in the pulse delay time, and the angular coordinates of
the simulated target will coincide with the angular coordinates of the carrier. Since
the flight time of the carrier is limited, it is proposed to conduct a range study not in
all possible directions, but at one selected azimuth and elevation angle.

The onboard computer in the process of measurements must keep a log of the
coordinates of the carrier and the simulated target. The radar maintains a log of the
recorded target situation. The coordinates of the simulated and detected targets are
compared, as in the flyby method.

Suppose that the shaper has the following characteristics: the accuracy of deter-
mining the position in space o, = 1, 5 m; response delay time accuracy o, =
50 ns; delay introduced by the synchronization circuit and the calculator t, = 5 ps;
maximum carrier flight time T,.x = 30 min; the coordinates of the station, the
takeoff/landing point of the carrier and the measuring trajectory are such that the
takeoff and landing time takes ¢4 = f;; = 30 s. The investigated station has the
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following characteristics (only those that are used for example are shown): radar
antenna rotation period Ty,g, = 10 s. The purpose of the measurements is to inves-
tigate the possibility of detecting targets at a distance from rp;, = 5 km to ryx =
50 km, maximum step size Arp, = 500 m.

To search for and select solutions, consider the nature of the dependencies between
the values of T',, n, h.

Let us first consider the system (16).

h=1, .., hna
Fmax — "'min
(Mmin — D Arg
_ Tmax = "min
hArg
Tn = nkTradar

s Mmin = 2
(16)
+1

where /y,.x—maximum coefficient value h; 7,;,—the minimum number of positions
of the simulated target.

Consideration of system (16) is necessary to establish the dependence T, (h), n
(h). For this, the value of h will go from 1 to some maximum value. The maximum
value of h is reached at n = 2. From the point of view of planning measurements, this
situation arises when the simulated target has 2 positions: at the beginning and at the
end of the investigated range segment, then the coefficient h, which determines the
step of changing the range between the positions of the simulated target, will have a
maximum value, at which the step size will be equal to the length of the investigated
distance segment. Figure 2 shows a graph illustrating the nature of the dependence
of the value T,,(h).

Now consider the system (17).

Fig. 2 Illustration of the Depend: of the time on the values of the coefficient (h)
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n=2 .., Nnax
"max — "min
Nmax = + 15 hpin = 1
(hmin - I)Arst
Ymax — "min

CE
T = nkTaqar

a7

where nn,x—the maximum number of positions of the simulated target; Amin—
minimum value of coefficient h.

Similarly as system (16) system (17) for definitions of dependence T',,(n), h (n). In
this, the number of positions of the simulated target is brute-forced from the minimum
possible value to a certain maximum value. The minimum number of positions of
the simulated target is 2: at the beginning of the segment of the studied ranges and
at the end. The variant with one position of the simulated target is not considered in
the work. Similarly, to the previous reasoning, the maximum number of positions of
the simulated target is achieved at the minimum step. The minimum possible step of
changing the range of the simulated target is achieved when h = 1. Figure 3 shows
a graph showing the nature of the dependence of the value T ,,(n).

From the point of view of searching for and choosing suitable solutions to the
system (15), the most interesting solutions are those that provide the most infor-
mation. According to the graphs in Figs. 2 and 3, it can be concluded that with the
smallest step coefficient h of changing the range of the simulated target and the largest
number of positions of the simulated target n, one can obtain the largest amount of
information for further analysis.

Thus, for system (15), the largest value of n is attained at the smallest values of
h, so we will find solutions as follows: first, we fix h, then we iterate over all k for

Fig. 3 Illustration of the Dependence of the measurement time on the
dependence of the number of positions of the simulated target (n)
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Table 1 The solutions of the No h I T,

system
1 10 168 1740
2 11 153 1590
3 12 140 1460
4 13 130 1360
5 14 121 1270
6 15 113 1190
7 16 106 1120
8 17 100 1060
9 18 94 1000

which the system is resolved, if for a fixed h there is no k for which the system has
a solution, then we increase h and also iterate over k.

Table 1 shows the solutions of the system (15), by the characteristics of the test
equipment, the station, and the test conditions.

Table 1 is a list of solutions of system (15) that satisfy the conditions for carrying
out measurements, the characteristics of the station under study, and the equipment
used fork = 1.

The search for solutions was carried out taking into account the fact that the values
of the quantities h and n are integers. The number of positions of the simulated target
n is meaningfully an integer. In addition, the coefficient h is an integer, since the used
implementation of the target situation generator has errors in positioning, registration
of its own coordinates, control of the range of the simulated target, therefore, for it,
the step of changing the range of the simulated target is a discrete multiple of the
minimum possible step of the simulated target Arg.

Of all the solutions, it is most advantageous to use the first one, since the smallest
step of changing the range and a larger number of positions of the simulated target
is achieved, which will provide more information for analysis.

To automate calculations and build a measurement plan, a program was written in
C++ . Figure 4 shows the result of planning by the obtained solution of the system (15).

The program also implements simulation of the course of measurements. Figure 5
shows images of the radar indicator at different simulation times. For the 9th minute,
the simulated target mark is displayed almost at the maximum range displayed by the
indicator, and at 24 min, the simulated target mark is not observed, but the simulated
target signal is still generated.

The situation for the 24th minute of the simulation can be interpreted as exceeding
the detection range for the station under study. At the 9th minute, the range of the
detected target practically corresponds to the maximum for the software model of the
radar indicator. When logging at the station and on-board computer, after comparing
and analyzing the data, it is possible to conclude the maximum target detection range
by the same analysis methods as in the flyby method.
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Fig. 5 Image of the radar indicator at the 1st, 9th, 24th minute

6 Conclusion

The chapter considers the issue of planning tests for the detection range for a cyber-
physical system, namely, a ground-based all-round looking radar, using a carrier
and onboard equipment. A system of equations has been obtained for planning tests
to determine the range of detected targets, which takes into account: the error in
controlling the range of simulated targets; range control error by the carrier; removal
of the carrier from the radar; pause error of the signal generated by the on-board
generator; the time spent on the flight; time spent on the measuring trajectory; antenna
rotation period; the value of the discrete in range for the target situation generator;
the number of turns of the radar antenna; the number of positions of the simulated
target. To automate calculations and build a measurement plan, a C++ program
was developed, with a flyby visualization tied to a real satellite map of the area.
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Performance assessments are performed on the fly at the station deployment point
without engaging real-world targets, potentially reducing test costs compared to real-
world technology. Other characteristics of the radar can be investigated in a similar
manner. For example, the accuracy of determining the coordinates and the resolution
of detected targets, changing the trajectory of the carrier and the structure of the test
signal. Testing of automobile radars is carried out in a similar way when debugging
autopilot algorithms based on sensor readings [6]. The proposed method can be used
to test the operation of other cyber-physical systems, for example, air traffic control
radars, by setting the trajectory of simulated targets corresponding to the trajectory of
one or more aircraft. And based on the result of processing the test signals, calculate
the value of the tested characteristic.
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Algorithm for Determining Distributed )
Subsurface Layers Based oo
on Ultra-Wideband GPR

S. L. Chernyshev, M. V. Rodin, and 1. B. Vlasov

Abstract The ultra-wideband GPR signal penetrates the subsurface environment
and is reflected from its different layers. The reflected signal carries information
about the structure of the distributed subsurface medium. However, the shape of
this signal depends on all layers, since information about them is mixed in this
signal. Therefore, an algorithm has been developed that ensures the processing of
this information. The algorithm makes it possible to determine the composition of a
distributed multilayer medium based on the reflected ultrawideband signal received
by the GPR. The algorithm uses the temporal realization of the signal and takes
into account its values with a clock period equal to the duration of the probing
ultra-wideband signal. These time values of the signal depend on many coefficients
of reflection from the joints of different layers. Reflection coefficients depend on
the characteristics of the layers. The algorithm allows the extraction of information
aboutindividual reflection coefficients from the values of the reflected ultra-wideband
signal. In the developed algorithm, according to the found reflection coefficients from
the connection of layers, their characteristics are determined: dielectric constants,
specific attenuation, and the thickness of these layers are determined by time delays.
An example of determining the characteristics of layers and their identification by
the reflected signal from a multilayer distributed medium containing ice, water, and
clay is considered.

Keywords GPR - Ultrawideband reflected signal - Layered medium - Reflection
coefficient - Dielectric constant *+ Algorithm
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1 Introduction

GPR is used to study subsurface objects in solving archaeological problems,
searching for mines, cables, and other objects, layers of ice, water, etc. [1-19]. Such
subsurface sensing uses ultra-wideband signals. In the case of a complex structure of
an inhomogeneous soil, the UWB signal reflected from it has a shape that significantly
differs from the shape of the emitted signal and depends on the above-mentioned
structure. The main task is to obtain information about the composition of soil or
ice from the reflected signal. However, this task is very difficult, since the reflected
signal is formed not by a superposition of reflected signals from different layers, but
also by a multitude of mutual reflections. Spectral research methods are of little use
in this case, and it is necessary to study the temporal realization of the signal. This
chapter is devoted to the algorithm for processing such information.

2 Reflected Wave Model

An inhomogeneous medium consists of layers with different dielectric constants. In
reality, power is absorbed in these layers, as a result of which electromagnetic waves
are attenuated in them. Table 1 shows the examples of characteristics of some media.

The characteristics of other media can be found in the respective reference books.

Consider a certain environment consisting of several different layers (Fig. 1).

We will assume that it is possible to neglect the dispersion of the electromagnetic
wave when propagating through the layers. When the wave falls perpendicular to
the surface the reflection coefficient from the junction of i-1-th and i-th layers is
determined as

Si = (Ve — V&) /(VaT + Ve)

Table 1 Examples of characteristics

Medium Relative dielectric | Specific attenuation, q | Wave propagation speed, V
constant, & dB/m m/c x 1078
Air 1 0 3
Wet sand 20-30 0,5-5 0,55-0,67
Dry sand 4-6 0,01-1,5 1,22-1,5
Wet clay 19-27 25-110 0,58-0,69
Dry clay 2-17 3-14 1,13-2,12
Dry concrete 3-7 1-7 0,9-1,13
Dry asphalt 3-6 2-15 1,22-1,73
Unleavened ice 4 0,1-3,5 1,5
Fresh water 81 0,10 0,33
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Fig. 1 Layered medium &y
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If we imagine that an ideal single pulse of infinitely short duration falls on such a
medium perpendicular to its surface, the signal reflected from it will be a sequence
of pulses of different amplitudes:

brepi(k) = Si; S2(1 = SP)ris S3(1 = S7) (1 = 83)riry — (1= S7)SiSarys - ...,

where r; = 107%4/20_ g, —specific attenuation in the i-th layer, ;,—layer thickness.
As can be seen, the components of the reflected signal generally depend on the
properties of many layers, and with an increase in the delay time, this dependence
increases, since the number of terms in these components is equal to 2"~
When using a real UWB sounding signal, the signal reflected from the medium
will have an even more complex composition:

Urep1 (1) = S1u(0); $1u(27) + (1 — S7)Sorfu(0); Siu(dt) + (1 — S7)Sorfu27)+
+ (1= 87)(1 = 83)rirsu(0) — (1 — S7)S1Soriu(0); ...,

where u(0); u(0), u(2t), u(4r), ...—samples sounding signal through a double
sampling period 2t.

At first glance, these expressions can be used to determine the properties of
different layers, since from the first sample it is possible to find S;, After that, the
characteristics of the first layer are determined. Then from the second sample, we
find S,, and so on. However, the expression for further samples is becoming more
complex, and to find analytical expressions for the more distant in time samples of
the reflected signal is not possible.

Earlier, a mathematical model of an irregular system was found through which
an electromagnetic wave propagates [20]. This model assumed that such a system is
nondissipative. This model is inapplicable for propagation through a lossy medium,
so it needs to be modified.

Figure 2 shows a block scheme describing the formation of reflected b; (k), b; 11 (k)
and transmitted waves a; (k), a;+1 (k) in one i-th layer.

In this scheme, z is the parameter of the Z-transform. Element z7' is a link
delaying the signal by one time period. Using this scheme, you can write the following
equations linking the Z-images of the incident and reflected waves:
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Fig. 2 Block scheme of i-th
layer

D

(-5

bi(2) = ai (2)S; + b1 (D)riz /(1 — §?)

ai41(2) = [ai(z) (1-57) - Sib,-ﬂ(z)riz—‘}riz—l
These equations can be transformed to the following form:

bi(z) = a;(2)si + bip1(2)y/ 1 — s?riz”"!

air1(z) = riz " 'ai(z) — bi(Z)Si]/[ - s12i|
Let’s apply the inverse Z-transform to the left and right sides of these equations:

bi(k) = a;(k)s; + ribiy1(k — 1)/1 — 57 (1)

aiy1(k) = [a;(k — Dr; — ribi(k — 1)&']/\/@ 2

These equations formed the basis of the algorithm for determining the layers of
the subsurface medium.

3 Description of the Algorithm

The algorithm assumes the following sequence of actions.
So, the dielectric constant of the first layer can be determined immediately:

IO [m(m —b1<0>]2 B [u<0> — uomp(m}2
1= ——H &8 =8| V7~ =& —V—— = .
a1(0) a1(0) + b, (0) 14(0) + tomp (0)

By the dielectric constant, we identify the medium of the first layer and determine
its specific attenuation and wave propagation speed. Then from Eq. (2) we find
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ax(1) = [a1(0)ry — 51b1(0)r1]/ (1-51)

and from Eq. (1) we obtain
by(1) = [b1(2) — 5101(2)]/<V1 (1- Slz))

where b] (2) = MOTp(zl'), 01(2) = M(Z‘L’)
The dielectric constant of the next layer is defined as

s |:612(1)—b2(1):|2
27 a1 + ba(1)

The dielectric constants and other characteristics of other layers are determined in
the same way. And, thus, the problem of determining the structure of an inhomoge-
neous medium is solved. Figure 3 shows a simplified block scheme of the described
algorithm.

Fig. 3 The simplified
scheme of the algorithm

u(0), u(21), ...
uomp(o)- HOMP(ET), PP

k:=k+1

v
Calculation
b;(k),a;(k)

h

Calculation
Si &

<o >
0
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The algorithm carries out N cycles of calculations, during which the characteristics
of the layers are determined. The geometric length of the probing ultra-wideband
pulse is less than the depth of the layers, and therefore the time delay of signals
reflected from different layers is a multiple of this length. With the sequential deter-
mination of the characteristics of the layers, it is possible to determine the depth of
each layer by this delay, taking into account the speed of wave propagation in the
corresponding medium.

4 Example of Defining Layers

Figure 4 shows an example of an ultra-wideband signal u,.s;(¢) reflected from
layered medium. UWB sounding signal with duration 7 = 1 ns and an amplitude of
50 mV was vertically applied to the layered medium. The external environment is
air (g9 = 1).

This signal has significant spikes at times O ns, 6 ns, 12 ns, and 18 ns. Using the
program based on the developed algorithm, we found the coefficients of reflection
from the joints of the layers: —0.333; —0.636; 0.286.

The dielectric constant of the first layer is found from the expression:

1+0.3337?
g1 =8| ———=| =4
1—0.333

This layer is identified as 0.45 m thick fresh ice.
The dielectric constant of the second layer is found from the expression:

1+0.6367%
by = gy | 0901 _gh g
1-0.636

This layer is identified as 0.1 m thick freshwater.
The dielectric constant of the third layer is found from the expression:

Fig. 4 The signal reflected 20.000 -
from layered medium 15.000 - Uye £l (t)
10.000 -

5.000 -

- 5.000 5 10 ZT
-10.000 -
-15.000 -
-20.000 -
- 25.000 -
- 30.000 -
- 35.000 -
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5

1-0.2867% "
E3 = €& _— = .
P T2 10286

This layer is identified as wet clay.
Thus, all layers were identified by the reflected UWB signal.

Conclusion

The developed algorithm makes it possible to determine the composition of the
distributed layered medium based on the reflected ultra-wideband signal received
by the GPR. The algorithm uses the temporal realization of the signal and takes
into account its samples with a sampling period equal to the duration of the probing
signal.

According to the found reflection coefficients from the joints of the layers, the

characteristics of these layers are determined: dielectric constant, specific attenuation
and the thickness of these layers is found from the time delays.
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Formant Frequencies Estimation Based m
on Correlogram Method of Spectral L
Analysis and Binary-Sign Stochastic
Quantization

Vladimir Yakimov(®, Petr Lange®, and Ekaterina Yaroslavkina

Abstract The chapter considers the problem of calculating digital estimates of the
formant frequencies of complex signals. This problem is solved using stochastic
digital processing for continuous signals. A mathematical model is used to represent
the result of binary-sign stochastic quantization in time. The conceptual basis of this
model is the concept of a sign function and the theory of discrete-event modeling. In
this case, events are understood as a sequential change in the values of the result for
this quantization type. Estimates of the lower and upper boundaries of the formant
frequencies and estimates of the spectral peak widths are calculated based on the
Taylor series expansion of the power spectral density function (PSD). Mathematical
equations for calculating the estimates of PSD and its second-order derivative are
developed based on the correlogram method. The discrete-event model of binary-
sign stochastic quantization made it possible to analytically calculate continuous
integration operators when switching to signal processing in discrete form. The
main operations of these equations are the arithmetic operations of addition and
subtraction, as well as the operations of the logical processing of the calculated PSD
estimates. At the same time, the total number of multiplication operations has been
reduced. The practical implementation of the obtained equations provides a decrease
in the multiplicative complexity of computational algorithms and an increase in the
computational efficiency of estimating formant frequencies.

Keywords Formant - Power spectral density + Spectral peak - Bandwidth - Binary
stochastic quantization * Timing

1 Introduction

One of the most important applications of spectral analysis is the localization and
study of resonant frequency components in complex signals. Resonant frequencies
are called formants. Formants are spectral peaks (maxima of the frequency spectrum
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envelope) of a certain width. The number of formants and their position in the spec-
trum is determined by the physical nature of the signal under study. Formants can be
thought of as the distinctive frequency components of a signal. Formant analysis is
used as a passive technique that can provide information about the current state of the
emitting signal source. Formants are characterized by their frequency and spectral
width. By this, the task of spectral analysis is reduced to determining the formant
frequencies and identifying the corresponding frequency bands in the spectrum.

There are various approaches to localizing formant frequencies. Formant frequen-
cies can be estimated directly from the frequency spectrum of the observed signal
realization. In general, classical methods of spectral analysis developed based on the
direct Fourier transform can be used to estimate the frequency spectrum itself. An
approach based on the control of frequency bands of the spectrum with a pronounced
formant characteristic is used. In this case, sections of frequency bands are identified
according to certain rules, taking into account the typical behavior of the source
emitting a signal. Within each such frequency band, the spectrum is calculated and
pronounced maxima are selected. Formant frequencies are determined based on the
analysis of these maxima. A method based on linear prediction signal coding is also
used. By this method, the current samples of the signal can be approximated by a
linear combination of the previous samples. This approximation leads to a linear
system of equations. As a result of solving this system, the prediction parameters
are obtained. The resulting solution is used to construct a spectral envelope, which
is used to identify the formant frequencies. Here, the main task is to determine the
prediction parameters that minimize the variance of the approximation error of signal
segments [1-5].

Currently, signal processing is mainly carried out in a digital form. There are
two main reasons for this. First, digital engineering allows you to create high-
tech measurement systems. The practical implementation of such systems can be
performed both in the form of specialized measuring devices and based on universal
computing systems using protected metrologically significant software that performs
the functions of collecting, transmitting, processing, and presenting measurement
information. Second, the digital spectral analysis provides reproducibility, repeata-
bility, and computational accuracy when processing discrete signal values. The need
to fulfill these conditions is an important requirement for solving complex measure-
ment problems, which include the problem of monitoring the position in the spectrum
of formant frequencies. However, as a rule, the representation of a continuous signal
in digital form occurs using the classical analog-to-digital conversion [6, 7]. In this
case, uniform sampling in time and multi-level quantization of the analyzed signal
is performed. This leads to the fact that when digitally processing multi-bit discrete
samples of a signal, algorithms for obtaining estimates of the frequency spectrum
require a significant amount of computational operations. At the same time, one
of the mass operations in such algorithms is the operation of digital multiplication,
which is the most computationally time-consuming. It is depending on the number of
multiplication operations that must be performed that determine the computational
complexity of the digital algorithm and call it the multiplicative complexity [8—11].
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Thus, of particular interest is the development of digital algorithms for analyzing
the location of formants in the spectrum and determining their frequency bound-
aries, which provide a reduction in computational costs when processing complex
multicomponent signals.

2 Formant Estimation Method

In signal processing, in most cases, there is statistical measurement uncertainty.
This is due to the influence of random factors that have a distorting effect on the
measurement result. Signals can also be exposed to external noise, which can lead
to a significant reduction in the signal-to-noise ratio. The consequence of this may
be the loss of informative frequency components when determining the spectral
composition of the signal. Therefore, the frequency analysis of such signals will be
associated with the estimation of the power spectral density (PSD). It characterizes the
distribution of the average signal power, which falls on a unit frequency interval [12].

By definition, PSD is a continuous function of frequency. Based on this, we
represent the PSD in the vicinity of the formant frequency F,, in the form of a Taylor
power series and restrict ourselves to its first three terms. In this case, we will take
into account that the values of the first derivative at the extremum points of the PSD
will be equal to zero. Accordingly, we will have:

1
Sxx(f) = Sxx(Fm) + 5 Sxx(Fn)(f — F)?, (D

wherem =1,2,3, ..M.
Equation (1) is a complete quadratic equation for frequency. Let us bring this
equation to the canonical form:

Sxx (Fp) f* = 2F,Sxx (F) f + Sxx(Fp) F2 + 2Sxx (Fy) — 2Sxx(f) = 0. (2)
For the sake of certainty, we write (2) in the general form:

af>+bf +c=0,
a = S;X(Fm)v
b= —2F,Syy(Fn),

¢ = Sy (Fu)F2 +2Sxx(Fy) — 2Sxx (f).
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As a result of finding the roots of Eq. (2), we obtain mathematical equations for
calculating estimates of the lower and upper boundaries of the formant frequencies
in the signal spectrum:

— e Sxx(from) — Sxx (Fn)

Jrom = Fn \/2 ST (F) ; 3)
_ Sxx(frim) — Sxx(Fun)

in,m = Fm + \/2 S;X(Fm) i (4)

Equations (3) and (4) allow us to calculate the estimates fr,, and fu;, for
the given values Sxx(fro.m) and (fuim) , assuming that the values Sxx (F,,) and
Sxx(F,) are known. In the limiting case, we assume that Sxx(fro.m) =
Sxx(fuim) = 0. Then, taking into account the fact that, according to the defini-
tion, the second derivative of the function at the maximum point will have a negative
value, i.e. S (F,) < 0, we get:

SXX(Fm)
o,m — Fm - /2 s 5
o V ISy (Bl ®
SXX(Fm)
im = F 22X 6
T V 1Sk )l ©

The bandwidth estimate for the formant frequencies will be:

Sxx(Fn)
Af = iom — om = 2./2 . 7
Jm = frim = [fro, N ERGS) @)

From Eqs. (5)-(7) it follows that the task of developing algorithms for estimating
the band of formant frequencies and determining their lower and upper boundaries
has been reduced to the development of an algorithm for estimating the PSD and its
second derivative.

3 PSD Estimation Algorithm

The approach based on the use of binary-sign stochastic quantization as the primary
transformation of signals into a digital code allows the development of computa-
tionally efficient digital algorithms [13—17]. The basis of such quantization is the
randomization of the procedure for representing the signal in digital form. It was
shown in [14] that deliberate addition of independent uniformly distributed noise and
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signal sampling are statistically equivalent. The result of the binary-sign stochastic
quantization has the form:

z(t)=+1, ecin ;c(t) >E(t); z(t)=-1, ecnm ;c(t) <&(1). (®)

In Eq. (8), ;(t) is the central implementation of the analyzed signal; £(¢) is the
auxiliary randomizing signal.

The auxiliary signal £(¢f) has a uniform distribution in the range from
_gmax to +§max B where Emax = | )(é(t) |max-

Let the signal analysis time be equal to T. The PSD estimate within this time
interval will be calculated based on the correlogram method [18]:

T

Sxx(f) :2/1éxx(r)cos2nfr dr, )
0

where I? xx (7) is the estimate of the correlation function of the analyzed signal.
As Rxx(t), we take the following estimate [24, 25]:

2
Rxx(7) = éLTaX/Zl(Z) 22(t — 1) dt, (10)

T

In Eq. (10), z;(¢) and z,(¢) represent the results of two independent binary-
sign stochastic quantization procedures. According to [19, 20], they should be
obtained using two homogeneous and statistically independent auxiliary signals
&1(¢) and &,(¢). Each of these signals should have a uniform distribution ranging
from _gmax to +Emax~

The estimate of PSD (9), taking into account the Eq. (10), will take the form:

T

2 t
Sxx (f) :2%/@@) /ZQ(I)COSZNf(t—r)drdt. (11)
0

0

It follows from (8) that the result of binary-sign stochastic quantization takes
only two values: “—1” and “ +1”. The change of these values occurs sequentially
at discrete points in time. Based on the discrete-event modeling theory, we can say
that they are those points in time at which significant events occur in the process of
performing this quantization type [21]. With this in mind, a discrete-event mathe-
matical model for binary-sign stochastic quantization was developed. According to
this model, for z;(¢) and z,(¢) , it is sufficient to know only the values at the initial
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time of quantization ¢y and the time counts at which the current values change. By
this, we will have z; (%), z2(#p) and two sets of time count:

{#ciciafu{®a<ics-1), (12)

Notethatz‘oZl = tOZ2 =19 =0and tZ = tjZz =T.
Within the time intervals ¢ € [tlzl, ti‘l] and t € [t ]+1] the values of the
binary-sign quantization results z;(¢) and z,(¢) are equal to “—1” or “ 4+ 1” and
remain constant. As a consequence, the integrals in (11) can be represented as a sum
of integrals, for which the limits of integration will be determined by the time counts
[tlZ', tﬂ 1] and [tzz, t]Z_ZH] . These integrals are definite and calculated analytically.
Taking this into account, mathematical equations were obtained for calculating the
PSD estimate by the correlogram method [22, 23]. Adapted to the solution of the

problem, the modified version of these equations has the form:

R é__2 r(i)+1
Sxx(f) = =225 —z(10) Yy (—=D'A (—1)/v; cos 2 f At7;, (13)
2T (wf)? Z 2_0: )

1,i=1;
A‘lz 9 9
{2,k=1,2,,...,1—1.

b I L i=0j=rh)+1;
Tl 2 =12, .0 .

V4 zZ V4 V4 zZ
z(to) = z1(to)z2(t0), Atj’i =1 b — tj : t,(?)+1 =1 :

It should be noted that the analytical calculation of the integrals in Eq. (11) elim-
inates the error inherent in digital algorithms when the integration operations are
calculated numerically.

Equation (13) defines in the mathematical form an algorithm for performing
operations for calculating Syx( f) estimates in a discrete form.

According to Egs. (5)—(7), to calculate fi, n, frim and Afy = frim — from, it
is necessary to have an estimate for the second-order derivative S xx (f). It follows
from Eq. (13) that the mathematical equation for calculating this estimate can be
obtained analytically. Operating simple double differentiation of the PSD estimate
determined by Eq. (13), we obtain:

r@i)+1

Sxx(f) = - T;‘;;*z(to)Z( 1) Z( D7vj (At cos2mf AL, (14)

We will calculate the estimates (13) and (14) at discrete frequencies f; = kAf
with a frequency resolution Af = 1/T. Then these estimates will be equal:
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2 r@i)+1
Sxx(fi) = 22‘;"Afz(to)2( D Z( 1)/v; cos2mkAf A7, (15)
=0
r@)+1
Spx(fi) = kzZa}wo)Z( D Z( 1)7v;(At7)? cos 2TkAF AL

(16)

The resulting equations for calculating estimates S xx(fx) and S'; x (fi) are iden-
tical in their structural organization. This ensures the uniformity of the metrological
characteristics of the procedures for calculating these estimates.

Equations (15) and (16) can be written in a generalized form:

! r(i)+1
~ b . .
Afiy =5 2 D% D0 (=DIvDj;. (17)
i=1 =0
For S’XX (fx) we will have:
g z
max
b = z(1) AT Dj; = cos2mkAf At?;.

For 3’; x (fx) we will have:

2¢2 2
b =—z(t) A";i‘x, D;; = (Atf,-) cos anAfAtf’i.

The algorithm for organizing the process of calculating the estimates
§X x (fx) and §§ x (fx) can be represented as nested loops. At the same time, it follows
from (15) that the calculation of the Sy x (fx) estimate does not require performing
numerous multiplication operations. This reduces the multiplicative complexity of
the procedure for calculating this estimate. Calculating the estimate of the second-
order derivative 3‘;2 « (fx) leads to the need to perform a multiplication operation to
calculate the product D;; = (Atjz’i)2 cos 2wk Af At} ;. However, the procedure for

calculating the estimate S';Q x (f&) is performed only for the assumed formant frequen-
cies F,. This means that it is performed a limited number of times during the analysis
of the frequency composition of the signal.

Equations (17) together with Egs. (3) (7) define the mathematical procedures for
calculating the estimates Sxx (fi), Sty (£ froms frimsAfw = frtim — from in
a discrete form with frequency resolution Af = 1/T. These equations became the
basis for the development of computationally efficient algorithmic support for evalu-
ating the formant frequencies and their characteristics. The practical implementation
of such algorithmic support involves the following computational procedures:
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1. the estimates Sy ( fx) are calculated with the highest possible frequency reso-
Iution Af = 1/T within a given frequency band with lower fi, and upper
fmax boundaries;

2. the estimates Sy ( fx) are analyzed to determine the frequency bands of the

presence of formants and their corresponding frequencies F,;;

the estimates S , (F,,) are calculated form = 1,2, 3, ...M;

4. the estimates of the lower fi,, and upper f;, frequency bounds of the
formants are calculated, which are used to calculate the Af,, = fuim — from
estimates.

[98]

Note that all of the above computational procedures can be performed in a parallel
mode of operation as the initial and intermediate data necessary for their execution
arrive and are ready.

In practice, the developed algorithmic support can be implemented as a func-
tionally independent software module [24]. In this case, the requirements for the
metrologically significant software for measuring instruments must be taken into
account. Separate sections of executable code or critical sections of a given module
can be developed in assembler. This approach to the development of a software
module can provide quick access to the software and hardware components in the
computing devices and speed up the data exchange between them. This approach
to the development of a software module can provide fast access to software and
hardware as part of multicomponent computing devices and speed up data exchange
between them. This will provide an additional increase in computational efficiency
for the digital processing of the analyzed signal.

4 Conclusion

This chapter deals with the problem of developing mathematical and algorithmic
support for analyzing the location of formants in the frequency spectrum of complex
multicomponent signals. The procedures for calculating the estimates of the lower
and upper bounds of the formant frequencies are developed on the expansion basis
of the continuous PSD function into the Taylor series. Mathematical equations
for calculating estimates of the PSD and its second-order derivative are obtained
based on the correlogram method and binary-sign stochastic quantization. In this
case, a discrete-event model was used to mathematically represent the procedure of
binary-sign quantization of a continuous signal in time. This provided the analytical
computation of integral operators in the transition to discrete computational proce-
dures. The resulting mathematical equations provide an identical structural organi-
zation of the computational process. The main operations performed in the course
of the practical implementation of these equations are simple algebraic addition and
subtraction operations, as well as operations of the logical processing of computed
PSD estimates. At the same time, the total number of multiplication operations has
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been reduced. All this provides a reduction in computational costs when processing
complex multicomponent signals in the process of estimating formant frequencies.

The developed mathematical and algorithmic support can be implemented as a
functionally independent software module. This module can be used as a functionally
independent component within the integrated metrologically significant software
of multifunctional systems for operational time—frequency analysis of complex
multi-component signals [25].
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Estimation of the Influence of the Supply m
Voltage Non-sinusoidally on the Results L
of Measuring the Parameters of Powerful
Submersible Electric Motors

Evgenii Melnikov @, Ekaterina Yaroslavkina(®, and Vladimir Yakimov

Abstract The design of a stand for carrying out acceptance and periodic tests of
submersible pumps electric motors (SEM) using a frequency converter (FC) as a
source of supply voltage is described. The methodological problems of measuring
the electrical parameters of electric motors of submersible pumps in the process
of bench tests are considered, the normative base of tests is given. The errors of
measurements of current, voltages of the power factor, active power arising in the
process of testing are considered. A significant part of these errors is caused by the
influence of the non-sinusoidality of the supply voltage to the SEM. It was found that
the number of detected harmonics (more than 500) significantly exceeds the GOST
requirement for power quality. An analysis of the errors associated with this influence
was carried out, it was found that their contribution to the total measurement error
can significantly exceed the standardized test errors. To reduce the errors caused by
the influence of non-sinusoidality of the supply voltage, it is proposed to abandon
voltage transformers and use exemplary dividers, measure the current by the method
of root-mean-square values (True RMS), divide the measurement range into a series
that excludes falling into the zone of large errors. The theoretical results of studies of
the influence of non-sinusoidality of the supply voltage on the measurement results
were confirmed by experimental tests on a stand manufactured and introduced into
the technological process in an organization engaged in the repair of oil-producing
equipment.
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1 Introduction

In the oil industry, in the technology of oil extraction and pumping of reservoir fluid,
engineers commonly use electric-driven centrifugal pumps with submersible electric
motors (SEM) of vertical design.

Russian manufacturers produce a wide range of SEM with different pressure-flow
and power characteristics. At the same time, the SEM operating power (for different
models) varies in the range from 8 to 300 kW. To reduce voltage losses on the supply
cable with hard limits on the conductor diameter, manufacturers have to increase
SEM supply voltage, which can reach 5 kV for powerful models.

SEM performance is controlled by the frequency method. During the SEM oper-
ation in various modes, power frequency can be changed in the range from 20 to
100 Hz.

Currently, the oil industry is adopting brushless DC SEM, which has improved
energy characteristics in comparison with traditional asynchronous motors. However,
increased requirements apply to the brushless DC SEM testing process, including
the accuracy of measuring individual characteristics.

The average service life of the submersible motor in the well is two to three
years, after which the engine is sent for repair and subsequent tests to ensure that its
characteristics correspond to the passport values.

Also, new SEMs are tested for compliance with the technical requirements of
the manufacturer’s plant and as part of the incoming inspection of the enterprise.
Periodic tests should be carried out at least once a year on one electric motor of each
type that has passed the acceptance tests [1-4].

In total, during the testing process, more than thirty parameters are controlled,
some of which directly depend on the supply voltage. These parameters include:

(1)  voltage of the start of SEM acceleration, Ust;

(2) dielectric strength of the inter-turn insulation of the stator winding, Uds;

(3)  SEM short-circuit current, in the locked state of the shaft, Isc;

(4)  SEM short-circuit power, Psc;

(5) SEM starting power, Pst;

(6) test in modes of overload on torque and current, up to 30% of the nominal,
N/m, and A;

(7)  nominal mechanical power, kW;

(8)  SEM nominal current, In;

(9) SEM no-load current, Inl;

(10) SEM no-load loss, W;

(11)  SEM efficiency factor, %;

(12)  power factor (for asynchronous SEM), %;

(13)  slip (for asynchronous SEM), %;

(14) ratio of the initial starting torque to the nominal,

(15) ratio of maximum torque to nominal torque;

(16) SEM load curves, %.
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Measurement of most of the above SEM characteristics requires high-precision
measurement of the values of the consumed current, voltage, power factor with the
calculation of active, reactive, and apparent energy.

2 Problem Statement

By the requirements of the existing state standard [5—8] for testing asynchronous
and synchronous electric motors, the SEM must be connected during the tests to a
sinusoidal voltage source, which does not allow testing its performance at frequencies
other than 50 Hz.

The next problem in the development of equipment for testing these electric
motors is associated with the need to form the SEM supply voltage in the range from
5 to 130% of the nominal value. For this, high-power induction voltage regulators
were previously used, which are currently out of production. Induction regulators
are designed for a frequency of 50 Hz, are difficult to control, and do not allow
maintaining the required output voltage with a given accuracy during the SEM test
under load.

In this regard, an SEM control station equipped with a frequency converter was
used to form the supply voltage of the tested electric motor. The use of a frequency
converter allows, in addition to generating the required motor control frequency, to
form the required volt-frequency characteristic.

The SEM connection diagram on the test bench (see Fig. 1). The engine control
station generates the SEM supply voltage in the range from 10 to 380 V with a
frequency of 20—100 Hz. In series, through the output choke and step-up transformer,
the supply voltage is applied to the tested SEM. In Fig. 2 shows the appearance of

Fig. 1 Power supply ~380V
diagram of SEM z
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Fig. 2 The appearance of
test bench control cabinets

the test bench control cabinets.

Federation and models were carried out in works. The development of test
equipment for SEM testing is complicated due to the lack of certified methods for
measuring power supply parameters in frequency control conditions, as well as by
the lack of current and voltage transformers certified for operation in this frequency
band [12-14].

The chapter presents developments on the creation and certification of a test bench
working with a control station and testing both asynchronous and valve motors with
a frequency of up to 100 Hz.

3 Analysis of Causes of Power Measurement Error
and Power Factor of SEM

The error in determining the power factor, active and reactive power is the sum of
the phase and current errors of the current transformer, phase errors and errors of
voltage transmission for voltage transformers, errors of the measuring transducer of
electrical quantities.

The frequency converter of the control station operates under scalar control condi-
tions with a variable ratio of the SEM supply voltage to the supply frequency (U/F).
To generate these modes, pulse-width modulation with a carrier frequency of 2500 Hz
is used. The consequence of these operating modes of the frequency converter is the
formation of a large number of harmonics in the generated power supply voltage of
the SEM, which leads to measurement errors.

The scheme to measure the amplitudes Unh and phases ¢n of the harmonics
of the SEM power supply is shown in Fig. 3. The spectrum and root-mean-square
values (RMS) of the phase currents were calculated with an R&SHMO1002 digital
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~380V

Fig. 3 Power supply diagram of SEM

oscilloscope. Figure 4 shows the spectral composition of harmonics obtained during
the experiment.

As can be seen from Fig. 4, it is practically impossible to calculate the distortion
coefficients of the supply network according to the requirements [9]. This is because
the number of harmonics with an amplitude of more than 0.1% of the fundamental
harmonic can reach 500 or more (with the required 40). The installation of a motor
choke and the presence of a step-up transformer in the SEM power supply circuit
did not radically improve the situation.

The distortion factor of the sinusoidal voltage waveform was determined using
the standard formula for all significant harmonics:

JUB+ U3 4o+ U2,

Kyn=
Ufund.h

Amplitude

Sl

Se-01 L0 203 el steld 1Eals

Fig. 4 The appearance of test bench control cabinets
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Table 1 Values sinusoidity coefficient
Control station output frequency 20 30 35 40 45 50

The voltage at the output of the control 380/30 | 380/30 | 380/30 | 380/30 |380/30 | 380/30
station

Distortion factor of the generated voltage | 78/98 | 64/90 | 55/88 |47/87 |36/80 |27/69
sinusoidal

where U Fund. ,—the effective value of harmonic, the level of which is >0.1%.

The Table 1 shows the calculated values of the sinusoidality distortion coefficient
obtained by changing the supply frequency and supply voltage of the SEM. As can
be seen in the presented table, the U/F ratio is not constant.

To calculate the error in determining the electrical parameters of the SEM caused
by the non-sinusoidal shape of the supply voltage, it is necessary to determine
[3, 4, 10-12] errors of current transformers caused by a change in the transmis-
sion coefficient and phase error for each harmonic, determined by the following
expressions:

LN
k, = (21— _ 1) % 100%
1

where N—current transformation ratio; I2—RMS of the secondary current; 11—
RMS primary current;

> i1 (o1 — @)

n

Pavr =

where ¢;—harmonic phase of the current in the primary circuit; ¢,—phase of the
current harmonic in the secondary circuit, »—number of harmonics.
The total error d of the current transformer can be determined as follows:

T
100 | 1
§=— | = | (Niy —i)dt
1, T,/( ip — i)

0

The results of calculating the error of a current transformer during current transfer
are shown in Fig. 5 and phases in Fig. 6. The X-axis shows the current values, in
percent of the nominal. Y-axis for graph (a) is the error of the current transfer in %,
and graph (b) is the phase shift error in degrees.

Errors in determining the SEM electrical parameters caused by the error of voltage
transformers [13—15] can be calculated by the expression:
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where k., uk,,,—voltage unbalance coefficients for reverse and zero sequences,
respectively; ky,—coefficient of the n-th harmonic of the SEM supply voltage; r—
active resistance of the secondary circuit of the voltage transformer; x—inductive
reactance; z—impedance.

The results of calculating the error of the voltage transformer by the transfer
coefficient (Fig. 7) and the change in the angle (Fig. 8).

Figure 9 shows the results of an SEM load test. As can be seen from this figure,
the range of power factor variation during SEM tests is in the range from 0.4 to 0.95.
In this case, the nature of the load changes from inductive at the beginning of the test
to active when the motor is loaded at full power.

Because the SEM supply voltage is different for different models, it is set using the
control station. At the same time, in the overclocking test, the voltage rises smoothly
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Fig. 7 Dependence of voltage and phase transmission error on the value of sinusoidality distortion
coefficient by transmission coefficient
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Fig. 8 Dependence of voltage and phase transmission error on the value of sinusoidality distortion
coefficient by the angle change Current transformer error during phase transfer
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Fig. 9 Load tests SEM. 1—speed of SEM rotor rotation; 2—the power factor of the SEM; 3—

power supply voltage of SEM; 4—average current consumed by the SEM; 5—load percentage of
nominal power
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from zero volts to the nominal value for a particular SEM. As a result, the coefficient
of sinusoidality distortion can vary from 20 to 45% (according to the data of the
manufacturer of the control station).

Assuming the errors are statistically independent, the expression for determining
the error in measuring the power factor takes the form:

3(87 + 87 + ag,)
3

§ =

where §y—voltage transformer error, §;—current transformer error, §,—angle
transmission error.

The value of the error in determining the power factor caused by the angular error
of the transformers is in the range from 0.5° to 8.1°. It should be noted that the error
of the measuring device connected to the primary current and voltage transformers,
not exceeding 0.1% in the absence of non-standard harmonics, can also reach large
values [16-21].

Error in measuring active power is:

Spa =3

The magnitude of this error can be up to 10% in the worst case of measurement
Proposed solutions to improve measurement accuracy The error of current trans-
formers and voltage transformers is directly related to the value of the distortion
factor of the output voltage of the motor control station. To reduce this error, the
following actions should be taken:

(1) to reduce current errors—split the measurement range into subranges by
switching current transformers during testing. Attention must be taken that
unused current transformers must not be short-circuited, but closed on
current-limiting resistors to prevent their overload;

(2) toreduce voltage errors—eliminate the error caused by voltage transformers by
installing standard dividers with subsequent galvanic isolation of the measuring
device from the data interface;

(3) reduce the voltage regulation range using a frequency converter by switching
the windings of a step-up transformer.

Further improvement of the measurement accuracy can be achieved by switching
to the measurement of active and apparent power with root mean square values (True
RMS) sensors, followed by the calculation of the power factor. The disadvantage of
this solution is that there is currently no sensor data for the required voltages and the
lack of a method for calibrating sensors for the required frequency range.
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4 Conclusion

When designing and verifying test equipment using a frequency drive, it is neces-
sary to take into account the influence of harmonics on measuring transducers and
measuring instruments.

The use of high-precision power meters is impractical due to the large errors of
the primary converters.

Current transformers and voltage transformers existing on the market are not
certified for operation in a wide frequency band, there are no methods for their
certification.

It is necessary to use sensors that correctly measure RMS current and voltage for
a non-sinusoidal signal.
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On the Possibilities of the Cyber-Physical m
Approach to Study the Frequency e
Properties of a Closed-Loop System

with Incomplete Information About

the Control Plant Model

E. G. Krushel, E. S. Potafeeva, T. P. Ogar, 1. V. Stepanchenko,
and I. M. Kharitonov

Abstract The chapter presents a method of reducing the time spent on the exper-
imental study of the frequency properties of a plant with an unknown mathemat-
ical model, based on the application of a cyber-physical approach to experiment
automation. The processing of experimental data on the response of plant output
to an input signal formed as the mixture of harmonic components with different
frequencies provides the nonparametric estimation of unknown plant’s frequency
characteristics. To divide the output signal into components corresponding to each
frequency, computer technology is used, which implements an optimization proce-
dure for finding the values of both the real and imaginary frequency characteris-
tics corresponding to the frequencies represented in the harmonic input signal. The
method is also suitable for quick estimation of the frequency characteristics of a
plant with an unknown time delay. The chapter considers the application of the
frequency properties estimation in the problem of stability analysis of closed-loop
systems destined for the plant with incomplete information about its model using a
serial connected proportion-integral controller. The results of quick frequency char-
acteristics estimation were applied to transfer function parameters identification.
To solve the parameterization problem, the facilities of open source software for
numerical computation Scilab were applied for the automatic converting the point-
wise frequency characteristics to the corresponding transfer function. The example
illustrating the design possibilities of the control system with the plant’s reduced
model shows one of the possible applications of the transfer function’s parametric
identification results.

Keywords Experiment automation + Incomplete information about the plant
model - Nonparametric estimates of frequency characteristics + A mixture of input
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and output signal harmonics - Closed-loop system stability - Parametric
identification of transfer function - Scilab

1 Introduction

One of the important problems of industrial processes control is to ensure the stability
of the closed-loop system [1]. Usually, the plant of control is stable, and the controller
is stable or neutral. Therefore, instability phenomena can occur only in the corre-
sponding closed-loop system (after closing the open-loop system with a unit feedback
loop). The warranty technique allowing the conclusion about closed-loop system
stability before closing the feedback loop is based on the analysis of peculiar prop-
erties of open-loop system amplitude-phase characteristic (AFC) (Nyquist diagram)
(the Nyquist stability criterion [2] or the Bode diagram [3] is used). But to apply this
approach, a mathematical model of the control plant should be available; in practice,
this requirement often does not hold.

In the presented work, we suppose that it is necessary to conclude about closed-
loop control system stability in the absence of some data about control plant char-
acteristics. Particularly, we suppose that the type and parameters of the plant model
are unknown but the plant with sufficient accuracy behaves itself as a linear, stable,
and inertial one. A plant with such properties suppresses high-frequency harmonic
input signals. We assume that approximately known frequency w* is assigned so that
at frequencies w > w* the amplitude of the signal at the plant’s output remains less
than the predetermined fraction of the input signal amplitude [4].

To conclude on the closed-loop system stability according to the open-loop system
AFC, it is necessary to possess more information about the control plant [5]. There
are various approaches to such information reception (active experiments, passive
observations, adaptive models application, etc.). The presented work is oriented on
the methods using the processing of experimental data about the plant frequency
properties. In the well-known works [6], the corresponding experiment as a whole
consists of a series of experiments, in each of which a sinusoidal signal of a given
frequency puts to the input of the plant. After the achievement of the steady-state
oscillation mode, the ratio of the signal amplitude at the plant output to the amplitude
of the input signal as well as the phase lagging of the output signal with respect to
the input one are determined. Such an experiment being notably informative usually
requires undesirable time spent for its fulfillment.

2 Problem Statement and the Way of Its Decision

The proposed approach to reduce the time spent for the experimental study of the
plant frequency properties consists in refusing a series of sequential experiments with
a set of single-frequency inputs. Instead, we propose a one-time experiment to study
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the reaction of a plant’s output to an input signal in the form of a frequencies mixture.
Afterward, the proposed sequence of computer processing actions ensures the finding
of the amplitude-phase characteristics of the plant estimation at the frequencies used
in the mixture [7]. Interpolation of values between these points allows obtaining
a nonparametric estimation of the amplitude-phase characteristic of the plant [8].
Since the controller’s law is supposed known, the further procedure for closed-loop
system stability forecasting possesses no difficulties.
The processing proceeds according to the following scheme:

1. Let an input harmonic signal be a mixture of different frequencies signals with
the same amplitude and specified phase lagging (usually zero):

K

u(t) = Zuk - sin(awy - 1) (1)

k=1

where uy is the amplitude (for the input signal the amplitudes u; are equal
foreach k, k =1, ..., K, K is the number of sinusoidal signals in the mixture;
further, without loss of generality, we suppose u; = 1); wy is the frequencies
the input signal, k = 1,...,K.

2. An active experiment consists of the observations at the plant output reaction to
the input signal (1) for a period sufficient to achieve steady-state harmonic oscil-
lations. Since the plant shows itself as a linear and inertial one, its output y(¢) will
also be obtained in the form of a mixture of signals with the same frequencies,
but with diverse amplitudes and phase laggings for different frequencies:

K

Y =) ay-sin(wy -t + Y 2

k=1

Here ay, ¥i, k = 1,...,K, are the amplitude and phase lagging of the kth sinu-
soidal component of the plant’s output with respect to the kth harmonic of the
input signal (1), respectively. To compute ay, ¥, k = 1,...,K, an optimization
procedure described below is proposed. As a result, the points of the amplitude-
frequency characteristic of the plant as well as phase one are obtained, corre-
sponding to the frequencies wy, k = 1,...,K. Further positions of the processing
do not differ from the known ones.

3. We assume that in an open-loop system, a commonly used regulator is applied,
frequency characteristics of which are determined according to its control law
and the setting parameters values. Below, the processing procedure is illus-
trated by the problem of the stability forecasting of a closed-loop system with a
proportional-integral (PI) controller [9] with known setting parameters values.

4. According to the results of items 2 and 3 being carried out, the points of the
amplitude-frequency response of the open-loop system are determined as the
product of the amplitude-frequency characteristics of the plant and controller at
the frequencies corresponding to the frequencies of signals in the mixture (1).



164 E. G. Krushel et al.

Similarly, the points of phase-frequency response are determined as the sum of
the plant and the controller phases at the same frequencies.

5. According to item 4, the values at the points of the amplitude-phase charac-
teristic of the open-loop system are calculated. Further, interpolation by cubic
splines [10] allows obtaining a nonparametric estimate of the continuous (in
frequencies) amplitude-phase characteristic.

6. According to the Nyquist criterion applied to the stable or neutral open-loop
system, the stability of the corresponding closed-loop system will remain stable
after the feedback loop closure if the hodograph of the amplitude-phase charac-
teristic of the open-loop system does not cover the critical point on the complex
plane with coordinates (-1, ip). For the case when a closed-loop system will be
stable, its stability margins in amplitude and phase can be determined [11].

7. With evident additions, the approach is suitable for control systems of linear
inertial plants with time delay.

3 Optimization Procedure for Determining the Values
at the Points of the Plant Amplitude
and Phase-Frequency Characteristics

According to (2), it is necessary to obtain 2K relations that allow determining the
amplitudes a; and phases v, k = 1, ..., K. In order to obtain a system of linear
equations concerning frequency characteristics parameters, the following formula
replaces (2):

K
Y() =) [di - sin(wy - 1) + doy - cos(ay - 1)] 3)
k=1

Here dix = [ax - cos(Yi)], dax = [ax - sin(P)].

The system of linear equations for the 2K components of the sought-for block
vector dT = [le; dZT] dy, d, are vectors with components d i, dxk, k = 1,...,K,
obtained by minimizing the least-squares criterion J (d):

N-1 K 2
J(d) = Z H:y[s] — Zdlk - sin(wy - 5 - 81) + doy - cos(wy - s - 5t):|} — min

5=0 k=1
“)

Here 6t is a time interval, small enough so that the sampling of the highest-
frequency component of the input signal does not lead to noticeable errors.

N = Py- (n, —n;)/8t. Py is the period of the lowest frequency component in the
mixture of frequencies (1). n; is the number of periods of duration Py sufficient to
achieve the mode of steady-state harmonic oscillations at the output of the plant. n,
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is the number of periods of duration P, for which the experiment was carried out to
estimate the frequency characteristics of the plant [12].

Minimization of (4) leads to a 2K-dimensional system of linear equations for the
vector d components:

Axd=B 5
A= A A B = B :
Az Ax B

—1
Bii= Y y(s - 8t) - sin(w; - s - 8t); By =Y y(s - 1) - cos(w; - s - 8t)
S 5=0

S N-1 N Y
A?[” = SZ() sin(w; - s - 8t) - sin(w; - s - dt); A;’é” = SZ() cos(w; - s - 8t) - cos(w; - s - 81);

.. N L ..
ALD = Y sin(w; - s - 81) - cos(ay - s - 80); ASD =ALD =1, K
N

The solution of [13] is follows:
d=A""Bidy=di,k=1,..K; dy=de,k=K+1,...2-K (6

The dy; and d,; components are the values of the real and imaginary frequency
characteristics corresponding to the frequencies wy, k = 1, ..., K. On the complex
plane, the abscissa of which is the real frequency response (real frequency response),
and the ordinate is the imaginary frequency response (imaginary frequency response),
these values are displayed as dots.

From (6) we find, using (3), the values of the amplitudes a;, k = 1,..., K and the
phase laggings ¥/, corresponding to the frequencies wy, k = 1,..., K:

d
ay =\Jdy + d5, Y = arctan(di) — T xm (7)

2k

In(7)ym =0, 2, 3..., if the vector with abscissa d; and ordinate d,; is displayed
in the 1st or 4th quadrants of the complex plane; m = 1, 3, 4, ... if this vector is
displayed in the 2nd or 3rd quadrants of the complex plane. Next, the AFC values are
computed for the frequencies wy, k = 1, ..., K, after which interpolation is performed
(e.g. using cubic splines, as in the example described below).

4 TIllustrative Example 1

Below, we present the results of the stability estimation of a closed single-loop
system. The corresponding open-loop system is represented by a serial connection
of a PI controller (setting parameters: k, = 0.5 (input unit/output unit) and k; =
1.25 (input unit/(unit of output @ unit of time)) and the inertial self-leveling unit.
Therefore, the open-loop system is neutral. Nonparametric estimation of the plant
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AFC is determined using the processing of the corresponding open-loop system
output reaction to the input signal formed as a mixture of 5 signals with different
frequencies (rad/s): w = [0.196; 0.393; 0.785; 1.571; 3.142]. The amplitudes of the
mixture components at all frequencies equal unity. It is required to check whether
the system will be stable after closing a feedback unit.

Under the influence of the input signal (Fig. 1 on the left), a harmonic signal arises
at the output of the plant (Fig. 1 on the right).

According to (5), the points of the amplitude and phase-frequency characteristics
were determined using (7) at the frequencies pointed above:

a = [0.802; 0.509; 0.21; 0.063; 0.017]";
¥ = [-0.906; —1.533; —2.174; —2.623; —2.87]"

To verify the obtained values, we have applied a second-order aperiodic unit as a
test model with follows parameters of its frequency transfer function:

k
[T T (jo)? + (T1 + T2) - (jw) + 1]

Wieor (jw) = ;T =3(5),Tr =2(s), k=1 (8)

For the test model, the theoretical values of aT and wT were determined.

ar = [0.802; 0.509; 0.21; 0.063; 0.017]";
Yr = [—0.906; —1.533; —2.174; —2.623; —2.87]"

Figure 2 shows the theoretical graphs of the amplitude (on the left) and phase (on
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Fig. 3 Comparison of the experimental and test amplitude-phase characteristics (left) and the
graphs of the test and experimental plants outputs (right)

the right) frequency characteristics with the assignment of points determined by the
experimental data processing.

The values of the points of amplitude-phase characteristic follow the results of
amplitude and phase-frequency characteristics estimation for the frequencies wy.
Figure 3 (on the left) shows these points on the background of the test model AFC
hodograph. Figure 3 (on the right) illustrates the closeness of the output of the plant
used to estimate the frequency characteristics (shown by dots at Fig. 3) to the output
of the test model (shown by the solid curve at Fig. 3).

Since we assume the controller model in this example as given, its amplitude
and phase-frequency characteristics are obtainable computationally. Figure 4 shows
the amplitude-frequency characteristic (left) and the phase-frequency characteristic
(right) of the PI controller with setting parameters k, = 0.5 and k; = 1.25.

At frequencies w = [0.196; 0.393; 0.785; 1.571; 3.142], used for the exper-
imental estimation of the control plant frequency characteristics, the points of
controller’s amplitude and phase characteristics are as follows, respectively:

areq = [6.386; 3.222; 1.668; 0.94; 0.639]7;
Vreg = [—1.492; —1.415; —1.266; —1.01; —0.622]"
The components of vector a,,., representing the points of the amplitude-frequency

characteristic (AFC) are computed as the products of the vectors a and a,,, compo-
nents. The components of vector ¥ ., representing the points of the phase-frequency

I
=

=

= =08

[
]

\

\

\

=

(]

=3
A
U

=

F[_-
lf
|

Amplitude frequency
characteristic
Phase frequency

characteristic, rad
1
=
II|
A
\

"

=

0 04 08 12 16 b 0 04 08 12 16 2
Frequency, rad/s Frequency, rad/s

Fig. 4 Frequency characteristics of PI controller with setting parameters k, = 0.5 and k; = 1.25
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characteristic (PFC) are computed as the sum of the components ¥ and v, [14].
For the open-loop system, these vectors are:

Aopen = [5.122; 1.639; 0.35; 0.059; 0.011]"
Vopen = [—2.399; 2.948; —3.44; —3.633; —3.543]"

According to these data, the values of the open-loop system amplitude-phase
characteristic (AFC) points were determined. Figure 5 shows these points on the
left; the right of Fig. 5 shows the results of interpolation of the AFC values between
these points by cubic splines [10].

Figure 5 on the right shows the critical point with coordinates (-1, jy). The inter-
polated AFC estimation passes through this point; according to the Nyquist criterion,
a closed-loop system with PI controller settings k, = 0.5 and k; = 1.25 will be at the
stability boundary in the continuous oscillation mode.

5 Generalization

Practically without changes, the presented method is suitable for the amplitude-phase
characteristics quick estimation if a plant possesses an unknown time delay [15]. The
corresponding example shows the results (Fig. 5) being tested by comparing with the
frequency characteristics of a plant containing a time delay unit r = 1.5 (s), connected
in series with a second-order aperiodic unit (8). The AFC of the plant with delay does
not differ from that shown in Fig. 2 on the left. The points of the phase-frequency
characteristic (Fig. 6 on the left) and the amplitude-phase characteristic (Fig. 6 on
the right) of the plant with delay are shown on the background of the corresponding
test plant characteristics (good agreement of the computational results with the test
is illustrated).

The solid graphs show the corresponding characteristics of the test plant.

If the setting parameters of the PI controller in the system with delay will be
the same as for the system with the plant (8), then the closed-loop system will be
unstable.
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6 Parameterization

While the hodograph of the amplitude-phase characteristic of an open-loop system
passes through the critical point of the complex plane (as in Fig. 6), then after a
negative feedback loop closure, the control process would be unstable. In this case,
it will be necessary to solve the problem of the control system design to ensure the
required stability margins in amplitude and phase [16]. In design problems, it may
be necessary to simulate a plant in an explicit form (either in the form of differential
or difference equations or in the form of a transfer function if the plant is linear
and stationary). In both cases, it is necessary to receive an estimate of the model
numerical parameters values from the approximate graphical representation of its
frequency characteristics.

The idea of the estimation is based on determining the vectors of coefficients in the
polynomials of the numerator num (iw) and the denominator den (iw) of the frequency
transfer function W, (iw) = num(iw)/den(iw). The estimation succeeds the
results of computing the vector of coefficients d; and d, in (6) which represent
the points of the real and imaginary frequency characteristics for the frequencies
included in the mixture (1). The estimation of the coefficients in the polynomials
num (iw) and den (iw) is carried out by the least-squares method to minimize the
standard deviation of the W, (iw) module from the experimental estimate module
of the plant frequency transfer function W, (iw). The number of frequency points
for the computation of standard deviations can be conveniently selected according
to the number of frequencies in the mixture (1):

Wexper(iwk) =dy+i-dp, k=1, ...,K. 9

The selection of more frequencies is possible. In this case, it will be necessary to
approximate the real and imaginary frequency characteristics by cubic splines along
with the points d; and dy, kK = 1,..., K [17]. However, the testing computations
have shown that frequencies number increase improves the accuracy of frequency
transfer function coefficients estimation insignificantly.

Real frequency ch.

Phase firequency
characteristic
o

0 1 2 3 4 5
Frequency, rad/s

Fig. 6 Points of phase-frequency characteristic (left) and amplitude-phase characteristic (right) of
a plant with time delay
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Below, when solving the parameterization problem, we appreciated the advantages
of computer mathematics tools, namely the facilities of the open-source software for
numerical computation Scilab [18].

The computing process for determining the coefficients of the polynomials num(i)
and den (i) of the frequency transfer function is carried out in Scilab by the built-in
function frep2tf(f, Wexper (i), degree). Here f is a vector of frequencies with
components ;, k = 1,..., K, the degree is the denominator’s order the of the frequency
transfer function W, (i, degree), which is considered as the current approximation
t0 Wewper (i). The degree value is used in Scilab to form a Wy, (i) with tunable
coefficients, provided the numerator’s order is not higher than the denominator’s one.

Scilab recommends setting a precise degree value for the reliable determination
of transfer function coefficients. Our computing experiments do not confirm the
necessity for an exact degree value setting. In these experiments the determination of
the frequency transfer function denominator’s proper order was carried out by itera-
tive search, starting with degree = 1. For each iteration, the mean square difference
between the modules of W, (iw) and W, (io, degree) was computed at degree
values = 1, 2,... The degree* value corresponds to degree at the iteration in which
the mean square difference turns out to be minimum.

You can delete negligibly small values of the coefficients by means of Scilab-
function clean(), which automatically eliminates the coefficients that are less than
the specified absolute value of e, and/or less than the specified value of e, as
relative to the maximum coefficient. By default e, = 107, ¢,y = 10717,

Since the Laplace transfer function coincides in structure with the frequency
transfer function, the result (i.e., the required transfer function with the Laplace
variable) is formed by Scilab automatically by means of replacing the frequency
complex iw in the found W 4, (iw) by the Laplace variable s.

7 Illustrative Example 2

Below, we describe the results of determining the plant transfer function based on
the results of real and imaginary frequency characteristics values determination at
the points corresponding to the frequencies used in the mixture (1) (these points are
represented by the components of the vectors d; and d, in (6)). Initial data are the
same as for illustrative example 1. Results of vectors d; and d;, determination are:

d, =[0.495;0.019; —0.119; —0.054; —0.016]";
dy = [—0.632; 0.508; 0.173; —0.031; —0.004463]" .

The testing of results consisted in comparison with the theoretical transfer function
corresponding to the test function (8) in illustrative example 1. We have compared
the found Laplace transfer function with the test transfer function W, (s) obtained
from (8) by replacing the frequency complex (iw) with the Laplace variable s:
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Wi (s) =k/[Ty - To- s>+ (T1 + To) s + 1, T1 =3(c), Th = 2(c). k=1 (10)

To take into account the peculiarities of the frep2tf () Scilab-function, which trans-
forms the experimental estimates of the real and imaginary frequency characteristics
into a parameterized Laplace transfer function, the components of the frequency
vector f in (1) must be expressed in hertz. In this example:

f=11/32;1/16;1/8;1/4;1/2]" (11

The processing sequence is as follows:

1. Find the values of the experimental frequency transfer function for each compo-
nent of the frequency vector by Formula (10) in accordance with d; and d»,

2. To calculate the required parametric fractional-rational Laplace transfer func-
tion Happr (5, degree), it is necessary to specify the order of its denominator.
If this order is unknown, the computations are performed iteratively with the
sequential values of degree = 1, 2,.... Item 5 specifies the condition for itera-
tions terminating. To define H . (s, degree), the Scilab function frep2if () is
applied in the matrix notations accepted in Scilab (as well as in Matlab) [19]:

Hyppr = clean(frep2tf(f,di +i - dy, degree), eups, erel) (12)

3. Scilab-function clean () eliminates the addends of the transfer function’s H ,,,
(s, degree) numerator and denominator polynomials, if the coefficients in them
are less than the specified values ey, €. In this example, e,p; = 0.01, €,y =
0.01.

4. For each degree value, estimate the error of the experimental frequency transfer
function W oy, (iw) restoration by the approximating transfer function W, (iw,
degree). The obtaining of the last from H ,,,, (s, degree) consists in replacing the
variable s with the frequency complex (iw). The replacement process performs
by the Scilab-function repfreq ():

Wappr =repfreq (Hupp,, f).
The estimation of mean square error error jegre. is follows:

K

1
€rrordegree = E Z((|Wappr(iwkv degree)| - |Wappr(iwk)|)) (13)
k=1

5. Afterforsome degree* the error jegre. value becomes the minimum or the denom-
inator of the estimated H 4, (5, degree) consists of the addends with unmatched
signs, the calculation terminates. The value H . (s, degree*) is taken as the
sought-for fractional-rational Laplace transfer function.
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The results of H . (s, degree) estimating in this example are:

degree = 1: Hgppr(s, 1) = (=034 - s +1.217)/(5.816 - s +1); error; =0.193;
degree = 2: Hyppr (s, 2) = 1.000226/(6.030583 .52 4 4.9986741 - 5 + 1);
errory = 0.0003734;
degree = 3: Huppr(s,3) = (=0.437 - s + 1.192)/(—2.668 C 34497 . 52
+ 5.517 - 54 1.192}; errorz = 0.0003814; (14)

With a value of degree = 3, the signs of the H 4, (s, 3) denominator addends do
not coincide, i.e. the estimated transfer function corresponds to an unstable process,
which contradicts the initial assumption of plant stability. For degree = 2, the error
is minimal. Therefore, we take the following expression as the required transfer
function:

Hyppr(s,2) = 1.000226/(6.030583 - s 4 4.9986741 -5 + 1); (15)

For the comparison, test transfer function (9) with the parameters 7| = 3(seconds),
T, = 2(seconds), k = 1: Hyoi () = 1/[6 -5 +5 -5 + 1].

Figure 7 (graphs on the left and in the center) illustrates the practical coincidence
of the reactions both of the estimated and test transfer functions to the step unit-value
input. Figure 7 (on the right, solid line) shows the amplitude-phase characteristic’s
hodograph corresponding to the transfer function Hypp, (s, 2). Markers show the
points of experimental frequency characteristics (components of vectors d; and d).
The insignificance of errors of the transfer function determination is illustrated.
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Fig. 7 Reaction of the estimated transfer function (TF) H 4, (s, 2) to the step unit-value input (left).
The reaction of the test TF H . (s) to the same input (center). Amplitude-phase characteristic of the
plant with the estimated TF H 4, (s, 2) (solid line) and the points of experimental characteristics
shown by markers (right)
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8 Illustrative Example 3

The parameters are the same as in illustrative example 2. Estimation of the transfer
function with a value of degree < degree*™ may be useful for controlling a high-
order process by using control actions of a circuit with a reduced-order process
(Fig. 8). The control system is designed to control the output of a plant with a
transfer function (14), the denominator of which is second-order polynomial (degree
=2). Control actions are formed in the control loop of the reduced-order model with
degree = 1, the denominator of which is the same as in H e (s, 1) in (13), and
the numerator coincides with the numerator of Hp: (s, 2). The control loop uses
a proportional-integral (PI) controller, the sett