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Preface

This book focuses on open issues of Society 5.0, a new paradigm of a society,
that balances a human-centered approach and technologies based on cyber-physics
systems and artificial intelligence. The book contains results of how intelligent or
cyber-physical systems help to improve the quality of life in society despite new
challenges.

This book includes five sections. Section Society 5.0: Biomedicine and Health-
care present how cyber-physical systems help in healthcare, e.g., personal assessment
(human functional state assessment), rehabilitation of children with obesity, breast
cancer diagnostics, healthy diet design and others. In the chapter, the problem of data
gathering and transmission is considered. The second Section, Society 5.0: Innova-
tions in Socio-Economic Systems highlight new findings on open socio-economic
systems, protection of intellectual property using VR/AR techniques, analysis of
innovative competitiveness of regions, multi-level management of organizational
systems. Society 5.0: Intelligent Energetics includes chapters concerning the life
cycle control of electric grid equipment via digital twin of the main and auxiliary
equipment, enhancing of power grid company management, approaches of energy
consumption analysis and new results for vortex type wind-driven power plant.

A section, Society 5.0: Advances in Transport Systems, provides new results on
intellectual transport design and management. The last section, Society 5.0: Human-
centric technologies consider interoperability issues, the communication of human
and machines as well as designers and engineers of cyber-physical systems.

This book is directed to researchers, practitioners, engineers, software developers,
professors, and students. We do hope the book will be useful for them.

The edition of the book is dedicated to 2021, the Year of Science and Technology
in Russia and technically supported by the Project Laboratory of Cyber-Physical
Systems of Volgograd State Technical University.

Volgograd, Russia
St. Petersburg, Russia
Volgograd, Russia
October 2021

Alla G. Kravets
Alexander A. Bolshakov

Maxim Shcherbakov
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Substantiation of the Result of the Work
of the Cyber-Physical System for Breast
Cancer Diagnostics

Ilya Germashev , Victoria Dubovskaya, and Alexander Losev

Abstract The chapter is devoted to the method of data analysis and processing
in cyber-physical systems for the diagnosis of patients in medicine. In particular,
the approach to processing the results of the thermometric data analysis system is
discussed. In this work, the influence of cancer signs on the diagnosis made after the
work of the classifier is studied. The influence of each sign on both the correctness
and the error of the diagnosis is determined. The initial set of highly informative diag-
nostic thermometric signs used in classification algorithms was previously obtained
by A. G. Losev and V. V. Levshinsky. In this chapter, the next stage of building a
modern medical cyber-physical system is considered. This stage is the development
of a mechanism for justifying the obtained diagnostic solution in a language that is
understandable to the doctor. A factor model is constructed for compiling a hierarchy
of signs used to justify the classification result. Further directions of research based
on the obtained knowledge are proposed, in particular, the use of the fuzzy inference
mechanism to decide the strengthening or weakening of signs in the model.

Keywords Cyber-physical systems · Microwave thermometry · Breast cancer ·
Parameter monitoring · Factor analysis

1 Introduction

The integration of artificial intelligence methods as well as mathematical modeling
in medicine is one of the most important modern trends in world health care [1–5].
A special place is occupied by classification methods in diagnostics. Several works
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[5–11] demonstrate a significant increase in the accuracy of disease detection in cases
when the above methods are applied to medical data.

To automate the process of collecting data on the patient’s condition, processing
in real-time, as well as managing the condition, in medical practice, a computer is
used in combination with measuring and control equipment. Medical cyber-physical
systems have made it possible to raise instrumental research methods and intensive
care to a new qualitative level.

Early detection of breast cancer has been one of the key problems in medical
diagnostics over the past decades. According to the WHO, the urgency of this task is
due to the rejuvenation of cancer (the incidence of breast cancer in women from 19
to 39 years old increased by 34%), and an increase in the proportion of sick patients
by 1–2% per year. At the same time, doctors in most cases find stage III-IV cancer,
in which a complete cure is unlikely. In patients over 40 years of age, pathological
conditions of the mammary glands are diagnosed in 60% of cases.

The high frequency of detection of already advanced forms of the disease is due to
the untimely treatment of patients and the lack of effectivemethods for diagnosing the
early stages of breast cancer. Traditional examination methods (palpation, mammog-
raphy, cytology, etc.) do not solve the problem of early detection of breast cancer.
To increase the survival rate, specialists are turning their attention to new methods,
due to which it is possible to study thermophysiology.

Among the promising methods of early diagnosis, capable of recognizing the
disease before structural changes in the organ, the method of microwave radiother-
mometry stands out [12–16]. Since its inception, mammalogy has been the main area
of application of the RTM method. This method is based on measuring the intrinsic
electromagnetic radiation of human tissues in the microwave and infrared range.
Its distinguishing characteristics are the safety of the patient’s health and the avail-
ability of mass screening. Safety plays a key role, as recently benign breast tumors
are detected in every 4 women under the age of 30 years.

The analysis of foreign and Russian literature, which is devoted to radiother-
mographic medical equipment, allows us to draw the following conclusion: at the
moment, many fundamental issues of the technology for creating highly informative
receivers of thermal electromagnetic radiation in the context of medical and biolog-
ical problems have been solved. Currently, in many areas of practical medicine,
the diagnostic capabilities of this method are being studied in various ranges of
wavelengths [13].

For the examination, a software and hardware complex are used, designed for
screening patients, analyzing the data obtained, and conducting classification. The
proposed cyber-physical system consists of a data collection module, an intelligent
data processing module, and a module for interpreting processed data. This structure
is quite common in such systems aimed at analyzing medical data and indicators
(see, for example, [17]).

Measurements are carried out using antenna applicators. They are installed on the
surface of the patient’s body. The measuring system registers electromagnetic radia-
tion, which is proportional to the radio brightness. The temperature is related to the
physical temperature of the tissues and the degree of absorption of electromagnetic
waves in them. Different antenna applicators have their characteristics.
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The sensors record the temperature of the breast in the IR and RTM range, which
is used for further analysis of the patient’s condition.

However, the complexity of the data obtained using the RTM-complex leads to a
narrowing of the method’s scope and leveling of its unique capabilities. The multi-
plicity of perception and analysis of data obtained using microwave thermometry,
which arises among doctors without special training, necessitates the creation of
cyber-physical diagnostic systems. For such systems, it is important to take into
account the subtle classifications and complex interrelationships of signs, which
specialists pay attention to in explicit and implicit form during diagnostics and
forecasting.

The path of development is the transition from formalizations that reflect the
solution option that corresponds to the logic of the doctor in the training version, to
the ability to extract and formalize difficult-to-verbalize representations.

2 Formulation of the Problem

An important aspect of creating intelligent systems for analyzing high-dimensional
data is the development of mathematical models for constructing optimal feature
subspaces. The analysis of the classification algorithms developed in this area shows
that the use of temperature data obtained as a result of the survey as a feature space
does not provide the necessary diagnostic accuracy and the efficiency of the decision
justification block. Significantly higher results are shown by the use of feature spaces
built based on the corresponding descriptive and physical and mathematical models
[6–8, 18, 19].

At the same time, effective methods and algorithms for intelligent analysis of
thermometric data do not guarantee reliable detection of the disease. The classifi-
cation accuracy is determined not only by the set of features used but also by their
qualitative parameters. For most biomedical problems, the influence of each sign on
the erroneousness or correctness of the classification results plays an important role.
Also, modern requirements for medical cyber-physical systems need a mechanism
to substantiate the obtained diagnostic solution in a natural language, understand-
able to a specialist. The construction of the hierarchy of signs used in this case is
also impossible without assessing the level of confidence in a particular sign when
making a diagnosis.

The task of determining the influence on the classification result can be solved
using regression analysis. However, some limitations are imposed on this method.
Thus, difficulties arise when trying to obtain estimates of the impact on the classifica-
tion efficiency of a large number of signs. To avoid such a contradiction, in this study,
it is proposed to use the multidimensional statistical method. The factor analysis is
based on the identification, through the analysis of variations in variables and their
correlations, of not directly observable and not measurable characteristics–common
factors.
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The prospects of using statistical methods in the development of complex analysis
systems in the field of medicine are also noted in [20].

3 Mathematical Model

The data used in this study was provided by many Russian and Slovenian cancer
centers. SampleH represents information about patients and consists ofn elements. (n
= 15,176). This sample is divided into two groups: the first includes 13,570 elements
with the label “Healthy” in the diagnosis field and 1546 elements with the label
“Cancer”. The first set is denoted by H0, the second by H1, note that H = H0 ∪ H1.

Elements of the corresponding sets are denoted as hik ∈ Hk, ik = 1, . . . , nk ,
where k = 0,1 labels “Healthy”, “Cancer”, respectively, n0 + n1 = n.

Note that according to the existing method of examining patients using the RTM-
complex, temperature measurements begin from two points in the center of the chest.
This was followed by 10 points of the right and left glands and the axillary region.
The measurement scheme is shown in Fig. 1.

Thus, 44 temperatures are obtained in the RTM range (internal) and the IR range
(skin). The sample of temperature data can be represented in the form of a matrix:

S =
(
T 1
0 · · · T 1

43

...
. . .

... T k
0 · · · T k

43T
k+1
0 · · · T k+1

43

...
. . .

... T n
0 · · · T n

43

)
,

Fig. 1 Breast measurement points (0–8), including axillary point (9). Points T1 and T2 are used
as reference points
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where T j
i , i = 0, …, 9—temperatures of the i-th point of the right breast of the j-th

patient (RTM-range);
T j
i , i = 10, …, 19—temperature of the [i–10] point of the right breast of the j-th

patient (IR-range);
T j
i , i = 20, …, 29—temperature of the [i–20] point of the left breast of the j-th

patient (RTM-range);
T j
i , i = 30, …, 39—temperature of the [i–30] point of the left breast of the j-th

patient (IR-range);
T j
40 = T 1, T j

41 = T 2—temperatures of the reference points of the j-th patient
(RTM-range);

T j
42 = T 1, T j

43 = T 2—temperatures of the reference points of the j-th patient
(IR-range).

The patient card also contains the data that is collected by the specialist before
the start of the examination. There is age, ambient temperature, breast diameter, day
of the cycle, height, and weight of the patient among them.

All these data together with the temperature data matrix S are included in the
matrix X = {xij} of the initial data, i = 1, …, n, j = 1, …, m. Thus, the measured
parameters xi j , i = 1, …, n, j = 1, …, m can be real or integer.

The feature space used in the patient classification problem consisted of elements
representing quantitative characteristics of the asymmetry of the temperature fields of
the mammary glands, the ratio of skin and internal temperatures, temperature spread,
breast temperature oscillations, and other parameters of the qualitative description of
the nuances of the behavior of the temperature fields of patients of different diagnostic
classes. The basis for the construction of these signs is descriptive mathematical
models of temperature glands.

In this case, a set of norms and seminorms of some functional spaces is applied,
which represent a mathematical formalization of well-known heuristics. To approx-
imate them, an appropriate set of real-valued functions is used, depending on the
range (RTM or IR) and temperature measurement points. Based on the matrix X, the
values of the signs are calculated, which describe various aspects of the behavior of
the temperature field pir = gr (xi1, . . . , xim), r = 1, . . . , s, where gr is a real-valued
function. The process of constructing such functions is described in detail in [3].

The result of the classification is represented by the value 0, if the diag-
nosis is “Healthy”, 1—the diagnosis is ”“Cancer”, thus the diagnosis αi =
M(pi1, . . . , pis) ∈ {0, 1}. Here, M denotes the classification method.

As a result of the classification algorithm, a sample is obtained that can be divided
into two parts. First, this is H 0, consisting of 2766 elements, represents the data of
the mammary glands, for which the algorithmmakes an erroneous classification (the
diagnosis ismade incorrectly). Secondly, this is H 1, consisting of 12,350 elements,—
the data of the mammary glands, for which the classification algorithm determines
the correct diagnosis. Moreover, H = H 0 ∪ H 1, H 0 ∩ H 1 = ∅. The sensitivity of
the algorithm used is 0.81, and the specificity is 0.68.
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As mentioned in the previous section, the diagnosis is influenced by the signs
used in the classification process. To solve the problem of determining the level of
influence pr on the error (l = 0) / correctness (l = 1) of the classification, the factors
Fl
r can be determined:

Fl
r = clr1 p1r + clr2 p2r + · · · + clrs psr ,

where r = 1, . . . , s; l = 0, 1.

4 Computational Experiment and Its Discussion

The model of factor analysis of signs is built using the Statistica package. At the first
stage, normalization is applied to the initial data, which are represented by a matrix
of values. Then, the principal component method (see, for example, [21]) is used for
each sample in turn to obtain factor loadings.

This method is based on determining the minimum number of factors that make
the greatest contribution to the variance of the data. In most cases, the total variance
of the variables is decomposed in such a way that the first K components explain a
large proportion of the variance, and the contribution of the rest is minimal. After
getting information about how much variance each factor is explained, it is possible
to consider the optimal number of factors.

According to Table 1, twelve components have an eigenvalue greater than 1. The
first principal component accounts for 27.49% of the total variance, the first two for
42.64%, and so on. In this case, when deciding on the number of factors that should
be left for further analysis, formal criteria or Kaiser criterion is used. As a result,
twelve factors are selected that explain 85.44% of the total variance. Thus, factors
that do not have a significant contribution to the variance, which is a value within
the variance of a single variable, are omitted.

The method used allowed us to obtain a matrix of components, a fragment of
which is presented in Table 2 (the values are given only for the first 9 components).

Table 1 Explained
cumulative variance

Extraction sums of squared loadings

Total % Variance Total %

K1 16.77 27.49 27.49

K2 9.24 15.15 42.64

K3 5.13 8.42 51.05

K4 4.56 7.48 58.54

K5 4.06 6.66 65.20

K6 2.95 4.84 70.04

K7 2.36 3.87 73.91
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Table 2 Component matrix (sample H0)

Sign Components

K1 K2 K3 K4 K5 K6 K7 K8 K9

MG001 0.1 0.84 0.15 0.03 0.10 0.29 0.01 −0.12 0.20

MG002 0.16 0.8 0.16 0.01 0.12 0.29 −0.01 −0.11 0.15

MG003 0.24 0.81 0.17 −0.02 0.16 0.23 −0.03 −0.08 0.03

MG004 0.57 0.58 0.16 0.01 0.12 0.21 −0.03 −0.04 −0.03

MG005 0.53 0.04 −0.4 −0.46 −0.01 −0.02 0.11 0.31 0.28

MG006 0.25 −0.29 0.76 0.33 0.06 −0.06 0.01 −0.20 0.02

MG007 0.34 0.40 0.41 0.35 0.39 −0.35 −0.11 −0.05 −0.19

The interpretation of the given factor loadings allowed us to identify:

1. There are no factor loadings of variables higher than 0.5 in components 7, 8, 9,
11, and 12. Therefore, these factors can be excluded in the further analysis;

2. The first factor K1 has the greatest load on variables. Among these variables, it
can be note signs that belong to qualitative classes that describe the difference
between internal and skin temperatures of the mammary glands, the deviation
and fluctuation of the breast’s temperatures, the asymmetry of skin temperatures
at a specific point of the left and right mammary glands (in the Manhattan
metric), and the root-mean-square spread of the breast’s temperatures.

3. The second factor is loaded with signs that describe the fluctuation and asym-
metry of the difference between the internal and skin temperatures of the breast,
the third—with signs that determine the magnitude of the internal gradient (the
above-mentioned difference) at various points, the fourth—with features that
describe the asymmetry of the average temperature values mammary glands,
temperature asymmetry in the nipples in the RTM- and IR-range (internal
and skin temperatures); the fourth—temperature fluctuations and asymmetry
at specific points of the mammary glands.

According to item 1 of the list, it can be noted that the applied Kaiser criterion
retains too many factors since for 5 of them there are no high factor loadings in
principle. To confirm the possibility of reducing the number of factors in the model,
Cattell’s criterion is used, also called the “scree” method (Fig. 1), which consists of
finding the point where the strongest deceleration of eigenvalues is observed (Fig. 2).

Similar steps are applied when working with theH1 sample, for which the correct
diagnosis is determined. Initially, 12 factors are also selected to explain 86, 94% of
the total variance. The final decision on the number of factors for both samples is
made after the interpretation of the results. Subsequently, 7 common factors are left
out.

Based on the matrix of factor loadings (Table 3), it can be noted that such signs
as the difference in internal temperatures of the left and right mammary glands
in the Manhattan and Euclidean metrics, the root-mean-square spread of internal
temperatures within one the mammary gland, the difference in internal temperatures
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Fig. 2 Scree plot

Table 3 Component matrix (sample H1)

Sign Components

K1 K2 K3 K4 K5 K6 K7 K8 K9

MG001 0.47 −0.11 −0.04 0.54 −0.11 0.24 0.01 0.39 0.09

MG002 0.34 −0.07 −0.04 0.48 −0.12 0.22 0.03 0.38 0.07

MG003 0.45 −0.10 −0.05 0.53 −0.11 0.24 0.01 0.40 0.10

MG004 0.51 −0.10 −0.03 0.55 −0.09 0.23 0.01 0.36 0.10

MG005 0.17 −0.09 −0.10 −0.21 −0.31 0.03 0.56 −0.10 0.01

MG006 −0.06 0.024 −0.02 0.15 0.72 −0.12 −0.28 0.13 0.19

MG007 0.67 −0.40 −0.20 −0.01 0.24 0.02 −0.24 −0.04 −0.03

in the cells, the difference in skin temperatures at specific points of the left and right
mammary glands, and the deviation of internal temperatures have high values.

Based on the obtained factor loadings matrices for samples H 0 and H 1 (Tables 2
and 3), the values are obtained, thanks to which it is possible to evaluate the influence
of variables on the result of the classifier:

cl11 . . . cl1s → cl1 . . .
. . . . . . cls1 . . . clss → cls,
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where clr—the level of influence pro n the correctness/inaccuracy of the classifica-
tion.

The value of clr is obtained as a result of rotation using the Varimax method.
The selected rotation results in the fact that a large value of the load of the variable
corresponds to only one factor, for the other factors the load is very small.

For example, for the sign MG017 (temperature asymmetry in the nipples in the
IR-range), the following values are obtained: c017 = 0,52 i c117 = 0,67, for theMG013
(mean square spread of skin temperatures): c013 = 0,57 i c113 = 0,63.

5 Conclusion

Due to the obtained factor loadings assess the level of confidence in a particular sign
in the process of making a diagnosis. Taking into account the new knowledge gained,
it is possible to build a hierarchy of signs and justify the diagnosis in a language that
the doctors understand.

The analysis of the obtained values clr allowed us to divide selected 62 the most
informative signs into three groups. The first category includes signs that have high
factor loadings for the H1 sample, where correct diagnoses are made. This may
mean that these variables contribute to the fact that the test sample instances are
included in the class with the correct results of the classifier. Thus, when justifying
the result to specialists, these signs must be taken into account first of all. High factor
loadings for the H0 sample, on the contrary—these signs have an impact on the fact
that the classifier makes an incorrect conclusion on the test samples. Thus, based on
the results obtained and the existing qualitative classes of signs of the disease, the
hierarchy of signs can be presented in the following form:

1. Signs that have a high value of c0r :

a. Thermoasymmetry of the internal temperatures of the left and right
mammary glands (in the Euclidean and Manhattan metrics);

b. Asymmetry of root-mean-square temperature deviations in the RTM- and
IR- ranges;

c. The asymmetry of internal gradients at different points of the mammary
glands;

d. The value of the temperature difference of the axillary region;
e. The value of the temperature difference and the internal gradient of the

nipple;

2. Signs that have a high value of c0r :

a. Thermosymmetry of skin temperatures of the left and right mammary
glands (in the Euclidean and Manhattan metrics);

b. Asymmetry of mean values of breast’s temperatures;
c. The value of the internal gradient at a particular point;
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d. The value of the difference between the temperature of the nipple and the
average value in the mammary glands;

e. Deviation of the internal temperature gradient from the internal gradient at
the 1st and 2nd reference points.

The third group includes 32 signs that affect both the correctness and the error of
the result. To decide on the location in the hierarchy of signs for which values c1r I
c0r are large, it is proposed to use the fuzzy inference mechanism in further studies
for example in [22]. This approach is considered a potential opportunity to increase
the efficiency of the classification algorithm. Signs that have high indicators can be
enhanced in classification models. It should be noted that the predominant number
of these signs characterizes the behavior of temperature fields in the RTM-range. It
is necessary to consider in more detail and point-by-point those signs that show a
noticeable effect on the error of the diagnosis. It is possible to weaken these signs in
the model by setting the appropriate weights.
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Methodology for a Comprehensive
Assessment of the Health Status
of Premature Newborns
with a Gestational Period of Fewer Than
30 Weeks

Alexander N. Tyrsin , Elena A. Ulezko, Dariya V. Ostroushko ,
Oksana Y. Svirskaya, and Dmitriy N. Sankovets

Abstract The aim of the study is to develop, test, and refine a statistically reliable
method for assessing the severity of the condition of premature newborns with a
gestation period of fewer than 30 weeks at birth based on a multivariate statistical
analysis of the data. The model of binary logistic regression was taken as a basis.
Based on the available sample of precedents, a statistically reliable decision rule has
been developed, on the basis of which a method for recognizing the severity of the
condition of new patients can be developed. As an assessment of the severity of the
newborn, the probability of its assignment to the corresponding group of patients
was used. The results on the test sample of data showed high statistical reliability
of the classification of patients. This allows us to use the proposed method to assess
the health status of premature newborns and timely provide the necessary complex
medical manipulations.

Keywords Preterm infants · Forecast · Model · Logistic regression · Discriminant
analysis · Classification

1 Introduction

As a result of the introduction of modern technologies of intensive care and neonatal
resuscitation, the number of surviving premature infants with a gestational age of
fewer than 30 weeks is increasing annually. According to the International Classifi-
cation of Diseases of the 10th revision (ICD-10) [1], prematurity is usually classified
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according to two criteria, taking into account both birth weight and gestational age.
By bodyweight at birth, four degrees of prematurity are distinguished: Ist degree of
prematurity with the body weight of 2500–2000 g., II degree with the body weight
of 1999–1500 g., III degree of premature children born with a very low body weight
of 1499–1000 g. and IV degree of prematurity, children born with extremely low
body weight (ELBW) of 999–500 g. Taking into account the gestational age at birth,
prematurity is divided as follows: Ist degree of prematurity 35–37weeks of gestation,
II degree of prematurity 32–34 weeks, III degree of prematurity 29–31 weeks, and
IV degree of prematurity 22–28 weeks of gestation.

The use of artificial lung ventilation (ALV) is a widely used treatment for preterm
infants with a gestational age of fewer than 30 weeks. Thus, 89% of newborns
with EBMT require mechanical ventilation on the first day of life, and in 95% of
surviving premature infants, respiratory support was used during inpatient treatment
[2]. In addition, studies on the priority of invasive or non-invasive respiratory support
revealed that non-invasive respiratory support for premature infants with EBMT at
birth was used in 83% of cases, but these patients still needed mechanical ventilation
during inpatient treatment [3]. Research by B.J. Stoll et al. showed that 74% of
premature babies with a gestational age of fewer than 28 weeks. At birth, they
required surfactant therapy during the period of inpatient treatment [4]. A study
of newborns with a gestational age of 25–28 weeks at birth and a relatively stable
respiratory activity at birth revealed that 46% of them subsequently needed to switch
from non-invasive methods to intubation and mechanical ventilation [4].

In this regard, mechanical ventilation is currently actively used in premature
infants with acute respiratory failure at birth, despite the fact that non-invasive
methods have proven advantages over mechanical ventilation. Invasive ventilation
can contribute to the occurrence of various complications, including increased risks
of death, as well as the development in more distant periods of deviations in the
neurological development of the child [2, 5].

Thus, the treatment of patients with EBMT at birth requires their extubation
as early as possible in order to prevent the development of possible complications
during mechanical ventilation. It was found that each additional week on mechanical
ventilation is associated with an increase in the risk of subsequent neurological
development delay in the child. In addition, the endotracheal tube, as a foreign body,
can act as an entry gate for pathogens, increasing the risk of ventilator-associated
pneumonia and sepsis [6].

According to some data, the success of the transition from invasive to non-invasive
respiratory support ranges from 60–73% [7, 8] to 80–86% [9]. Neonates who have
not been successfully extubated have a high risk of episodes of hypoxemia and hyper-
capnia, bradycardia, cerebrovascular accident, and atelectasis [10]. In this regard, the
task of finding predictors of their effective and safe transition frommechanical venti-
lation to non-invasive respiratory support is very urgent and vital for this category of
patients.

The morbidity structure of a patient with EBMT is characterized by a greater
severity and combination of existing disorders due to morpho-functional immatu-
rity, lack of intrauterine well-being of the fetus during pregnancy, and concomitant
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infectious pathology [11, 12]. One of the main tasks of the doctor of the intensive
care unit is the timely recognition of the stage and depth of the pathogenetic process
of the symptom complex of diseases in each specific case. The treatment tactics in
such patients, based on medical experience and professional intuition, can be subject
to a certain amount of error. Currently, technologies for modeling biological systems
are being implemented in medicine. Such modeling is based on the use of digital
technologies that allow doctors, regardless of the level of professional training and
equipment of a medical institution, to choose personalized therapeutic tactics. An
important condition for this is the simplicity and availability of mathematical models
for institutions at all levels of medical care.

The aim of this work is to test and refine the previously developed statistically
reliable method for assessing the severity of the condition of premature infants with a
gestational age of fewer than 30 weeks at birth on the basis of multivariate statistical
analysis of data on a larger sample of patients [13].

2 Research Objective

In the first stage, anamnestic data and the results ofmedical and diagnostic procedures
were assessed in 62 premature infants who were in the department of anesthesiology
and intensive care (with wards for newborns) of the State Institution “Republican
Scientific and Practical Center “Mother and Child”, Minsk, Belarus.

20 signs were analyzed: anamnestic data, acid–base state of blood at birth, near-
infrared spectroscopy (NIRS) for the first 24 h of a child’s life, respiratory support
for a newborn, hemodynamic status, and hydro balance in the first 24 h of a child’s
life. The analyzed signs are given in Table 1.

The examined patients required respiratory support. Examination time: for indi-
cators X1–X6–in the delivery room, for indicators X7–X20–in the first 24 h of life.
All premature infants were divided into two samples. The first sample consists of
32 newborns and is referred to as the training sample. It was used to investigate
the fundamental possibility of a statistically significant classification of the state of
newborns by severity. The second sample of 30 preterm infants is referred to as
the test sample. According to it, the adequacy of the classification of the state of
newborns proposed for the training sample is checked. And if the adequacy turns out
to be satisfactory, then in the future, for the entire sample of 62 newborns, the condi-
tion is classified assessment and a methodology is developed for a comprehensive
assessment of the health of premature newborns with a gestational age of fewer than
30 weeks.
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Table 1 Anamnestic and laboratory data

Anamnesis Sex: f–0, m–1 X1

Birth weight (g) X2

Pregnancy: 0–singleton, 1–multiple X3

Delivery method: 0–vaginal delivery, 1–elective
caesarean section, 2–emergency caesarean section

X4

Indicators of acid–base state pH X5

Indicators of acid–base state Lac X6

NIRS crSO2 (average) X7

�crSO2 (max–min) X8

Pulse Oximetry SpO2 MIN during mechanical ventilation X9

Clinical observation Hemodynamic status X10

Acid–base state (arterial blood) pH MIN X11

pH MAX X12

pCO2 MIN X13

pCO2 MAX X14

pO2 MIN X15

pO2 MAX X16

ctO2 MIN X17

ctO2 MAX X18

p50 MIN X19

p50 MAX X20

3 Mathematical Models and Methods

For practical use, the method of assessing the health of premature newborns should,
on the one hand, be simple and understandable for doctors. On the other hand, it
should be based on a rigorous mathematical model that makes it easy to interpret
the obtained results. Logistic regression responds to these conditions [14]. However,
for its effective application, it is required to successfully select a set of diagnostic
features that allow dividing the existing set of observations into clusters. In this case,
despite the relative simplicity, classification methods based on logistic regression are
more effective than more powerful recognition procedures.

Logistic regression proves to form a well-interpreted indicator of severity in the
form of the probability of attributing a patient to a particular group of patients. For
the two classes, it is as follows.

A training sample of feature values is given asX1,X2,…,Xm(xi, yi), i= 1, 2,…, n,
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where xi =

⎛
⎜⎜⎝

xi0
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· · ·
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⎞
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⎞
⎟⎟⎠, yi ∈ {0; 1}—binary variable

indicating affiliation of the i-th object to the corresponding class, for example, to the
first class at yi = 0 and to the second–at yi = 1; m is the number of features for each
object; n is the number of observations. The classification is performed using the
logistic function [14]

h(x) = 1

1 + exp{−bT x} , (1)

taking values in the interval (0; 1). The threshold is h(x) = 0, 5. Vector b =
(b0 b1 ... bm)T in (1) defines a separating linear boundarydescribedby thehyperplane
equation � : bT x = 0.

Let us introduce the function W (x) = bT x. Let us define the region D1 of
possible values of x for the first class as D1 = {x : W (x) < 0}, and for the
second class as D2 = {x : W (x) > 0}. Togda ∀x ∈ D1 h(x) < 0, 5 i ∀x ∈ D2

h(x) > 0, 5. If x belongs to the hyperplane
∏
, then h(x) = 0, 5. Those. for an

arbitrary observation of x*, the probability of its assignment to the first class is
equals P(x∗ ∈ D1) = 1 − h(x∗), and to the second class P(x∗ ∈ D2) = h(x∗).

In [14], a method was proposed for calculating the coefficients of the vector b by

solving the problem Q(b) = ∑n
i=1 ln

(
1 + e−yi b

T xi
)

→ min
b∈Rm

.

The vector of coefficients b is estimated by different algorithms, for example, the
Newton–Raphson algorithm is used [15, 16]. However, with the correct classification
of all observations, the objective function Q(b) has a zero lower bound at infinity
and therefore problem (4) will not have an exact solution. An increase in the compo-
nents of vector b causes an unlimited increase in some values −yi b

T xi . As a result,
computational errors grow, leading to memory overflow and stopping the algorithm
[16].

The program [17] was used to estimate the vector of coefficients b. It implements
a zero-order algorithm that uses a random search with a fixed length of the vector
b, described in [18], at each iteration. This eliminates the uncontrolled growth of
computational errors [19] and ensures the stability of the algorithm.
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4 Results and Discussion

Cluster analysis revealed the presence of two groups of premature children according
to the severity of their health conditions, which were defined as “severe” (D1) and
“very severe” (D2) [20, 21].

Thus, taking into account the conclusions of the cluster analysis, based on the
results of a complete medical examination, a training sample was formed: 21 patients
were assigned to group D1, and 11 patients to group D2. The solution to the classi-
fication problem is to try to distinguish between the groups of patients D1 and D2

and, if successful, to construct a decision rule for classification. To do this, it was
necessary to solve the problem of multidimensional classification (recognition) of
two groups (clusters) in terms of anamnestic data and the results of medical and
diagnostic procedures X1–X20. The essence of the solution consists in finding such a
set of indicators from the initial set that would allow (if it is possible in principle) to
statistically reliably recognize the differences in these groups. This task was solved
in two stages. First, using discriminant analysis, a system of informative features was
formed, and then, using logistic regression, a decisive classification rule was built.

Using discriminant analysis [22, 23] in the Statistica package, a discriminant
function was constructed with a minimum p-level that was less than 0.0001. The
following qualitative and quantitative indicators were informative ones: X3, X4, X6,
X8, X9, X10, X14, X16, X17, X18. Recognition of two groups (D1) and (D2) was
statistically reliable since all the indicators have high statistical reliability (over 98%).
This means that the formed system of indicators sufficiently distinguishes between
“severe” and “very severe”. All patients from the training sample were correctly
classified.

Then, based on statistically significant features obtained using discriminant anal-
ysis, the decision rule of classification was constructed in the form of binary logistic
regression. To ensure the computational stability of the algorithm for constructing
the logistic regression, a data standardization procedure was performed (bringing the
indicators to zero mean and unit variances). The integrative predictive index has the
following form:

Z = b0 + b3X3 + b4X4 + b6X6 + b8X8 + b9X9

+ b10X10 + b14X14 + b16X16 + b17X17 + b18X18, (2)

where b0 = 7.268, b3 = –10.171, b4 = 7.229, b6 = –20.056, b8 = 2.388, b9 = 18.367,
b10 = –8.374, b14 = –9.813, b16 = –3.721, b17 = 16.845, b18 = –16.898.

If the result calculated according to the predictive rule (2) is less than zero, then
the child is predicted to have a “very severe” condition with probability P0 = e–Z / 1
+ e–Z . If the result Z is greater than zero, then the child is predicted to have a “severe
condition” with probability 1–P0 = 1 / 1+ e–Z . GroupD1 included 21 patients, group
D2–11 patients. All patients were correctly classified.
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In the second stage, we will check the quality of recognition according to the
predictive rule (2) using a test sample of another 30 premature infants with an estab-
lished severity of health. Here, as before, the data standardization procedure was
carried out.

Table 2 shows the results of recognizing the state of health of patients. Shown
here are:№№—observation number (serial number of the patient in the total sample;
IND—belonging of observations to one of the groups (IND = 0—group “severe”,

Table 2 Results for the test group of patients

№№ Z P0 1 – P0 IND W

33 23.10 1.00000 0.00000 0 0

34 18.58 1.00000 0.00000 1 0

35 19.90 1.00000 0.00000 0 0

36 −27.15 0.00000 1.00000 1 1

37 −21.62 0.00000 1.00000 0 1

38 12.59 1.00000 0.00000 0 0

39 −20.43 0.00000 1.00000 1 1

40 12.54 1.00000 0.00000 1 0

41 45.24 1.00000 0.00000 0 0

42 51.95 1.00000 0.00000 0 0

43 30.75 1.00000 0.00000 0 0

44 −1.13 0.24402 0.75598 1 1

45 39.53 1.00000 0.00000 1 0

46 −26.74 0.00000 1.00000 1 1

47 −17.34 0.00000 1.00000 1 1

48 26.42 1.00000 0.00000 1 0

49 35.11 1.00000 0.00000 0 0

50 −10.55 0.00003 0.99997 1 1

51 −33.56 0.00000 1.00000 1 1

52 −54.39 0.00000 1.00000 1 1

53 11.27 0.99999 0.00001 0 0

54 −153.40 0.00000 1.00000 1 1

55 47.60 1.00000 0.00000 0 0

56 43.19 1.00000 0.00000 0 0

57 −14.01 0.00000 1,00,000 1 1

58 32.31 1.00000 0.00000 0 0

59 17.55 1.00000 0.00000 0 0

60 −67.33 0.00000 1.00000 1 1

61 –109.48 0.00000 1.00000 1 1

62 −110.01 0.00000 1.00000 1 1
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IND = 1—group “very severe”); P0—probability of attribution of the patient group
“very severe” (IND = 1); 1–P0—the probability of referring the observation (child)
to the group “severe” (IND = 0); W—group calculated for patients according to the
prognostic rule (2) (W = 0—group “severe”, W = 1—group “very severe”).

According to Table 2, five out of thirty patients were misclassified (№№ 34, 37,
40, 45, 48), which is 16.7%. This discrepancy is explained by a sufficiently small
training sample for constructing a predictive rule (1). It should be noted that for the
used training sample of 32 observations, this is an acceptable result, which gives
grounds to speak of a successful choice of the feature space.

Now we consider all 62 observations as a training sample (32 patients from the
training sample plus 30 new patients from the test sample). Boys were 31/50.00%,
girls 31/50.00%. 44 newborns were from singleton pregnancies (70.97%), 18—from
multiple pregnancies (29.03%). The mean gestational age of the infants was 28.095
± 0.947 weeks. At the same time, 24 newborns had III degree of prematurity and 38
infants had IV degree of prematurity by gestational age.

The body weight at birth was 1061.774 ± 222.501 g, the III and IV degrees of
prematurity by body weight were 31 babies in each group. The indicated clinical data
of patients indicate that the studied sample was formed from an extremely severe
group of resuscitation pediatric patients.

Three children were born through the vaginal birth canal (3/4.84%), with abdom-
inal delivery—59/95.16%of infants (38/64.41%—with emergency and21/35.59%—
with planned delivery).

All the children (62/100.00%) in the delivery room received surfactant replace-
ment therapy at a dose of 248.639 ± 88.903 mg/kg.

The discriminant analysis showed that in this case the indicators X2, X3, X4, X5,
X8, X9, X10, X14, X16, will be statistically significant (p-level less than 0.05), i.e. only
three features have been updated here.

Table 3 shows the results of discriminant data analysis. The discriminant function
was constructedwith theminimum p-level, whichwas less than 0.0001. The resulting

Table 3 Results of checking the statistical significance of signs for the test group of patients.
Checking for signs

N = 62 Wilks’
Lambda

Partial
Lambda

F-remove
(1,52)

p-level Toler 1-Toler.
(R-Sqr.)

X2 0.412069 0.772869 15.28175 0.000269 0.899895 0.100105

X3 0.352599 0.903224 5.57155 0.022040 0.623400 0.376600

X4 0.378558 0.841285 9.81020 0.002848 0.702582 0.297418

X5 0.361625 0.880678 7.04540 0.010520 0.806026 0.193974

X8 0.343239 0.927854 4.04332 0.049545 0.828758 0.171242

X9 0.378875 0.840583 9.86185 0.002782 0.845847 0.154153

X10 0.420119 0.758061 16.59610 0.000158 0.816686 0.183314

X14 0.362440 0.878699 7.17838 0.009857 0.682157 0.317843

X16 0.347697 0.915957 4.77121 0.033472 0.888109 0.111891
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model includes featureswhosep-level turned out to be less than 0.05, i.e. all indicators
turned out to be statistically significant with reliability higher than 0.95.

Based on the formed diagnostic features, an integrative prognostic index was built
as follows.

Z = b0 + b2X2 + b3X3 + b4X4 + b5X5 + b8X8

+ b9X9 + b10X10 + b14X14 + b16X16, (3)

where b0 = 2.312, b2 = 7.488, b3 = –6.937, b4 = 3.601, b5 = 7.039, b8 = 2.436, b9
= 11.227, b10 = –6.559, b14 = –6.050, b16 = –8.604.

Rule (3) made it possible to correctly classify all 62 patients. The classification
results are shown in Tables 4 and 5.

Analysis of Tables 4 and 5 shows that all patients were recognized, there is not
a single case when the probability P0 would be close to the borderline situation of
0.5. Thus, based on a sample of 62 observations, we obtained a variety of diagnostic
indicators for recognizing the health status of premature newborns.

Let us compare the considered groups of premature newborns using entropy
analysis [24, 25]. Here, as before, the data standardization procedure was carried
out.

The results of vector entropy analysis for statistically significant indicators are
shown in Table 6.

We can see that in the “very severe” group, compared with the “severe” group, the
entropies of chaos and self-organization aremuch higher (the entropy of chaos is 2.87
or 27.4% higher, and the entropy of self-organization is greater by 0.42 or 38.4%).
This means that in “very severe” newborns, in general, the variation in indicators,
their variability is higher, and the tightness of the relationship between indicators is
lower. Accordingly, the total entropy of “very severe” is 3.29 or 35.4% higher than
that of “severe” ones. Thus, from the point of view of considering the organism as a
complex system, the elements (informative diagnostic indicators) in the group (in the
system) “very severe” behave more chaotically and interact much less in comparison
with the elements of the group (of the system) “severe”.

5 Conclusion

The combination of a set of signs of anamnestic data, signs of acid–base state at
birth, signs of respiratory support of the newborn, hemodynamic status, and NIRS
allows us to reliably judge the severity of the condition of premature infants with a
gestational age of fewer than 30 weeks.

The use of the calculated decisive rule when working with premature newborns
is an affordable technique that can help doctors diagnose in advance the severity
of the pathological process occurring in the child’s body and provide the necessary
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Table 4 Classification results for the training sample of patients

№№ Z P0 1 – P0 IND W

1 −18.51 0.00000 1.00000 1 1

2 −8.03 0.00033 0.99967 1 1

3 5.11 0.99399 0.00601 0 0

4 13.54 1.00000 0.00000 0 0

5 −18.53 0.00000 1.00000 1 1

6 −14.53 0.00000 1.00000 1 1

7 10.47 0.99997 0.00003 0 0

8 12.44 1.00000 0.00000 0 0

9 4.81 0.99191 0.00809 0 0

10 18.06 1.00000 0.00000 0 0

11 −13.43 0.00000 1.00000 1 1

12 6.65 0.99871 0.00129 0 0

13 3.13 0.95808 0.04192 0 0

14 −6.34 0.00176 0.99824 1 1

15 12.09 0.99999 0.00001 0 0

16 −5.18 0.00559 0.99441 1 1

17 −23.23 0.00000 1.00000 1 1

18 12.20 0.99999 0.00001 0 0

19 22,82 1.00000 0.00000 0 0

20 4.63 0.99034 0.00966 0 0

21 12.15 0.99999 0.00001 0 0

22 3.44 0.96881 0.03119 0 0

23 14.28 1.00000 0.00000 0 0

24 18.51 1.00000 0.00000 0 0

25 27.44 1.00000 0.00000 0 0

26 −23.91 0.00000 1.00000 1 1

27 29.34 1.00000 0.00000 0 0

28 27.17 1.00000 0.00000 0 0

29 −61.59 0.00000 1.00000 1 1

30 16.19 1.00000 0.00000 0 0

31 37.22 1.00000 0.00000 0 0

32 −44.44 0.00000 1.00000 1 1



Methodology for a Comprehensive Assessment of the Health Status … 25

Table 5 Results of classification for the test sample of patients

№№ Z P0 1 – P0 IND W

33 31.98 1.00000 0.00000 0 0

34 −2.42 0.08198 0.91802 1 1

35 34.84 1.00000 0.00000 0 0

36 −3.11 0.04284 0.95716 1 1

37 16.57 1.00000 0.00000 0 0

38 13.72 1.00000 0.00000 0 0

39 −11.64 0.00001 0.99999 1 1

40 −6.69 0.00124 0.99876 1 1

41 13.41 1.00000 0.00000 0 0

42 32.14 1.00000 0.00000 0 0

43 34.41 1.00000 0.00000 0 0

44 −10.10 0.00004 0.99996 1 1

45 −13.28 0.00000 1.00000 1 1

46 −14.64 0.00000 1.00000 1 1

47 −9.54 0.00007 0.99993 1 1

48 −12.56 0.00000 1.00000 1 1

49 22.31 1.00000 0.00000 0 0

50 −17.45 0.00000 1.00000 1 1

51 −30.23 0.00000 1.00000 1 1

52 −6.70 0.00123 0.99877 1 1

53 11.94 0.99999 0.00001 0 0

54 −39.19 0.00000 1.00000 1 1

55 27.01 1.00000 0.00000 0 0

56 34.29 1.00000 0.00000 0 0

57 −9.94 0.00005 0.99995 1 1

58 24.80 1.00000 0.00000 0 0

59 3.09 0.95646 0.04354 0 0

60 −5.65 0.00350 0.99650 1 1

61 −74.17 0.00000 1.00000 1 1

62 −48.63 0.00000 1.00000 1 1

Table 6 Results of vector
entropy analysis of groups
“severe” (IND = 0) and “very
severe” (IND = 1)

IND Entropy of chaos
HV

Entropy of
self-organization
HR

Total entropy H

0 10.47 −1.11 9.37

1 13.34 −0.68 12.66
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complex of therapeutic manipulations in a timely manner to stabilize the condition
of patients in intensive care units for newborns.

Vector-entropy analysis showed a significant difference in the behavior of groups
of premature newborns “severe” and “very severe” as complex multi-dimensional
systems. Informative diagnostic indicators in the “very severe” group behave more
chaotically and interact much less in comparison with the elements of the “severe”
group.

The obtained results can be introduced into the practice of children’s intensive
care units at various levels of perinatal care for newborn children.

This work was supported by a joint Russian-Belarusian project of the Russian
Foundation for Basic Research (grant no. 20–51-00,001) and the BRFFR (grant no.
M20R-008).
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Application of Biosignals
in the End-to-End Encryption Protocol
for Telemedicine Systems

T. I. Buldakova and D. A. Krivosheeva

Abstract The problem of data protection in telemedicine systems is investigated.
As an example of such systems, a telemedicine system for remote monitoring of a
person’s state is considered. The features of the remotemonitoring system, an integral
part of which is amobilemeasuring complex for receiving, recording, and processing
human biosignals, are noted. The solutions developed during the monitoring process
are based on the received data and the results of their analysis. Therefore, it is neces-
sary to ensure the protection of the transmitted data in remote monitoring systems
of the human state. The relevance of research in the field of information security of
telemedicine systems is noted and the task of ensuring the integrity, availability, and
confidentiality of data is set. To protect personal data, it is proposed to use end-to-end
encryption, forwhich it is necessary to choose amethod for distributing cryptographic
keys. It is shown that the appropriate processing of the recorded biosignals allows us
to obtain the necessary information for constructing keys. The processing is based on
the reconstruction of a mathematical model that generates time series that are diag-
nostically equivalent to the original biosignals. The examples and results of such
processing are given.

Keywords Protection of Information · Telemedicine · Biosignals · Reconstruction
of System Model

1 Introduction

Themodernization of the healthcare system is accompanied by the active introduction
of information and communication technologies that ensure the formationof channels
of sustainable communication between specialists of differentmedical and preventive
institutions, remote access to medical information systems (MIS), and facilitate and
speed up the registration of patients for appointments with doctors [1–4]. An example
of the development of virtual healthcare infrastructure is telemedicine systems,which
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remotely provide patients with highly qualified assistance from doctors of leading
medical centers [5–7].

In such telemedicine systems for remote monitoring of human health, cloud
computing technologies are increasingly used, when a system of wearable sensors is
installed on the patient,which registers physiological information (mainly biosignals)
and transmits it wirelessly to the server. Medical personnel can view the collected
information in real-time in the medical information system containing the biosignal
database and assess the current functional state of the patient.

When creating telemedicine systems, an important task is to ensure information
security [8, 9]. Such systems process not only personal data, but also demographic,
financial, and medical information. Therefore, it is necessary to ensure the security
of the personal data processed by the system and the information that constitutes a
medical secret.

This issue is particularly acute in remote monitoring of the human state. The
lack of real security capabilities can not only lead to data privacy violations but also
potentially allow hackers to harm the patient by altering real physiological data,
leading to incorrect diagnosis and treatment. Taking into account the international
requirements of the Health Insurance Portability and Accountability Act (HI-PAA),
the protection of personal medical data is absolutely necessary (http://www.hhs.gov/
ocr/hipaa/). Thus, the task of improving information protection methods in systems
for remote monitoring of a person’s state is very urgent.

2 Features of the Telemedicine System for Remote
Monitoring of a Person’s State

Currently, telemedicine systems for monitoring the human state are becoming more
widespread. First of all, they are used for monitoring the state of elderly people,
patients with chronic diseases, and in the process of rehabilitation, as well as for
assessing the state of operators of cyber-physical systems [10–13].

The modern telemedicine complex is created on the basis of a powerful computer,
which is easily interfaced with a variety of medical equipment, means of short- and
long-range wireless communication, video conferencing, and IP broadcasting. An
important area of development of remote monitoring of the patient’s state is the
integration of various biosignal sensors into clothing, various accessories, andmobile
phones [14, 15].

Sensors that allow registering human biosignals (electrical activity and heart
contractions, pulse signal, electrical activity of the brain, external respiration func-
tion, etc.), act as sources of primary information. Therefore, a mobile measuring
system is an integral part of the telemedicine system for remote monitoring of the
person’s state. It performs the recording, registration, and primary processing of
biosignals.

http://www.hhs.gov/ocr/hipaa/


Application of Biosignals in the End-to-End Encryption Protocol … 31

Fig. 1 Organization of remote monitoring of a person’s state

The inclusion of such a mobile measuring system in a single information space
provides continuous monitoring of a person’s state regardless of his location (Fig. 1).

Sensors can send data to the cloud directly or via intermediate base stations.
Service personnel and the user can view the collected medical information directly
from the cloud using a smartphone or via the Internet in real-time andmake decisions
in accordance with the current functional state of the person.

However, given the possible access to information (including unauthorized access)
of various specialists, methods and technologies are required to protect the personal
data of patients.

3 End-to-End Encryption for Sensitive Data Transfers

The created threat model and its analysis showed that there is a problem of ensuring
the information security of patient data [16]. At the same time, it is crucial to protect
personal medical information when it is transmitted via a communication channel
from sensors to a cloud-based medical database.

Unlike traditional systems for monitoring the state of a person, where the
server can be reliably protected from external threats, in the technology of "cloud"
computing the server is virtual and, in essence, is a rented computing resource
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accessible via the Internet. The information vulnerability of such a server is much
higher.

The modern approach to securing the transmitted data is End-to-End Encryption
(E2EE)—amethod of data transfer when only users involved in communication have
access to messages.

End-to-end encryption is designed to prevent data from being read or secretly
altered by other than the true sender and receiver. Messages are encrypted by the
sender, the recipients receive the encrypted data and decrypt it themselves. The third-
party has no means of decrypting them. End-to-end encryption prevents attackers
from gaining access to the keys needed to decrypt messages.

The E2E protocol works by setting and then distributing cryptographic keys
between the sensors and the cloud, which ensures data secrecy and integrity. The
main difficulty lies in the possibility of confidential distribution (delivery) of keys to
users of the system. In this regard, to protect the transmitted personal information,
it is necessary to choose a method for distributing cryptographic keys between the
sensor and the cloud to ensure the encryption and integrity of the data.

Let’s consider possible approaches to the implementation of the protocol for
telemedicine systems.

Traditionally, asymmetric cryptosystems are used to ensure the security of health
systems, when two different keys are used: one for encoding, the other for decoding
messages (Fig. 2). This is sufficiently reliable to ensure the confidentiality and
integrity of the transmitted data [17, 18]. However, for the regular exchange of data
in real-time (which is typical for remote patient monitoring systems), this approach
is time-consuming and resource-intensive due to the large length of the keys.

The use of paired keys (ie, symmetric cryptosystem) significantly reduces these
costs, but there is another drawback—the impossibility of authorization confirmation
since the key is known to each party (Fig. 3).

Fig. 2 Data transmission using an asymmetric cryptosystem
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Fig. 3 Data transmission using a symmetric cryptosystem

Thus, to implement end-to-end encryption in telemedicine systems, it is necessary
to solve the problem of the covert distribution of cryptographic keys between the
participants of the process.

4 Using Biosignals to Hide Information

Currently, there are works that suggest overcoming this difficulty and improving the
reliability of symmetric cryptographic keys by using biosignals recorded by sensors.
Biosignals reflect the physiological characteristics of the patient and can therefore
be used to hide information [19–22]. For example, in [23], some morphological
features of biosignals, which are unique to humans and which change little over
time, are identified (Fig. 4).

In addition, physiological signals can be artificially generated using a generator
model, provided that this model is adequately constructed on the basis of information
about the human state [24]. The marked properties of the biosignals make it possible
to use them to create keys. The necessary information (morphological features of a
particular person’s biosignals) is extracted at the first signal registration.

The use of biosignals for end-to-end encryption of data transmitted from the sensor
to the object is implemented in the protocol PEES (Physiology-based End-to-End
Security). Note that the PEES network protocol using patient biosignals does not
require a priori key distribution. To create a secure E2E communication, it is enough
to simply install the sensors on a person during the first visit to a medical specialist.
In the cloud, inside the storage, the diagnostic equivalent of biosignals is stored in the
form of time series created using a model generator, which must be tuned according
to the patient’s physiological data (Fig. 5).

To implement this approach, it is necessary to choose a method for constructing a
model for generating artificial physiological signals. Let’s consider two biosignals—
ECG and PPG.

In [23], an artificial ECG generator is described by the expression
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Fig. 4 Morphological PQRST parameters of the ECG signal of a healthy person

dECG(t)

dt
= −

∑

i∈P,Q,R,S,T

ai (2πhrmeant − θi )e

(
−(2πhrmean t−θi )

2

2b2i

)

,

where hrmean—average heart rate of a person. Time-varying parameters include heart
rate mean, heart rate standard deviation, and LF/HF ratio.

To determine morphological parameters, each type of P, Q, R, S, and T waves on
the ECG is represented by a Gaussian curve. Each curve has three parameters, and
therefore there are 15 morphological parameters (aP, aQ, aR, aS, aT, bP, bQ, bR, bS,
bT, θP, θQ, θR, θS, θT).

The photoplethysmogram curve (PPG) is obtained as a result of solving differen-
tial equations based on a simple model of the human vascular system—the Wind-
kessel model [25]. PPG is divided into two parts—systole and diastole. Diastole is
modeled using the equation:

PPGdias(t) = a1 + a2e
(−a3t) + 1

a4 + e(−a5t−a6)
· cos(a7t + a8). (1)

For systole, the analytical expression for the waveform is:

PPGsys(t) = 1

a9 + e(−a10t−a11)
. (2)
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Fig. 5 Provision of information security using the PEES protocol [23]

Themorphological parameters are the coefficients [a1, a2,…, a11] in Eqs. (1) and
(2). Timing parameters include heart rate, heart rate standard deviation, and LF/HF
ratio.

In essence, the work [23] used the reconstruction of functional dependencies
using time series (biosignal records), where the selection of functional dependencies
was carried out based on the shape of the recorded ECG and FPG biosignals. A
result is a large number of morphological parameters, which should be considered
as a multidimensional characteristic vector (morphological vector). If we take into
account that the calculationof thesemorphological parameters using the least-squares
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method is a poorly conditioned task, we come to the conclusion that in practice such
a morphological vector does not have the necessary stability.

5 Proposed Solution

To eliminate the indicated drawback of the PEES protocol, it is proposed to use
not separate parameters of the time curve, but a mathematical model of a biosignal
generator in the form of a system of differential equations, as morphological signs.
In this case, the structure of the model and its parameters become morphological
features, and the task of determining morphological features is reduced to the task
of reconstructing the model of the system. The key generation process is performed
in accordance with the PEES protocol and is studied in detail in [23].

The model approach to the analysis of systems using reconstruction has proven
itself well in the processing of human biosignals [20]. Let us consider the application
of this approach when using a sphygmogram that registers fluctuations in the arterial
wall caused by the release of the shock volume of blood into the arterial bed.

In [7, 16], the dynamic properties of the vascular wall are described by the
autonomous Van der Pol-Rayleigh equation:

ẍ + [
ε1

(
x2 − r2

) + ε2
(
ẋ2 − ω2

0 · r2)] · ẋ + ax = P(ω0t), (3)

where x—the movement of the artery wall detected by the sensor; P(ω0t)—the
effect of cardiac activity on the dynamics of the vessel wall; ε1, ε2, a, ω0 and r—
model parameters that determine the fluctuations of the blood vessel wall (frequency,
amplitude, etc.). In this case, the ECG signal is the input of the model system, and
the sphygmogram is the output.

Since the “heart-vessels” system operates in the limit cycle mode, the unknown
parameters ω0 and r of the model (3) can be determined from experimental data,
after which the values pi, a, ε1 and ε2 are found using the measured values x(t) and
the calculated values ẋ(t) and ẍ(t). Here pi is the coefficients of the expansion of the
function P into the Fourier series, where i = 1, …, N.

The simulation results are shown in Fig. 6, where the output (pulse) signals of a
person and the model system are shown.

The presented results, which demonstrate the similarity of the dynamic behavior
of a real object and its model, confirm the good adequacy of the model with respect
to the main dynamic properties. In addition, the advantage of the presented model is
that the parameter a has a physical meaning: it allows you to evaluate the "stiffness"
of the vessels due to the work of the smooth muscles that envelop them.
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Fig. 6 Simulation results

6 Results

The proposed model (3) makes it possible to take into account various states of a
person (Fig. 7) since they correspond to different values of the model parameters a,
ε1, and ε2. The figure shows that in addition to increasing the frequency, the shape of
the biosignals also changes. For example, for a healthy person at rest, the following
values are obtained: ε1 = −0,3; ε2 = −3,37; a = 36,15. In a stressful state with
an intense load for the same person, the parameters received the following values:
ε1 = –1,07; ε2 = –8,31; a = 95,5.

The parameters of Eq. (3), reflecting such properties of the vessel as compliance
and dissipation, are inherent in any vessel and, at the same time, are unique for an
individual person.

Thus, it is necessary to embed into the PEES protocol not a large number of
morphological features, as was done in [23], but information about the structure of
the model equation (for example, Van der Pol-Rayleigh or Van der Pol-Duffing) and
also the values of its parameters [16].

Fig. 7 Pulse signals at rest and under stress load
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7 Conclusion

Studies have shown that as a result of the use of biosignals, the efficiency of end-to-
end encryption increases and it becomes possible to prove authorship in a symmetric
cryptosystem.

An approach is proposed in which a reconstructed mathematical model of a
biosignal generator is used to construct cryptographic keys. The data protection
method based on this approach is demonstrated by the example of the “heart-vessels”
biosystem. It is shown that the model of the pulse mechanism in the form of a recon-
structedmathematical model of a biosignal generator can be used in a security system
to verify the authenticity of a message by comparing the features of the original and
reconstructed signals.

Implementation of this method in monitoring systems will allow not only to
improve the adequacyof the patient’s state assessment based onmultiple non-invasive
measurements but also to form morphological signs for the formation of a “phys-
iological” signature of a person. These characteristics include the structure of the
model used to assess the human state and its physiologically significant parameters.
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The Stochastic Properties and Singular
Analysis of Hankel Trajectory Matrices
for Random Time Series in Biomedicine

Vladimir Kulikov, Alexander Kulikov, Valery Khranilov,
and Alexander Ignatyev

Abstract The chapter presents the results of the study of stochastic properties of
Hankel matrices for time series in current problems of medicine and natural science:
fractal EGEG signal in gastroenterology, time series of Wolf numbers for biomed-
ical purposes; chaotic processes–solutions of a system of nonlinear differential Chua
equations as a potential model of some chaotic processes in biomedicine (electroen-
cephalography). The possibilities of the developedmethods are shown for identifying
various probabilistic processes, which enable to reveal and restore with high resolu-
tion the laws of distribution with polymodal specificity. For illustration, the identifi-
cation of the bimodal distribution of one of the components in the chaotic solution for
Chua’s strange attractor is noted. The conducted studies are relevant for the creation
of mathematical models of human body structures, organs, and systems displaying
their stochastic and chaotic properties under extreme conditions, including during
long-term space expeditions. The distribution densities for singular values of the
SVD-decomposition of Hankel trajectory matrices are identified in the perturbation
method. The SSA method is used to decompose time series into interpreted additive
constituents: regular components and noise with different distribution densities. The
instability of chaotic Chua oscillations to disturbance with normal distribution is
shown.
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1 Introduction

This chapter covers the study of stochastic properties of distribution densities for
singular values in the SVD decomposition of Hankel trajectory matrices using the
SSA method. The stochastic properties of Hankel matrices have been investigated
for the following three heterogeneous random processes: (a) a fractal EGEG signal in
gastroenterology; (b) a random time series ofWolf numbers for biomedical purposes
(heliobiology); (c) chaotic processes–solutions of the Chua’s system of differential
equations (SDE) as a potentialmodel of some chaotic processes in biomedicine (elec-
troencephalography). The identification was as before performed by the approximate
solution of the first kind Fredholm equation in limited sampling [1].

The selection of cyber-physical biomedicine as an applied line of research has
not been made at random. The current mathematical methods for analyzing experi-
mental data in cyber-physical systems of medical monitoring are successfully used
to diagnose and control treatment processes [2–4]. It is obvious that physiological
processes in health and disease shall be studied in terms of random processes and
variables which display themselves as complex polymodal distributions of biosignal
parameters and have either fractal or chaotic nature.

It should be noted that electrogastroenterography is currently fast-developing as
an alternative to probe diagnostic methods [5–8]. The referred papers are mainly
limited to using algorithms of the wavelet analysis. In this regard, the work of Dr.
Matsuura Y. and his colleagues is good development of the conventional trend [9].

The study of stochastic and singular features of the EGEG fractal signal in
gastroenterology is described in the present authors’ paper published by Springer
early in 2021 [10]. Bioelectric signals of this kind are rightfully classified as quasi-
fractal random processes. In other terms, this is a stochastic model of the fractional
Brownian motion.

We have shown that methods for identifying distributions of local realizations or a
signal as a whole can be promising techniques to analyze probabilistic and persistent
properties of fractal signals. The statement that fractal processes and fluctuations
shall be in general characterized by polymodal distributions has been proved by
experimental data and mathematical models.

A similar approach is suggested for testing to create mathematical models for
human body structures, organs, and systems displaying chaotic properties, including
in terms of nonlinear dynamic systems. Relevant information on classical chaotic
oscillators (of Lorentz, Chua), including the identification of latent oscillations and
attractors in engineering systems, is contained in [11–17].

This chapter makes some initial steps in the study of chaotic processes and is
aimed at biomedicine.

The second aspect of the study is associated with the elaboration of algorithms
for compiling trajectory matrices of the EGEG signal, a time series ofWolf numbers,
and chaotic Chua oscillations for the further stochastic and singular analysis of these
matrix operators.
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Information on the singular spectral analysis (SSA-method) is provided in [18–
20]. This method is based on the singular value decomposition of trajectory matrices
and the columns thereof are sliding segments of a series with length L, where L is
an integral number–the "window length". It is also therein shown that the time series
(random process) is surely displayed into the trajectory matrix (Hankel matrix).

Nevertheless, the method has some problems lacking a regular solution, namely:
the identification of noise levels comparable to amplitudes of useful components, the
discrimination of different noises, etc. A comprehensive approach suggested by the
authors enables to conduct of a correct and prompt comparative analysis of EGEG
or any other biosignals for patients in normal and different pathological states.

The relevance for the creation of such monitoring expert systems is currently
noted in space medicine, particularly, in the Splanch experiment held by the RF
State Scientific Center–the IBMP RAS using Gastroscan GEM or Splanchograph
for studying structural and functional states of the digestive system in space flight
(zero-gravity EGEG).

2 Solution Method and Computational Experiments

The authors of this chapter in [10] presented an experimental graph of the EGEG
signal (clinical data), identified laws for distribution of local segments, and proposed
a modification of the SSA method by reconstructing the evolution of the distribution
laws for L-embedding vectors. The fast identification of distributions enables us to
single out supporting components, reduce the trajectory matrix order and compress
a fractal signal with no loss of relevant information. The data obtained may be used
for urgent diagnosis and therapy.

The results of the stochastic analysis of the Hankel trajectory matrix (identified
singular spectra) for a fractal time series are also described therein.

Furthermore, it is necessary to continue the study of the stability properties when
identifying the distribution densities for singular values of largeHankelmatrices. The
study of the said process characteristics using the perturbation method is important
for assessing the stability in case of measurement or calculation errors when solving
nonlinear DE.

Figures 1, 2, and 3 show the results of the stochastic analysis (identification before
and after the time series perturbation, the density of singular values) for a fractal
EGEG signal.

Time series of 1500 samples and tractor matrices X sized [600× 901] are consid-
ered for all three examples (EGEG signal, Wolf numbers, Chua’s solution). Each
member of the series has been perturbed by normally distributed random noise
according to the formula Xp = X0 + σX0 randn, where Xp, X0 are the disturbed
and original signal sample, σ = 0.30 (randn is the program for generating a pseudo-
random normal value: μ = 0, σ = 1). The equivalent perturbation of all elements of
the trajectory matrix respectively occurs therewith. This is quite a "strong" distortion
of original signals and matrices.
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(a) (b)

Fig. 1 Graphs of the fractal series segment (1500 samples) and respectively identified density of
the EGEG signal distribution–(a, b)

(a) (b)

Fig. 2 Graphs of the fractal perturbed series segment (1500 samples) and respectively identified
distribution density of the EGEG signal–(a, b)

S1NOPT = 9  k =   1.874 te = 0.313 s S100NOPT = 4  k =   2.041te = 0. 266 s 

Fig. 3 Graphs of identified distribution densities of singular values numbered 1, 100 in a cycle of
100 disturbances of the EGEG signal by normal noise. NOPT is the optimum of expansion terms
for P(x), k is the entropy coefficient, te is the identification time for P(x)
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Figure 2 illustrates the resulting series (the EGEG signal plus random noise
distributed according to Gaussian law) as well as the probability density thereof. A
single perturbation adds a significant distortion to each sample of the useful process
and this is reflected in the graph P(x)–(b).

Small singular values have increased through the perturbation by about 12 times
having decreased the conditioning number of the perturbed matrix X by an order of
magnitude. The identification time is 10 s.

Furthermore, the distributions of the singular values of Hankel matrices in a cycle
of 100 perturbations have been identified. Thus, the degree of the stability of a fractal
EGEGbiosignal, a random series ofWolf numbers, and the chaotic solution ofChua’s
SDE to distortion by normal noise of a significant level is correctly estimated.

The identification of distributions of six hundred singular values in a cycle of 100
perturbations takes 12.7min.Most of the time is spent on the 100-fold computation of
the SVD decomposition (MATLAB program). Figure 3 shows graphs of two singular
values and some distribution parameters. The detecting of bimodal distributions in
the first singular values is quite an important circumstance in the conditions of the
linear identification problem.

In general, the stochastic properties of the said fractal process are resistant
to distortions by normal noise. The use of parallel computing algorithms will
significantly reduce the time of analysis.

The second subsection contains some results of research in heliobiology. The
creation of high-precision and up-to-date mathematical methods for identifying
hidden rhythms fromnoisy arrays of biological and heliogeophysical data is an urgent
task of fast-developing branches of space medicine, biophysics, and biomedicine
[21–25].

For this purpose, the stochastic analysis of the time non-stationary series of Wolf
numbers from 1823 to 1948 is considered [26]. The series contains 1500 monthly
average values. The results obtained from the identification of distributions of the
trajectorymatrix singular values forWolf numbers are original and can be used as the
basis for long-term forecasting of vital activities of terrestrial organisms depending
on resonance periods of the solar activity.

The results of the stochastic analysis (identification, singular spectra and singular
value densities) are shown for a series of monthly average Wolf numbers are shown
in Figs. 4, 5, 6 and 7 below by analogy with the analysis of the EGEG signal. The
application procedure and parameters in the perturbation method are the same as for
a fractal signal. But the results are different: singular values with high numbers have
only increased twofold.

The singular spectrum is more resistant to noise, notwithstanding that the degree
of the series distortion is proportionally the same. The conditioning number of the
matrix X (600,901) before and after the disturbance is 449 and 217, respectively. The
computation time has not changed (10 s).

The identification of distributions of all 600 singular values in a cycle of 100
perturbations takes 13.2 min.

The preliminary conclusion is: a non-stationary series of Wolf numbers are resis-
tant to distortion by noise with normal distribution. Additional information on the
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(a) (b)

Fig. 4 Graphs of the initial series segment (1500 samples) and respectively identified distribution
density for the Wolf numbers series (b)

(a) (b)

Fig. 5 Graphs of the Wolf numbers perturbed segment (1500 samples) and respectively identified
distribution density for the Wolf numbers series (b)

(a) (b)

Fig. 6 The singular spectrum of the trajectory Hankel matrix X(600,901) for Wolf numbers–(a),
the same graph on a logarithmic scale–(b)
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(a) (b)
S400   NOPT = 2k =   1.998te = 0.234s S600NOPT = 4  k =   1.946  te = 0. 235s 

Fig. 7 Graphs of identified distribution densities for singular values numbered 400 and 600 in a
cycle of 100 disturbances of Wolf numbers by normal noise. NOPT is the optimum of expansion
terms for P(x), k is the entropy coefficient, te is the identification time for P(x)

properties of this series can be obtained by using the SSAmethod with the separation
of the trend, harmonic periodicals, and residuals–noise components. The analysis of
the distribution of noise components is the most important for clarifying the stability
of Wolf numbers retaining their stochastic characteristics.

It shall be noted that the methods elaborated by the project authors for identifying
stationary and non-stationary processes enable to restore with high resolution the
laws of distribution of any complexity with sample scopes up to 10,000 units and
more.

The third analyzed time series represents a chaotic process–the x-component
of the solution for the nonlinear SDE of the conventional Chua’s circuit [13, 14].
Figure 8 illustrates two-phase portraits of Chua’s solution components. The strange

(a) (b)

Fig. 8 Phase portraits for solutions of the Chua’s differential equations system
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attractor of the system consists of two centers of attraction and presents a very smooth
configuration of trajectories.

A stochastic analysis is performed and some important results are shown as in the
above two examples: a fractal signal and a non-stationary process (Figs. 9, 10 and
11).

The identification of the bimodal distribution of one of the components in the
chaotic solution for Chua’s strange attractor shall be noted as an interesting feature.
The other two components y and z have stable unimodal distribution densities within
the selected sample size.

We will cite as an example a number of the “perturbed” singular values after
the 100th iteration: 430.32; 427.26; 361.02; 345.6; 232.47, …, 2.87; 2.2933; 2.284;
2.0165; 1.9875 and note that the conditioning number has decreased by 194 times.

(a) (b)

Fig. 9 The initial series segment (1500 samples) and respectively identified distribution density
for the x-solution of the Chua SDE

(a) (b)

Fig. 10 The perturbed series segment (1500 samples) and respectively identified distribution
density for the x-solution of the Chua SDE



The Stochastic Properties and Singular Analysis of Hankel Trajectory … 49

S1   NOPT = 3k =   2.031te = 0.235s S100NOPT = 3k =   2.030  te = 0. 266s 

Fig. 11 Identified distribution densities for singular values numbered 1, 100 in a cycle of 100
disturbances of the x-solution of the Chua SDE with normal noise. NOPT is the optimum of
expansion terms for P(x), k is the entropy coefficient, te is the identification time for P(x)

It proves the far greater dependence of the singular spectrum of the chaotic real-
ization than in the other two examples. The complete implementation of the SSA
method with the separation of additive components of Chua’s x-solution with the
distribution analysis is given below. Table 1 shows for illustration the initial frag-
ment (10 × 10) of the Hankel trajectory matrix for the x-solution of the SDE of the
Chua’s contour.

The analysis of the evolution of embedding vectors for the trajectory matrix X
(some localminor changes occur in the columns) enables us to consider the upgrading
for the SSA method proposed by the authors to be effective to compress information
and reduce the order of this matrix. The basis for the algorithm is the identification
of distributions and the calculation of the Shannon entropy for L-vectors.

3 Decomposition of Time Series into Interpretable Additive
Components

The third aspect of this chapter is the analysis of Hankel matrices of all three-time
series using the SSA method with separating of relatively regular constituents and
noise terms. As per algorithms of [18], we set the problem of decomposing each
time series into a regular component and two different noise terms with different
distribution laws. We will perform time series decomposition using a MATLAB
program.

The results of the study have shown that under the conditions of complex fractal or
chaotic randomprocesses the conventional optionof separation into trend, harmonics,
and noise shall not always be successful.

Figure 12 shows the graphs of noise components and their distribution densities
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(a) (b)

(c) (d)
NOPT = 10k =   1.968 NOPT = 5k =   2.054 

Fig. 12 EGEG-signal. Graphs for the separated first g2 (a) and second g3 (b) noise components
and respectively identified distribution densities–(c) and (d). Nopt is the optimum of expansion
terms for P(x), k is the entropy coefficient

for the EGEG signal identified by the author’s method. We would like to note that
this is the first time this approach has been implemented.

In addition to noise, a slightly smoother fractal regular component g1 consistent
with Fig. 1 has been separated. The difficulties in identifying each component were
determined by the scale of the Hankel matrix–540,600 elements and the computation
time of 8.5 s.

Figure 13 shows similar results for the Wolf numbers series. Noise with different
distribution densities was again obtained. Moreover, almost the Gaussian compo-
nent (g3) was separated for the EGEG signal. The g2 components in both cases
have steeper slopes of the distribution curves and are formed by a large number of
trigonometric components.

The chaotic process expansion–the solution of Chua’s SDE is of our main interest.
In separation for the first two series as before the first 50 proper triplets were used for
the first component and 400 subsequent proper triplets for the second component,
for the third component- 150. The interpretation of the expansion shows that noise
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(a) (b)

(c) (d)
NOPT = 9k =   1.973 NOPT =6k =   2.046

Fig. 13 Wolf numbers. Graphs for the separated first g2 (a) and second g3 (b) noise components
and respectively identified distribution densities (c) and (d). Nopt is the optimum of expansion
terms for P(x), k is the entropy coefficient

components while differing in amplitude just slightly differ in distribution densities.
It shall be noted that if the regular component–g is nearly indistinguishable from the
original signal, its distribution is distorted (Fig. 14e).

The identified feature of additive noise (close to normal) determines also the
significant susceptibility to distortion of the Chua’s SDE solution under introduced
Gaussian noise (the graph of the perturbed phase portrait in Fig. 14f). The phase
portrait of Chua’s solutions (x, y) before the perturbation is shown in Fig. 8a.

4 Results and Conclusions

The identificationof thedistributiondensities of singular values in theSVDexpansion
for Hankel trajectory matrices is carried out using the SSA method. The stochastic
properties of matrix operators have been investigated for some important practical
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(a) (b)

(c) (d)
NOPT = 8k =   1.994 NOPT = 8k =   2.020 

(e) (f)
NOPT = 8k =   1.294 

Fig. 14 Chua’s Oscillator. Graphs of the separated first g2 (a) and second g3 (b) noise components
and respectively identified distribution densities (c) and (d). The g1 distribution density is a regular
chaotic component–(e). Phase portrait of the Chua’s solutions (x, y) after perturbation by normal
noise (f)
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problems in medicine and natural science: (1) the EGEG signal in gastroenterology;
(2) time series of Wolf numbers for biomedical purposes; (3) chaotic processes–
solutions of the Chua’s system of differential equations as a potential nonlinear-
inertial model of chaotic processes in the biology of living structures.

The degree of the stability of a fractal biosignal, a random series ofWolf numbers,
and the chaotic Chua solution was assessed using the perturbation method to distor-
tions by normal noise of a significant level (the simulation of measurement or
calculation errors).

The possibilities of the developed methods are shown for identifying various
probabilistic processes, which enable to reveal and restore with high resolution the
laws of distribution with polymodal specificity. For illustration, the identification of
the bimodal distribution of one of the components in the chaotic solution for Chua’s
strange attractor is noted.

The time series decomposition into interpretable additive components: regular
components and noise with different distribution densities was performed using the
SSA method. The instability of the Chua chaotic oscillations to noise with a normal
distribution is shown.

The conducted studies are relevant for the creation of mathematical models of
human body structures, organs, and systems displaying their stochastic and chaotic
properties under extreme conditions, including during long-term space expeditions.

Acknowledgements The study was carried out with financial support from the Russian Fund for
Basic Research as part of a research project № 19-07-00926_a.
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Designing a Data Analysis Subsystem
for Predicting the Properties
of Antifungal Antibiotics

Eldar E. Musayev , Tamara Chistyakova , Vera A. Kolodyaznaya ,
and Valery V. Belakhov

Abstract In this chapter, we describe the algorithms for data processing applied
as part of an intellectual analysis subsystem of a software system for predicting
and researching the properties of antifungal antibiotics. These include models for
predicting toxicity based on assays as well as acute oral toxicity. The mathematical
models were trained, tested, and validated on different sets of antifungal antibiotic
data. Testing showed the models’ accuracy and viability for predicting antifungal
antibiotics’ properties.

Keywords Software development · Antifungal antibiotics · Mathematical
models · Machine learning

1 Introduction

Fungal infections are one of the most important issues in healthcare. The number of
fungal infections is growing as a result of, among other reasons, continuing environ-
mental pollution, an increase in background radioactivity, improper application of
broad-spectrum antibiotics, growing use of cytostatic and immunosuppressive drugs,
and the appearance of more and more frequent antifungal drug resistance [1–3].
Among these infections, invasive mycoses are becoming a more and more important
medical concern due to the growing number of immunocompromised patients [4–6].
The number of currently available and approved systemic antifungals is insufficient
[7–9], and the progress of developing novel antifungal drugs is not fully proportional

E. E. Musayev (B) · T. Chistyakova
Department of Computer-Aided Design and Control, Saint Petersburg State Institute of
Technology (Technical University), Moskovsky Ave, 26, Saint Petersburg 190013, Russia

V. A. Kolodyaznaya
Department of Biotechnology, Saint Petersburg State Chemical-Pharmaceutical University,
Professor Popov Str., 14, Saint Petersburg 197376, Russia

V. V. Belakhov
Department of Chemistry, Technion - Israel Institute of Technology, 3200008 Haifa, Israel
e-mail: chvalery@technion.ac.il

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A.G.Kravets et al. (eds.), Society 5.0:Human-Centered SocietyChallenges and Solutions,
Studies in Systems, Decision and Control 416,
https://doi.org/10.1007/978-3-030-95112-2_5

57

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95112-2_5&domain=pdf
http://orcid.org/0000-0001-9433-1182
http://orcid.org/0000-0002-0145-9679
http://orcid.org/0000-0002-1447-5950
http://orcid.org/0000-0003-1918-974X
mailto:chvalery@technion.ac.il
https://doi.org/10.1007/978-3-030-95112-2_5


58 E. E. Musayev et al.

to the rate of growth of antifungal diseases, which include invasive fungal infections
that are an existential and growing problem for modern healthcare [10–12]. Effective
use of antifungal drugs to treat various mycoses is an important factor in the fight
against antifungal infections.

One of the main issues affecting drug research is the cost of research and develop-
ment, which can reach as high as 2.5 billion dollars [13]. The time it takes to develop
a new drug is also a key issue, as a great deal of time is lost on drugs that ultimately
do not pass pre-clinical or clinical trials.

One of the modern approaches to developing novel highly-effective low-toxicity
antifungal drugs with improved medical, biological, and biopharmaceutical prop-
erties is the chemical modification of existing antifungal drugs, chief among those
polyene macrolide antibiotics [14–16]. In this chapter, we discuss a specific class of
antibiotics: polyene macrolide antibiotics (PMA), which make up approximately a
quarter of all existing antifungal antibiotics. The chemical structure of aPMAconsists
of a macrolide ring that contains conjugated double bonds on one side (forming the
lipophilic side of themolecule) and a number of hydroxyl and keto groups on the other
(forming the hydrophilic side of the molecule). Their biological target is ergosterol,
one of the components of a pathogenic fungi phospholipid membrane.

Amphotericin B is the drug of choice (gold standard) among all known PMA due
to its high antifungal activity against the vast majority of known clinical forms of
mycoses. PMA derivatives (PMAD) are chemically modified versions of existing
PMA drugs which retain the biological activity of the initial drug while having lower
toxicity. They can be an important topic of research in the fight against fungal drug
resistance [17–19].

Software engineers can support the process of PMAD research by creating a
software system that can predict antifungal activity and toxicity on the basis of the
chemical structure of a molecule.

The goal is the development of models and a software solution providing those
models that can reduce antifungal drug research time and cost by selecting such
PMAD that have lower toxicity while retaining their ability to bind to the biological
target. Using such a program, a researcher can check the toxicity and antifungal
activity of a potential PMAD, and select such PMAD to go to pre-clinical trials that
havemore favorable traits. The program helps to cut time and other resource expendi-
ture for pre-clinical and clinical trials of PMAD that lack the desired pharmaceutical
properties.

2 Description of the Software System

The software system contains interfaces for researchers, experts, and database admin-
istrators. It includes an intelligent data analysis subsystem, a subsystem of synthesis
step selection, and databases providing them with the data they require to function
(see Fig. 1).
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Fig. 1 Architecture of the software system for predicting and researching antifungal antibiotics’
properties

Where LD50—the lethal dose for half of the population (mg drug/kg, oral intake,
rats), T—a vector of predicted results of assays corresponding to toxicity signaling
reactions, BL—the likelihood of binding to the biological target (%), D—the graph
representation of the molecule, I—additional data to train the neural networks on,
R—the results of this training process (AUC,MSE), S—the SMILES notation repre-
sentation of the molecule’s structure, SV—a vectorized version of that notation,
MD—a vector of molecular descriptor values generated from the SMILES notation
representation, MF—Morgan’s molecular fingerprint bit vector for the molecule,
X—description of the initial PMA, Xe—the result of modifying the structure of that
PMA to create a PMAD, Y—the experimentally derived values acquired by testing
that PMAD, and Z—the PMAD synthesis steps.

The data analysis subsystemconsists of one acute toxicitymodel based on gradient
boosted decision trees, 12 recurrent neural networks modeling one property each
based on embedded vector representations of the elements of the SMILES notation
of themolecule, and a deterministic algorithm for predicting biological activity based
on pharmacophore filtering.
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3 Data Analysis Subsystem Components

The acute toxicity model utilizes the gradient boosted decision tree model catboost
in order to predict toxicity. It is trained on data retrieved fromChemIdPlus [20] in the
form of tsv data (approximately 6000 values). Of note is that, prior to predicting the
value, we multiply it by a normalized (0, 1] value of its logP in order to adjust some-
what for absorption differences due to lipophilicity. The data is input as a SMILES
string, then processed using RDKit [21], which also provides us with the descriptors
we use and the RDKit molecular fingerprint that also serves as input. The data is
then fed into a gradient-boosted decision tree (catboost) model. The model’s hyper-
parameters are as follows: iterations: 50,000, depth: 6, od_type: ‘Iter’, od_wait: 500,
learning_rate: 0.07, random_strength: 40, l2_leaf_reg: 100, rsm: 0.3.

The predicted values are divided by the normalized logP value. The normalizer
model is stored alongside the catboost model.

The assay-based toxicity prediction has a pre-processing step. First, we use the
Chembl database [22] to attain approximately 1.7million SMILES representations of
valid molecules. We then determine all of the unique elements the SMILES notation
consists of and one-hot encode them. We then utilize a skip-gram variant of word
embeddings on these elements. The window size is 11 (5 to each side of the predicted
element) and the embedded vector has 15 elements. The skip-gram variant of neural
network encoding for embedded vector attainment is presented in Fig. 2.

We limit predictions to SMILES notations of at most 300 elements. If a SMILES
notation is shorter than 300 elements, we append zero vectors to ensure all inputs are
of identical (300, 15) shape. The utilized neural network consists of a bi-directional
GRU layer, represented in Fig. 3. The network is trained on the tox21 dataset [23].

Fig. 2 Skip-gram encoding to attain an information-rich embedded vector (represented here as the
hidden layer)
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Fig. 3 Representation of a bi-directional GRU model for predicting one assay-based toxicity indi-
cator. The figure represents the SMILES notation in its character form, though in the actual input
each element is replaced by its embedded vector

The biological activity pharmacophore filtering model is a deterministic algo-
rithm. First, RDKit fingerprints of a subset of polyene macrolide antifungal antibi-
otics are generated. Then, these are combined into a single fingerprint in such a way
that only those features that exist in each of them are left in the resulting pharma-
cophore. This new fingerprint is treated as the minimum set of features required for
antifungal activity. The algorithm to predict the probability of antifungal activity is
as follows:

p = (�2048i = 1 Mi ∗ PHi)/(�2048i = 1 PHi),

where p—the predicted value, [0, 1], corresponding to the probability that the input
molecule will show antifungal activity;

Mi—the i-th value of the 2048-bit vector, corresponding to the presence or absence
of a structural element of the researched molecule;

PHi—the i-th value in the 2048-bit vector, corresponding to the presence or absence
of a structural element of the pharmacophore;

In order to use this algorithm to classify researchedmolecules as having or lacking
antifungal activity, a cutoff value is used. The selected cutoff value is 0.95, meaning
that 95% of all structural elements of the pharmacophore must be present in any
researched molecule for it to be marked as an antifungal antibiotic.

4 Interpretation and Discussion of Research Results

The acute toxicitymodel’s rootmeans squared errorwas 58mg/kg (LD50, oral intake,
rats). This was acceptable given that the molar weight of antifungal antibiotics tends
to be 600+ g/mol. The assay-based toxicity prediction utilizing the tox21 dataset
results is presented in Table 1.
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Table 1 Tox21 modeling
results

Assay AUC f-1

NR-AR 0.783569 0.969507

NR-AR-LBD 0.84447 0.981438

NR-AhR 0.88377 0.938144

NR-aromatase 0.799273 0.954627

NR-ER 0.715153 0.875431

NR-ER-LBD 0.826407 0.953131

NR-PPAR-gamma 0.767862 0.96973

SR-ARE 0.864636 0.888909

SR-ATAD5 0.859089 0.974173

SR-HSE 0.870134 0.969882

SR-MMP 0.912109 0.91518

SR-p53 0.854033 0.967989

The biological activity prediction pharmacophore filter was tested on a set of
antifungal antibiotics as well as a set of drugs that are not antifungal antibiotics.
With the selected cutoff point of 0.95, all of the antifungal antibiotics were correctly
classified as such, and none of the non-antifungal drugs were classified as antifungal
drugs.

5 Conclusion

We proposed an approach to designing a data analysis subsystem for a software
system for predicting and researching the properties of antifungal antibiotics. These
include gradient-boosted decision tree models, recurrent neural networks, and
non-statistical algorithms. The software solution is configurable to various types of
antifungal antibiotics, and its models can be trained on more antifungal antibiotic
derivatives data to improve their accuracy. Testing was performed using sets of
existing antifungal antibiotics as well as a number of recently synthesized novel
antibiotics [14–16, 18, 19]. Testing supports the applicability of the system for
predicting antifungal antibiotics’ properties.
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Digital Technology in the Development
of Healthy Diet Decision Support System

Marina Nikitina

Abstract The chapter presents a computer system in the assessment of a healthy
diet. Based on mathematical models, the system provides a solution of structural-
parametric optimization problems including a variety of constraints and conditions,
followed by the choice of the optimal solution for the given utility functions. The
information basis of the system is a database containing nine independent tables. Each
table contains 15 fields. The structured query language (SQL) is used. An aggregate
algorithm for implementing the solution of healthy diet composition, containing
4 stages, with due consideration for a “human health passport” is described. At
the first stage, based on anthropometric data and biomarkers (hemogram, acidity
of gastrointestinal tract) of a person’s physiological state, the system generates a
user model (“a human health passport”). The model considers the risk of disease
and the gastrointestinal tract status. At the second stage, the system allows one to
make a choice of food products based upon the physiological state of a person and
proactively exclude “undesirable” food products, dishes, and culinary products. At
the third stage, the developed diet is assessed, and the food nutrients (proteins, fats,
carbohydrates, vitamins, macro- and microelements) the human body is fed with,
are analyzed and compared with the recommended norms for this particular person.
At the fourth stage, the adequacy of the diet is assessed according to the quality
function.

Keywords Healthy diet · Structural-parametric optimization · Utility function ·
Computer system

1 Introduction

At present, it still remains one of the urgent problems to maintain human health,
level out the risk of diseases, and thereby increase an active life expectancy [1–3].
We remember the quote from Hippocrates “Let food be thy medicine and medicine
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be thy food.“ In Russia, in 2019, according to the Federal State Statistics Service, the
percentage of main causes of mortality was distributed as follows: 53%—circulatory
diseases; 19%—neoplastic diseases, 12% other diseases (diseases of nervous and
endocrine systems, diet disorders and metabolic disorders); 8%—due to external
reasons; 5%—diseases of the digestive system; 3%—respiratory diseases.

An optimal diet, balanced in all nutrients and energy parameters contributes to (a)
normal growth, weight, and development of children and adolescents; (b) prevention
(leveling out) of diseases; (c) prolongation of a healthy and active life; (d) increased
physical and mental performance; (e) increased tolerance to stress; (f) adequate
adaptation to the environment.

An optimal diet is responsible for human health, with regard for all individual
physiological needs. Designing an individual balanced diet considering many factors
(individual intolerance to some components, anthropometric indicators, body mass
index, indicators of nutritional and biological value) is impossible without the use
of a mathematical tool [4–10] and modern digital techniques [11–15].

First of all, this is the use of Big Data (big arrays of information and knowl-
edge about the subject area) [16, 17]. Our Big Data should contain information
about dietary menus, functional and specialized products, nutritional characteris-
tics of differentiated groups of people (students, pregnant women, retirees, etc.),
norms of food nutrient consumption as per the region of residence, climatic zones,
gender factors, anthropometric indicators (age, weight, body mass index), general
and specific medical and biological requirements, characteristics of food consump-
tion (whether there is an allergy or not), as well as information about the source of
immune status disorders. It is also necessary to consider the combinability of foods
in one diet, and various effects of the combination, such as synergy and antagonism.

In Russia, in 2018, the Resolution of the Presidium of the Russian Academy of
Sciences No. 178 “On current problems of optimizing the nutrition of the Russian
population: the role of science” was adopted. Paragraph 11 notes that the time
has come to develop a new discipline “digital nutritional science”, the creation
of computer programs for the development of personalized recommendations for
optimum nutrition.

The aim of this work is to develop a methodology and a computer system for
assessing the quality of dietary structures for differentiated groups of the population,
as well as a specific person.
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2 Information Techniques for Optimizing Adequate
Personalized Human Nutrition

2.1 Mathematical Model and Algorithm for Structural
Optimization of the Diet

Mathematical model adjusted for the individual taste preferences of a person, with
the prescriptions of a nutritionist, is as follows:

∑

k

(
Dkp + Dkd

)
δk → max (1)

where Dkp is a composed function value for “taste” preference of the k-th dish
consumer; Dkd is a composed function value for “medicative” preference of the k-
th dish; k is a logic variable for a component to be included in a dish or diet with
restrictions allowing for [18]: non-repeatability of dishes in the daily diet, patient’s
financial capability, the k-th dish weight, maximum permissible caloric intake for
breakfast, lunch and dinner, not-to-exceed amount of food for breakfast, lunch and
dinner, permissible content of the i-th chemical element.

The algorithm for structural optimization of a diet is described in [19]. The essence
of the algorithm is as follows. Following the analysis of all food nutrients, the k-th
element is found, introducing the greatest (smallest) misbalance in the diet. Then the
k-th element is minimized (maximized) taking into account its restrictions. If the k-th
element deficiency is found, then the volume (serving) of one of the products with
the maximum specific content of the insufficient (deficient) element is increased up
to the highest level. Simultaneously, the volume (serving) of the product with the
minimum specific content of the k-th element is reduced to the lower level. In case
the k-th element excess is found, then the structural shift procedure is vice versa. The
process is repeated until a deviation within the permissible range of the k-th element
content in optimum balanced dietary structure is reached.

2.2 Composed Function of the Dietary Structure Quality

The quality and sufficiency of the dietary structure are determined, first of all, by its
compliance with the requirements for the physiological characteristics of the body
and the recommended norms for the biochemical elements’ consumption. To assess
the sufficiency and quality of the daily ration, a composed function is proposed [20],
reflecting the weighted average total deviation of the state parameters from actual to
normative values. With regard to the weight coefficients and defining certain groups
of factors, the quality functional looks like:
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F(x) = 1 −
√√√√1

n

∑n

i=1
ai

∑ni

i=1
bi j

(
xi j − x0i j

�xki j

)
(2)

where n is the number of combined indicators;

xi j , x0i j are actual and required values;
�xki j is maximum deviation from the required value for the k-th quality level;
bi j is weight coefficient of the j-th parameter in the i-th group;
ai is group significance factor.

The quality functional value range is presented in form of the following graduated
scale. If the quality functional value is equal to 1, this means complete coincidence
of food nutrients and energy with the recommended ones, i.e. the best quality is
achieved. If the quality functional value is equal to 0 or takes negative values—the
recommended values are not achieved, that is the diet does not meet the specified
quality level.

To determine weight coefficients, the complete factorial experiment can be used,
where the following values are entered into columns of the response function yrk of
the r-th repetition in the k-th experiment: 1–0.7—when the product is classified as
having a very good level of quality; 0.7–0.3—good; 0.3–0—satisfactory; 0–(−0.2)—
bad; less (−0.2)—very poor quality level.

3 Information Basis of the System

The information basis of the system is a database with nine independent tables.
These tables correspond to different types of dishes, namely: “zakuska” (snacks),
“sladost” (desserts), “hleb” (baked goods), “napitok” (drinks), “kasha” (cereals),
“salat” (salads and vinaigrettes), “sup” (first courses), “myasoriba” (main courses,
meat and fish dishes), “garner” (side dishes) (see Fig. 1).

Each table contains 15 fields. Id field contains a simple index, which is used to
retrieve the required record from the database. The “bludo” fields contain the names
of various dishes the user can select from the drop-down list. Next are the fields
with physicochemical indicators of dishes per 100 g: “gir” (the field contains the fat
content in the dish), “belki” (proteins), “uglevod” (carbohydrates), “cennost” (energy
value of the dish), “C” (vitamin C), “B2” (vitamin B2), “B1” (vitamin B1), “PP”
(vitamin PP), “E” (vitamin E), “Ca” (calcium), “Fe” (iron), “P” (phosphorus), “Mg”
(magnesium) (see Fig. 2).

Each dish is given a specific record.
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Fig. 1 Names of database
tables

Fig. 2 Description of
database fields
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4 Work Within the System

Working with a computer system can be represented as an aggregate block diagram
(see Fig. 3). At the first stage, based on anthropometric data and biomarkers
(hemogram, acidity of gastrointestinal tract) of the person’s physiological state, a user
model (“a human health passport”) is generated in the system. The model considers
the risk of disease and the gastrointestinal tract status. Themodel description includes
such descriptors as individual nutritional needs, biomedical requirements, dietary
habits, available allergies.

At the second stage, the system allows one to make a choice of products consid-
ering the person’s physiological state (see Fig. 4). For example, if a person has
celiac disease, then products, dishes, and culinary products containing gluten are
automatically excluded from his menu.

Fig. 3 An aggregate block
diagram of a healthy diet
based upon a person’s
“health passport”
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Fig. 4 Selection of culinary products, dishes and products in “Breakfast” category

At the third stage, the developed diet is assessed, and the food nutrients (proteins,
fats, carbohydrates, vitamins, macro-, and microelements) the human body is fed
with, are analyzed and compared with the recommended norms for this particular
person (see Fig. 5). The assessment is carried out for individual meals (breakfast,

Fig. 5 Estimated indicators of food nutrients for “Breakfast”
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lunch, dinner) and the whole diet during the day in absolute and relative units.
As we can see in Fig. 5, the first column displays the names of selected dishes,

culinary and food products; the second column indicates the weight of the serving.
This is the data the user enters at the second stage when he/she make up his/her diet
based on his/her preferences. The remaining columns display physical and chemical
indicators calculated by the system. All indicators are presented at three levels.

The first level: calculation of indicators for each dish, culinary product, and food
product separately;

The second level: calculation of complex indicators for breakfast, lunch, and
dinner in general;

The third level: calculation of daily outcome indicators.
In addition to summarizing the overall results (see Fig. 5), the system compares

the indicators with the recommended daily rates as a percentage.
At the fourth stage, the composed function of quality is calculated. If the obtained

value of the quality functional corresponds to the acceptable level of the desirability
scale, then the user receives his/her daily ration with differentiation in time and
recommendations for food intake. Otherwise, if the diet does not meet physiological
needs, then a return to the second stage to adjust the diet is made. And there is taking
place a replacement of products. A detailed block diagram of the algorithm proposed
product replacement is shown in Fig. 6.

Fig. 6 Block diagram of the algorithm proposed product replacement
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5 Conclusion

The developed computer system based onmathematical models provides the solution
of structural-parametric optimization problems adjusted for a variety of constraints
and conditions, followed by the choice of the optimum solution for the given utility
functions. It (1) is easy to use, allows one to assess the daily diet quickly and reliably;
(2) establishes an imbalance (excess/deficiency) of nutrients in the diet. The knowl-
edge available in the system builds a cause-and-effect relation “If there is a shortage
or excess of this or that food nutrient in the body, then this will lead to such and such
a disease.“ The dietary structure (diet) is a health factor that can be changed easily
to improve one’s health.
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Pupillogram Acquisition and Analysis
Technology for Human Functional State
Assessing

A. M. Akhmetvaleev, M. Yu Danilchyk, A. S. Katasev,
and I. V. Akhmetvaleeva

Abstract The technology of obtaining and analyzing pupillograms for assessing the
functional state of a human-based on computer vision methods and neural network
modeling is proposed. The obtained pupillograms, as the initial data for the analysis,
have a stable shape with a minimum amount of noise, emissions, and missing values.
The possibility of pupillograms analyzing and classifying based on convolutional
neural networks is shown, which makes it possible to reduce the dependence from
the results of assessing the functional state of a human on the input data variability.
The composition and an example of the developed software and hardware complex
functioning for human functional state assessing based on the pupillograms analysis
are shown. The pre-trained convolutional neural network ResNet18 was selected
as an analysis tool. The resulting neural network model showed a high classifying
ability, which indicates the possibility of its effective practical use for solving the
problem of a human functional state assessing in various subject areas.

Keywords Pupillometry · Pupillogram · Human functional state · Computer
vision · Neural network model

1 Introduction

Pupillometry, as a method of pupillary reaction analysis, is used in medicine to
diagnose ophthalmic diseases, to identify violations of the functional, psychological
and emotional states of a person [1–6]. Currently, due to the computer vision use, the
idea of this method has found application in solving problems of transport and public
safety, life safety, in marketing research, and many others [1–3, 6]. The process of
obtaining initial data (pupillograms), reflecting the dynamics of changes in the size
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of the pupil to changes in illumination, is inextricably linkedwith the video recording
of the human eye at the time of the pupillary reaction, as well as the search for the
circles of the pupil and the iris of the eye.

At the same time, the spread of the pupillometric approach in a non-invasive
and non-contact recording of the pupillary reaction is hindered by various technical
(software and hardware) limitations associated with the difficulties in obtaining the
initial data (pupillograms and the corresponding values of the parameters of pupil
reactions) in conditions other than stationary medical diagnostics. In most cases, the
pupillary reaction registration and analysis is a complex technical problem due to
the transience, relatively small size of the observed object (pupil), and, as a rule, low
detailing of the video image. This necessitates the use of various devices for rigid
fixation and positioning of a person’s gaze, as well as making conscious efforts to
register images of the eyes (self-control over the direction of gaze, focusing on a
video camera lens, etc.) and obtaining pupillograms [2, 3, 7, 8].

Many restrictions are also created due to outdated methods of computer vision
used to detect specified objects in images, calculate their characteristics and generate
initial data for analysis. The pupil and iris of the eye, which are two circles inside the
eyeball, are used as objects in pupillometry. Most computer vision methods search
for the contours of objects in areas of sharp changes in image saturation. In this
case, the problem of object detection in most cases is solved by classical methods of
searching for concentric circles, for example, Hough transform, FRST, etc. [5, 7–9],
which are sensitive to noise, outliers, and changes in the values of image parameters,
which can lead to a decrease in the quality of the initial data obtained for the analysis
(pupillogram).

For example, using the Hough method can lead to errors in the iris and pupils
localization. At the same time, most errors in the circle’s selection are associated
with the presence of eyelids and eyelashes that overlap the sought objects, as well
as glare and noise in the images. These artifacts are the reason for the appearance
of distortions during the pupillogram formation, which inevitably leads to errors in
evaluating the values of its parameters.

Pupillogram obtained using classical image segmentation methods often contains
incorrect values such as noise, outliers, and missing values. Their presence leads to
the need to use smoothing filters. In this case, the loss of a part of the time series
(pupillograms) properties that are important for the analysis and the inadequacy of
mathematical models constructed on such data is possible.

Thus, the use of classical computer vision methods makes it difficult to use the
pupillometric approach for the human functional state (FS) assessment in a wide
range of tasks not related to laboratory studies. This actualizes the need to develop
new technology for obtaining pupillograms, increasing their quality for subsequent
intellectual analysis.
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2 The Technology of Pupillograms Obtaining

Currently, convolutional neural networks (CNN) are becoming relevant for objects
recognition and classification in images. Their popularity is due to the high quality
of practical problems solving. Like any neural network [10–13], SNN requires a
sufficient amount of data for training and testing, which is not always possible [1].
In this regard, it is advisable to use pre-trained CNNmodels based on publicly avail-
able frameworks, for example, based on Google’s Mediapipe [14]. This framework
supports various hardware platforms, has ready-made solutions for recognizing faces,
eyes on a human face, and irises. The framework code is distributed under theApache
2.0 license.Models are processed using the TensorFlow and TFLitemachine learning
frameworks. Using Mediapipe simplifies the development of pattern recognition
applications and obtaining high-quality initial data for analysis.

This chapter proposes a technology for obtaining pupillograms based on the
specified framework use. Figure 1 shows the main stages of this technology.

At the initial stage, the face is detected in the image using Mediapipe, the mesh
is applied to the face for better visualization. At the second stage, the eye area is
extracted, the iris size of the eye is calculated, and the binary mask is formed to
subtract areas that are not the eyeball from the image. The third stage is used for the
color spaces of the image preprocessing and transforming, noise normalizing and
filtering, glare detecting and eliminating. At the fourth stage, using the FloodFill
algorithm (filling), regions of uniform color located in the middle of the iris are
selected, which leads to the connecting of the pupil pixels into one segment. This
algorithm is often used in graphic editors to determine the areas that should be filled
with a specific color. At the final stage, the area of the resulting segment is calculated,
normalized relative to the size of the iris, according to the following formula:

S = Spupil/Siris,

Fig. 1 The developed technology main stages diagram
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Fig. 2 Pupillogram obtained
using the developed
technology (abscissa—time
in seconds, ordinate—the
area of segment S)

where Spupil—pupil area in pixels, Siris—iris area in pixels.
Based on the calculated values, a pupillogram is formed, an example of which is

shown in Fig. 2.
The resulting time series [15] is the desired pupillogram, on the basis of which

it is possible to perform neural network modeling and the human functional state
assessment [16]. As it can be seen from the figure, the pupillogram has a fairly stable
shape, there are no outliers and missing values on it. The resulting pupillogram
can be used for further processing based on the calculation of values and analysis
of its parameters [1]. In addition, images of pupillograms can be used directly for
classification based on the construction and use of CNN [1].

3 Pupillograms Analysis and Classification

In pupillometric diagnostics, the dynamics of changes in the size of the pupil is
presented in the form of a pupillogram, which has characteristic parameters: the
initial,minimum, andfinal diameter of the pupil, the diameter of the half-constriction,
the latent time of the pupillary reaction, the time of half-constriction, expansion, etc.
By analyzing the values of these parameters, it is customary to evaluate deviations
in the human nervous system functioning [4, 17]. Different sets of the values of the
pupillograms parameters are associated with certain functional states, for example,
“norm” or “deviation from the norm”.

Such a presentation of the initial data makes it possible to classify the set of
the values of the pupillograms parameters by various methods of analysis [18–22].
So, for example, to assess the human functional state by the types of “norm” and
“deviation from the norm”, themethods ofmathematical statistics and neural network
analysis can be used. An example of an effective model for estimating the values
of the pupillograms parameters is the model of a collective of neural networks.
It is a combination of several neural networks of the same architecture, formed
on the basis of the bootstrap method. However, the input parameters variability
coming to the input of the collective of neural networks, caused by different filming
conditions, equipment characteristics for video recording, delays in the hardware
operation, leads to a decrease in the functional state assessing accuracy. Thus, the
new effective methods development for pupillograms analysis is relevant to improve
the classification accuracy.
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Since the pupillogram is a two-dimensional image, it is possible to use convo-
lutional neural networks to classify it. In this study, the pre-trained neural network
model ResNet18 was used to assess the human functional state. It is capable of
additional training on any class of images, including images of pupillograms.

Thismodel consists of 20 layers. The first layer has 64 7× 7 filters with a step of 2.
Then there is a convolutional cascade of layers of 64, 128, 256, and 512 3× 3 filters
with a step of 2. There are two 3 × 3 sub-sampling layers in 2 steps with maximum
value selection (Max Pooling) and average value selection (Avg Pooling). After the
convolutional part, there is a fully connected layer, which has 512 neurons at the
input and 2 neurons at the output. This layer is responsible for the human functional
state assessment based on the values of features from the convolutional layer and
has two classes: normal functional state and deviation functional state. All images
of pupillograms passed the preliminary stage of normalization and were reduced to
a size of 224 × 224 pixels, as required by the architecture of ResNet networks, and
then transformed into a tensor format—a data structure used in convolutional neural
networks.

4 Hardware and Software Complex for Human Functional
State Assessing

To implement the proposed technology for obtaining, neural network analysis of
pupillograms and assessing human functional state, a software and hardware complex
(HSC) has been developed, shown in Fig. 3.

The hardware part of the complex is a combination of a video recording device
(IR-sensitive video camera), an illumination source (infrared andwhite illumination),
a computer for processing the results, and other peripheral equipment. This part of
the HSC is a ready-made stationary solution with the possibility of transportation
and deployment in any suitable premises in a short time.

The software part of the HSC consists of two main subprograms and implements
the technology stages for obtaining pupillograms, neural network modeling based
on the ResNet18 CNN, as well as conducting research and experiments. An example
of the program’s operation is shown in the following screenshot (see Fig. 4).

In the presented program window, visualization of the main stages of obtaining
initial data is used, in particular: face detection and localization of the human eye area,
search for iris and pupil circles, obtaining a peak pupil size, forming a pupillogram
in the form of two-time series for each eye. In the process of the program’s operation,
its operator has given the opportunity of person’s face accurately position, detail and
focus the eye area, and a preliminary assessment of the pupillary response.
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Fig. 3 General view of the hardware and software complex

Fig. 4 An example of the program work of human functional state assessing
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5 Research-Based on Software and Hardware Complex

To conduct research on the basis of the developed hardware-software complex, the
functional state of human fatigue was used as the target functional state. The main
assumption about finding a person in a state of fatigue was the presence of signs of
psychoemotional and physical stress after a 24-hwork shift in an organization that has
an around-the-clock work schedule with a “day or two” shift schedule. Accordingly,
before taking up the daily watch, a person must be in a normal functional state.

In the course of the research, initial data (images of pupillograms) were collected
in a group of men and women, a total of 60 people, 25–35 years old, on duty around
the clock with a break for rest of 3 h a day and subsequent rest for 48 h. The groups
were divided by 20 people every day. Data collection was carried out within 3 days.
Obtaining the initial data was implemented before taking over the daily watch and
after the end of the 24-h shift for each person, during the period of the day from 8:00
to 8:30.

When collecting data, the same external conditions were provided: a room with
the artificial light turned off, the windows were closed with translucent curtains, the
person did not take medications that affect his central nervous system. A preliminary
survey of their general condition was carried out in the subjects under study. When
deviations in a human were detected that did not correspond to his target functional
state, data collection was not carried out.

For each person, a data sample was formed, consisting of two pupillograms (one
for each eye). To enrich the data, a repeated video recording of the pupillary reaction
was carried out with a time interval of 10 min. Thus, for each person participating in
the study, 8 pupillograms were obtained (4 for each functional state). In total, during
the study, 480 pupillograms were obtained and analyzed, an example of which is
shown in Fig. 5.

Figure 5a shows an example of a pupillogram of a person before starting the daily
shift (normal functional state), and Fig. 5b—after the end of the 24 shift on duty
(state of fatigue). The abscissa shows the frame numbers in the video image, and the
ordinate shows the pupil size.

Fig. 5 An example of the obtained pupillograms
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Fig. 6 Examples of successful (a) and erroneous (b) recognition of pupillograms

Examples of successful and erroneous recognition of pupillograms based on the
proposed convolutional neural network model are shown in Fig. 6.

Figure (a) shows that the key elements of the pupillograms (slopes and rises of
the time series), despite their obvious visual differences, caused, incl. differences in
shooting conditions and delays during the operation of the HSC were successfully
recognized and correctly evaluated by the neural network model. Figure (b) shows
that the third pupillogram is incorrect due to a large number of gaps in it. Because
of this, it was misidentified. This additionally actualizes the need for a pupillograms
quality preliminary assessment and the automation of this process at the stage of the
initial data preparation.

In addition, to compare and assess the accuracy of the results obtained, twomodels
of the CNN were used, formed on two data sets obtained from the same initial video
fragments, but using different technologies for their processing. The first set was
obtained using classical computer vision methods, the second set is based on the
iris and pupil circles manual marking, used to improve the accuracy and quality
of the initial data, but requiring the use of additional time resources. To assess the
constructed model’s efficiency, the 1st and 2nd kind errors were used, as well as the
overall classification accuracy.
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Let class “1” be the human functional state of the type “deviation” (the case of
positive examples), and class “0”—the human functional state of the type “norm”
(the case of negative examples). In this case, the 1st kind of error occurs when the
model incorrectly classifies the functional state of fatigue as a norm. Accordingly,
the 2nd kind of error occurs when the normal human functional state is classified
incorrectly.

The 1st kind of error was calculated using the following formula:

E1 = n1
N1

× 100%,

where n1—number of positive examples rejected,N1—the total number of examples
in the testing sample.

The 2nd kind of error was calculated using the following formula:

E2 = n2
N2

× 100%,

where n2—number of negative examples rejected,N2—the total number of examples
in the testing sample.

The results of 1st and 2nd type errors calculating, as well as the overall
classification accuracy are presented in the following Table 1.

As it can be seen from the presented table, the CNN model (in comparison with
other models) has a higher classification accuracy, and the number of 1st and 2nd
kind errors, respectively, is less.

The results of the research showed that the developed CNN model has a better
classifying ability in comparison with the collective of neural networks models.
Taking into account that the models’ effectiveness assessment was carried out on
validation data that are not part of the training and testing sample, we can count

Table 1 The constructed neural network models comparison

Criteria
Model

Circles obtaining
method (pupil
boundaries)

1st kind errors
(%)

2nd kind errors
(%)

Classification
accuracy (%)

NNT model No. 1 Computer vision
based on
segmentation
methods

0,3 4,3 95,4

NNT model No. 1 Manual marking 0,3 3,1 96,6

CNN model Computer vision
based on the
MediaPipe
framework

0,2 2,8 97
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on that the CNN model can effectively classification new data characterizing the
functional state of human fatigue.

Thus, the proposed technology for initial data collecting and analyzing based on a
convolutional neural network model can effectively solve the problem of the human
functional state assessment.

6 Conclusion

The technology of obtaining pupillograms for neural network modeling and assess-
ment of human functional state described in the work, as well as its software and
hardware implementation, demonstrated the possibility of the more efficient and
qualitatively new approach in solving various problems of pupillometric diagnostics.
Elimination of various artifacts of time series through the use of modern methods
of computer vision made it possible to improve the initial data quality, to preserve
the time series properties necessary for analysis [15], and to ensure the stability of
obtaining the dimensions of the eye circles in front of various artifacts in the images.
In addition, the use of convolutional neural networks has led to the possibility of
constructing new effective models for assessing the human functional state.

The developed CNN model for assessing the functional state of human fatigue
can be widely used in various subject areas:

1. in the field of ensuring life safety for monitoring and assessing the state of
personnel fatigue at workplaces, where the performance of certain types of
activities is associated with an increased risk to human life and safety, as well
as ensuring the functioning of various critical infrastructure;

2. in the field of transport security for monitoring the fatigue state of bus drivers,
passenger aircraft pilots, etc., including through the introduction of pupillometry
into the procedures of pre-tripmedical examination as a decisionmaking support
system on admitting or removing a driver from driving motor transport if he has
signs of fatigue [23];

3. to conduct various screening studies of a large number of people to identify
deviations in their functional state.

Thus, the obtained results indicate the developed technology’s effectiveness and
its practical use possibility for constructing models for the human functional state
assessing and solving a wide range of problems in various subject areas.
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Abstract The purpose of the research: to study basic clinical and hormonal,
metabolic, and psychological disturbances in childrenwith obesity in various periods
of the year. To evaluate the effectiveness of occupational therapy and identify the
features of different systems of the body depending on the periods of the year based
on calculation value of the integral indicator of health for children with obesity. In a
survey of 298 children, of whom 200 people with obesity and 98 healthy children,
month-to-month differences in the lipid and hormonal status of healthy children in
the Siberian region were established, and clinical and laboratory characteristics of
childhood obesity within a year were described. From December to July, in contrast
to other months of the year, violations of psychoemotional status and decline in
physical performance, improving lipid profile and proinflammatory cytokines were
identified. Differentiated approach to the treatment of children with obesity, taking
into account the monthly features of the main indicators of the clinical, hormonal,
metabolic, and psychological status of these patients was substantiated.
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1 Introduction

Currently, there is an increased interest in the study of rhythmic processes in the
body, both in normal conditions and in pathology. The study of biorhythms allows
assessing the level of reactivity, functional state, and adaptive capabilities of the
organism [1–3]. To this end, a large number of studies in the field of chronobiology
of energy balance of the organism were made [4, 5], and the influence of seasonal
changes in the environment on the functional state of organs and systems [6, 7],
the level of physical performance, as the adaptive capacity and resistance of the
organism, the effectiveness of medical, health [6, 7] and training [7–9] activities
were examined. Despite this, the choice of a clear therapeutic approach, given the
time period of the year in children with obesity in pediatric practice to date does not
exist. Monthly study of metabolism indexes in healthy children and children with
obesity may serve as a basis for the development of new approaches and methods
of rehabilitation of pediatric patients with obesity and increase the effectiveness of
therapy in the adverse timing of the annual cycle. For an objective assessment of the
effectiveness of treatment of a large number of recorded parameters for each patient,
one must select the most informative indexes, providing the greatest contribution to
treatment outcomes. The development of an individual integrated indicator of the
health of children with obesity at the were proposed stage of medical rehabilitation
for this purpose.

2 Research Methods

In accordance with the intended purpose, a research strategy was developed. It
included a monthly study of lipid and hormonal status in healthy children and obese
children during the year and an evaluation of the effectiveness of the standard complex
of restorative treatment.

Patients. In accordance with the goal and objectives, the clinical study of 298
children was conducted. They included 200 patients (100 boys and 100 girls), which
were obese of I-III degrees aged 10–15 years (of 12.9 ± 1.5 years), and 98 children
of a similar age (12,8 ± 0,1 years) were almost healthy (40 boys and 58 girls). They
constituted the control group. 7–19 people were surveyed monthly. The inclusion
criteria were children age from 10 to 15 years, the consent of the child, the parents
signing a voluntary informed consent, bodyweight ≥95 percentile. The condition
of children was assessed at the admission of children to treatment and the end of
the rehabilitation course. Indexes measured in children were clinical and laboratory
data: indexes of the immune system, biochemical and hormonal blood tests.

The control group included children of average physical development, blood pres-
sure parameters not exceeding 90 percentile for given sex and age, without chronic
diseases, in which there were no acute diseases within 3 months before the study.
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All patients with obesity (200) were prescribed standard treatment. The complex
consisted of a reduced-calorie diet, doing step aerobics on a daily basis, Sharko
shower every other day (10 sessions), electro sleep every other day (10 sessions),
sessions with a psychologist.

The diagnosis of obesity was established according to the accepted classification
[3]. Centile tables of weight, height, waist circumference [9] were used to evaluate
physical development. Indexes of waist circumference (WC) corresponding 90 or
more percentile were evaluated as abdominal obesity. The bodyweight was evaluated
using percentile tables of weight and bodyweight index (BWI) for a certain age and
sex [10–12]. Blood pressure indexes were assessed by centile tables taking into
account gender, age, height.

The total lipids content (TL), total cholesterol, triacylglycerides, cholesterol of
high-density lipoproteins (TC,TG,HDL-C) in the blood serumof patientswere deter-
mined using test systems produced by «Olvex Diagnostikum», Saint-Petersburg.
The insulin content in blood serum was determined using an EIA kit for deter-
mination of insulin «Diagnostic System Laboratories». The HOMA-R index was
calculated by the formula: HOMA-R = ENT × UIN/22,5, where ENT—fasting
glucose, mol/l; UIN—the level of fasting insulin, mu/L. Cortisol was studied using
sets of «SteroidIFA-cortisol» (SteroidEIA-cortisol). The study was performed on the
EIA analyzer «Stat Fax 303 Plus» (USA). Veloergometry (VEM) was conducted on
the cycle ergometer TUNTURI. According to the results of VEM indirect indexes
of physical health—TFN (W), total work (units) and double product of systolic
blood pressure on heart rate divided by 100 (double product, Rel. units) were deter-
mined. The psychoemotional status was assessed according to test methods (projec-
tive method Luscher color choices, the technique of Ch. D. Spielberger—Yu. L.
Hanin to determine the level of personal and situational anxiety).

Assessment of immediate results of treatment was conducted according to a
special adapted integrated modular system, health assessment, which is based on
a unified system of standardization of the values of quantitative and qualitative indi-
cators on a scale of Harrington [4–6] and the integral-modular assessment of health
with the determination of an integral index of health (IPZ) [6]. When evaluating
the effectiveness of treatment indexes that affect the patient’s quality of life and
indexes describing the development of metabolic disorders were used: complaints
(level of appetite, fatigue, shortness of breath on exertion, headaches, discomfort
associated with excess weight); objective measures (BWI, blood pressure, indicators
of the functional state of the cardiovascular system (according toVEM); indicators of
hormonal-metabolic status (fasting glucose, cholesterol level, HDL-C, TG, insulin);
indicators of emotional state (level of stress, situational anxiety, emotional tension).

The upper and lower bounds of the norm were set for each index.
Baseline information about laboratory values can be formally represented in a

matrix Xmn:
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Xmn =

⎛
⎜⎜⎝

x11 x12 ... x1n
x21 x22 ... x2n
... ... ... ...

xm1 xp2 ... xmn

⎞
⎟⎟⎠

where n is the number of indexes; m—the number of children.
In addition, there are vectors characterizing the range of norm for each index,

where vectors (x1n, …, xnn) and (x1v, …, xnv)—lower and upper limits of normal
values for healthy children.

This formof presentation enables the use of systemmodeling techniques in solving
problems related to the selection of informative indexes and development on their
basis of integrated indexes of health.

The method of description of nonlinear dynamic systems was used for the forma-
tion of the generalized performance evaluation of the condition of the investigated
object and its changes. It is necessary to consider features of functioning of biological
objects, namely that their characteristic stable equilibrium state, supported by internal
and external energy resources and nearwhich aremade of cyclicmetabolic processes.
Depending on external conditions, equilibrium states themselves can change over
time or maintain a constant value for a certain period of time. So it makes sense to
consider properties of such systems and their characteristics in a small region defined
by the admissible values of deviations from the equilibrium state.

Let’s introduce the concept of dynamical systems, their state variables and deter-
mine the effects of the motion of such systems. For this we use the standard form
of the mathematical description of the system and denote X(t) = {×1(t) × 2(t), …,
xn(t)} as state variables; U(t) = {u1(t) u2(t), …, ur(t)} as their measures; W(t) =
{w1(t) w2(t), …, wl(t)}—the external and internal energy resources. In the simplest
case U(t)= C · X(t), where C is the identity matrix. In the general case, the system is
nonlinear, characterized by the equilibriumvalues of the variablesX0(t)W0(t),which
can change over time, and their fluctuations in some acceptable limits. To introduce
motion effect systems (which is what is of interest) we use the phase representation
of condition coordinates and introduce the vector �yi (t) = {xi (t), ẋi (t)}.

The dynamic system is a system described by the differential equation in the form:

Ẏ (t) = FY

( �Y (t), �W (t)
)
, (1)

where FY is a vector force field.
Using the state variables Eq. (1) can be rewritten in the form:

Ẍ(t) = FX

(
X (t), Ẋ(t), �W (t)

)
, (2)

Here FX is a vector strength function that determines the motion of the system in
a certain area.
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The structure of Eq. (2) describes the behavior of the vector oscillator, in which
sustained oscillations near equilibrium are supported by compensation for losses
due to external and internal resources. As mentioned above, in the phase space such
trajectories are limited on some hypersurface satisfying the condition

(X (t) − X0)
T · P · (X (t) − X0) + (

Ẋ(t) − Ẋ0
)T · Q · (

Ẋ(t) − Ẋ0
) = V = const.,

(3)

Here P and Q are positive definite symmetric matrixes.
In the one-dimensional case, the hypersurface is expressed in the surface bounded

by the ellipse.
The second term of the expression (3) determines the effects of the motion of the

system and can serve as a generalized assessment of the functioning of the system
on the time interval [t, t1]:

γ =
(
Ẋ(t) − Ẋ0

)T · Q · (
Ẋ(t) − Ẋ0

)

V
= 1 − (X (t) − X0)

T · P · (X (t) − X0)

V

At the points X(t) = XA(t) velocity is zero Ẋ∂ (t) = 0 and V∂ = (X∂ (t) − X0)
T ·

P · (X∂ (t) − X0), then

γ = 1 − (X (t) − X0)
T · P · (X (t) − X0)

(X∂ (t) − X0)T · P · (X∂ (t) − X0)

Let’s introduce the index:

κ = √
γ − 1 =

√
(X (t) − X0)

T · P · (X (t) − X0)

(X∂ (t) − X0)T · P · (X∂ (t) − X0)
, (4)

Here, changes in κ are in the range 0 ≤ κ ≤ 1, and κ = 1 corresponds to health,
and κ = 0 indicates the disease.

Before the application of the developed criteria in practice it is required to solve
the following problems:

• to select informative indexes of the total number of registered, determine
equilibrium values and tolerances;

• to choose the method of scaling of a source data to bring them to a single dimen-
sionless measurement system for the subsequent merger of the integral index of
health;

• to develop a method to evaluate the effectiveness of treatment based on an
integrated index of health.

A Pareto chart was used to select informative indexes. It is simple enough to grasp
by doctors and does not require sophisticated software solutions on the one hand, on
the other hand, it provides speed and accuracy of calculations.
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Fig. 1 Example of
constructing a Pareto chart

A Pareto chart is a histogram in which each column reflects the relative contribu-
tion of every element in the studied problem, and all of them are ranked in descending
order according to the degree of cumulative contribution from left to right.

According to the rule of constructing thePareto chart, the source data is determined
by the number of deviations of each index from the norm:

a ji =
{
0, i f x ji ∈ (xiH , xi B);
1, i f x ji /∈ (xiH , xi B);

bi =
m∑
j=1

a ji (5)

where bi—the number of deviations of the i-th index; xji—the value of i-th index for
j-th patient; (xin, xiv)—the lower and the upper limit of the norm of the i-th index;
i = 1,…,n; n—number of indexes.

The received deviations are in descending order, and a bar chart is constructed,
as shown in Fig. 1.

Afterward, the percentage of deviations of each index from the total number of
deviations on the graph is calculated and a line of cumulative percentage is applied.

The determination of informative indexes is based on their cumulative percentage
contribution to the process under study. In our case, the most informative indexes
were taken as that contributing about 80%.

When calculating the integral index of health (IIH) it is necessary to combine vari-
ables of different scales. Tomake a valid comparison of values of different laboratory
features scaling is usually used. The main issues of the scaling of the input informa-
tion are, first, the choice of a suitable scale, secondly, the choice of the membership
function.

In several papers [5–9] a scale of correspondences between the relations of prefer-
ences in the empirical and numerical systems in the form of standard markers (scale
of preferences Table 1) is proposed to be used.

To do this, the so-called membership functions [5–7], based on which indexes
are formed and defined health area preferred (desirable) state, denoted by the letter
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Table 1 Empirical and
numerical matching of the
scale of preferences, CONV.
units

The empirical system Numerical system

Very well 1.00…0.80

Well 0.80…0.63

Satisfactory 0.63…0.37

Bad 0.37…0.20

Very bad 0.20…0.00

“d” from the English. desirable—desirable, are applied. These functions represent a
natural way of transferring values into a single unitless numerical scale with fixed
boundaries.

Specific ways of implementation of the membership function can be very diverse:
expert functions, simple analytical functiony, the function of Harrington, etc.

In this chapter, we used the membership function of Harrington [13, 14] (Fig. 2),
which in general terms, we can write down

ln d(zi ) = −e−zi , (6)

zi = xi − xi
xi B − xiH

,

where d is the membership function; zi is the coded value of the i-th indicator, which
is a dimensionless value; xi—the value of i-th index in the original scale; xin, xiv—
lower and upper limits of the norm, respectively, for the i-th index in the original
scale.

In this form, the function can be used for indexes limited from below. If the
index has the limitation above, then it is necessary to use the “mirror” function by
Harrington:

Fig. 2 The graph of the Harrington function for measures limited from below
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ln d(z) = −ez, (7)

If the index has bilateral constraints, it is necessary to take the proper value of the
index or to calculate the average value for the interval constraints, if due importance
is not set, and then use formula (6) for the left part of the interval constraints, and,
respectively, formula (7) to the right.

After scaling and aligning the baseline to the interval [0–1], the formula (5) takes
the form:

E =
√

(d1 − 1)2 + (d2 − 1)2 + ... + (dn − 1)2

n
=

√
1

n

∑n

i=1
(di − 1)2, (8)

where di is the value of initial indexes xi, that normalized to the interval [0–1];
n—number of indexes.

When calculating Euclidean distance, it is defined how far the patient under study
is from the healthy man with ranging varieties equal to 1.

The integral index is easy to represent in percentage for medical workers. To do
this it is necessary to subtract value E, calculated with the formula (8), for a certain
patient from 1 to get the result in the form of the current value of the health level and
not as the deviation from the norm:

IIH = (1 − E) · 100%, (9)

To conclude the health condition of a patient, the integral of values of IIH from
0 to 100% one can divide so-called health levels according to the Harrington scale
(Fig. 2).

The method of individual assessment of the state of human health based on clin-
ical and functional parameters does not only provide the ability to make unbiased
decisions but also allows their application in the evaluation of the effectiveness of
sanatorium-resort treatment. It is necessary to determine the IIH before and after
treatment. Besides, the introduction of the integral index allows predicting the effect
of assigned treatment.

For experimental verification of the developed index together with Tomsk
Research Institute of Balneology and physiotherapy the group of children and adoles-
cents of both sexes aged from 7 to 15 years with thyroid disease and obesity as a
concomitant pathology was created. The status of each child was assessed at admis-
sion to treatment and the end of the rehabilitation course based on a set of laboratory
data. Also, the EEG recording remained for each child.

Children were divided into three groups for research purposes: the nature of
obesity on hypothalamic (TH) and constitutional-exogenous (KEO), and the presence
of thyropathology—endemic goiter (GOITER).

First of all, informative indicators of the total number of laboratory data in groups
were selected with the Pareto method. As a result, the set of the analyzed laboratory
indexes were reduced 2 times (from 34 to 17).
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Differences in the composition of informative indexes for different groups
of patients were differentiated, it will allow doctors to understand better their
characteristics and to approach scheduling medical procedures on a case-by-case
basis.

According to the formula (9), the integral index of health (Table 3) for all indexes
and informative and uninformative indexes separately by groups was calculated.
Obtained results confirm the accuracy of the selection of informative indexes and
prove the possibility of their use for the assessment of children without losing signif-
icant information. In addition, the department of uninformative indexes allows to get
rid of the noise and see the picture regarding the patient’s condition better.

The ranking of the characteristics was carried out as follows: no abnormalities—
1 point; above or below normal 25%–2 points, above or below the average corre-
spond 26–50%–3 points; above or below the norm by more than 50%–4 points.
IIH was represented in percentage, using the scale of Harrington (100–75%—
the normal standard of health; 75–60%—moderate decline; 60–45%—a significant
decline; <45%—a marked decline). The assessment of the treatment effect (� IIH
= IIH after treatment. before treatment) was carried out with the use of a four-point
system: � IIH more than 10.1%–3 points—a significant improvement; 5,1–10%–2
points—improvement, 0.1 to 5%–1 point—no change, 0% and less—decline.

3 The Result of the Study and Discussion

200 children with obesity were examined. The age of patients at the beginning of
the disease was 6.5 ± 2.2 years. The disease duration was 4.5 ± 2.3 years (6 months
to 10 years). Obese children had a family history of obesity—100 (50% children),
thyroid diseases—10% (20 patients), diabetes mellitus type 2–11% (22 children),
hypertension—23% (46 people).

Anthropometric indexes showed that all the children under observation had a
hypersthenic constitution with highly developed subcutaneous fat. Excess body
weight in children with obesity before treatment was 45.04 (22.10; 58.67) %, BMI
was % to 28.91 (of 27.21; 30.17) kg/m2. WC was consistent with the abdominal
type of obesity in 42 (21%), which is a risk factor for metabolic disorders in these
children.

For children with obesity, it was characteristic to have the tension of the psychoe-
motional sphere. Increase of levels of common stress (CS), situational anxiety (SA),
and mental and emotional stress (MES during all months of the year, in comparison
with healthy children (p < 0.05). A decline in physical performance and endurance
was noted in childrenwith obesity.Adecline of tolerance to physical stress (according
to VEM) was registered from December to July (average of 75.5 W), relative to
healthy (92.1 (up 86.8; 97.4) W), p < 0.05.

Most of the researchers note mandatory for obesity changes in lipid metabolism
[3, 7, 15]. A monthly study of lipid metabolism in healthy and obese children has
revealed mixed trends in these indicators. Thus, the content of AL in blood serum
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from September to December and March was higher in healthy children (p < 0.05),
and in January, February, April, and December—obese children, p < 0.05 (Table 1).
The cholesterol level of healthy children was characterized by an increase from
September through January relative to other months, p < 0.05. In patients with
obesity cholesterol indexes exceeded the indexes of healthy people in February,
spring (March, April,May), and summermonths (June, July), p < 0.05. In September,
minimumvalues of total cholesterolwere recorded in childrenwith obesity, in healthy
people—maximum values, which is probably connected with different reactions at
the beginning of the school year in healthy and obese children.

The increase of cholesterol level in childrenwith obesitywas observed inFebruary,
March, and June relatively to other months of the year, p < 0.05 (Table 1). Healthy
children from September to October were noted with maximum content of HDL,
compared to other months of the year. The decline of HDL in children with obesity,
relatively healthy, was recorded in January, May, June, September, and October, p <
0.05. In February the lowest level of HDL-C was recorded in children with obesity
of 1.09 (0,89; of 1.22) mmol/l and in October—the highest of 1.29 (1,06; of 1.65)
mmol/l, p < 0.05. Maximum values of TG in the blood serum of healthy children
were in the summer months (June–August), p < 0.05.

It is known that elevated levels of TG in childhood as predictors of the early
development of cardiovascular disease in adults [3, 16]. In children with obesity the
content of TG was higher than in the healthy group, p < 0.05 from February to May.

The content of insulin in the blood serum of obese children in almost all months
of the year was significantly higher than in healthy children, but the maximum values
were recorded in December as 20.6(11.5; 25.2) and March of 15.7(11.1V; 21.7), p
< 0,05 in comparison with indicators of November 11,0(7,8; 14,3). The content of
cortisol in blood serum in children with obesity in December, January, February,
March, June, and July exceeded the same in the spring (April, May) and autumn
(October and November) months, p < 0.05 (Tables 2 and 3).

Thus, in healthy children during the autumn–winter the intensification of lipid
metabolism was noted, it can be considered as an adaptive reaction to cold time of
year when the use of lipid energy in order to compensate for increased energy costs.
We believe that the change in the lipid spectrum in children with obesity (relatively
healthy) throughout the year can be regarded as the initial stage of the formation of
lipid disorders [18, 19].

Table 2 The scale of
correspondence of the integral
index to the health level

IH, % Health level

100…80 Normal

80…63 A slight decrease

63…37 A moderate decrease

37…20 A significant decrease

20…0 Marked decrease
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Table 3 The integrated indicator of health (KEO)

Integral index
health

All indexes Informative Uninformative

Before
treatment,
%

After
treatment,
%

Before
treatment,
%

After
treatment,
%

Before
treatment,
%

After
treatment,
%

Slight decline 45.53 64.23 47.15 66.66 98.38 99.19

Moderate
decline

27.64 33.33 25.20 31.71 0.81 0.81

Dramatic
decline

4.07 2.44 4.07 1.63 0.00 0.00

Prominent
decline

22.76 0.00 23.58 0.00 0.81 0.00

On the basis of a monthly analysis of indicators of clinical and metabolic status
in children with obesity, we hypothesized that the efficacy of standard integrated
physio-balneotherapy in the time intervals of the year from December to April, from
May to July, and from August to November will be different.

3 time periods were marked in the result of a search for the largest deviations of
the studied indexes by months in children with obesity: from December to April,
from May to July, and from August to November.

After treatment, the condition of obese children in all groups improved, frequency
of complaints was reduced. All children tolerated treatment satisfactorily. After treat-
ment, the standard complex had a decrease in bodyweight,WC,HCat all timeperiods
of the year [1, 3, 10, 11]. The decline in physical performance (according to velo-
ergometry) was observed from December to April and from May to July—before
and after treatment, p < 0.05. The increase in exercise capacity was observed during
treatment only from August to November, and 81.0 (78.3 per; 90.0) to 87.5 (85.0;
100.0) W, p < 0.05. The increase in «total work» was reported only in intervals from
August to November and from May to July, p < 0.05.

The results of the studyofmental and emotional status after application of complex
treatment showed that in all time periods of the year the OS level of emotional stress
(MES) reduced, p < 0.05. The increase in «total work» was reported only in intervals
from August to November and from May to July, p < 0.05. However, the level of
OS in children with obesity after treatment from August to November decreased by
12% and amounted to 6.0 (1.0; 9.0) scores. The level of ST in children treated from
August to November, decreased by 24% and amounted to 37,0 (30.0; 42.0) scores, it
did not differ from that of healthy children. The level ofMES also decreased by 24%,
p < 0.05. Thus, for children whowere receiving treatment fromAugust to November,
improvement of emotional state was more pronounced, compared with patients who
were treated in other time intervals.

After applying a standard set of treatments decrease of levels of TL and cholesterol
was reported only from August to November. Change of TL made −0.10 (−1.10;
to 0.20) mmol/l and TC −0,20 (−0.72; 0.43) mmol/L. From December to April, an
increase of TC in the blood of obese children was reported after a complex treatment
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from 4.03 (3.25; 4.82) to 4.66 (3.77; 5.55) mmol/l, p < 0.05, and from May to July,
the impact of the medical complex did not lead to the change of initially increased
cholesterol level in the blood of obese children. The tendency for a decrease in TG in
obese children after treatment was observed only from May to July with 0.78 (0.62;
0.97) to 0.72 (0.54; to 1.09) mmol/l, and in the period from December to April, the
TG level after treatment was higher than the indexes of healthy children in the same
time period of the year and was 0.94 (0.72 to; to 1.31) mmol/l, p < 0.05. Changes in
HDL-C after treatment was not observed in any of the periods of the year (Table 1).

An important role of insulin resistance and leptin resistance is observed in the
pathogenesis of obesity and related diabetes and metabolic syndrome [13, 20, 21].
Insulin levels in patients during the year did not differ between the groups and
decreased after treatment (p < 0.05), but it was higher than the control values.
Increased content of leptin treatment decreased in all groups (p < 0.05). Cortisol
in all children did not go beyond the limit of control indexes both before and after
treatment, which suggests that the assigned therapeutic complexes did not cause
disorders of adaptive reactions of the organism [13, 22, 23].

4 Conclusion

Thus, high efficiency of standard treatment (including diet therapy, exercise therapy,
Sharko shower, elektroantriebe, and psychotherapy) obese children is observed from
August to November (an increase of integrated health indicator by 15.4%). In other
months of the year, a correction of assigned complexes with regard to the obtained
results is required.

The analysis of the contribution of individual indexes to change the value of the
integral indexes of health was conducted. The result of the selection of informative
indexes was that the number of analyzed laboratory data was cut in half, which
significantly reduced the cost of examination of patients.

A generalized health index for the 3 groups of obese children was calculated,
which allowed assessing the effectiveness of rehabilitation. When using a compre-
hensive assessment of the health status of children with obesity before and after
treatment a pronounced positive effect only in the time interval from August to
November was observed (an increase of IIH 15.4%). The effectiveness of the stan-
dard complex treatment of obese children from December to July was 1.6 and 1.7
times lower. FromDecember to April, the impact of the standard complex was insuf-
ficient for the correction of disorders in the psychoemotional sphere (indexes of OS
and ST), physical performance (indexes of exercise capacity and general work) and
lipid metabolism (cholesterol and TG), which was reflected in a moderate increase of
IIH (9.8%) after treatment. FromMay to July. IIH increased only by 9.2% after treat-
ment due to the absence of pronounced dynamics of indexes of the psycho-emotional
sphere (OS and ST) and physical performance.
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Features of Protection of Intellectual
Property Obtained Using Virtual
and Augmented Reality Technologies

Oleg Slavin and Elena Grin

Abstract This chapter discusses the features of the application of modern technolo-
gies of virtual, augmented, and extended reality (XR) to obtain intellectual property.
The chapter describes the capabilities of mass-produced products and prototypes
for imitating various sensations: sight, hearing, touch, smell, taste. Describes the
use of XR technologies for collecting and analyzing Big Data. Examples of such
systems are CAD and training tools for specialists in complex systems. The types of
tasks for training specialists using XR are considered. Lists the intellectual property
that can be obtained using XR. Such objects include demonstrations, statistics on
learning outcomes,models that include objects and how they interact, and others. The
general and special methods of protecting intellectual rights are analyzed. Listed are
the overriding preventive IP protections that can be obtained with XR. The important
role of technical means of protecting intellectual rights, as well as virtual arbitration
systems, is noted. The possibility of using blockchain technology for the sale and
control of the intellectual property is indicated.

Keywords Virtual reality · Augmented reality · Extended reality · Virtual object ·
Objects of intellectual property · Terms of service · Data rights management

1 Introduction

Augmented and virtual reality technologies are digital technologies that affect the
user through various devices.
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A typical representative of virtual reality is computer games. Virtual reality (VR)
replaces the real world, affects the user, and considers his reactions. Augmented
reality refers to technologies that supplement the real world with digital objects or
replace objects in the real world. Representatives of augmented virtuality (AV) are
computer programs for displaying cartographic information on the real world on a
smartphone screen [1] or managing a group of wearable devices [2]. We will refer
to XR (extended reality) as all types of augmented and virtual reality.

Currently, the large majority of augmented and virtual reality technologies are
based on computer technology. Interaction with the user is realized using input
components, which are responsible for controlling the user’s reactions, and output
components, which are responsible for influencing the user’s sense organs.

We list the most famous XR devices.
Head-mounted displays (HMD) take the form of headsets and goggles to project

two streams of video images into the user’s eyes, protected from external light.
Displays show stereoscopic video images that are offset relative to each other,
which provide a realistic sense of a three-dimensional environment. HMD also
reproduces multi-channel audio and assesses the user’s position using sensors and
accelerometers.

Headsets and user-independent goggles allow the user to analyze the space around
them and add virtual objects to it. Most HMD have voice and motion recognition.

Other XR devices are virtual reality rooms, in which video images are displayed
on walls, for example, based on 3D displays, which allow the user to create the
illusion of a three-dimensional object by controlling the projection of a virtual object
on the screen depending on the user’s position. User orientation in virtual reality
rooms or head-mounted displays can be digitized using treadmill sensors or foot
platforms.

The listed virtual reality devices affect the user’s vision and hearing by displaying
video images and reproducing multichannel sound in headphones or acoustic
surround sound systems.

Prototypes of devices for simulating gustatory sensations are under development
[3]. There are studies of neuro interfaces in XR, which should allow getting rid
of controllers or significantly reducing their number. The latter include electroen-
cephalographic headsets (EEG headsets) for the extraction and analysis of electrical
signals from the brain and transmission to a computer [4, 5].

The XR devices listed above provide a wide range of imitation sensations for use
in both gaming and industrial processes.

However, the spread of XR technologies is hampered by many significant draw-
backs that do not allow taking advantage of all the possibilities of augmented and
virtual reality. The degree of full immersion in virtual reality (achieving immer-
siveness) is currently limited due to low display resolution and insufficient perfor-
mance of mobile platforms or low mobility of powerful systems equipped with
improved display devices. The main problems of augmented reality are associ-
ated with ergonomics, first of all, with a small viewing angle of screens of display
devices. The listed problemsof augmented andvirtual reality devices canbegradually
eliminated with further improvement.
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It may be assumed that XR technologies can replace traditional user-computer
interfaces. Bank of America Merrill Lynch in its study in 2016 indicated that, along
with other technologies [6], XR will be an important element of the fourth industrial
revolution. The turning point in the development of these technologies was expected
in 2020–2021. However, today the market of XR technologies is not mass for many
reasons, such as imperfections of the content and the implementation of devices for
interaction with the user.

2 Background

The use of XR in various fields of activity allows not only to offer the user new tools
but also to obtain with the help of these tools new knowledge and objects of interest
to other users and organizations. With the help of virtual devices, it is possible to
collect large amounts of data on the actions of users of a system designed for training,
sports, or military purposes [7].

Let’s consider several technologies that use augmented andvirtual reality, inwhich
the appearance of intellectual property objects is possible. This refers to objects
created by users of a CAD system or by users of a training system simulator.

Modern CAD systems, being universal (Autodesk) or professional (Oceaneering,
CATIA), are designed to create 3D models of various products, parts of products,
and sets of products. Modeling is an essential CAD tool to reduce early design errors.
The use of XR can significantly improve the ability of a CAD user to analyze the
shape of an object by:

– navigation through the virtual presentation;
– modeling the conditions for using the product;
– improving ergonomics;
– improving user information;
– formation by the user of control signals and other characteristics.

The Digital Twin of the Organization, developing the concept of digital twins, is of
particular relevance. A large amount of information about a complex object leads
to the complexity of the perception of the description of the object, that is, to a
reduction in the number of consumers. An adequate digital twin can reproduce the
same parameters as its physical counterpart. This gives users the ability to simulate
various operating conditions with the digital twin, without the risk of causing damage
to the real object.

The Digital Twin of the Organization is an interactive digital twin built on 3D,
VR or AR, AI and IoT, and BigData. The virtual twin allows using virtual reality
devices not only to detail the perception of an object but also to implement various
scripts of behavior with control signals.

The virtual twin exists on several levels:

– model of a part of an object;
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– a complete model that combines all models of parts of an object.

The interaction of several technologies allows you to accurately repeat the process
of a system or enterprise and to solve the following tasks:

– optimization of system functioning before commissioning;
– training of system personnel,
– monitoring of the system after launch.

An example of a software package operating in the geometric modeling environ-
ment Autodesk 3dsMax is described in [8]. The software package includes a module
for outputting virtual models for printing on a 3D printer to check the adequacy of
the designed equipment and modules for augmented and virtual reality (XR). These
modules allow you to study the complex cause-and-effect relationships of industrial
production facilities. The software package for creating a virtual twin of an industrial
enterprise allows you to obtain design solutions based on the raw data (drawings,
specifications, photographs, video materials) in the following form:

– the virtual three-dimensional geometric model with expansion,
– virtual video tours with expansion,
– applications for launching a virtual reality immersion module for workstations or

mobile devices,
– file to be sent for 3D printing.

One of the most important capabilities of virtual twins of industrial enterprises
is their use in the training of specialists. The most important tasks of training using
virtual twins of training simulators [9–13] are:

– formation of target indicators of production and resource constraints;
– decomposition of the product life cycle into key production stages;
– identifying leading experts for each stage of the product life cycle.

One of the tools for training managerial production personnel to study modern
industrial equipment, resource-saving control of technological processes based on
virtual reality is the use of computer simulators [14, 15]. Modern directions in the
development of intelligent computer simulators [16] are:

– development of cyber-physical systems and their introduction into the factory;
– application of augmented and virtual reality;
– use of intelligent human–machine interfaces.

The inclusion in the scientific and educational complex of computer systems for
training specialists using XR allows solving the following tasks:

– readjustment of the factory for a new type of product;
– simulation of complex physical and chemical processes of obtaining industrial

products;
– training in methods of accident-free maintenance of technological processes.
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The result of the training of specialists in the formation of technological regula-
tions for production. The work [17] indicates that the use of VR for training increases
the accuracy of work and the speed of task completion by 46% and 29%, respectively.
Technological regulations, visualized in the form of a detailed technological map of
production, consider the requirements of the product sales market, the requirements
of environmental safety, as well as the economic efficiency of each stage of the life
cycle and production as a whole [18, 19].

3 Intellectual Property Obtained Using Augmented
and Virtual Reality Technologies

A demonstration is a sequence of shots V(t), where t is a discrete-time, and V =
{V1, V2, …} is a set of representations of one shot. Each of the shot representations
is focused on influencing the viewer using various devices, for example:

– display devices on a flat screen, HMD, or virtual room screens;
– multichannel audio devices;
– devices for the synthesis of smells;
– tactile devices [20];
– devices for creating air streams [21];
– devices for simulating a water environment;
– devices for simulating gustatory sensations;
– temperature control devices [21].

Synchronizing user experiences is designed to enhance the viewing experience.
The user should be able to customize the parameters of the V(t) shot representa-
tions, resulting in a parameterized demo V*(t) that differs from the standard original
demonstration.

An interactive demonstration: F(V) = {V(t), e(t), u(t))}, where e(t) is the control
of the influence on the user, u(t) is the control of the user. The e(t) control can be
coordinated by various sensors of the state of the user, included in the XR technolo-
gies, and designed to assess the emotional impact on the viewer. The influence u(t)
allows you to choose alternative demonstration options.

For a rather complex demonstration, several modelsM(F)= {<e*(t), V*(t) > } can
be obtained, far from the planned impact on the user and, accordingly, with different
perception options.

Such models can be saved by the user on his technical means and transferred to
the training database system. By analyzing the control actions e(t), models can be
obtained that are focused on certain groups of users and are optimal for training users
of these groups.

The generated models may be of interest to other users and are objects of intel-
lectual property. The owner of the models is the owner of the training system, which
includes simulators. The objects of intellectual property can be:
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– images in various representations (flat or three-dimensional figures in a fixed form
or video recording, audio recordings, smells, tactile and temperature signals, etc.);

– models that include objects and how they interact;
– presentations;
– statistics on learning;
– big datasets of data for testing;
– big datasets for training AI;
– technological regulations;
– testing procedure;
– user training methodology.

In CAD systems, in the process of functioning and improved interaction with
multiple users, the parameters of devices, control models for product analysis are
refined. As a result of specifying the parameters, it is possible that new models
appear and can be considered as the results of intellectual activity. These results
can relate to traditional types of intellectual property such as a system, device,
substance, computer program, etc. However, the obtained results are complex objects
whose descriptions M(O, t) consist of large data arrays and require other protection
measures.

Some of the listed objects are objects of intellectual property.
For example, is a test procedure generated from a simulation of an unmanned

vehicle suitable for testing a real prototype. Another example is parameterized math-
ematical models of a virtual industrial plant. These models can be exported from the
training system to the monitoring systems of the operating enterprise. The use of one
model in several systems increases its value and allows us to consider it as an object
of intellectual property.

4 Protection Features of Intellectual Property Obtained
Using Augmented and Virtual Reality Technologies

Due to the complexity of XR technologies, the protection of rights to the obtained
results of intellectual activity must rely on several protection methods. Separate
general and special methods of protection.

The general methods of protecting intellectual property rights include the
following measures:

– recognition of rights;
– restoration of the situation that existed before the violation of the law;
– compensation for losses;
– self-defense rights.

Such measures are provided for, for example, by article 12 of the Civil Code of
the Russian Federation. The choice of the protection method is not regulated. At
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the same time, general protection measures can be applied only in the absence of
contradictions with the nature of intellectual rights.

Special methods of protecting intellectual property rights include the following
measures:

– recovery of compensation in case of violation of the exclusive right to various
results of intellectual activity and means of individualization,

– seizure and destruction of counterfeit material carriers,
– withdrawal from circulation and destruction at the expense of the violator of tools,

equipment, or other means, mainly used or intended to violate exclusive rights,
– publication of a court decision on the committed violation with an indication of

the actual rights holder.

Such measures are provided for, for example, in Articles 1250, 1252, 1253, 1474,
1515 of the Civil Code of the Russian Federation.

Many XR technologies are based on interactive demonstrations similar to gaming
computer programs. Therefore, for most objects of intellectual rights in the field of
the technologies under consideration, preventive protection measures are of primary
importance. These measures include:

– use of contractual mechanisms,
– technical means of protecting intellectual property rights,
– other non-traditional ways to prevent infringement of intellectual property rights.

Let’s consider each of these measures in more detail.
An important component of an overall XR intellectual property protection strategy

is the effective use of contractual mechanisms in addition to other forms of intellec-
tual property protection. These means include terms of service, as well as license
agreements for use and terms of use [9, 22, 23].

Terms of Service are specially developed rules for using a service provided on
the Internet via software or Internet service. Data Licenses and Terms of Use are
contractual instruments designed to protect against misuse and misappropriation of
data.

The considered contractual mechanisms are most effective for software (in partic-
ular, mobile applications) in the AR field. At the same time, the literature notes that
the use of the terms of service in games that implement VR technologies is also a
very effective measure. The terms of use provide VR developers with the ability to
actively avoid legal action by users who are trying to defend intellectual property
rights in virtual worlds.

It is noteworthy that the XR content developers may be directly responsible for
the illegal use of intellectual property rights, including if they allow users of XR
platforms to create and store content in their databases. In this regard, contractual
protections are of paramount importance as they allow XR platform developers to
address these issues by informing content producers that they must acquire exclusive
rights or enter into a licensing agreement for intellectual property objects used in
their virtual worlds [24].



110 O. Slavin and E. Grin

For the first time, technical means as a separate way of protecting copyright
and associated intellectual property rights were named in the civil legislation of the
Russian Federation in 2014. According to paragraph 1 of Article 1299 of the Civil
Code of the Russian Federation, technical means of copyright protection include
any technologies, technical devices, or their components that control access to work,
prevent or restrict the implementation of actions that are not permitted by the author or
other rightsholder in relation of thework. The same provisions apply to the protection
of associated intellectual property rights.

Examples of technical means of protecting copyright and associated intellectual
property rights are the following measures:

– increasing overhead when copying;
– controlling the distribution of copies (for example, the six geographical areas of

DVDs);
– protecting against unauthorized access.

For XR technologies, the most effective technical means of protecting intellectual
property rights are:

– Data Rights Management;
– watermarks;
– copyright traps—deliberate errors or other actions that facilitate the possibility of

proving the fact of copying the result of intellectual activity;
– technical tools for restricting access—the use of provisions of civil law prohibiting

bypassing technicalmeasures to prevent unauthorized access to copyrightedworks
(subparagraph 1, paragraph 2 of Article 1299 of the Civil Code of the Russian
Federation).

The experience of the World Intellectual Property Organization (WIPO) in terms
of the protection of the results of intellectual activity created in virtual reality is
very interesting. In May 2020, the organization presented a new platform for the
registration of intellectual rights—WIPO PROOF. According to the developers, this
system allows protecting authors and the results of their creative work from idea to
development and commercialization.

As part of this service, there is created a token, which is defined as a digital
“fingerprint” of a file or information with a date and time stamp, which can be used
as evidence in any legal dispute. You can buy such tokens either individually or in
a bundle with a validity period of 2 years. To use the registration system, you need
to go through user identification. The system is distinguished by confidentiality,
independent verification, and the absence of reverse engineering.

Thus, due to the one-way hashing mechanism, it is ensured that it is impossible
to reproduce the original digital file from the hash.

The application of the new WIPO PROOF accounting system is proposed to
provide evidence of the existence of trade secrets and other undisclosed or shared
assets; to provide evidence of the existence of creativeworks and designs, to facilitate
licensing and transfer of rights. The developers also note that the system will be in
demand for managing digital assets [25].
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In addition to the specifiedWIPO system, other services have been developed and
used to protect intellectual rights. For example, in the Russian Federation in 2017,
the IPChain platform based on blockchain technology was created to sell and control
the use of intellectual property. On the blockchain platform [26], the work license is
transferred to the user in the form of an electronic key.

Foreign literature also received extensive coverage of the use of virtual arbitration
systems [27] and virtual educational programs aimed at the preventive protection of
intellectual property in the virtual space [12].

Virtual arbitration systems are understood as mechanisms for resolving disputes
on the Internet. Such measures avoid litigation in the real world.

The advantages of this mechanism are:

– possibility of including conditions on such dispute resolution in contractual
agreements;

– guaranteed resolution of the dispute by the end of the process (as opposed to
negotiations and mediation);

– the presence of a procedure. In a dispute governed by arbitration mechanisms, an
external arbitrator controls the process and decides on its result. Thus, arbitration
can speed up the dispute resolution process.

– in-game arbitration reduces the costs that traditionally accompany court decisions.

5 Conclusion

At present, questions are being used on the application of traditional, existing
domestic law, methods of protecting objects, created by technologies of existing and
augmented reality. To protect intellectual property objects obtained using augmented
reality technologies, one can use the existing mechanisms for protecting intellectual
property objects in the Russian Federation, as well as world experience in this area.

The work highlights the following measures for the legal protection of the objects
under consideration:

– use of contractual mechanisms;
– technical means of protecting intellectual rights;
– other non-traditional ways to prevent violations of intellectual property rights.

At the same time, we note that at present the traditional institutions for the protec-
tion of rights to the results of creative work are also applicable to the results used
in modern and additional reality. The mechanisms of protection of rights provided
for by copyright and patent law, as well as norms for the protection of means of
individualization, are applied.
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Analysis of Russian Regions Innovative
Competitiveness Dynamics Using Fuzzy
Methods

Galina Chernyshova, Ekaterina Piunova, and Irina Veshneva

Abstract The problem of maintaining and improving regional competitiveness is
related to the general concept of socio-economic development within the framework
of the concept of Society 5.0. The purpose of this research is to apply digital tech-
nologies to implement new approaches to assessing and predicting regional devel-
opment. Decision-making methods under a variety of possibly contradictory criteria
are an effective tool for solving complex socio-economic problems, for providing
objective and effective solutions, including in conditions of incomplete information,
the uncertainty of macroeconomic conditions. The modified Fuzzy ELECTRE II
method which allows applying different distance metrics in the algorithm was used
for an integrated assessment of the competitiveness of regions. Approbation of the
proposed approach is carried out on the example of an assessment of various aspects
of regional competitiveness associated with the innovative development of regions.
To assess the dynamics, innovative competitiveness ratings of 80 Russian regions for
2014 and 2019 were constructed. A comparative analysis of the obtained estimates
allows us to identify regions that have the potential to develop competitiveness.

Keywords Digital model · Society 5.0 · Regional competitiveness assessment ·
Multi-criteria decision-making methods · Fuzzy ELECTRE · Ranking · Fuzzy
methods · Decision-making systems

1 Introduction

As part of the modern approaches to assessing regional competitiveness, there are
no generally accepted methods, and it leads to the use of different rating models to
solve the problems of strategic planning and management. Mostly these ratings are
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integral indicators, taking into account various sets of competitiveness indicators.
However, the use of integral indicators has significant limitations associated with
the data availability, the presence of non-linear relationships between indicators,
a certain degree of subjectivity in assessing the weight coefficients for individual
indicators [1].

Predictive analytics of the regional competitiveness dynamics and the assess-
ment of the corresponding risks are based on a limited statistical data set. At the
same time, some of the significant quantitative and qualitative factors may remain
outside the scope of official regional statistics, or the available data are not sufficiently
representative.

The purpose of this study is to use multiple-criteria decision-making (MCDM)
methods for an integrated assessment of individual factors of regional competi-
tiveness. The main tasks are the development of a methodology for using MCDM
methods based on fuzzy approaches to form a rating of the Russian region’s compet-
itiveness, application of the proposed approach for the competitiveness innovative
factors estimation for different periods, modeling the dynamics of regions compet-
itiveness development for further assessment and forecasting of competitiveness
risks.

The fuzzy models make it possible to specify the intervals of preferred param-
eter values, without requiring quantitative information about the implementation of
specific values within the specified interval. This avoids the use of averages. In the
case of limited availability of quantitative information about the object of the quality
of the initial information, a small volume of statistical samples, the approach based
on fuzzy logic seems to be relevant.

The use of fuzzy estimates allows us to specify the intervals of preferred param-
eter values, without requiring quantitative information about the implementation of
specific values within the specified interval. This avoids the use of averages. In the
case of limited availability of quantitative information about the object or a small
volume of statistical samplings, fuzzy modeling seems relevant.

2 Fuzzy Multiple-Criteria Decision-Making Methods

Multiple-criteria decision-making methods require that the selection is made among
alternatives described by their attributes. It is assumed that tasks related to MCDM
have a pre-determined finite number of alternatives, and their solution involves
sortingor ranking.Multiple-criteria decision-makingmethods provide aggregationof
criteria for selecting or ranking alternatives in the decision-making process. MCDM
studies involve aggregation operators for multiple criteria and the application of
different distance metrics in alternatives’ evaluation.

Decision-making is often associated with inaccuracy and incompleteness of the
data. One of the most relevant ways to solve this problem is the use of the concept
the fuzzy sets [2]. The common approach to the classification of numerous MCDM
methods is presented in Fig. 1. For a significant number of widely used methods
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Fig. 1 Modifications of multiple-criteria decision-making methods using fuzzy approaches

(AHP, MACBETH, VICOR, TOPSIS PROMETHEE, ELECTRE), modifications
using fuzzy sets have been developed. Methods based on interval and intuitionistic
fuzzy sets have also been proposed for processing fuzzy information.

These modifications of the MCDM methods can be used in various applications
(Table 1), while a quantitative assessment of alternatives is not required. Fuzzy
methods are used to describe ambiguity when solution evaluating. An expert in the
alternatives evaluating process can give linguistic assessments according to specified
criteria by the selected scale.
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Table 1 Application of a fuzzy approach in multiple-criteria decision-making methods

MCDM methods Method modifications
using a fuzzy approach

Applications areas Ictoqnik

Fuzzy AHP It allows you to eliminate
the imbalance in the scale
of judgments, the
uncertainty, and
subjectivity of the
judgments of experts, to
increase the accuracy of
ranking

Assessment of financial
performance of companies;
evaluating student projects
in education; software
systems implementations

[3–5]

Fuzzy MACBETH It uses qualitative
judgments about the
difference in attractiveness
between the two
alternatives to quantify the
alternatives for each
criterion and weight the
criteria

Choice of waste disposal
option

[6]

Fuzzy VIKOR It maximizes group utility
and minimizes individual
losses, taking into account
the preferences of the
decision-maker

Manufacturing of
customized high-quality
products in batches of
various sizes (agile
manufacturing)

[7, 8]

Fuzzy TOPSIS It allows to linearly order
objects described using
linguistic variables, the
values of which are fuzzy
numbers

Renewable energy
assessment; green supplier
selection problem

[9, 10]

Fuzzy PROMETHEE It allows you to evaluate
and select an alternative
from a set, which is based
on criteria that reflect the
pros and cons of
alternatives

Evaluation of the
effectiveness of the programs
of the Organization for
Economic Cooperation and
Development; Approach for
Ranking Contaminated Sites
Based on the Risk
Assessment Paradigm

[11, 12]

Fuzzy ELECTRE It implements a non-utility
theory approach to the
pairwise comparison of
alternatives. The advantage
of ELECTRE is that the
further application of
MMPR is carried out for a
reduced set of alternatives

Supplier selection
Selection of academic staff
Comparison of infrastructure
facilities
Tourism destination
competitiveness

[13–16]
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ELECTRE (ELimination and Choice Translating REality) method and its modi-
fications is a widespread method for solving applied problems. They are not based
on the classical utility theory, and they apply relative assessments of alternatives.
Binary dominance relations are built on alternatives set. The ELECTRE II method
uses outranking consistency and inconsistency relations, and there are several levels
of outranking relations. This method ranks the alternatives based on the threshold
levels of consistency and inconsistency. ELECTRE II was further developed for
processing ambiguous, indefinite, linguistic information [17–19]. Fuzzy ELECTRE
II can use both qualitative and quantitative evaluations of criteria, to analyze the
potential effects caused by the mismatch in the evaluation.

The standard Fuzzy ELECTRE II algorithm ranks the proposed alternatives using
a single metric, such as Euclidean distance or Hamming distance. The choice of
metric is an important aspect when comparing alternatives, while there are no gener-
ally accepted methods for choosing this parameter. The proposed algorithm uses
the following metrics for ranking: Euclidean, Hamming, Hausdorff, Tanimoto—
Jaccard, Zhuravlev, Manhattan, and Bray—Curtis. The final rating is based on the
results obtained for individual metrics.

3 Methodology of the Regional Competitiveness Assessing
by Modified Fuzzy ELECTRE II Algorithm

In the absence of a generally agreed methodology for assessing the competitiveness
of Russian regions, an extended system of factors was proposed [1]. For a system-
oriented analysis of regional competitiveness, the categories of transactional and
transformational indicators are highlighted. The hierarchical system of indicators
presents technical, social, natural resource, institutional, informational, innovative
indicators [20]. Approbation of the proposed approach to assessing regional compet-
itiveness is carried out for innovative indicators of competitiveness for the Russian
region: x1 is the internal R&D expenditure; x2 is R&D personnel with the academic
degree; x3 is the innovative activity of organizations; x4 is the volume of innovation
goods.

Themethodology for the integral assessment of competitiveness innovative factors
includes the calculation of the integral indicator for different periods, ranking of
regions, analysis of regional competitiveness dynamics in the context of innovative
development. The calculation of the total indicator for ranking regions with the
modified Fuzzy ELECTRE II algorithm can be represented as the following stages.

Step 1. Decision matrix construction.
Selection alternatives and criteria.
The criteria set is denoted by X = {x1, x2, . . . , xn}. Decision matrix elements

represent an estimation of i-th alternative Ai, i = 1, 2, . . . ,m, for to the j-th criteria
xj. Fuzzy set Ai for i-th alternative for set X given by Ai = {〈

xj,Xij
〉∣∣xj ∈ X

}
,

where Xij = (
μij,υij

)
. Xij indicates membership and non-membership degree of
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i-th alternative for the j-th criteria xj; μij,υij are membership and non-membership
degreesXij, 0 ≤ μij+υij ≤ 1, i = 1, 2, . . . ,m and j = 1, 2, . . . , n.πij = 1−μij−υij.

1.2. Setting the criteria weights.
The weight vector W for the set X is:

W = 〈〈
x j ,wj

〉∣∣x j ∈ X
〉
, (1)

where wj is the weight of criteria x j , 0 ≤ wj ≤ 1,
∑n

j=1wj = 1.
1.3 Setting Decision Matrix M

M =
A1
...

Am

⎡

⎢
⎣

X11 · · · X1n
...

. . .
...

Xm1 . . . Xmn

⎤

⎥
⎦ =

⎡

⎢
⎣

μ11, υ11 · · · μ1n, υ1n
...

. . .
...

μm1, υm1 . . . μmn, υmn

⎤

⎥
⎦. (2)

Step 2. Defining concordance and discordance sets to compare alternatives.
Strong concordance set for Ak and Al is defined as follows:

Ckl = 〈
j
∣∣μk j ≥ μl j ∧ vk j < vl j

〉
. (3)

Weak concordance set is defined:

C′
kl = 〈

j
∣∣μk j ≥ μl j ∧ vk j < vl j

〉
. (4)

Strong discordance set is defined as follows:

Dkl = 〈 j |μk j < μl j ∧ υk j ≥ υl j 〉. (5)

Weak discordance is defined:

D
′
kl = 〈 j |μk j < μl j ∧ υk j < υl j 〉. (6)

Step 3. Calculating the concordance matrix G.
Concordance index gkl for Ak and Al is calculated as follows:

gkl = wC ×
∑

j∈Ckl

w j + wC ′ ×
∑

j∈C ′kl

w j, (7)

where wC and wC ′ are the weights of strong concordance and weak concordance sets
respectively.

Concordance matrix G is constructed as follows:
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G =

⎡

⎢⎢⎢⎢⎢
⎣

− g12 . . . . . . g1m
g21 − g23 . . . g2m
. . . . . . − . . . . . .

g(m−1)1 . . . . . . − g(m−1)m

gm1 gm2 . . . gm(m−1) −

⎤

⎥⎥⎥⎥⎥
⎦

(8)

The maximum value of gkl is denoted by g∗ which is the ideal positive value.
Step 4. Calculating the discordance matrix H .
The discordance index hkl for Ak and Al is calculated as follows:

hkl =
max
j∈Dkl

(
w∗

D × d
(
Xkj , Xl j

))

max
j∈J

d
(
Xkj , Xl j

) (9)

where d
(
Xkj , Xl j

)
is the distance between fuzzy sets according to the selected

distance function; w∗
D is wD or wD depending on the different types of discordance

sets.
Discordance matrix H is constructed as follows:

H =

⎡

⎢⎢⎢⎢⎢
⎣

− h12 . . . . . . h1m
h21 − h23 . . . h2m
. . . · · · − . . . . . .

h(m−1)1 · · · . . . − h(m−1)m

hm1 hm2 · · · hm(m−1) −

⎤

⎥⎥⎥⎥⎥
⎦

(10)

The maximum value hlk denoted by h∗ is which is the ideal negative value.
Step 5. Calculating concordance dominance matrix K .
The concordance dominance matrix K is constructed as follows:

L =

⎡

⎢⎢⎢⎢⎢
⎣

− k12 . . . . . . k1m
k21 − k23 . . . k2m
. . . . . . − . . . . . .

k(m−1)1 . . . . . . − k(m−1)m

km1 km2 . . . km(m−1) −

⎤

⎥⎥⎥⎥⎥
⎦

(11)

where

kkl = g∗ − gkl (12)

Step 6. Calculating discordance dominance matrix L .
The discordance dominance matrix L is constructed as follows:
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L =

⎡

⎢⎢⎢⎢⎢
⎣

− l12 . . . . . . l1m
l21 − l23 . . . l2m
. . . . . . − . . . . . .

l(m−1)1 . . . . . . − l(m−1)m

lm1 lm2 . . . lm(m−1) −

⎤

⎥⎥⎥⎥⎥
⎦

. (13)

where

lkl = h∗ − hkl (14)

Step 7. Calculating total aggregate dominance matrix R from the concordance
and discordance matrices.

The total aggregate dominance matrix R is constructed as follows:

L =

⎡

⎢⎢⎢⎢⎢
⎣

− r12 . . . . . . r1m
r21 − r23 . . . r2m
. . . . . . − . . . . . .

r(m−1)1 . . . . . . − r(m−1)m

rm1 rm2 . . . rm(m−1) −

⎤

⎥⎥⎥⎥⎥
⎦

, (15)

where

rkl = lkl
kkl + lkl

, (16)

the values kkl and lkl are defined in (12) and (14).
Step 8. Alternatives ranking.
rkl defines the relative closeness to the ideal solution in the range from 0 to 1. A

higher value of rkl means that the alternative Ak is both closer to the positive ideal
and further from the negative ideal value than the alternative Al . Thus, Ak is a better
alternative.

The value of T k is calculated:

T k = 1

m − 1

m∑

l=1,l 
=k

rkl, k = 1, 2, . . .m. (17)

All alternatives are ranked according to T k . The best alternative would be A∗,
which is defined as follows: A∗ = max{T k}.

Step 9. Applying different metrics.
Steps 4–8 are performed for various metrics (Euclidean, Hamming, Hausdorff,

Tanimoto – Jaccard, Zhuravlev,Manhattan, andBray –Curtis).As thefinal estimation
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∼
Tk of the alternative, the arithmetic mean of the T k values obtained for given distance
metrics are used.

To implement the modified algorithm, it was used developed application on the
Python platform and the PostgreSQL DBMS. It allows us to obtain an integrated
assessment of the innovative competitiveness of Russian regions with the specified
criteria. As a result, the regions are ranked according to the degree of their innovative
competitiveness.

4 Assessment of Russian Regions in Accordance
with Innovative Competitiveness

As a set of alternatives, A = {a1, a2, . . . , a80}, 80 regions of the Russian Federation
were selected, for which data are presented on the specified set of indicators in open
sources for 2014 and 2019 [21]. To assess the level of innovative competitiveness,
discretization of the competitiveness indicators values was carried out.

Table 2 presents a set X = {x1, x2, x3, x4} of indicators for evaluating the inno-
vative competitiveness criteria and the corresponding weight coefficients. It should
be noted that the analysis of the sensitivity of the model to a change in the weight
coefficients that determine the significance of the criteria has led to almost identical
ratings.

The linguistic values of the criteria for the 5-level scale and the corresponding
degrees ofmembership and non-membership are shown inTable 3. These degrees can
be considered as indicators of satisfaction and dissatisfaction that the decision-maker
uses for alternatives comparing.

Table 2 Weight coefficients
of the criteria

Criterion Weight coefficient

Internal R&D expenditure (x1) 0,05

R&D personnel with the academic degree
(x2)

0,15

Innovation activity of organizations (x3) 0,35

Volume of innovation goods (x4) 0,45

Table 3 Parameters of the
modified algorithm for
regions estimation

Fuzzy criterion
values

The degree of
membership

The degree of
non-membership

High 0,05 0,4

Above average 0,1 0,3

Average 0,15 0,15

Below Average 0,3 0,1

Low 0,4 0,05
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The result of the considered methodology application is a list of regions ranked
on the basis of an integral indicator for two periods with an interval of 5 years. The
regions occupying the first 40 positions in the received rating in 2019 are presented
in Table 4.

The use of fuzzy estimates for alternatives allows us to take into account minor
changes of the values of the individual indicators that exceed the effect of changes of
other attributes in the process of an integrated assessment. As a result, it can identify
the dynamics of regional competitiveness for 80 regions of Russia over a five-year
period when individual indicators could change slightly.

Quantitative assessments of the final estimate provide an opportunity to determine
the direction and degree of innovative competitiveness changes (Fig. 2).

42.5%of the region showedno changes in innovative competitiveness five years.A
slight positive trend was revealed in 32.5% of regions, 16.3% of regions have a slight
decrease in competitiveness. Some regions (Nizhny Novgorod Region, Republic of
Mordovia, Perm region, Belgorod Region, Udmurt Republic, Oryol Region) have
significantly increased their innovative competitiveness.

To assess the dynamics of the competitiveness of the regions of the Russian Feder-
ation, it is proposed to carry out an analysis based on the values of the final estimate
for the last period (2019) and changes in the value of the estimate from 2014 to 2019
(Fig. 3). As examples of best practice, the diagram shows the regions for which a
high level of the final indicator was obtained, and a significant positive dynamic of
competitiveness was demonstrated (similar to the Pareto optimal assessment).

The resulting estimates and the dynamics of competitiveness revealed regions that
demonstrate some growth in these areas provided that in Russia, innovation activity
does not increase significantly. It seems important to further research the experience
and practices of similar regions in order to further develop and apply.

5 Conclusions

Aspecial feature of the task related to the quantitative assessment of regional compet-
itiveness is the presence of various uncertainty factors associated not only with the
lack or insufficiency of quantitative data but also with the uncertainty of the external
environment and the requirements for effectively improving the region’s competi-
tiveness. It is necessary to confirm the applied approaches to modeling with the accu-
racy and completeness of the available input data. The use of numerical estimates,
in this case, seems to be a significant simplification of the model. Applying fuzzy
approaches allows us to obtain more realistic estimates for complex socio-economic
systems such as regions.

The proposed rating methodology based on the modified Fuzzy ELECTRE II
method provides an integrated assessment of the Russian region’s competitiveness
and determining the dynamics of changes. In the absence of standard methods for
assessing the level of innovative competitiveness, the use of multi-criteria methods
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Table 4 Regional innovative competitiveness assessment in accordance with data for 2014 and
2019

Region Final estimate,
2014

Rating
value, 2014

Final estimate,
2019

Rating
value, 2019

Final estimate
difference

Moscow 0,6785 1 0,6597 1 −0,0188

Saint-Petersburg 0,6286 2 0,6086 2 −0,0200

Moscow region 0,6286 3 0,6086 3 −0,0200

Nizhny
Novgorod region

0,4749 45 0,6086 4 0,1337

Republic of
Mordovia

0,4442 62 0,5646 5 0,1204

Republic of
Tatarstan

0,5259 30 0,5646 6 0,0387

Rostov region 0,5204 20 0,5646 7 0,0442

Belgorod region 0,4181 71 0,5646 8 0,1465

Sverdlovsk
region

0,4825 43 0,5646 9 0,0821

Perm region 0,4449 59 0,5646 10 0,1197

Tyumen region 0,4749 50 0,5646 11 0,0897

Samara region 0,5259 28 0,5646 12 0,0387

Tomsk region 0,5881 14 0,5626 13 −0,0255

Republic of
Bashkortastan

0,5849 5 0,5577 14 −0,0272

Ulyanovsk
region

0,5204 21 0,5577 15 0,0373

Voronezh region 0,4838 44 0,5548 16 0,0710

Chuvash
Republic

0,5828 13 0,5127 17 −0,0701

Kirov region 0,4442 66 0,5059 18 0,0617

Chelyabinsk
region

0,5069 33 0,5059 19 −0,0010

Tula region 0,4749 53 0,5059 20 0,0310

Penza region 0,4442 65 0,5059 21 0,0617

Krasnoyarsk
territory

0,5072 41 0,5057 22 −0,0015

Altai territory 0,5320 22 0,5057 23 −0,0263

Udmurt
Republic

0,3556 75 0,5050 24 0,1494

Magadan region 0,5881 15 0,5015 25 −0,0866

Tver region 0,4830 55 0,5005 26 0,0175

(continued)
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Table 4 (continued)

Region Final estimate,
2014

Rating
value, 2014

Final estimate,
2019

Rating
value, 2019

Final estimate
difference

Novosibirsk
region

0,5849 6 0,5005 27 −0,0844

Vologda region 0,5849 10 0,5005 28 −0,0844

Yaroslavl region 0,4168 73 0,5005 29 0,0837

Vladimir region 0,4168 72 0,5005 30 0,0837

Kamchatka
region

0,4749 52 0,4887 31 0,0138

Lipetsk region 0,4749 54 0,4887 32 0,0138

Ryazan region 0,5173 36 0,4887 33 −0,0286

Kaluga region 0,4605 58 0,4887 34 0,0282

Republic of
Mariy El

0,5849 12 0,4887 35 −0,0962

Murmansk
region

0,5320 23 0,4844 36 −0,0476

Tambov region 0,5259 27 0,4844 37 −0,0415

Khabarovsk
territory

0,5069 34 0,4844 38 −0,0225

Bryansk region 0,5173 37 0,4844 39 −0,0329

Oryol region 0,3364 79 0,4844 40 0,1480

Fig. 2 Regions frequency
distribution in accordance
with the final estimate
change of competitiveness
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should be used to build a comprehensive system focused on identifying best prac-
tices. The identification of positive changes in the innovative development of regions
detects perspective directions of improving competitiveness for other regions, and
further reducing the risks of regional competitiveness.
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Fig. 3 Dynamics of changes in regional innovative competitiveness
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Construction of Digital Twins
of Socio-Economic Systems Using
Mathematical Models Based on Status
Functions

Irina Veshneva and Alexander A. Bolshakov

Abstract The problem of the development ofmathematicalmodels for the construc-
tion of digital twins of socio-economic structures associated with certain specific
features is shown. The use of complex mathematical models of digital twins of
socio-economic systems based on the mathematical apparatus of status functions is
proposed. In this regard, the formulation of the problemof developing newmathemat-
icalmodels for determining the state of socio-economic systems has been formulated.
The classification of approaches to the digitalization of socio-economic systems is
described. It is shown that the integration of digital twins into the classical control
system is associated with the traditional implementation of the functions of observa-
tion, analysis, and control. Trends in the synthesis of digital twins for use in socio-
economic structures are described, which are associated with an increase in the
number of states, an increase in productivity, and more complex requirements for the
structure and quality of the estimated parameter values. The concept of development
and integration of new mathematical models using status functions is proposed. The
architecture of an integrated platform of a cyber-physical system has been developed
using mathematical modeling for the application of effective mathematical methods
based on status functions. An example of the implementation of the stage of the
proposed concept associated with the construction of a complex of problem-oriented
programs is considered. Expressions for basic status functions are obtained on the
basis of the linguistic description of the values of variables and data of the FIRA
PRO system, and the corresponding graphs are also built.
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1 Introduction

The development of Industry 4.0 [1] is associated with the industrial revolution char-
acterized by the following features: new energy technologies are not used, new raw
materials aremassively used, a significant increase in the energy efficiency of produc-
tion, the ability to predict the future, a significant acceleration of modernization and
the emergence of an exponential increase in labor productivity. In the industrialized
countries of Europe and North America, states are the sources of the actors of the
ongoing changes. In Russia, a national project for increasing labor productivity has
been proposed, which presents the goal of ensuring by 2024 the rate of increase in
labor productivity in organizations belonging to the basic, non-resource sectors of
at least 5% per year. By 2024, it is planned to increase labor productivity by more
than 20%. This will allow the Russian Federation to move to the level of the world’s
leading economies. Themodern fourth industrial revolution has features similar to the
previous ones: the modernization of production technology depends on the improve-
ment of the management system. At the same time, for more complex technologies
it is required to increase the relative volume of automated control systems. Experts
say that more than 40% of enterprises use digital technologies at a critical level,
then an exponential growth of industry digitalization is expected [2, 3]. Such digi-
talization requires the massive implementation of cyber-physical systems capable of
self-tuning and adapting to the new needs of manufacturers and consumers.

The structure of these changes includes the following distinctive features: Internet
of Things (IoT for short) [4, 5]; digital twins (Digital Twin) [6]; 3-D printing [7–9];
cloud computing and big data [10–12]; cybersecurity [13, 14]; digital platforms [15].

The fourth industrial revolution has begun, its distinctive features are manifested
quite clearly and extensively. At the same time, it can be argued with confidence that,
as in previous revolutions, the onewho is able to create, develop and use technologies
of distinctive features earlier than others will gain an advantage over other enterprises
and countries, and the gap will grow exponentially.

According to expert estimates, the benefits will be given to organizations that are
actively working with innovations and have their own competencies in the aspect of
digitalization.

One of the possible obstacles is the lack of innovative technologies and models.
Fundamentally new technology for constructing and using mathematical models
and automated control systems can be based on mathematical models using the
mathematical apparatus of status functions [16].

Moreover, in this regard, the problem is the need to develop possiblemathematical
models of digital twins of socio-economic structures that differ from the known
models in specific features.

Let us present a model for the formation of digital twins of socio-economic
structures based on status functions developed and proposed in [17].
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2 Statement of the Problem of Creating New Mathematical
Models for Assessing the State of Socio-Economic
Systems

The process of integrating digital twins (CDs) into the classical control system is
actively developing in each of the following functions.

1. Observation function. There is a change in the technological order. Industry 4.0
deals with completely new phenomena that are digital in nature. Digital Twin
in our case is a software analogue of the socio-economic system (SES).

2. Control function. synthesis and improvement of CD.

A brief description of the subject area of SES digitalization is given in Table 1.
The analysis performed in Table 1 shows that the development of models of

the CSD of socio-economic structures finds application in the analysis of big data
and predictive analytics for the formation of forecasts based on new mathemat-
ical models. At the same time, communication between socio-economic structures
can be carried out using the CD. Then the communication in the system governing
body—controlled socio-economic object can be reduced to the model of meta-
communications: governing body—CD—managed socio-economic object,managed
socio-economic object—CD—the governing body. The new data analysis model
will create a virtual integrated environment for big data analysis and predictive
analytics. In the new integrated complex, in the implementation of management
actions using big data based on the central data center using problem-oriented
software tools, the corresponding technological and technical platform is created
by cyber-physical systems. For the synthesis of this organizational and technical
platform, the technology of building a CD is of decisive importance.

3. Functions of analysis, management. These functions are required to be provided
in the architecture of a functioning integrated platform of a cyber-physical
system. When implementing these functions, significant difficulties arise:
limited resources, possible lack of feedback in the subsystem: the governing
body is a controlled socio-economic system.

A cyber-physical system includes a set of interacting components to achieve a single
goal in the control process [17]. Mathematical models of such complex complexes
generally correspond to the main provisions of synergetic [18] and are created on
the basis of methods developed in physics, chemistry, and biology [19].

The difficulty of using mathematical models and methods is associated with the
lack of measurement scales that are used in natural sciences (measurement of speed
in m / s, mass in kg, etc.). To overcome it, it is advisable to use linguistic variables
to describe, for example, psychophysiological indicators in ergatic systems based on
the theory of fuzzy sets [20], as well as to interpret data obtained in the course of
field experiments using the so-called status functions (SF).

The SF-based algorithm allows you to enter linguistic assessments and represent
them with complex-valued functions, called status functions. Mathematical models
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Table 1 Classification of approaches to the digitalization of SES

Method of digitalization Characteristics of the digitalization method

Process Automation (RBA) Implementation of robotization of operational
activities, which allows to reduce the duration of
these operations and increase efficiency and / or
efficiency by up to 80% based on a decrease in the
payroll, as well as reducing the risks of
operational activities

Big Data and related methods of analysis
and interpretation

Improving the performance of the company based
on increasing the speed and volume of processed
information. Using predictive analytics to build
forecasting procedures when processing large
amounts of data. At the same time, statistical
methods for processing multidimensional data,
analysis of historical data, and procedures for
planning expected results are used

Reference and information retrieval and
reference complexes (systems)

Implementation of the functions of forming the
required information, obtaining the required
competencies for the systematization and analysis
of data

Chat robots Software tools that run in applications. At the
same time, they can imitate speech and text for
organizing interaction to find the required data

Artificial Intelligence (AI) Used to perform complex tasks by programs and
optimize the use of human resources

Virtual and Augmented Reality Technologies of projection or augmentation of
reality by technical means to reduce the cost of
the implemented processes

Internet of things (IoT) A network of components that interact, for
example, a set of sensors for collecting data,
remote information exchange to improve the
efficiency of solutions

Pattern recognition OCR/ICR The technology is capable of replacing a person in
the process of receiving, analyzing, and verifying
documents; it is designed to digitize document
flow, security systems, and customer service

Blockchain Technologies make it possible to form various
training situations in which the learning process is
carried out in the form of a game

based on SF are devoid of many of the shortcomings of classical models of socio-
economic processes, such as static nature and the impossibility of taking into account
the intersection and mutual influence of the studied components of the processes.

The main trends in the synthesis of CSD of socio-economic systems (SES) are as
follows:

1. an increase in the number of states that are evaluated, as well as the components
of the data structure that are subject to analysis;
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2. increasing the productivity and complexity of information platforms for the
implementation of problem-oriented software tools;

3. the complication of requirements for the structure and quality of the estimated
values of the SES parameters, the multicomponent nature of the nested struc-
tures of the estimates, the overlap and complexity of the processes that are
implemented in socio-economic systems;

4. activation of subjects and processes of interaction in organizing management to
increase the degree of its automation.

This raises the problem of creating mathematical models that allow increasing
the number of controlled variables and parameters to automate the used decision
support process (DSS). This initiates the use of modern technologies, techniques and
corresponding mathematical methods [19, 20]. So, when developing newmethods of
managing the educational process, various models are actively used, fuzzy, boolean,
etc.

Thus, the development of new methods for assessing the state of socio-economic
systems, taking into account the complexity, subjectivity and multidimensionality is
a very urgent problem. It is advisable to apply the proposed mathematical method in
the construction of an intelligent monitoring system, as well as PM in the analysis of
indicators of the functioning of the SES, such as, for example, individual enterprises
or the structure of indicators of the activities of the regions of the Russian Federation
to increase the effectiveness and efficiency of management according to the charac-
teristics of the SES and the successful solution of problems caused by the goals of
functioning. management systems for individual enterprises or regions.

3 The Concept of Development and Integration of New
Mathematical Models

The concept of mathematical modelling based on effective mathematical methods
and building a model that describes ergatic interactions in the form of corresponding
communications of digital twins based on an integrated platform for various cyber-
physical systems, it is advisable to display as a sequence of five stages (see Fig. 1).

Stage 1. Interpretation of data obtained as a result of field experiments. At this
stage, an analysis of the data of the controlled variables of the SES is required. So,
for example, the analysis of indicators of socio-economic activity of the regions of
the Russian Federation and models was carried out in works [22, 23].

Stage 2. Mathematical modelling of socio-economic processes and objects. The
best basis that is advisable to use for the synthesis of mathematical models of digital
twins is SF. From their combination, it is possible to form the final mathematical
models, which are proposed and presented in the article [14]. The new mathematical
model allows building an integrated platform for cyber-physical systems. On this
platform, it is advisable to implement training for the synthesis of hybrid ergatic
systems.
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Fig. 1 Architecture of an integrated cyber-physical system platform usingmathematical modelling
to apply effective mathematical methods based on status functions

Stage 3. Mathematical model of communications in the environment. We
will focus on meta-communication in a cyber-physical system. Moreover, the
direct communication and interaction of the governing body—the managed socio-
economic object are replaced bymeta-communication of digital twins: the governing
body—the central office—the managed socio-economic object, the managed socio-
economic object—the central office—the governing body.

Stage 4. Checking the adequacy of the proposed mathematical models using data
from field experiments. It is advisable to interpret the information obtained as a result
of experiments by the SFmethod, aswell as on the basis of theKolmogorov-Chapman
equations [25, 26] based on the data obtained in the FIRA PRO system.
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Stage 5. The complex of problem-oriented software. Below is a description of the
architecture for assessing the parameters for assessing the activities of SES on the
example of assessing the competitiveness of the regions of the Russian Federation.

4 Example of Implementation of the Concept

Let us describe the 5th stage of building a complex of problem-oriented programs.
First, based on the collection of data, a linguistic description of the assessment results
is formed. To assess the state of the variables “Degree of depreciation of fixed assets”,
“The number of populationswith incomes below the subsistence level”, “The number
of official unemployed”, “Dilapidated and dilapidated housing”, “Debt on taxes and
fees”, Table 2 with the corresponding linguistic description is used. For the generated
assessment tables, SFs are put into correspondence, which are presented in Table 3.

Basic SF values consist of two parts: amplitude and phase. The amplitude parts
are real and are shown in Table 4. They are the orthonormal basis of the system and
represent a set of basis functions that can describe all possible states of the system.
The phase part of the SF is complex and indicates the direction of the trend—or in
which direction the shift of the mathematical value of the SF is expected.

As a result, the corresponding complex-valued status functions (SF) are formed.
Secondly, the formation of hierarchical interconnected structures is carried out.

The result is a causal graph (see Fig. 2).
In the diagram shown in Fig. 2 structure of the following indicators: the cost of

fixed assets (E29); depreciation rate of fixed assets (E30); density of railway tracks

Table 2 Linguistic description of variables for data from the FIRA PRO system

Interpretation of parameter values based on FIRA PRO data

Trend assessment High values of the
indicator, it has been
growing for the last 3
years, more than 10%
higher than the same
indicator in neighboring
regions

The maximum
permissible threshold
value, reached as a
result of a decrease in
the indicator

Low values of the
indicator, it has been
growing for the last 3
years, more than 10%
lower than the same
indicator in neighboring
regions

High values, changes
over 3 years within the
margin of error

Maximum permissible
threshold value,
changes within 3 years
within the margin of
error

Low values, changes
over 3 years within the
margin of error

High values of the
indicator, it has been
growing for the last 3
years

The maximum
permissible threshold
value, reached as a
result of an increase in
the indicator

High values of the
indicator, decreasing for
the last 3 years
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Table 3 Expressions of basic SFs for substitution in accordance with the table of linguistic
description of variable values for data from the FIRA PRO system

Mathematical expressions of estimates in accordance with the parameter
interpretation table

Evaluation of
the trend yes

Low = 3.37619 (e-50.
r+0.142-0.580252e-22.2222
r2 e-i2πr

Middle =
1.9394e-22.2222r2
e-i2πr

High = 1.37668 e-(14.
-50.r)r +1.87105e(14.
-50.r)r --5.02117e-
22.2222r2
e-i2πr

Low = 3.37619 (e-50.
r+0.142-0.580252e-22.2222
r2

Middle = 1.9394
e-22.2222r2

High = 1.37668 e-(14.
-50.r)r +1.87105e(14.
-50.r)r --5.02117e-
22.2222r2

Low = 3.37619 (e-50.
r+0.142-0.580252e-22.2222
r2 ei2πr

Middle = 1.9394
e-22.2222r2 ei2πr

High = 1.37668 e-(14.
-50.r)r +1.87105e(14.
-50.r)r --5.02117e-
22.2222r2
ei2πr

(E31); road density (E32); per capita money income (E33); population with incomes
below the subsistence level (E34); the number of officially unemployed people (E35);
life expectancy (E36); population growth rate (E37); migration growth rate (E38);
dilapidated and dilapidated housing (E39); the number of doctors per 10,000 popu-
lation (E40); the number of reported crimes (E41); emissions of polluting products
(E42); discharge into water bodies of polluted wastewater (E43) was obtained as
a result of data collection and analysis [28, 29]. The rest of the indicators uniting
leaf vertices into a causal graph were introduced as a result of logical operations
presented in [16].

Third, a system of differential operators is formed for the structure of groups
of higher indicators. As a result, the system of differential equations based on SF
becomes an analogue of the described structure. The system is obtained similarly to
Forrester’s equations of world dynamics.

Note that recently, in general, interest in the use of modern mathematical models,
digital technologies for mathematical modelling of socio-economic systems using
the ideas of digital twins have increased significantly [29, 30].

5 Conclusion

Thus, based on the estimates presented by the SF method, it is possible to construct
dynamic models of digital twins for use in cyber-physical systems. Structures that
can be built on the basis of status functions can be simply formed from models
for evaluating indicators based on linguistic terms. Status functions are a “bridge”
between a person’s simple ideas about the world around him and phenomena to the
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Fig. 2 A causal graph for assessing the risks of regional competitiveness

strict uncertainty of quantum mechanics. The advantage of the model is that it takes
into account the complexity, high degree of uncertainty, and the intersection of socio-
economic processes. Models allow building-level structures of possible states. The
main advantage is the predictivity of the model and its suitability both for predictions
and for describing meta-interactions in an integrated environment of cyber-physical
systems.

The proposed generalized scheme of mathematical modeling based on the use
of effective numerical methods and a complex of problem-oriented programs is
advisable to use to assess communications in an integrated environment of cyber-
physical systems based on status functions.
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Development of a Mathematical Model
for Decision Support Systems in Social
Structures Based on the Formation
of Assessments of the Competitiveness
of the Regions of the Russian Federation

Irina Veshneva and Alexander A. Bolshakov

Abstract The problem of constructing a mathematical model for assessing the
competitiveness of the regions of the Russian Federation has been formulated and
solved. For this, a structuring method based on hierarchical trees is proposed. Their
leaves are statistical indicators of socio-economic activity according to official data.
These indicators are combined using integral characteristics. An example of the
analysis of networks of socio-economic indicators based on the construction of
minimum sections of the Kolmogorov-Chapman equations for the “Innovation” indi-
cator is given. To describe the leaf vertices of the indicator trees, it is proposed to use
status functions that represent complex-valued functions. The proposed mathemat-
ical model represents a system of integrodifferential equations, including the status
function for the integral indicator of the competitiveness of the region, functions for
each of the integral indicators, polynomials that are obtained as a result of interpo-
lation of statistical data, and management influences. The analysis of the obtained
graphs of the normalized values of several static indicators, the assessment of trends
is given. The possibility of using numerical methods of nonlinear dynamics based
on status functions to take into account the cross-section and mutual influence of the
parameters of the risks of competitiveness of the regions of the Russian Federation
for use in decision support systems in cyber-physical systems is shown.
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1 Introduction

Ensuring an adequate level of competitiveness of the Russian economy is associated
with significant structural changes of a technological and organizational nature, both
at the international and regional levels [1–5]. In this regard, the formation of amodern
mathematical model of the competitiveness of regions is in demand [6–8]. Note
that mathematical modeling, well developed in physics, hydrodynamics, quantum
mechanics, chemistry, biology, nanotechnology,medicine, and other sciences, allows
one to synthesize processes, materials, and new material structures, which cannot be
created and controlled without predictive mathematical models.

At the same time, modeling in socio-economic systems “lags” behind the natural
sciences. Moreover, to understand the processes in society and manage them using
artificial intelligence, appropriate mathematical models are needed. However, the
required mathematical models are difficult to create and even more difficult to test.
Consider, for example, a laser. For the components of its structure, many mathemat-
ical models can be assembled, folded like constructor cubes. Then write a program,
test the dependence on parameters, getting, for example, millions of data on 100 by
100-point grid structures. Then you need to check them with the experiment, get the
result and data sets for further research based on them.

However, if we consider the structure of the socio-economic system (SES) as a
cyber-physical system (CPS), then it will be necessary to synthesize and collect thou-
sands of indicators into the structure [9]. The next task is to collect the real values of
these indicators. This process is laborious and time-consuming. Analysis of changes
over time is an even more difficult task since the social network changes during data
collection and the structure of SES economic indicators is also not invariant and
changes over time. Therefore, the problem arises of creating such structures so that
it is possible to create reproducible algorithms for the dynamics of these processes
in time for use in the FSC of the studied socio-economic processes.

2 Statement of the Problem of Developing a Mathematical
Model for Intelligent Decision Support Systems

The construction of a mathematical model for intelligent decision support systems
seems to be an urgent task in the process of overcoming imbalances in the socio-
economic development of Russian regions [6, 7].

Let us consider in more detail the direction of research from the point of view of
developing methodological and analytical tools for assessing the dynamics of risks
[10, 11] to the competitiveness of Russian regions using artificial intelligence and
methods of cyber-physical systems.

The aim is to assess the dynamics of competitiveness using artificial intelligence.
This requires, based on an understanding of the doctrine of the organization of theo-
retical and practical human activity, to develop a methodology for solving the tasks
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following the set goal. The main idea is to implement a method for structuring a
large number of indicators of socio-economic activity of the regions of the Russian
Federation available for analysis in the corresponding cyber-physical system. Let this
structuring be based on hierarchical structures. In them, the leaves of the tree will be
the statistical indicators of socio-economic activity from the official statistics [12,
13]. Further, we will combine using specially developed integral indicators [14, 15].

The development of the proposed mathematical model is based on analogies of
quantum-electric wave functions and membership functions of the theory of fuzzy
sets. For individual social processes, the new method of status functions (SF) [16]
was well demonstrated, which allows one to take into account the intersection and
mutual influence of individual indicators.

3 Characteristics of Methods for Analyzing Networks
of Socio-Economic Indicators

Thus, a causal graph of indicators can be obtained. The analysis of this graph can
be carried out by methods of constructing minimal sections of the Kolmogorov-
Chapman equations [15]. Based on such graphs, networks of socio-economic indi-
cators can be built. Let’s define them as a set of relevant nodes connected by one or
more relations [17]. The relations of connections of leaf vertices will be determined
based on specially synthesized indicators. For example, if statistical data is available
on indicators in the constituent entities of the Russian Federation:

– the number of researchers with a scientific degree;
– internal costs for research and development;
– the level of innovative activity of organizations;
– the volume of innovative goods, works, services,
– Let’s combine them into an indicator:
– indicator of innovation.

Then we will form a set of indicators. The significance of these indicators is
different; accordingly, their connections in the system are also different. Let us
construct the links between the indicators of the competitiveness of the region for the
CFS by analogy with computer networks. Then topologies such as star, bus, mesh,
fully connected mesh, tree, combined topologies will be possible. In addition, the
graphmay not be connected, it may contain isolated vertices and networks of vertices
of different topologies.

First, you need to analyze the interaction of indicators. Such an analysis is possible
based on four main approaches [18–20]:

1. Structural approach (or formal-mathematical). Based on the analysis of the
geometric shape of the network and the intensity of interactions between nodes.
In our case, the analysis of the competitiveness of the region is initially lacking.
Therefore, for the formed network, it is not advisable to focus on such methods
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of analysis, in which special attention is paid to the mutual arrangement of
vertices, centrality, and transitivity of interactions.

2. The resource-based approach considers the possibilities of interaction partici-
pants, as network nodes, to attract network resources to achieve certain goals.
At the same time, the nodes located in identical structural positions of the
social network are differentiated according to their resources (influence, status,
information, capital).

3. The normative approach studies the norms and rules that affect the processes of
interactions between network nodes.

4. The dynamic approach focuses on changes in the structure of the network over
time.

If we focus on a dynamic approach, then it is possible to create a network of
parameters based on the opinions of experts, and then conduct a study of its trans-
formation. The resource-based approach will allow you to create complex structures
based on status functions. However, you first need to build a network prototype for
use in a cyber-physical system.

4 Description of the Network Preimage

Let’s try to rebuild the causal graph into a network structure. We will be based on
the indicators of the leaf vertices of the causal graph presented in [15]. For them
and their groups, we used the notation Ei from [15]. For the groups created for the
network graph, in this work, we use the notation Qi.

Group–1 (q1): the use of fixed assets (E9) includes:
the cost of fixed assets q11 (E29); depreciation rate of fixed assets q12 (E30).
Group–2 (q2): the development of transport infrastructure (E10) includes:
the density of railway tracks q13 (E31); road density q14 (E32).
Group–3 (q3): the income level of the population (E11) includes:
per capita money income q15 (E33); population with incomes below the
subsistence level q16 (E34); the number of officially unemployed people q17
(E35).
Group–4 (q4): demographic (E12) includes:
life expectancy q18 (E36); population growth rate q19 (E37); the coefficient of
migration growth q20 (E38).
Group–5 (q5): quality of life q21 (E13) includes:
dilapidated and dilapidated housing q22 (E39); the number of doctors per 10,000
population q23 (E40); the number of registered crimes q24 (E41).
Group–6 (q6): natural resources (E5) includes:
mining q25 (E14); agricultural land area q26 (E15); availability of forest resources
q27 (E16); electricity production q28 (E17); emissions of polluting products q29
(E42); discharge into water bodies of polluted wastewater q30 (E43).
Group–7 (q7): institutional (E6) includes:
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share of unprofitable organizations q31 (E19); arrears of taxes and duties q32
(E20); business income q33 (E21).
Group–8 (q8): informational (E7) includes:
the number of personal computers q34 (E22); Internet use in organizations q35
(E23); use of electronic document management systems in organizations q36
(E24).
Group–9 (q9): innovative (E8) includes: personnel engaged in research and devel-
opment q37 (E25); internal expenditure on research and development q38 (E26);
costs of technological innovation q39 (E27); the volume of innovative goods q40
(E28).

At the initial stage, we will assume that the listed groups of exponents q1 ÷ q9
have the same mutual influence, respectively, have the topology of a fully connected
mesh.

In addition, we introduce the vertex q10—representing the competitiveness of the
region and assume that it is connected with all vertices q1 ÷ q9. Each of the vertices
q1 ÷ q9 is associated with the vertices, which are “leaf” and described by controlled
indicators, the data of the values of which are obtained from the statistics [21]. Each
of the vertices q1 ÷ q9 forms a star topology for the associated “leaf” indicators.

Figure 1 shows the result of the transformation of the causal graph obtained for
the analysis of the competitiveness of the regions of the Russian Federation by the
methods of solving the Kolmogorov-Chapman system of differential equations for
use in the CFS.

5 Interpretation of Status Functions in Graph Nodes

We will interpret the status functions (SF) in leaf vertices for the following reasons.

1. For “leaf” tops. Here SF is a complex-valued function. The SF amplitude is
determined based on official statistics [12, 13]. The following assessment levels
are possible:

(a) low–medium–high;
(b) bad–satisfactory–good–excellent;
(c) low–below average–average–above average–high.

An orthonormal function is assigned to them. These functions are similar to the
“pure states” functions in quantummechanics. However, in our case, these functions
will initially be mixed, since, depending on the numerical range of measurement
of the indicator of the socio-economic activity of the region, one of three possible
levels of assessment can be selected. Therefore, the result based on the orthonormal
functions will immediately be mixed.

Let’s say the probabilities of their changes can be interpreted asmembership func-
tions. Let us normalize the membership functions using the Gram-Schmidt methods
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Fig. 1 Transformation of the causal graph of the competitiveness of the region [15] into a network
graph that is not a state graph

and obtain sets of orthonormal alternating functions. These alternating functions can
represent an analog of the probability of realizing the observed value. They can be
assigned to the corresponding state by analogy with membership functions. In addi-
tion, they are orthonormal and can be used as an analog of quantum mechanical
functions of pure states.

The complex part e2π ikr is formed from a comparison of the trend over the last
3 years. A steady tendency towards a deterioration in the indicator k = −1, a slight
deterioration in k = −0.33, no change in k = 0, a slight deterioration in k = 0.33, a
steady tendency toward an improvement in the indicator k = 1.

Let’s say that when evaluating states, 3 possible values are used: low–medium–
high.

ψlow = 3.37619(e−50.(r+0.14)2 − 0.580252e−22.2222r2 ; (1)

ψaverage = 1.9394e−22.2222r2 ; (2)
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ψhigh = 1.37668e−(14.−50.r)r + 1.87105e(14.−50.r)r − 5.02117e−22.2222r2 . (3)

The complex part sets the direction of displacement of the mean value in r. The
basic variable r introduced by analogy with the theory of fuzzy sets characterizes the
space of mixing or mutual influence of exponents.

Let’s introduce time dependence. Let’s say it is similar to the time dependence
of the Cobb–Douglas production function [22, 23]. However, the task is to form an
oscillatory function similar to a quantum mechanical function. Then it is logical to
expect a time dependence somewhat different from the Cobb–Douglas model. We
represent it in the form e−iεt , where ε is some constant.

Thus, let us assume that a certain parameter of the system of parameters of the
competitiveness of a region canbe represented by a status function,which ismeasured
when collecting statistical data. Moreover, SF is in a sense analogous to the wave
function of “pure states” of a quantum mechanical particle. This function for a free
quantum mechanical particle can be represented as:

f (r, t) = C(t)ψ(r)e−(iεt−2πkr), (4)

where r is a coordinate in a certain space, t is time, C(t) is the dependence of the
amplitude on time, ψ(r) is the characteristic of the maximum of the SF in the space
of mixing parameters, ε is some constant, k is the characteristic associated with the
“momentum” of the investigated object. The particle energy is proportional to k2.
Thus, its approximate form can be obtained from the equation of flows.

2. For integral indicators q1 ÷ q10. Each of the vertices q1 ÷ q9 is associated
with vertices that are “leaf” and described by controlled indicators, the values
of which are obtained from the statistics [21]. Therefore, the variables q1 ÷ q9
must be obtained from the indicators included in them. The value of the q10
exponent should be obtained from the set of q1 ÷ q9 exponents. Let’s start
forming them based on a mathematical model.

6 Development of a Mathematical Model for Assessing
the Competitiveness of Regions

We design equations for integral indicators based on optical-electrical analogy. We
proceed from the put forward assumption that each controlled indicator changes
according to some complex harmonic law. This idea is fully consistent with modern
ideas of cyclical oscillatory processes in the economy [24].

Let the competitiveness of the region be a complex value and depend on itself
according to the law of Malthus. The limitation is associated with its complex part.
The competitiveness is positively influenced by managerial influence. This can also
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be considered a hypothesis since it can be proved that it is the managerial influ-
ence that positively affects the growth of competitiveness. A negative impact is also
possible. Let us assume that the managerial influence has a positive effect.

Let instead of competitiveness in the right side of the equation be used its depen-
dence on the sum of its 9 intermediate indicators. Each of these indicators is repre-
sented by an integrodifferential equation for the integral indicator itself, which on
the right side of the equation will be used as the sum of an unknown indicator and
its particular value, represented by a polynomial. The polynomial is obtained as a
result of interpolation of real statistical data describing the leaf indicators of the
graph in Fig. 1. At the same time, for each of the intermediate indicators included in
the structure of the causal graph, indicators have been used that form its branch. For
example, for the intermediate integral indicator “Innovative”, the sheet indicators
“The number of researchers with a scientific degree in the constituent entities of
the Russian Federation”, “Internal expenditures on research and development by the
constituent entities of the Russian Federation”, “The level of innovative activity of
organizations”, “The volume of innovative goods, works, services”(see Fig. 2).

a) b)

c) d)

Fig. 2 The dots represent the normalized values of the indicators a the number of personnel engaged
in research and development q37; b internal costs for research and development q38; c costs of
technological innovations q39; d the volume of innovative goods q40 obtained from the data [13]
for the Saratov region for the period 2010 ÷ 2019, the solid line—the results of interpolation of
statistical data
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Thus, we will begin to form a system of equations for assessing the competitive-
ness of the region.

For root node q10:

d f (t)

dt
= α

⎛
⎝iβ

9∑
j=1

q j (t) −
9∑
j=1

q j (t) + p(t)

⎞
⎠. (5)

For intermediate nodes of the first level, which are the consequences of causes q1
÷ q9:

dqk(t)

dt
= α

⎛
⎝iβ

⎛
⎝qk(t) +

1∫

−1

(
k∑

i=1

qi (t)ψ j (r)

)
dr + polimomk(t)

⎞
⎠ − qk(t)

−
1∫

−1

(
k∑

i=1

q j (t)ψ j (r)

)
dr − polimomk(t) + p(t)

⎞
⎠. (6)

Let’s add managerial impact:

dp(t)

dt
= γ (iδp(t) − p(t) + w(t) f (t)), (7)

Let’s introduce a description of the socio-economic environment:

dw(t)

dt
= χ(A − w(t) − 1

2

(
f ∗(t)p(t) + f (t)p∗(t)

)
, (8)

where f (t) is the SF for the integral indicator of the region’s competitiveness q10,
qk are the functions for each of the integral indicators q1 ÷ q9, polimomk is the
polynomial obtained as a result of the interpolation of statistical data for the period
2009 ÷ 2019, p(t)—F, characterizing the management impact, w(t)—SF, describing
the environment in which the region operates, α—the rate of relaxation of the student
to the initial state, β—the coefficient of the interaction of control with the controlled
system, γ—the rate of reflection and recovery of the management system for the
possibility take managerial influences, δ is the coefficient of the interaction of the
control system with the controlled, χ is the rate of recovery (relaxation) of the
environment, A is the characteristic of the threshold state of the socio-economic
environment, *—denotes the symbol of complex conjugation.
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7 Analysis of Numerical Simulation Results for Leaf
Vertices

Consider an example of the formation of anSF for leaf vertices for one of the groups of
parameters innovative (q9). Let us assume SF in the form (4). Here are the normalized
values of statistical data for the Saratov region. Based on statistical data (Table 1),
we construct polimomk(t) (Fig. 2). The characteristic of mixing indicators has three
possible values (1) ÷ (3) and the corresponding form of the function is shown in
Fig. 3. The direction of the bias trend is set by possible values that are obtained from
comparison with data from other regions of the corresponding cluster and may have
the following values: “High values of the indicator, it has been growing for the last
3 years, more than 10% higher than the same indicator for neighboring regions”,
“High values, changes within 3 years within the margin of error”, “High values of
the indicator, growing for the last 3 years.” For them, k = −1, k = 0, k = +1.

Let’s interpolate the data in Table 1 and get the following expressions:

Table 1 Values of indicators of the group of parameters “Innovations”

Indicator/year Number of
personnel engaged
in research and
development q37

Internal
expenditures on
research and
development q38

Expenditures on
technological
innovations q39

The volume of
innovative goods
q40

2010 729 2365,275 6,4 17,222,125

2011 753 2693,1602 5,5 7713,7124

2012 741 3020,6738 7 10,617,418

2013 823 2843,242 6,4 13,180,746

2014 778 3298,273 6,8 8484,9

2015 1055 3577,7 6,3 23,177,377

2016 1067 4387,7 4,8 16,065,337

2017 994 4464 11,794,872 10,348,813

2018 1014 4484,3 11,157,718 12,833,643

2019 939 6209,6 6,1 13,457,747

Trend assessment SF

Fig. 3 Type ψ (r) for low, medium and high values of the linguistic term of assessment
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For q37 polimom37 = 655.127e−0.1t + 32.1817e−i t + 32.1817eit − i 274196e−0.1i t

+ i 274196e0.1i t + i 139778e−0.2i t i − 139778e0.2i t . (9)

For q38 polimom38 = −46479.8e−0.1t + 169.581e−i t + 169.581eit + i 1.08244107e−0.1i t

− i 1.08244107e0.1i t − i 5.50185106e−0.2i t i

− i 5.50185106e0.2i t + 47838.5e−0.001t . (10)

For q39 polimom39 = 4899e−0.1t − 537.115e−i t − 537.115eit − i 3.37943106e−0.1i t

+ i 3.37943106e0.1i t + i 1.71322106e−0.02i t − i 1.71322106e0.02i t .
(11)

For q40 polimom40 = 1436.1e−0.1t + 2226.6e−i t + 2226.6eit + i4.29035106e−0.1i t

− i 4.29035106e0.1i t − i 2.12688106e−0.02i + i 2.12688106e0.02i t .
(12)

8 Conclusions

Thus, it is possible to put forward a hypothesis about the possibility of adding a factor
in the form of e−i t to SF [16]. This dependence can be traced from the interpolation
results. The function is dependent on the total energy of the system, which cannot be
obtained from a single parameter. At a minimum, it is necessary to form a complete
system of monitored indicators, but this is not enough. It cannot be guaranteed that
the list of monitored indicators fully describes the system of competitiveness of the
region of the Russian Federation. Or, for a complete system of all regions, this system
will also be approximate, since in reality the system is open and exchanges, like a
cyber-physical system, energy with the environment. Thus, at the present stage of
modeling the competitiveness of Russian regions, it is necessary to agree with the
approximate representation of energy. The undoubted advantage of the model is the
assumption that the system has energy.

Secondly, you need to decide: what data is available for analysis? Data collec-
tion was carried out based on databases such as the Russian Statistical Yearbook,
Socio-economic indicators [21], and IAS “FIRA PRO”. As a result, information
and analytical base for further research have been developed, which is characterized
by the use of data structures with the systematization of indicators in a chain of
cause-and-effect events and combining them into integral indicators of CPS, which
made it possible to use this information in the developed methods of algorithmic data
analysis with a focus on creating an intelligent information system. identifying risks
associated with maintaining and developing regional competitiveness.

Third, a complex system has been obtained; therefore, it is advisable to use it for
fragmentary analysis. In this regard, a methodology, algorithms, and mathematical
models have been developed based on the Kolmogorov-Chapman, Cobb–Douglas
equations, equations of the dynamics of quantum generators, and optical-electrical
analogy.
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Such a complex transformation, based on preliminary assessments of competitive-
ness based on theKolmogorov-Chapmen equations, proceeds from the understanding
thatMarkov processes are considered in the systems of Kolmogorov-Chapman equa-
tions. In practice, the evaluation of Markov chains is a trade-off between increasing
the number of observations to obtain reliable estimates and increasing the proba-
bility of violation of the Markov property. When we strive to improve accuracy,
we are forced to abandon the used model. However, without the initial model, it is
impossible to developmathematicalmodels intended for the development ofmethod-
ological and analytical tools for assessing the dynamics of the risks of competitive-
ness of Russian regions using artificial intelligence for CPS. The development of
the model is based on analogies of quantum-electric wave functions and member-
ship functions of the theory of fuzzy sets. For individual social processes, the new
method of status functions was well demonstrated, which allows one to take into
account the cross-section and mutual influence of individual indicators. Modifica-
tion of the Kolmogorov-Chapman equations is carried out to use status functions to
assess individual indicators.

Thus, the possibility of using numerical methods of nonlinear dynamics for
analyzing the competitiveness of regions of the Russian Federation is shown, which
is distinguished by the use of the method of status functions, which made it possible
to take into account the intersection and mutual influence of parameters of competi-
tiveness risks for use in cyber-physical systems. Original methods have no analogs
in modern literature. The results of the work are intended for use in the develop-
ment of mathematical models of advising systems for monitoring and countering
the disruption of the stable functioning and development of regions of the Russian
Federation using modern mathematical models and information technologies in the
CFS [25–27].

As a result, a description of the temporal and logical structure of tools for assessing
the dynamics of competitiveness risks were obtained, statistical data were collected
and structured, mathematical models were tested, which served as the basis for
programs for the further development of methodological and analytical tools for
assessing the dynamics of competitiveness risks using artificial intelligence for the
corresponding CPS.

Acknowledgements This research was partially supported by the Russian Fund of Basic Research
(grant No. 20-010-00465).

References

1. Porter, M.: The Economic Performance of Regions. Reg. Stud. 37, 549–578 (2008)
2. Kamiya, M., Pengfei, N.: SolAbility. The Sustainable Competitiveness Report. SolAbility

Sustainable Intelligence, Zurich, Seoul (2019)
3. Hausmann, R., Hidalgo, C.A., Bustos, S., Coscia, M., Chung, S., Jimenez, J., Simoes, A.,

Yıldırım, M.A.: The Atlas of Economic Complexity. MIT Press, Boston (2013)



Development of a Mathematical Model for Decision Support Systems in Social … 155

4. Huggins, R., Izushi, H., Thompson, P.: Regional competitiveness: theories and methodologies
for empirical analysis. J. CENTRUM Cathedra: Bus. Econ. Res. J. 6(2), 155–172 (2013)

5. Nezhivenko, E., Golovikhin, S., Dubynina, T., Dolinskaia, A.: Regional index of competitive-
ness of Russian regions. In: InnovationManagement and Education Excellence through Vision
2020, pp. 4921–4932 (2018)

6. Lomov, E.E.: Konkurentosposobnost’ regiona: elementy, indikatory, mekhanizmy ocenki
[Lomov, E. E.: The competitiveness of the region: elements, indicators, evaluation mecha-
nisms]. Izvestiya vysshih uchebnyh zavedenij. Povolzhskij region. Ekonomicheskie nauki
[News of Higher Educational Institutions. Volga Region. Economic Sciences] 1, 105 (2015)
(In Russian)

7. Mazilkina, E.I., Panichkina, G.G.: Osnovy upravleniya konkurentosposobnost’yu [Mazilkina,
E.I., Panichkina, G.G.: Fundamentals of competitiveness management]. Moskva, Ome-ga-L
[Moscow: Omega-L], 328 p. (2008) (In Russian)

8. Baykina, N., Golovanov, P., Livshits, M., Tuponosova, E.: Forecast of the impact of human
resources on the effectiveness of the petrochemical cyber-physical cluster of the Samara region.
In: Kravets, A.G., Bolshakov, A.A., Shcherbakov, M. (Eds.) Society 5.0: Cyberspace for
Advanced Human-Centered Society. Studies in Systems, Decision and Control, vol. 333,
pp. 115–127. Springer International Publishing (2021). https://doi.org/10.1007/978-3-030-
63563-3_10

9. Davtian, A., Shabalina, O., Sadovnikova, N., Parygin, D.: Cyber-social system as a model of
narrative management. In: Kravets, A.G., Bolshakov, A.A., Shcherbakov, M. (Eds.) Society
5.0: Cyberspace for Advanced Human-Centered Society. Studies in Systems, Decision and
Control, vol. 333, pp. 115–127. Springer International Publishing (2021). https://doi.org/10.
1007/978-3-030-63563-3_1

10. Stimson, R., Stough, R., Roberts, B:. Regional Economic Development: Analysis and Planning
Strategy, 398 p. Springer Science & Business Media (2013)

11. Ketels, C.: Recent research on competitiveness and clusters: what are the implications for
regional policy? Cambr. J. Reg. Econ. Soc. 6(2), 269–284 (2013)

12. Annoni, P., Dijkstra, L., Gargano, N.: EU Regional Competitiveness Index, RCI. EU Regional
Competitiveness Index, RCI (2021). https://ec.europa.eu/regional_policy/sources/docgener/
work/201701_regional_competitiveness2016.pdf

13. Annoni, P., Dijkstra, L., Gargano, N.: Regional Innovation Scoreboard. RIS (2021). https://ec.
europa.eu/regional_policy/sources/docgener/work/201701_regional_competitiveness2016.
pdf

14. Bolshakov, A.A., Veshneva, I.V., Lushin, D.: Mathematical model of integration of cyber-
physical systems for solving problems of increasing the competitiveness of the regions. In:
Studies in Systems, Decision and Control. Society 5.0: Cyberspace for Advanced Human-
Centered Society. Decision and Control, vol. 333, pp. 129–139. Springer Nature Switzerland
AG (2021). https://doi.org/10.1007/978-3-030-63563-3_11

15. Veshneva, I.V., Chernyshova, G., Bolshakov, A.A.: Regional competitiveness research based
on digital models using Kolmogorov-Chapman equations. In: Studies in Systems, Decision and
Control. Society 5.0: Cyberspace for Advanced Human-Centered Society, vol. 333, pp. 141–
154. Springer Nature Switzerland AG (2021). https://doi.org/10.1007/978-3-030-63563-3_12

16. Veshneva, I.V., Chistyakova, T.B., Bolshakov,A.A.: The status functionsmethod for processing
and interpretation of the measurement data of interactions in the educational environment.
SPIIRAS Proc. 6(49), 144–166 (2016). https://doi.org/10.15622/sp.49.8.ISSN:20789181

17. Martin A., Wellman B.: Social network analysis: an introduction (2011)
18. Borisova, L., Borisova, D.: Study of regional stability by amplitude-frequency method. In:

E3S Web of Conferences, vol. 273, no. 08104 (2021). https://doi.org/10.1051/e3sconf/202127
308104

19. Selyutina, L., Pesotskaya, E., Hakimov, A.: Competitive partnership in the context of strategic
management of construction companies competitiveness. In: IOP Conference Series: Earth and
Environmental Science, vol. 751, no. 1, 012173 (2021). https://doi.org/10.1088/1755-1315/
751/1/012173

https://doi.org/10.1007/978-3-030-63563-3_10
https://doi.org/10.1007/978-3-030-63563-3_1
https://ec.europa.eu/regional_policy/sources/docgener/work/201701_regional_competitiveness2016.pdf
https://ec.europa.eu/regional_policy/sources/docgener/work/201701_regional_competitiveness2016.pdf
https://doi.org/10.1007/978-3-030-63563-3_11
https://doi.org/10.1007/978-3-030-63563-3_12
https://doi.org/10.15622/sp.49.8.ISSN:20789181
https://doi.org/10.1051/e3sconf/202127308104
https://doi.org/10.1088/1755-1315/751/1/012173


156 I. Veshneva and A. A. Bolshakov

20. Podgorskaya, S., Schitov, S.: Model for assessing the competitiveness of rural areas in the
region in the new economic conditions. In: E3S Web of Conferences, vol. 210, no. 14001
(2020). https://doi.org/10.1051/e3sconf/202021014001

21. Regions of Russia. Socio-economic indicators (2020). https://gks.ru/bgd/regl/b19_14p/Main.
htm

22. Barlow, J., Vodenska, I.: Socio-economic impact of the covid-19 pandemic in the U.S. Entropy
23(6), 673 (2021). https://doi.org/10.3390/e23060673

23. Wichmann, B.,Wichmann, R.: Nonparametric estimation of a primary care production function
in urban Brazil. Health Econ. Rev. 10 (1), 37 (2020). https://doi.org/10.1186/s13561-020-002
94-9

24. Akaev, A.A., Sadovnichij, V.A.: Matematicheskoe modelirovanie global’noj, regional’noj
i nacional’noj dinamiki s uchetom vozdejstviya ciklicheskih kolebanij [Akaev, A.A.,
Sadovnichy, V.A.: Mathematical modeling of global, regional and national dynamics taking
into account the impact of cyclical fluctuations] Modelirovanie i prognozirovanie global’nogo,
regional’nogo i nacional’nogo razvitiya [Modeling and forecasting of global, regional and
national development]. Moskva, LIBROKOM [Moscow, LIBROKOM], 5–67 (2011) (In
Russian)

25. Buldakova, T.I., Suyatinov, S.I.: Assessment of the state of production system components for
digital twins technology. In: Kravets, A.G., et al. (Eds.) Cyber-Physical Systems: Advances,
in Design & Modelling, Studies in Systems, Decision and Control, vol. 259, pp. 253–262.
Springer Nature Switzerland AG (2020). https://doi.org/10.1007/978-3-030-32579-4_20

26. Suyatinov, S.I.: Conceptual approach to building a digital twin of the production system In:
Kravets, A.G., et al. (Eds.) Cyber-Physical Systems: Advances. Design & Modelling, Studies
in Systems, Decision and Control, vol. 259, pp. 279–290. Springer Nature Switzerland AG
(2020). https://doi.org/10.1007/978-3-030-32579-4_22.

27. Shcherbakov, M.V., Glotov, A.V., Cheremisinov, S.V.: Proactive and predictive maintenance
of cyber-physical systems. In: Kravets, A.G., et al. (Eds.) Cyber-Physical Systems: Advances,
in Design & Modelling. Studies in Systems, Decision and Control, vol. 259, pp. 263–278.
Springer Nature Switzerland AG (2020) https://doi.org/10.1007/978-3-030-32579-4_21

https://doi.org/10.1051/e3sconf/202021014001
https://gks.ru/bgd/regl/b19_14p/Main.htm
https://doi.org/10.3390/e23060673
https://doi.org/10.1186/s13561-020-00294-9
https://doi.org/10.1007/978-3-030-32579-4_20
https://doi.org/10.1007/978-3-030-32579-4_22
https://doi.org/10.1007/978-3-030-32579-4_21


Multi-level Management
of Organizational Systems on the Basis
of Risk Cascading, Logical-Probabilistic
Modeling and Simulation

Irina Bondareva and Anna A. Khanova

Abstract A conceptual solution allows for multi-level risk management of an orga-
nizational system (for example, a cargo port) is presented. A step-by-step mech-
anism for the integrated use of risk cascading and Logical-Probabilistic modeling
is proposed for a detailed and multifaceted description of cause-and-effect relation-
ships, aswell as simulationmodeling as a tool for analyzing, assessing, and predicting
the onset of risk situations. The described mechanism is displayed in the form of a
structural diagram of multilevel risk management. The method for cascading risks
at the strategic, tactical, and operational levels of management is described in detail.
Each level considers as a risk situation failure to achieve goals, failure to achieve
target performance assessment indicators of standard values, and failure to achieve
detailed targets for assessing target implementation of standard values, respectively.
A cascade logic-probabilistic model of the risk of failure to achieve the strategic goal
of a cargo port is presented, detailing the scenarios of the first level of goal-setting
and including all three levels of management. The logical and probabilistic models
of various levels of management are formulated and described, the identified basic
regularities are explained. The mechanism for fixing the onset of risk situations at
the operational level using cascading and simulation technologies, identifying cause-
and-effect relationships using logical-probabilistic modeling, as well as formulating
recommendations to prevent the onset of risk situations in future periods is described
in detail, i.e. at the tactical and operational levels of management.
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1 Introduction

Studying the issues of effective technologies for managing enterprises, which are,
thanks to a large number of interacting business processes, a complex organizational
system (OS), today is associated with the identification, as well as a comprehensive
analysis of goals, indicators of their achievement, as well as risks. Building logical
relationships between planning and assessing the likelihood of the onset of the possi-
bility of performing an urgent task, a promising and justified possibility of increasing
the efficiency of management [1–11].

An approach using logical-probabilistic (LP) modeling [1, 2, 6, 7, 11] is used as
a modern toolkit for describing this kind of relationship. One of its advantages is the
ability to consider aspects of activities not only from the point of view of economic
efficiency but also with a focus on the interests of all parties involved in this process.

Along with LP-modeling to trace the cause-and-effect relationships when a risk
situation occurs, it is proposed to use the mechanism for representing the hierarchy
of goals and indicators in the form of cascades [12–17].

Cascading initially appeared as a tool for specifying goals and indicators for
assessing the performance of certain enterprises by specifying general performance
criteria for specific divisions. Thus, the responsibility and contribution of each
specialized division to the overall strategy of the enterprise are indicated in accor-
dance with the specifics of the work carried out by it. That is, cascading allows you to
formulate and clarify goals and indicators for more detailed and consistent tracking
of possible deviations from the intended goals from the moment of their occurrence
in order to adjust the functionality of the responsible units before correcting an
unfavorable situation.

The analysis of the sources devoted to the cascading of goals and indicators allows
us to judge its use in most cases in conjunction with a balanced scorecard, which is a
strategicmanagement tool [11, 12, 15].Muchmore popular and justified in practice is
the technology for implementing multilevel management—from strategic to tactical
and operational and vice versa. That is an approach in which all strategic goals
are subordinated to the evaluative mechanism for maintaining the overall strategy
through the implementation of detailed goals at the tactical and operational levels. A
description of this mechanism concerning the organization’s risks was not found, and
therefore the purpose of the work is to form a structure for multi-level management
of organizational systems by the joint use of organization risks cascading and LP-
modeling [14–21].

2 Risk Cascading

Multilevel cascading of risks consists in the formulation of the main strategic goal
and its detailed goals at the strategic management level, where failure to achieve
goals is considered as a risk. Then, at the tactical level of management, for each goal,
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Fig. 1 Scheme of cascading risks

the indicators that evaluate it are formulated, and the failure of the indicators to assess
the implementation of the goals of the standard values is already used as risks. The
operational level of management complements the tactical detailed indicators for
assessing the achievement of goals, i.e. breaks down several indicators of the tactical
level, specifying them according to various criteria: concerning the structural units
responsible for the achievement of the indicator of the normative value; concerning
the type of work performed or services provided, etc. At the operational level, risks
are the failure of detailed indicators to assess the achievement of targets of standard
values. Risk cascading is shown schematically in Fig. 1.

3 Multi-level Risk Management Based on Cascading Risks

It is possible to calculate the detailed indicators for assessing the achievement of
goals formulated at the operational level (block 1 “Cascading risks”) using simula-
tion (block 2 “Simulation model”) [7, 10, 11]. Based on the results of simulation
experiments, report statistics are generated, based on which a summary table of risk
assessment is built, thus, deviations from the standard values of detailed indicators for
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Fig. 2 Block diagram of multi-level OS risk management based on cascading risks, LP-model, and
simulation

assessing the achievement of goals are revealed, i.e. possible operational level risks.
Based on this information, taking into account the identification of cause-and-effect
relationships of the LP-model (block 3), recommendations are developed to prevent
the identified risk situations. Taking into account such recommendations allows you
to adjust the values of detailed indicators at the operational level by influencing the
objects of the system under consideration, which in turn favorably affects the elimi-
nation of risk situations at the tactical and strategic levels, i.e. allows you to achieve
strategic goals in the future (block 4). On the contrary, ignoring recommendations
for adjusting the behavior of the system negatively affects the risks of subsequent
periods, provoking their inevitable onset (block 5). Consider the described integra-
tion of the proposed approaches for multilevel risk management of an organizational
system (Fig. 2). As a subject area, we have chosen a transport logistics enterprise—a
cargo port [13, 18, 19].

4 Logical-Probabilistic Modeling

TheLP-riskmodel is a set of conceptualmodels that describe the relationship between
OS objects (targets), subjects, and factors of influence [7, 22, 23].

For multilevel risk management, it is of greater interest to identify causal relation-
ships presented on the cascadeLP-model (Fig. 3), reflecting scenarioLP-models of all
three levels ofmanagement. ObjectivesGccp = (GN1,GN2,…,GN4) correspond to the
LP riskmodels. Objects-targets are the components of Gccp: GN1—to reduce depen-
dence on external loans, GN2—to increase the efficiency of resource use, GN3—to
increase the level of corporate social responsibility, GN4—to increase profitability
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Fig. 3 Cascade LP-model of the risk of failure to achieve the strategic goal of the OS (detailed
scenarios of the first level of goal-setting, three levels of management)

and solvency. According to the concept of using LP risk models for each i-th goal
GNi, it is necessary to sequentially construct a risk scenario SRi, L-model LMi, and
P-model VMi. Figure 3 shows scenarios of the first level of goal-setting, including
the following elements: GN11—to improve the qualifications of employees, GN12—
to increase the level of responsibility to consumers, GN21—to optimize the number
of port resources, GN31—to increase the level of social protection of personnel,
GN41—to ensure the stability of sales, I11—return on assets, I12—the ratio of finan-
cial independence, I14– the ratio of absolute liquidity, I24—the ratio of return on
equity.

At the strategic level, the logical model LM Sccp of event failure takes the form:
Gccp = GN1∨ GN2∨…∨ GN4.

Probability function (P-model) VM Sccp of event failure:

P
{
Gccp = 0

} =P{GN1 = 0} + P{GN2 = 0}(1 − P{GN1 = 0}) + P{GN3 = 0}
(1 − P{GNl = 0})(1 − P{GN2 = 0})P{GN4 = 0}(1 − P{GN1 = 0})
(1 − P{GN2 = 0})(1 − P{GN3 = 0}).

The logical and probabilistic models of the first level of goal-setting at the oper-
ational level will be identical to the corresponding models of the tactical level. This
is because the scenarios of the first level of goal-setting of the operational level of
management did not change relative to the tactical level. After all, they contain indi-
cators that are not detailed by any criteria (indicators of the first level). That is why
the following is true.

LMo = LMT
ccp : Gccp = I 11 ∨ I 21 ∨ GN3 ∨ I 41 ∨ I 42 .
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V Mo
cp = V MT

ccp :
P

{
Gccp = 0

} = P
{
I 11 �= I 11norm

} + P
{
I 21 �= I 21norm

}(
1 − P

{
I 11 �= I 11norm

})

+ P{GN3 = 0}(1 − P
{
I 11 �= I 11norm

})(
1 − P

{
I 21 �= I 21norm

})

P
{
I 41 �= I 41norm

}(
1 − P

{
I 11 �= I 11norm

})(
1 − P

{
I 21 �= I 21norm

})

(1 − P{GN3 = 0})(1 − P
{
I 41 �= I 41norm

})
.

The remaining levels of goal-setting are represented by goals GN121—increase
the level of environmental protection, GN122—increase the level of interaction with
local authorities, GN123—improve the quality of loading and unloading operations,
GN1231—timely execution of loading and unloading operations [24]. A complete list
of indicators for assessing achievement with an indication of the criteria for their
detailing (if any) at the operational level is presented in Table 1.

As the structural subdivisions of the port within the framework of this study, we
will take the following: cargo operations department, warehouse complex, commer-
cial department, tally department, technical department, supporting departments,
and port management. The following are considered as interesting types of services
provided by the port: transshipment of goods, storage of goods, freight forwarding
by rail, and road transport. The considered cargo port carries out the loading of the
following types of cargo: sand, asbestos, sheet iron, and iron channel.

Let us consider, for comparison, the scenario models of the risk of failure to
achieve the strategic goal of the cargo port of the tactical (Fig. 4) and operational
(Fig. 5) management levels, including all levels of goal-setting [6, 7, 10, 11].

A visual comparison of the tactical and operational level scenarios allows us to
make sure that the operational level scenarios extend the tactical level scenarios
by including new scenarios of detailed indicators that have a direct impact on the
corresponding elements of the scenario of the previous goal-setting level. At the
operational level, the failure of an event may be evidenced by the failure of at least
one of the indicators detailing it according to the selected criterion (Tab. 1) indicators
of its normative value.

As an example, consider the LP-model of the complex indicator I112 “Number of
regular customers”, detailed at the operational level by type of service (transshipment,
storage, and forwarding of goods) on I1121, I1122,and, I1123 respectively.

LM1o12 : I 121 = I 1211 ∨ I 1221 ∨ I 1231 .

V Mo
112 :

P
{
I 121 �= I 121 norm

} = P
{
I 1211 �= I 1211 norm

} + P
{
I 1221 �= I 1221 norm

}

(
1 − P

{
I 1211 �= I 1211 norm

})
P

{
I 1231 �= I 1231 norm

}

(
1 − P

{
I 1211 �= I 1211 norm

})(
1 − P

{
I 1221 �= I 1221 norm

})
.
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Table 1 Cargo port performance indicators and criteria for their detailing

Indicator symbol Indicator, units Indicator detail criterion

I11 Return on assets –

I21 Financial independence ratio –

I14 Absolute liquidity ratio –

I24 Return on equity ratio –

I111 Percentage of employees whose qualifications are
appropriate for the position held, %

Structural units

I211 Employee training costs, cu Structural units

I112 Number of regular customers, units types of services

I212 Percentage of repeat clients, % Types of services

I312 Number of new clients, units Types of services

I412 Number of dissatisfied customers, units Types of services

I121 Equipment intensive use ratio –

I221 Equipment extensive use ratio –

I131 The number of tax deductions for the period, cu –

I231 The volume of social contributions for the period –

I331 The ratio of the minimum wage to the cost of
living

–

I431 The ratio of the minimum wage to the average, % –

I141 Provision with orders (contracts) in days, day –

I1121 The proportion of ships meeting environmental
standards, %

Types of cargo

I1123 Reliable loading, % Types of cargo

I2123 THe amount of lost (damaged) when loading
cargo, t

Types of cargo

I3123 Average loading time, h Types of cargo

I11231 Percentage of loading works completed on time,
%

Types of cargo

5 Conclusion

A distinctive feature of the proposed mechanism is the ability to predict the occur-
rence of undesirable situations in subsequent periods at the operational stage of
management, i.e. at other levels of government. Predictions of a similar nature by
monitoring the corresponding values of risks of failure to achieve goals and stan-
dard values of indicators make it possible to develop recommendations for adjusting
the values to prevent negative risk situations in future periods. It is this multilevel
approach to management that will result in the achievement of the set strategic goals
and, thus, lead the organization to consistently effective development.
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Fig. 4 Model of tactical scenarios of risks of failure to achieve goals associated with the main
strategic goal of the cargo port

Fig. 5 Model of operational scenarios of risks of failure to achieve goals associated with the main
strategic goal of the cargo port
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Abstract Modern socio-economic systems exist and function being inevitably
immersed into the information space. When modeling management in such systems
there is a need for a formalized representation of the information flows providing the
interaction of the system with its environment. The chapter discusses the principles
of modeling information flows in open socio-economic systems considered as deter-
mining the impact of the environment on socio-economic systems and the impact
of the systems on the environment, and, thus, form the state of the socio-economic
system. The resources transferred by the environment to the system for the execution
of its mission are considered input information flows, the output flows are formed
as the transfer of the results of the system’s activities demanded by the environment.
The ways of correlating the influence of information flow on the state of the system,
chosen by people, and, thus, not reducible to functional dependencies, are modeled
as “thinking” functions. An open socio-economic system is considered as a form of
interaction of the environment with itself, and the proposed principles for modeling
information flows reflect the dualism of the relationship between the system and the
environment.
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1 Introduction

Modern socio-economic systems exist and function being inevitably immersed into
the information space. The successful functioning of any socio-economic system
(SES) requires constant monitoring and analysis of information flows that ensure the
influence of the environment on the system and the influence of the system on the
environment [1–3].

When modeling management in socio-economic systems immersed in the infor-
mation environment there is a need for a formalized representation of the information
flows for modeling the interaction of the system with its environment.

2 Approaches to Modeling Information Flows
in Socio-Economic Systems

In a number of studies information flows are distinguished by the types of information
sources that generate these flows (e.g. financial flows [4, 5], cash flows [6, 7], sales
management flows [8], logistics flows [9–11]). In [12] the authors consider informa-
tion flow as “a key variable in system safety” and underline the role of information
in causing or preventing technological accidents [13]. In [12], the optimal informa-
tional flow model is introduced and its applicability to assess predictive causality by
extracting predictive causal networks of complex ecosystems is considered. Informa-
tion flow study related to the problems of SES safety is presented in [14], modeling
causal interactions for predictability of ecosystem management [15].

But for modeling the behavior of SES operating in the information environment,
there is a need for a formalized representation of information flows, abstracted from
information sources [16]. Information flow models are proposed in a number of
studies [17]. In [18], an input information flow model is proposed, represented by
a set of elementary information fragments, which are considered as a pertinent part
of various information documents. Information flows are represented as Poisson
processes; the information processing planning task is modeled within the queuing
theory. The model is proposed to be applied to reduce the influence of information
noise on the quality of the information processing process.

In [19] information flows are considered as a set of semantically related elements
(documents) that form an information space in the dynamics of their evolution.
Information flows are modeled as time series, for the analysis of which correlation
analysis, variance analysis, fractal analysis, wavelet analysis are used. To represent
semantic properties, the concept of a thematic information flow is introduced as a
sequence of messages corresponding to a specific topic. The developed model is
proposed for solving problems related to automatic text processing.

The model of information flows of logistics processes at the enterprise, proposed
in [20], is represented by a set of project documents. The model is based on formal-
ized descriptions of text, tabular and graphic documents describing information flow
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schemes, information about external objects, data stores, and other characteristics of
logistics processes. As information flows, both information flows within the system
and flows between the system and its environment are considered [21].

In [22], methods of modeling information flows in the context of the organi-
zation of management in SES are considered. An information flow model distin-
guishes the discrete processing stages within the process, describes how information
flows through that system, characterizes the kinds of data items that flow through the
process, and captures the type or method of data access. Depending on the formal-
ization approach, two categories of models of information flows are distinguished—
diagrammatical and mathematical models. Pictorial, matrix, and graph models
are considered as diagrammatical models, agent-based models, system dynamics
models, discrete-event models are referred to as mathematical models. Depending
on the level of accessibility and use of information, information flows are consid-
ered as belonging to the macro-, meso- and micro-levels. Information flows at the
macro-level model the environment of the system.

3 Model of an Open Socio-Economic System

In the considered models the information flows inside the system (the internal flows)
are considered as the main flows determining the functioning of SES regardless of
the method and degree of formalization. The external flows, representing the SES
interaction with the environment are modeled as factors somehow influencing the
internal flows. Thus, the SES environment is considered as an external resource for
the SES itself. This modeling principle, based on the primacy of SES in relation
to the environment, does not reflect the very essence of the existence of SES as
an open system, created by the environment to fulfill the mission determined by
the environment. In terms of openness, the functioning of any SES is determined
precisely by the external information flows that form the state of the system [23].

The interaction of SES with the environment is a structured set of signs, texts—
contracts, agreements, executive documents, i.e. a set of information about a legal
entity and environment, which is constantly growing, forming a flow of information.
It is natural to divide such a flow into two: the input flow is the information that
represents what the SES is for the environment, and the output flow is what the
environment is for the SES.

The concept of a flow is always associated with time, respectively, each state of
the SES is associated with the current time of the system’s life:

SES_Statet = F(I nput Streamt , Output Streamt ), (1)

where SES_Statet—the system state at current time t; I nput Streamt—input infor-
mation flow (influence of the environment on the system); Output Streamt—output
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information flow (system impact on the environment); F—way of correlating input
and output information flows that form the current state of the system.

The input flow represents the resources that the environment transfers to the
system for the execution of its mission (tangible and intangible objects). The output
stream is formed as a transfer of the results of the system’s activity, demanded by
the environment (these can also be tangible and intangible objects).

SES itself is not amaterial object, it is an artifact created by the activities of people,
providing the conditions for their existence [24]. In terms of artifacts categorizing,
the SES is an informational phenomenon, since the state of any SES and any input
and output flows in the SES are always identified with the flows of information.

Any change in the input and output flows over time (t + �t) leads to a change in
the state of the system:

SESStatet+�t = F(I nput Streamt+�t , Output Streamt+�t ). (2)

The SES functioning, i.e. the execution of the SES its mission consists in creating
a new input stream, leading to an acceptable system state that ensures the existence
of the system itself at a time (t + Δt), i.e.:

I nput Streamt+�t = �(SES_Statet , Output Streamt ), (3)

where�—away of correlating the influence of the state of the system and the output
flow formed by it on the reaction of the environment in the form of the input flow.

The influence of the output flow on the formation of the input flow of the system
in the classical control theory is called feedback. However, in the context of SES
management, the representation of such an influence by any functional dependency
is not possible due to the uncertainty of the reaction of the environment to the system.

The formation of a new output flow is carried out as a result of actions performed
by the system, determined by the input flow:

Output Streamt+�t = �(I nput Streamt ⊕ Output Streamt ), (4)

where �—a way of correlating the results of actions performed by the system and
the new output flowgenerated by it; «⊕»—pseudo-mathematical operation reflecting
the way the output flow is generated.

The ways of correlation indicated in formulas (1–3) as F , � and �, respectively,
are chosen by people, and due to the non-numerical nature of the thinking process,
they are not reducible to any functional dependencies. Therefore, in the general case,
F , � and � symbolize so-called “thinking” functions inherent in people.

Thus, the system of equations:
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SESStatet = F(I nput Streamt , Output Streamt ),

SESStatet+�t = F(I nput Streamt+�t , Output Streamt+�t ),

I nput Streamt+�t = �
(
SESStatet , Output Streamt+�t

)
,

Output Streamt+�t = (I nput Streamt ) ⊕ (�Output Stream).

(5)

is a pseudo-mathematical model of an open SES, reflecting the dynamics of the
system’s existence and the fulfillment of its mission. Any SES exists, interacting
with the environment through information flows. On the other hand, the environment,
interacting with the SES, provides an opportunity for self-realization.

4 Principles for Modeling Information Flows in Open
Socio-Economic Systems

Thus, the authors propose the following principles for modeling information flows
in open socio-economic systems:

1. Openness is a key property of any SES, which ensures its functioning in
interaction with the environment.

2. The functioning of the SES is determined by external (input and output)
information flows that form its state.

3. The input information flow is formed by the resources that the environment
transfers to the SES for the execution of its mission, the output flow is formed
as the transfer of the results of the SES activities demanded by the environment.

4. The state of the SES is determined by the “balance” of input and output
information flows.

5. The dynamics of input and output information flow leads to a change in the state
of the SES.

6. The input and output flows are interconnected and interdependent by the
fulfillment of the SES mission, which determines the system’s existence.

Any SES, as an open system created by the environment for the execution of its
mission determined by the environment, can be considered as a form of interaction of
the environment with itself, and proposed principles of modeling information flows
reflect the dualism of the relationship between the system and the environment (as
shown in Fig. 1).

5 Conclusion

The proposed principles of modeling information flow make it possible to model
SES as an information fragment of the network information space. The information
flows themselves are a form of the information network functioning. The network
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Fig. 1 Relationship between the system and the environment through information flows

controls the SES through information flows that reflect the impact of the network on
the system, and identify the SES as belonging to the network.

Thus, socio-economic systems form a network of relations with each other, which
ultimately determines the existence of the society itself. The functioning of each SES
in the network is a process of continuous formation of the society as integrity, which
disintegrates into a plurality of socio-economic systems, but again restores the global
network of life as itself. At the same time, the interactions, contradictions, and even
conflicts arising between information flow in the network are the sources of the
“power” that allows the SES to carry out its activities called the SES mission in the
network.

Modeling SES as an information fragment of the network information space
justifies the possibility of digitalization of the society formed by a plurality of open
interacting SES (organizations).
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Abstract The issue of equipment lifecycle management is considered—implemen-
tation of the program of maintenance and repair, capital replacement of equipment.
During the life cycle of electrical grid equipment, it is possible to identify a period
in which the total cost of repairing the equipment in the future will exceed its capital
replacement with new equipment with similar indicators. The materials of domestic
and foreign authors were studied on the topic of the operation of the power grid
equipment park, regulatory and reference information for distribution power grid
companies. Calculated functions are derived based on the economic indicators of
the equipment - the cost of repairs, the book value, the level of inflation, taking into
account the operation of the equipment. According to the task, a decision-making
agent was developed for managing the life cycle of equipment of power grid compa-
nies based on economic indicators. The implementation of this algorithm in the
production asset management system of interregional distribution grid companies
will optimize the life cycle costs of a piece of equipment. The calculations made
based on the decision-making algorithm in managing the life cycle of the equipment
of power grid companies based on economic indicators indicate a decrease in the
total cost of equipment by up to 10%. Investing the freed-up capital will allow the
existing high-quality characteristics of the power grid equipment fleet.
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1 Introduction

Interregional distribution grid companies supply electricity from generation compa-
nies to consumers. They have an impressive fleet of electric grid equipment, which
can reach tens of millions of units (including supports and spans). Each equipment
type has its own service life and is constantly wearing out [1]. To keep it in working
condition and reduce the number of accidents,whichoften result in having to compen-
sate the consumers, the technical policy of Rosseti “On the UniformTechnical Policy
in the Power Grid Complex” [2], which contains the basic information on equipment
maintenance and repair (M&R).

The underfunding of repair and investment programs leads to the situation when
cost planning for equipment repair is made only for the short term without taking
into account the efficiency of complete replacement of equipment in the conditions
of increased repair cost for old equipment and increased payments for compensation
of damage to consumers. Modern enterprise business asset management systems
(BAMS) accumulate historical data on equipment repairs during its life cycle, the
analysis of which makes it possible to establish a period in which the total cost of
repairing obsolete equipment in the future will exceed the cost of replacing it with
new similar equipment, along with its technical support.

Alekseev et al. [3–5], and others devoted their studies to the issues of the orga-
nizational and economic efficiency increase for the maintenance and replacement of
production assets and management of equipment life cycle. Despite the extensive
research base, the existing models of equipment assessment, repair, and replacement
planning are based on a personalized approach (requires information about each
unit which is very expensive in terms of time and financial resources) and assess-
ment of physical and chemical, and operational factors affecting the condition of the
equipment [6–10]. There are no models that take into account the interrelation of
economic impacts and the residual operation life of the equipment and allow using
minimum initial information to assess the integral state of the enterprise equipment
and the costs necessary for its repair. The results of the analysis and modelling will
allow ensuring the increase of power grid company equipment life cyclemanagement
efficiency under the condition of implementing the Industry 4.0 concept [11].

2 Analysis of Interregional Power Grid Company
Electrical Grid Equipment Life Cycle Management

During the life cycle of electrical grid equipment, maintenance and restoration of its
performance are carried out. Following STO 34.01-24-002-2018 current, mid-life,
overhaul, unscheduled and emergency types of repair are defined.
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Current repairs (CR) of equipment are performed for restoration of service-
ability and partial restoration of the unit life with the replacement or restoration of
components of limited nomenclature andmanagement of the unit technical condition
according to the scope provided in the documentation [12].

Mid-life scheduled repairs (MLR), as opposed to current repairs, provide for
the disassembly of equipment, its individual units, the measurement of defects, and
drawing up an inventory of defects. Among other things, this type of repair includes
inspection of drawings, sketching, and testing of individual electrical equipment
assemblies.

Equipment overhaul (OH), performed to restore the serviceability and full or
close to full restoration of unit life with the replacement of restoration of any of
its components, may involve full unit disassembly, repair of basic and prismatic
components and assemblies, replacement or restoration of all worn components and
assemblies with new and more modern ones, assembly, adjustment and testing of
the unit [13, 14]. When carrying out an overhaul, the equipment must not change
its functional purpose. The purpose of equipment overhaul is to restore its technical
and economic characteristics to values close to the design ones. The most expensive
types of repairs are overhauls and emergency repairs.

A multi-year maintenance and repair (M&R) plan is compiled for scheduled
works. An annual M&R plan is created every year based on the multi-year plan. The
equipment is included in themulti-year plan by the frequency of repairs for each type,
taking into account the priority of themost expensive (in descending order – overhaul,
mid-life, current) [15–17].With each new repair (apart fromoverhauls), the condition
of the equipment becomes worse compared to the design parameters, and the cost
of repairs is higher [21–23]. At some point, future repairs are not profitable and a
complete replacement of the equipment will be an economically feasible solution
[18, 19]. Figure 1 shows the life cycle of the oil circuit breaker, with its maintenance
cost, and a comparison with the option of replacing it at year 22 of operation.

Electrical grid equipment is an element of the network hierarchy along the supply
chain from generation facilities to consumers. According to the methodology of the
Ministry of Energy No. 123 dd. 19/02/2019 it is possible to calculate the failure
consequence indicator, which is measured in monetary terms [20]. Before creating a
multi-year plan, it is necessary to analyze the feasibility of the complete replacement
of equipment.

3 The Procedure of Life Cycle Management of Power Grid
Companies’ Equipment Based on Economic Indicators

The decision-making algorithm for managing the power grid companies’ equipment
life cycle is based onmonitoring changes in the equipment condition level depending
on repair maintenance costs and allows to determine the optimal replacement period
for a group of homogeneous equipment of a power grid company (Fig. 2).
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Fig. 1 Distribution of equipment repair costs over the life cycle of the oil circuit breaker VT-35-
630-12,5

To prepare the equipment maintenance, forecast it is proposed to perform the
following actions based on the equipment repair data for a certain brand:

1. Import historical data from external systems, including equipment repairs and
failure consequence data from the BAMS and new equipment (or counterpart)
cost data from the Accounting Information System (AIS).

2. Calculate the average annual cost for each type of repair (CR,MLR, OH,M&R)
for a particular brand of equipment, setting the selection by equipment. for each
of the periods of equipment operation, equal to the frequency of overhauls (for
example, 8, 16, 24, etc. years):

Cgen =
∑t

j=1 Cnj

n
, (1)

where Cnj is the annual cost of maintenance of the n-th item of equipment in the j-th
year, j = 1, t ; t is the period for which the cost of equipment is recorded (number
of years); n is the number of recorded pieces of equipment of a particular brand.

Calculate the cost of equipment maintenance Cold – taking into account the
frequency of work for each type of repair (taking into account the priority of
more time-consuming repairs) and the rated service life (for example, for oil circuit
breakers 35 kW and up – CR 2 years, MLR 4 years, OH 8 years, rated service life
30 years), taking into account on each period the repair costs each period (duration
and frequency of OH) Cgen:
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Fig. 2 The decision-making algorithm for managing the power grid companies’ equipment life
cycle based on economic indicators
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Cold =
t∑

j=1

(
Cgen j · Dj

)
, (2)

where Cold is the cost for the period t for the old equipment; t is the period until
the end of the rated equipment service life; Dj is the discount factor in the j-th year,
j = 1, t ;

Dj = (1− r) j , (3)

where r is the estimated rate; j is the year number, j = 1, t . The estimated rate is
calculated using the Fisher equation:

r = r0 + i + r0 · i, (4)

where r0 is the current key interest rate of the Central Bank of the Russian Federation;
i is the projected inflation rate.

1. Calculate the costs of buying new equipment Cnew, taking into account the cost
of new equipment and its scheduled maintenance:

Cnew = Knew +
t∑

j=1

(
Cpl j · Dj

)
, (5)

where Knew is the investment into new equipment, Cpl is the scheduled repairs:

Cpl= ∑ (Соб ), 
(6)

where Cpl is the planned maintenance costs of equipment for the period t (from the
commissioning of new equipment and the end of the standard life of the replaced
equipment).

It is proposed to calculate the costs of support of the old and installation of
new equipment annually when drawing up a multi-year M&R program so that the
equipment can be excluded from it in the purchase acts or investment programs. A
sign of exclusion from the repair program of the equipment is the following ratio:

(Cold − Kold+Ca) < (Cnew−Knew), (7)
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where Kold is the residual book value of old equipment; Knew is the residual book
value of new equipment, Ca is the cost of emergency repairs, Ca is the cost of
emergency repairs:

Ca = (Ct + I N ) · u, (8)

Ct is the costs of 1 repair, IN is the consumer compensation, u is the equipment
unit failure rate;

2. Compare the cost of maintaining and repairing the old equipment Cold with the
cost of buying new equipment Cnew and maintaining it, taking into account the
residual book value.

3. As a result, the creation of anM&ROrder or aPurchaseOrderRequest document
is recommended.

4. Export data to BAMS.

4 Example of Synthesizing the Parameters of a PID
Controller Model

Let us examine the described algorithm using the repair data imported from BAMS
and the new equipment cost data imported from AIS. For example, the equipment is
22 years old and the issue of its replacement is on the agenda (Table 1). According to
the data presented, one can see that equipment replacement including maintenance
(251,670.63 rubles) is cheaper than its maintenance (279,805.24 rubles), taking into
account the residual book value of the equipment Knew and the discount factor Dj.
The profit amounts to (28,134.61 rub.).

5 Conclusion

The developed methodology, based on economic historical indicators, which have
been maintained in AIS for more than 10 years, will optimize the life cycle costs
of some equipment, free up funds for unscheduled work and investment in new
equipment, which in turnwill affect the fault tolerance of the entire fleet of equipment
and reduce the electricity consumer compensation costs.
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Structural Analysis of the Pricing
for the Power Grid Company Team
Management Process Based
on the System Dynamics Model

A. R. Kinzhalieva and Anna A. Khanova

Abstract The lack of the necessary investment in the electric grid complex over
the past 20 years has led to a significant physical and technological obsolescence
of electrical networks. In this regard, the task is automatic. The task of ensuring
the reliability of the provision of services by electric network companies with a
minimum level of costs largely depends on the reduction of the duration of the
power interruption of consumers, which can be achieved by improving the process of
managing on-duty personnel of operational andfield teams. The task of improving the
process of managing the field service teams of a power grid company in case of acci-
dents and technological failures is considered. A conceptual description of a system
dynamic model based on the Forrester flow diagram is given. A formal description
of the process of own and borrowed resources operation pricing is presented. An
applied basic system dynamics model for creating simulation models of electricity
distribution companies is developed and proposed.

Keywords Simulation modeling · System dynamics · Costs · Power grid
company · Field service teams · Accident

1 Introduction

Modern society increasingly depends on a reliable power supply to ensure a sufficient
level of functionality and degree of basic need satisfaction. As a consequence, an
uninterrupted electricity supply is critical to society, and power grid companies are
becoming one of society’s most important infrastructures [1] defined as the physical
and logical systems necessary for social welfare [2]. Achievement of this task is
assessed by the service reliability level [3]. This indicator is directly affected by the
average duration of consumer power supply interruption [4]. Therefore, finding ways
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to reduce the duration of power outages is required [5]. Particular attention should be
paid to the issue of the organization of the teammanagement process during accidents
and technological failures, the quality of which depends on the timing of accident and
technological failure corrective measures implementation, which ultimately affects
the overall customer satisfaction [6]. On the other hand, the rational use of resources
allows optimizing the costs associated with their use [7].

The process of managing field service teams during the occurrence of accidents
and technological failures in electricity distribution companies is complex, with a
large number of possible situations and states. The works of Russian and foreign
authors concerning the management and optimization of repair work processes
describe the application of artificial intelligence methods [8, 9], including neural
networks [10, 11], fuzzy set theory [12, 13], and simulation modeling [14–16]. At
the same time, the stochastic nature of emergencies, which is influenced by the
specific features of the work of field service teams, the distribution of material and
technical resources and the pricing implies the advisability of choosing the simula-
tion modeling method as a research tool [17]. Among the knownmethods of building
simulation models (discrete-event, agent-based, or system-dynamic) it is necessary
to choose an approach to modeling, the end result of which should not be the predic-
tion or anticipation of future economic situations, but understanding the essence of
the dynamics of the system under study [18, 19]. It is the simulationmodels of system
dynamics that will make it possible to bypass a number of limitations in the study of
the management process for field service teams caused by the practical impossibility
of obtaining information about this process in various situations during which the
system and environment parameters change over time and a number of management
processes can be described only approximately [20, 21].

The purpose of this work is to improve the efficiency of the pricing process in
the field service team (FST) management for electricity distribution companies by
creating and analyzing the behavior of the system dynamics model.

2 Materials and Methods for Solving The Problem
of Process Cost Management

In case of receiving an accident alert, the network control center (NCC) deter-
mines the category of accident complexity, then determines the adequacy of its own
resources (OR)—the number of on-duty personnel and equipment at the FST loca-
tions. To eliminate an accident, the NCC forms the FST and provides it with the
equipment, depending on the complexity category and the estimated time of elimi-
nation. In the event of the lack of own resources, the entire available FST reserve, as
well as involved resources (IR)—contractor personnel and equipment, are directed
to the accident location. In this case, the FST is formed from ORs and IRs. In the
case where all own resources are involved in the emergency and recovery work, the
minimum required contractor team is involved. In the simulated system, accidents
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occur according to the Poisson flow with a given intensity for m days of model time.
Suppose the field service teams composed of a total of A people are on duty 24 h
a day. The total number of equipment that can be involved is B units. The model
implements a mechanism for equipping the FST with personnel and rented equip-
ment in case of lack of own resources, while at the same time a pricing process is
implemented.

We begin the construction of the system dynamics model by creating a conceptual
description of the system in the form of a Forrester flow diagram [22]. The diagram
(Fig. 1) shows the two main cost flows generated by the operation of OR and IR.
These flows are similar to each other and are broken down into cost flows related
to labor compensation and equipment operation. According to the communicating
vessels principle, the costs accumulated at previous levels affect the cost value at
subsequent levels (in the diagram, the levels are represented as rectangular blocks
1–9). The cost value at the initial level of each flow depends on the rate of cost flow
(in the diagram, the rates are represented as valves I–V). The rate of cost flows is
directly affected by: the number of resources involved (personnel and equipment)
(A, ai, aj, bi, bj), tariff rates (S1, S2, S3, S4, S5). In this case, the variable A is presented
as a constant, because the constant part of the on-duty personnel labor compensation
is made regardless of whether the personnel was involved in the accident elimination.
This model reflects a simplified scheme for calculating the labor compensation costs
of own and involved personnel and costs associated with the operation and rental of
equipment.

The following equations determine the cost levels of resource operation.

Fig. 1 Diagram of the cost flows associated with the elimination of accidents
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The cost value of own personnel (constant part) Z(A) is calculated using the
following formula (Fig. 1, level 1):

Z(A) = A × S1 × m (1)

where S1 is the size of the constant part (tariff rate) of own personnel salary, Rub.
The amount of labor compensation costs for own personnel (variable part) Z(ai)

is calculated using the following formula (Fig. 1, level 2):

Z(ai ) =
k∑

i=1

Ti × ai × S2 (2)

where k is the number of accidents that occurred over m days of the model time
eliminated using own resources; S2 is the rate accrued by own personnel ai, involved

at the time Ti to eliminate the i accident, Rub., i = −
1, k.

The cost value of operating own equipment Z(bi) is calculated using the following
formula (Fig. 1, level 3):

Z(bi ) =
k∑

i=1

Ti × bi × S3 (3)

where S3 is the rate for 1 machine-hour (model time) of work of own equipment bi
involved at the time Ti to eliminate the i accident, Rub.

The labor compensation cost value for the contractor’s personnel Z(aj) is
calculated using the following formula (Fig. 1, level 4):

Z
(
a j

) =
l∑

j=1

Tj × a j × S4 (4)

where l is the number of accidents occurring over m days of the model time, for
the elimination of which the contractor is involved; S4 is the rate accrued by the
contractor’s personnel aj involved at the time Tj to eliminate the j accident, Rub.,

j = −
1, l.
The value of the cost of operating rented equipment Z(bj) is calculated using the

following formula (Fig. 1, level 5):

Z
(
b j

) =
l∑

j=1

Tj × b j × S5 (5)
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where S5 is the rate per 1 machine-hour (model time) of the rented equipment bj
involved at the time Tj to eliminate the j accident, Rub.

The cumulative labor compensation cost amount for own personnel Z(A,ai,) is
calculated using the following formula (Fig. 1, level 6):

Z(A, ai ) = Z(A)+ Z(ai ) (6)

The cumulative value of the labor costs of own personnel and operation of own
equipment Z(A,ai,bi) is calculated by the following formula (Fig. 1, level 7):

Z(A, ai , bi ) = Z(A, ai )+ Z(bi ) (7)

The cumulative labor compensation cost value of the contractor and the operation
of rented equipment Z(aj,bj) is calculated using the following formula (Fig. 1, level
8):

Z
(
a j , b j

) = Z
(
a j

) + Z
(
b j

)
(8)

The total cost value Z is calculated using the following formula (Fig. 1, level 9):

Z = Z(A, ai , bi )+ Z
(
a j , b j

)
(9)

The cost flow diagram (Fig. 1) is designed to structure the costs of own personnel
and contractor personnel, as well as the amount of costs associated with the operation
and rental of the equipment and is implemented in the AnyLogic simulation software
(Fig. 2).

Fig. 2 System dynamics model diagram in Anylogic
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Fig. 3 GIS map of the system dynamics model in Anylogic

The animation diagram of the model should display a GIS map, on which power
facilities are marked with green GIS points. Their color should change depending on
the difficulty category of the accident: red if there is a category 1 accident; orange
if there is a category 2 accident; yellow if there is a category 3 accident. During the
entire time of accident elimination, the text information near theGIS point containing
the number of involved own personnel and equipment and, separately, the number
of involved personnel and rented equipment should be displayed [23]. At the end
of the accident elimination time, the GIS point changes color to green, and the text
information disappears (Fig. 3).

Depending on what system information is needed and what task is required to
be solved using the simulation model, the planning of the experiment is performed
taking into account resource constraints. Machine experiment planning is essentially
a plan for obtaining the necessary amount of information, the cost of which can vary
depending on the method of data collection and processing. Computer simulation
experiments are expensive in termsof experimenter time and labor, aswell asmachine
time. The more effort an experimenter puts into one study, the less time they can
spend on another, so it is important that they plan the experimentation to get as much
information out of each experiment as possible. Thus, the main goal of planning
experiments is to determine the most important factors in order to conduct the least
number of runs in the model experimenting process.
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3 Experimental Results of the System Dynamics
Simulation Model

The decomposition of the experiment planning process with the simulation model
of cost analysis for the field service team management process of the power grid
company is presented in the EPC notation (Fig. 4).

It is assumed that the work with the simulation model will be performed by the
Analytical Competence Center (ACC) by a user group with the ACC Specialist role.

Fig. 4 Stages of the experiment with the model in EPC notation
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The simulation model allows an ACC Specialist user to change the default param-
eter values before running the model. It is assumed that AnyLogic Private Cloud
is installed inside the corporate network of a power grid company and PC users
connected to the corporate network (with no limit on the number of users) will be
able to view the model uploaded to AnyLogic Private Cloud by an ACC Specialist
user.

The costs associated with the use of resources to eliminate accidents are visually
accumulated in the running model window throughout the simple experiment. The
diagrams (Fig. 5) are designed to display the time trend of the cost values for own
personnel labor compensation Z(A,ai); operation of own equipment Z(bi); contractor
labor compensation Z(aj); operation of rented equipment Z(bj).

The Consumer power outage duration chart (Fig. 6a) is designed to display the

Fig. 5 Time trends of cost values (animation fragment)

Fig. 6 Time trends of power outage duration (animation fragment)
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Fig. 7 Experiments with the model

time trend of the average consumer power outage duration. The Duration of power
supply interruption histogram (Fig. 6b) is designed to display data on the duration
of consumer power supply interruption: the histogram divides the time scale into 10
intervals; the interval in which a greater number of durations occur becomes higher,
which means a greater density of entries in this interval.

In determining the optimal number of on-duty personnel and the optimal number
of equipment to minimize costs (optimization experiment 1), the best result Z =
224,609,199.40Rub.was found,which is achievedwhenA= 75 andB= 37 (Fig. 7a).
In determining the optimal number of on-duty personnel and the optimal number of
equipment to reduce the duration of power supply interruption (optimization exper-
iment 2), the best result (power outage duration equal to 2.238 h) was found, which
is achieved with A = 111 and B = 50 (Fig. 7b).

The system dynamics simulation model was developed for Lenenergo PJSC and
is a basic model for creating models of similar electricity distribution companies.
To adapt the system to the conditions of other power grid companies, it is possible
to add and/or change significant factors affecting the level of abstraction, customize
the algorithm of field service team formation, set the locations of power facilities on
the GIS map, etc.

4 Conclusion

In order to improve the efficiency of field service team management in case of
accidents and technological failures, a simulation model with elements of system
dynamics was developed to determine the optimal number of resources involved
in eliminating accidents and technological failures, in which the average duration
of consumer power supply interruption is minimal, as well as to optimize costs
associated with personnel compensation and the operation and rental of equipment
involved in the elimination of accidents and technological failures.
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Calculation Models of Energy
Consumption and Methods of Their
Analysis in Decision Support Systems
for Industrial Enterprises
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and Svetlana Kumova

Abstract The chapter is devoted to the problem of reducing the costs of industrial
enterprises by choosing the most profitable model for settlements with the electricity
supplier. The calculation model is the rules for determining the cost of electricity,
corresponding to a specific set of technical and economic conditions for power supply
and characteristics ofmetering objects. The calculationmodel of energy consumption
for enterprises is a variable value and depends primarily on the changing schedule
of energy consumption of the enterprise which in turn depends on the volumes
and types of products. The chapter describes the decision support system (DSS)
which helps to reduce the cost of electricity and the corresponding methodology
for choosing a calculation model of electricity consumption, including methods of
statistical and datamining. Themodels and algorithms for processing data on various
technical and economic indicators of energy consumption are implemented in DSS
support the accounting for the dynamics of changes in the electricity and power
market, as well as the ability to build arbitrary calculation models with the required
consumer characteristics and calculation rules. The implementation of the DSS at
two industrial enterprises showed that the savings from the choice of the calculation
model amounted to 13 and 15% per year.

Keywords Energy consumption · Calculation model · Technical and economic
indicators · Cluster analysis · Decision support system · Reduction of energy costs

1 Introduction

In the context of Russia’s transition from a planned to a market economy, opportuni-
ties are being realized for more active consumer behavior in managing reduced costs
for their energy consumption (EC), including by choosing the most profitable model
for settlements with an electricity supplier.
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The calculation model refers to the rules for determining the cost of electricity,
corresponding to a specific set of technical and economic conditions of power supply
and metering objects characteristics.

The construction of calculation models for a specific consumer of electricity
and the calculation on their basis of the cost of electricity consumed is a laborious
and costly task, requiring in the general case to attract a large number of highly
qualified specialists such as economists with specializations in the field of power
supply, engineers and programmers which requires significant costs and eliminates
the effect of energy-saving. It should also be noted that the calculation model of
energy consumption is a variable value and depends, inter alia, on the changing
schedule of energy consumption of the enterprise, which depends on the volumes and
types of products. Therefore, today consumers are forced to use the calculationmodel
proposed by the supplier. The solution to this problem seems to be the introduction at
enterprises of a DSS with the functions of constructing possible calculation models
and choosing among them the most profitable for the enterprise. This chapter briefly
describes the methodology proposed by the authors for solving these problems and
the structure of such a DSS.

2 Formulation of the Problem

The calculation of the cost of electricity consumed for each electricity metering
object depends on a large number of calculations and accounting indicators that
are interconnected by certain functions. The parameters are data sets on prices C
and energy consumption volumes V which in turn depend on the set of characteristic
values corresponding to this object that determine technical and economic conditions
for electricity consumption.

fV : XV → V

fC : XC → C (1)

fS : XS → S

The type of functions fv, fc, fs in formulas (1), as well as the parameters in them
(XV, XC, V, C) depend on the set of characteristic values corresponding to this object
that determine the technical and economic conditions of power consumption.

Figure 1 shows a set ofR characteristics of energy consumption accounting objects
that define different calculation models. A set of sets of characteristics with their
values, together with their corresponding rules for calculating electricity, forms a set
of calculated models of electricity consumption. Among the given set R can identify
a set of characteristics that define the algorithms for calculating the power RF, as
well as many characteristics of the RX determining values of arguments in functions
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Fig. 1 Classification of characteristics defining various EC calculation models

for calculating the energy consumption. In the RF set, it can be also distinguished
a set of constant signs for a given electricity consumer Pconst, and a set of variable
signs Pvar. For example, a variable characteristic such as the way to account for
energy consumption can take the following values: by the hour, in general for the
period, by zones of the day of the billing period. It is using the values of variable
characteristics that can be determined the best for the consumer calculation model
of energy consumption Yo, corresponding to the minimum costs, by conducting
appropriate cost calculations for different sets of characteristics that determine a
particular calculation model in the aggregate.

Thus, for each electricity consumer, we can distinguish a finite set of characteristic
values Ys that define different calculation models of energy consumption of which
the only one set Yo determines the calculation model that is most economical for a
given consumer.

The task of choosing a calculation model for industrial consumers, taking into
account the specifics of the rules for forming the final cost of electricity consumed
in Russia, includes the following stages:

1. Construction of calculation models corresponding to various variants of
technical and economic conditions of power consumption;

2. Processing data on technical and economic indicators of power consumption
for all possible variants of calculation models;

3. Analysis of data processing results on technical and economic indicators of
power consumption and selection of the calculation model.

To ensure thefirst two stages of solving theproblemof choosing a calculatedmodel
of power consumption, a datamodel and algorithms for processing information about
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the values of power consumption were proposed, which differ from the known ones
in the ability to account for the dynamics of changes in the electricity market and
capacity, and allow building calculation models with the required characteristics of
the consumer [1].

This chapter is devoted to solving the problems of the third stage and developing a
DSS that provides the implementation of all three stages of the problem of choosing
a computational model for industrial consumers.

3 Research Overview

It should be noted that the characteristics that determine the various calculation
models of electricity consumption and the corresponding rules for calculating the cost
of electricity consumed are determined by the rules for forming the tariff practice for
electricity and the final cost of electricity consumed in a particular country.Moreover,
inmost countries, unlike in Russia, the proposed set of tariff groups does not compare
the same variety of corresponding algorithms for calculating the cost of electricity
consumed, which can affect the calculation result. Therefore, in foreign studies, we
are not talking about choosing a calculation model, but about choosing a tariff or
tariff group that corresponds to the lowest energy costs.

In general, it is noted that one of the factors influencing the choice of a partic-
ular tariff group in Europe is the amount of electricity consumed. The corresponding
tariff optimization tools are usually offered by the energy supply organizations them-
selves, which are not interested in raising tariffs, but, on the contrary, seek to give
consumers favorable conditions for them, which results from the lack of a monopoly
on the supply of energy resources in these countries. For example, in Germany,
a special website Wechselpilot can be used as a tool for optimizing the electricity
tariff, which compares different tariffs and offers where money can be saved. Amore
detailed analysis of variable electricity tariffs in Germany is presented in the article
by Elisabeth Dütschke, Michael Unterländer, Martin Wietschel [2].

The article by Michal Czosnyka, Bogumila Wnukowska [3] is devoted to the
problems of choosing and optimizing electricity tariffs at industrial enterprises in
Poland. The Portuguese authors present a Decision Support System designed to
determine the optimal tariffs for energy sales companies and electricity consumers
in energy supply contracts using decision trees [4]. The research [5] develops amodel
based on linear programming methods for optimizing electricity tariffs to maximize
the benefits of consumers by switching to a more favorable tariff. In some scientific
researches [6] a nonlinear optimization model of electricity market dynamics is
proposed,which can be used to obtain tariff recommendations. Themodel is available
in two versions: a stochastic version designed for household electricity consumption,
and a deterministic version suitable for large electricity consumers (for example,
public buildings, industrial consumers).
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Based on the dependence of the electricity tariff from the electricity consump-
tion several studies deal with the classification of consumers based on their elec-
trical behavior (energy consumption profiles) for the development of specific pricing
strategy and tariff options, in which tariff rates take into account the consumption
patterns of different types of consumers. For example, the article “User-Aware Elec-
tricity Price Optimization for the Competitive Market” [7] describes data mining
methods that are used to extract knowledge related to electricity consumption
patterns. A hierarchical clustering algorithm is used to generate different classes
of clients. We also study [8] tools for the automatic classification of electric energy
consumers by combining their characteristics. To formdifferent classes of consumers,
a comparative analysis of the performance of self-organizing Kohonen maps and the
K-means clustering algorithm is presented.

Researchers provide a brief overview of data mining methods for identifying
typical load profiles in electrical systems and classifying new consumers [9]. The
contribution of datamining to improving payments between suppliers and consumers
is also evaluated [10]. Many scientific papers have also been devoted to the use of
clustering methods for classifying consumers to extract useful knowledge about
electrical behavior [11–22].

Summing up the review of the available works, we can conclude that the methods
for choosing the optimal electricity tariffs used in the above foreign studies are not
quite suitable for Russian industrial consumers, since in Russia there are completely
different rules for forming the tariff policy for electricity and the final cost of elec-
tricity consumed. In other words, the cluster analysis used by most authors cannot
be used in the same way to determine the most profitable tariff group and calcu-
lation model for Russian consumers corresponding to the electricity consumption
profile, since in Russia the electricity consumption profile does not play the same
role when choosing electricity tariffs. In the conditions of the modern electricity and
capacitymarket inRussia, the consumer is primarily facedwith the task of conducting
comparative calculations for various variants of technical and economic conditions of
power consumption that correspond to the calculation models, price categories, and
tariff groups defined in the legislation. However, the above approaches to classifying
consumers by their electrical behavior were used in this study in a modified form by
applying cluster analysis when choosing a calculated model of power consumption
in addition to statistical methods for processing the results of calculations.

Moreover, at the moment there are also shortcomings in the models themselves
for calculating power consumption values presented in various Russian information
processing systems. For example, thesemodels are either outdated and do not comply
with current Russian legislation in the electric power industry, or they do not allow
taking into account the dynamics of changes in the electricity and capacitymarket and
calculation algorithms used by independent energy marketing organizations (NEOS)
that are not taken into account in the legislation. These shortcomings also concern
one of the most relevant models [1], in the development of which the authors were
directly involved.
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The relevance and necessity of research in this direction determined the purpose
of the study, which is to develop new ways to build computational models of power
consumption, taking into account the dynamics of changes in the electricity market
and capacity, as well as methods for their analysis, which allows reducing energy
costs and focused on improving the efficiency of power consumption management
of industrial enterprises.

4 Methods for Choosing the Calculation Model of Energy
Consumption

To analyze the results of processing technical and economic indicators of energy
consumption corresponding to different calculation models, a methodology for
choosing a calculation model of energy consumption is proposed which includes
statistical methods of decision theory.

Touse statisticalmethods, the results of processing data on technical and economic
indicators for various calculationmodelswith their corresponding sets of values of the
characteristics of an energy metering object should be presented using a cost matrix
(Table 1), the data in the rows of which represent a set of calculation results for each
of possible sets for the consumer. The data on the columns correspond to different
situations (the cost of energy in different periods of calculation). Thus, each element
Sij represents the value of the calculated cost of electricity consumed, corresponding
to the calculation model Yi and the calculation period mj. The calculation period
refers to the period (month) for which the electricity supplier calculates the cost of
electricity consumption.

Per the proposed methodology, the minimum value for each billing period is
determined Smin

j = min
j

{Si j }.
In the matrix B, the values of the elements bij in the j-th column are taken to be

1 if the value in this column corresponds to a certain minimum value in this column
for the matrix S. And in matrix B the values of the elements bij in the j-th column are
taken to be 0 if the value is different from the minimum value.

Table 1 Cost matrix of EC calculated model

EC calculation model Periods of calculation

m1 m2 … mj … mm

Y1 S11 S12 … S1j … S1m

… … … … … … …

Yi Si1 Si2 … Sij … Sim

… … … … … … …

Yn Sn1 Sn2 … Snj … Snm
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Further, the elements are summarized line by line. In this way, the number of cost
occurrences with a minimum value for each set of characteristic values is determined
(in the column). Then the maximum value is selected.

Thus, the selection function for this method can be written as:

Y = max
i

⎛
⎝∑

j

bi j

⎞
⎠, where bi j =

⎧⎨
⎩
1 if Si j = min

j
{Si j }

0 if Si j �= min
j

{Si j }

In general, when using the proposed method of statistical data processing, it
is recommended to use the well-known statistical methods of decision theory to
compare the results obtained by choosing a calculationmodel of energy consumption.

To verify the application of statistical methods of decision theory when choosing
a calculation model of energy consumption, the cost of energy consumed was calcu-
lated using various sets of characteristics. These characteristics are actual data on
energy consumption for two industrial consumers (Mineral Fillers Plant and Green-
houses “Volga” in Balakovo) and data on prices for the period from January to
December 2019.

The cost was calculated using the developedmodels and algorithms for processing
data on energy consumption. It was found that the results of using the proposed
method for choosing a calculation model of power consumption coincide with the
solutions obtained using the Laplace, Wald, Savage, Hurwitz criteria and the optimal
optimism method. Namely, the economic effect of changing the calculation model is
to save energy costs by 10–13% and 14–15%, respectively, for each of the enterprises
(depending on the method).

But since the proposed method for choosing the calculation model of power
consumption turned out to be the most convenient for obtaining information about
the results of calculations to the developed relational data structure, it was it that was
used as a statistical method in the developed DSS.

According to the proposed methodology, at the initial assessment, it is recom-
mended to use statistical methods of decision theory to decide on choosing a calcu-
lation model. In the future, it can be made a calculation for the past period to track
the current situation and a decision to change the contractual terms of power supply.

Following Russian legislation, variants of contractual terms (calculation models)
for the consumer are determined by one of its characteristics (Fig. 1) as themaximum
power of power receiving devices. Namely, for consumers with a maximum capacity
of at least 670 kW, it is possible to choose calculation models only with the condition
of hourly accounting (inRussian legislation, they correspond to 3–6 price categories).
However, it is possible that for a consumer belonging to this group, the price category
corresponding to the accounting of the volume of electricity consumption as a whole
for the period, may turn out to be more profitable. Therefore, at this stage of deter-
mining the possible options for calculation models, the consumer needs to consider
the question of the compliance of his enterprise with a group with a maximum power
of at least 670 kW. This fact of discrepancy takes place at present since the maximum
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capacity of the power receiving devices for many enterprises was determined 20–
40 years ago when they were launched. Accordingly, if the test results are positive for
a consumer with a maximum power of more than 670 kW, the number of calculated
models will increase, which will require comparative calculations to select the most
economical version of the contract terms.

For a consumer without hourly metering devices, first of all, the possibility of
switching to calculation models with hourly accounting (3–6 price categories) is
assessed. As noted above, the opposite is also possible, if the transition from a model
with hourly accounting to contractual conditions involves accounting for volumes as
a whole for the period (the first price category) or by zones of the day (the second
price category).

For a consumer with hourly metering devices, the possibility of switching to
calculation models with hourly planning is assessed (in Russian legislation, they
correspond to the fifth and sixth price categories). At the same time, it is necessary to
assess how accurately it is possible to predict the volume of electricity supply because
the receipt of an economic effect depends on this when switching to a calculation
model with hourly planning.

As an initial version of the planned volumes, it is possible to use the actual volumes
of energy consumption. In this case, the deviationswill beminimal (equal to zero) and
in the case of a significant superiority of such a variant of the contractual conditions, it
is, of course, possible to solve the problem of forming the planned volumes based on
the available retrospective data on EC and assessing the effectiveness of the forecast
being performed. If even in the case of minimal deviations, the economic effect turns
out to be insignificant, then the problem of high-quality planning may require costs
that exceed the possible economic effect from the transition to the calculation model,
which corresponds to the condition of hourly planning.

If even in the case of minimal deviations, the economic effect turns out to be
insignificant, then the problemof high-quality planningmay require costs that exceed
the possible economic effect from the transition to the calculation model, which
corresponds to the condition of hourly planning.

A large number of works by various authors are devoted to the problem of
predicting power consumption.

When predicting the volume of electronic production of an industrial enterprise,
many different factors are distinguished, among which one of the main ones is the
volume and types of products. When developing DSS for the possibility of monthly
planning of hourly power consumption, the approach described in several articles
[23] was used. By this approach, using cluster analysis, the classification of daily
load schedules and technological states of production is carried out, based on which
a forecast model is built, which makes it possible to predict hourly power consump-
tion for a month using the planned daily and monthly volumes of production with
satisfactory accuracy.

Also, when assessing the economic effect obtained by switching to calculation
models, which correspond to the hourly metering condition (in Russian legislation,
they correspond to 3–6 price categories), it is important to consider the possibility
of reducing the value of the calculated power by eliminating the coincidence of
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the maximums of electricity consumption with the maximum of the regional power
system. This task also relates to planning the EC schedule or its optimization.

In general, the problem of choosing the optimal power consumption profile
to reduce the amount of power can be attributed to the class of one-dimensional
problems of integer linear programming.

5 Decision Support System for the Selection of Energy
Consumption Models

The results of the study were implemented in a software product on the platform “1C
Enterprise 8.3”, which is registered in Rospatent as “Program for optimizing energy
costs”, (state registration certificate 2,019,615,052 published. 18/04/2019).

The decision support system for industrial consumers of electricity developed
within the framework of this study has tools for creating the necessary calculation
models of energy consumption, processing the relevant technical and economic indi-
cators, accounting for production data, as well as tools for analyzing the calculation
results and choosing the most profitable energy consumption model that allows you
to reduce enterprise costs. In the block diagram (see Fig. 2), these functions are
reflected by the corresponding subsystems. The subsystem responsible for making
decisions on the choice of calculation models also includes the functions of plan-
ning the electricity consumption schedule, since the planned data on the volumes of
energy consumption are also used in calculating the cost of electricity consumed for
some sets of values of consumer characteristics, with hourly planning.

Fig. 2 DSS scheme
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6 Conclusion

Thus, as a result of the study, we proposed themethod for choosing themost econom-
ically profitable calculation model of power consumption for an enterprise. The
method includes statistical methods of decision theory and cluster analysis. Also, we
developed a DSS, which focused on improving the efficiency of energy consumption
management at industrial enterprises by reducing costs for it by choosing the appro-
priate calculation models of power consumption. The implementation of the DSS at
two industrial enterprises showed that the savings from the choice of the calculation
model amounted to 13% and 15% per year.

Models and algorithms for processing data on various technical and economic
indicators of power consumption implemented in the DSS support accounting for
the dynamics of changes in the electricity and capacity market, as well as the ability
to build arbitrary calculation models with the required consumer characteristics and
calculation rules.
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Averaged Continuous Models
of Switch-Mode Power Supplies

Sergey Amelin , Marina Amelina , Sergey Drozdetsky,
and Igor Yakimenko

Abstract A general approach to the construction of continuous models of DC-DC
voltage converters based on the state-space averaging method is considered. The
relevance of the development for universal continuous models of DC-DC converters
is substantiated. The typical structure of a switching power supply with feedback
is analyzed. An averaged model of the switching structure is proposed, basing on
which continuous models of DC-DC converters with any topology can be built. A
technique for constructing continuousmodels based on the proposed averagedmodel
and averagedmodulatormodel is shown.Theverificationof the proposedmodel in the
frequency and time domain was performed. The results of modeling transients on the
continuous and full switch models of inverting voltage regulators are demonstrated.
The validity of the continuous models obtained in this way is proved. The possibility
of using the same averaged model of the switching structure for building continuous
models of converters using both Voltage Mode and Current Mode is represented.
This makes the prerequisites for creating a universal continuous model of DC-DC
converters on its basis.

Keywords State-space averaging (SSA) · PWM · DC-DC converter · Voltage
mode · Current mode

1 Introduction

There are several approaches to the creation of converting device’s continuous
models. One of them is based on the state-space averaging method [1]. The principle
of the method is that the capacitors’ voltages and the currents in the inductor coils
(state variables) are averaged over the switching period. This averaging occurs taking

S. Amelin (B) · M. Amelina · S. Drozdetsky · I. Yakimenko
National Research University “Moscow Power Engineering Institute”, Branch in Smolensk, 1
Energeticheskiy proyezd, Smolensk 214013, Russia

S. Drozdetsky
e-mail: thrush007@yandex.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A.G.Kravets et al. (eds.), Society 5.0:Human-Centered SocietyChallenges and Solutions,
Studies in Systems, Decision and Control 416,
https://doi.org/10.1007/978-3-030-95112-2_18

213

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95112-2_18&domain=pdf
http://orcid.org/0000-0002-1705-297X
http://orcid.org/0000-0001-6210-1729
mailto:thrush007@yandex.ru
https://doi.org/10.1007/978-3-030-95112-2_18


214 S. Amelin et al.

into account the relative duration of all force loop configurations for one period of
the clock frequency, i.e., for one period of energy redistribution between inductive
and capacitive storage.

Each type of pulse regulator corresponds to certain configurations of the force
loop during the switching period, the duration of these configurations is described
by various expressions. Each type of converter requires the creation of its own contin-
uousmodel. For themain types of pulse voltage regulators, buck, boost, and inverting
(buck-boost) ones, such models were created long ago and are included in standard
libraries of circuit simulation programs. However, new topologies of pulse voltage
regulators are constantly being developed, therefore, it is relevant to the search for
ways to create a universal continuous model that can be used to describe the oper-
ation of any regulator of such type or at least a significant part of these regulators.
Vorperian was one of the first to develop such models [2]; there are Basso’s and
Ben-Yaakov’s [3] models for basic converters, but a universal model has not been
possible to be created yet.

This chapter proposes an algorithm for creating amodel that canbeused for several
types of DC voltage regulators, including those with complex topologies (SEPIC,
CUK), both with classical voltage feedback (Voltage Mode) [4] and with control by
the amplitude value of the current for the power switch (Peak Current Mode) [5, 6].
The development of a universal approach to the construction of a continuous model
for a DC-DC converter is an urgent scientific and practical problem.

2 Research Objective

This chapter proposes an algorithm for creating a continuous switch-mode power
supply model based on the averaged model of a switching element proposed by the
authors. A typical structure of a switch-mode power supply with voltage feedback
is shown in Fig. 1.

RL

PWM

Control system

Voltage feedback

+-

Vin

Verr

Pulse voltage
regulator 

Vout

Fig. 1 Simplified block diagram of a switch-mode power supply with voltage feedback (Voltage
Mode)
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In Fig. 1, the following symbols are used: Verr—error signal; Vin—input voltage;
Vout—output voltage; RL—load resistance.

Substantially non-linear links are included in the pulse-width modulation (PWM)
and pulse voltage regulator. Therefore, it is necessary to build a specialized contin-
uousmodel for these elements of the switch-mode power supply structure. The rest of
the structural elements are nonlinear continuous links (their transfer characteristics
are described by continuous functions).

The approaches to creating a continuous PWM model are described in [7–
10] in detail. It also shows the possibility of using a single averaged model of a
switching SDL structure for building continuous models of three main types of pulse
voltage regulators (BUCK, BOOST, and BUCK-BOOST). This structure includes
a controlled switch S, an uncontrolled switch D (diode), and a storage inductor L
(Fig. 2).

Unfortunately, models of other regulators types (except for the three listed) cannot
be created using averaging the SDL structure. However, it is easy to notice that in all
three types of regulators under consideration, the inductor L is connected to the point
at which the controlled switch S and the uncontrolled switch D are connected, i.e., to
the common switch point (CS). This allows for further generalization–to exclude the
inductor from the composition of an integrated averaged model (Fig. 2). Averaging,
in this case, is carried out only for the circuits of switching elements (switches). The
result of averaging is a continuous model of the SD-structure, which is constructed
using the state-space averagingmethod [1]. The block diagram of themodel is shown
in Fig. 3.

For the SD-structure, the average current of the controlled switch S in the contin-
uous and discontinuous mode (CCM and DCM) with classical voltage feedback
(Voltage Mode) can be calculated similarly:

Fig. 2 SDL-structure as a part of the main types of DC-DC converters: a—buck; b—boost; b—
buck-boost

Fig. 3 Equivalent scheme
for the averaged continuous
model of the SD-structure
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IS = ICS · dS
dS + dD

(1)

where dS—the relative duration of the conduction for the controlled switch S, dD—
the relative duration of the conduction for the uncontrolled switch D, ICS—average
current for the branch connected to the CS point over the switching period.

In the continuous model of the SD-structure (Fig. 3), the average current of the
controlled switch IS is created by a nonlinear dependent current source GS.

Average voltage VCS, D between points “cs” and “d” (average voltage across the
diode D) is defined as:

VCS,D = VSD · dS
dS + dD

(2)

where VSD—average voltage between points “s” and “d”.
In the continuous model (Fig. 3), the average voltage across the diode VCS, D is

created by a nonlinear dependent Voltage Source Ecd.
To calculate the relative duration of the diode D conduction, it is necessary to

determine the voltage across the inductor when the controlled switch S is turned
on through the average values of the voltages of the model external points. For
the regulators under consideration, this will be the difference between the average
voltages of the points “s” and “cs”:

VL = VS,CS = VS − VCS

For the buck converter:

VS = VI N ,

VCS = VOUT

For the boost converter:

VS = 0,

VCS = VI N

For the buck-boost converter:

VS = VI N

VCS = 0

The relative duration of the diode dD conduction, in this case, is determined by a
relationship similar to that given in [10]:
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Fig. 4 Continuous models of basic regulators for the Voltage Mode

dD = 2 · ICS · L · fS
VS,CS · dS − dS (3)

where L—inductance, fS—switching frequency.
In this case, if the dD value obtained from (3) turns out to be greater than (1—dS),

then this will mean that the converter is in the CCM. For this mode, the following
ratio will be fulfilled:

dD = 1 − dS

Then the final expression for calculating dD will be as follows:

dD = min

{(
2 · ICS · L · fS
VS,CS · dS − dS

)
, (1 − dS)

}
(4)

In a continuous model, the dD value is given by a non-linear dependent voltage
source Ed2. Since the relative duration of the conducting state of the diode dD is
always in the range from 0 to 1, the model includes a corresponding Elimit double-
sided limiter.

The obtained continuous averagedmodel of the SD-structure is easy to implement
using either universal modeling programs or specialized circuit analysis programs.
The equivalent circuit is shown in Fig. 3 was implemented in the Micro-Cap circuit
analysis program. To simplify the work with the equivalent circuit, it is advisable to
represent it as a component with S, D, CS, and dD outlets. The inductance value L
(H) and the switching frequency fS (Hz) are set as parameters. Continuous models
of the three basic regulators using the Average switch model are shown in Fig. 4.

3 Verification of the Proposed Model in the Frequency
and Time Domain

To create a continuous model of a switching power supply, it is necessary to imple-
ment a control circuit through a simulation program, which is a trivial task, and
connect a continuous Average switch model to it. A block diagram of a continuous
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Fig. 5 Structure of a continuous model of a switched-mode converter based on a buck regulator

voltage regulator based on a buck (BUCK) regulator for Voltage Mode is shown in
Fig. 5. A block diagram of a continuous model of a switched-mode converter based
on a buck regulator for the Voltage Mode is shown in Fig. 5.

To implement control by the Peak Current Mode, it is reasonable to use the
corresponding continuous Average switch model; it is only necessary to insert a link
for converting the switch amplitude current into the duty cycle dS. In this case, the
averaged model of the SD-structure (Average switch) remains unchanged.

The adequacy of the constructedmodels for the basic regulators can be checked by
comparison with experimental data or comparison with the simulation results for the
complete (switch) model of the corresponding switch-mode power supply. Figure 6
presents the results for modeling the transient processes of reaching the steady mode
at the duty cycle constant value of the control switch dS. The upper graph shows the
output voltage VOUT, the lower graph shows the inductor current IL. In Fig. 6 black
lines correspond to the key model, grey lines correspond to the continuous model.
The output voltage ripple is purposely selected large enough for clarity.

From Fig. 6 it is obvious that the constructed model adequately reflects the
behavior of the constant components of the circuit state variables (inductor current
and capacitor voltage) both in the CCM and DCM. Ripples information is naturally
lost when using the continuous averaged mode.

Fig. 6 Oscillograms for the output voltage—Vout and the inductor current iL at the output of the
inverting converter (BUCK-BOOST) to the steady mode at a constant duty cycle dS: 1–switch
model; 2–continuous model
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Using the constructed continuous models, control characteristics can be obtained
for an ideal converter and for a regulator with losses [11, 12]. The active resistance
of the switches and the storage inductor can be easily included in the continuous
model in the form of active resistance in the corresponding branches. In this case,
the efficiency of the switch-mode power supply is possible to be calculated. But
the most important thing is that according to the constructed model, the amplitude-
frequency and phase-frequency characteristics of the open path “control—output”
can be obtained, which is very important for the analysis of the stability of the
closed-loop stabilization system [13, 14].

To verify the constructed model of the converter in the frequency domain, it is
necessary to compose the equations for currents and voltages averaged over the
switching interval, carry out manual linearization and obtain transfer functions in an
analytical form.

The averaged nonlinear system of equations for the buck-boost converter (Fig. 2c)
in the continuous current mode of the inductor, taking into account the parasitic
resistances of the inductor and capacitor, has the following form:

⎧⎪⎪⎨
⎪⎪⎩
dS · vI N = L · diL

dt
+ iL · RDCR + (1 − dS) · (vC + iC · RESR)

iL · (1 − dS) = C · dvC
dt

+ vC + C · dvC
dt · RESR

R

(5)

where iL—inductor current, RDCR, and RESR—parasitic resistances of the inductor
and capacitor, correspondently, vC and iC—voltage and capacitor current, correspon-
dently.

For manual linearization of the equations system in the area of the operating point,
it is necessary to present the averaged values of the duty cycle, currents, and voltages
as the sum of a small-signal disturbance and a stationary component

dS ⇒ d̃S + DS

vI N ⇒ ṽI N + VI N

L · diL
dt

⇒ L · d(ĩL + IL)

dt
= L · dĩL

dt
dS · vI N ⇒ d̃S · ṽI N + d̃S ·U + D · ṽI N + D ·U

(6)

After substituting the summands from the system (6) into (5) and passing to the
operator form:
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d̃S · ṽI N + d̃S · VI N + DS · ṽI N + DS · VI N =
= L · s · ĩL +

(
ĩL + IL

)
· RDCR +

(
1 − d̃S − DS

)

·
(
ṽC + VC +

(
ĩC + IC

)
· RESR

)
(
ĩL + IL

)
·
(
1 − d̃S − DS

)
= C · s · ṽC + ṽC + VC + C · RESR · s · ṽC

R

(7)

Various transfer functions can be expressed from the system (7). For example, the
characteristic “duty cycle–output voltage” is as follows:

ṽOUT

d̃S
=

(
− LVOUT

R(1−DS)
3 s + VI N

(1−DS)
2

)
· (1 + RESRCs)

(R+RESR)LC
(1−DS)

2R+RDCR
s2 + L+(R+RESR)RDCRC+(1−DS)2RRESRC

(1−DS)
2R+RDCR

s + 1

The obtained function contains right-half-plane zero [15], the link having such a
characteristic is a non-minimum phase [16]. Also, the transfer function contains a
double resonant pole and a left-half-plane zero provided there is RESR. Frequency
response characteristics of the function “duty cycle–output voltage” are given in
Figs. 7 and 8.

To synthesize the Current Mode control system, an “input current-output voltage”
characteristic is required [17, 18]. The input current and inductor current of the
inverting converter in the Continuous conduction mode are related by the ratio:

i I N = iL · dS
The sum of the small-signal disturbance and the stationary component of the input

current in the Continuous conduction mode is determined by the expression:

ĩ I N + II N =
(
ĩL + IL

)
·
(
d̃S + DS

)
= ĩL · d̃S + ĩL · DS + IL · d̃S + IL · DS (8)

To find the ratio of the input current disturbance to the duty cycle disturbance, the
stationary components are necessary to be excluded from (8). The product of small
disturbances tends to zero, so it should also be excluded from (8). Then the ratio for
the small-signal disturbance of the input current takes the form:

ĩ I N = ĩL · DS + IL · d̃S (9)

The transfer function “input current-output voltage” can be obtained from (7)
taking into account (9):

ṽOUT

ĩ I N
= RVI N

VOUT
· (1 + RESRCs)

(1 + RCs)
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Fig. 7 Logarithmic amplitude-phase frequency response characteristic (Bode Plot) and Loga-
rithmic phase response frequency characteristic for the “duty cycle- output voltage” transfer function
of the inverting regulator taking into account parasitic resistance: 1—RESR = 0; 2—RESR �= 0

The coincidence of the frequency characteristics obtained using the model in
Micro-Cap and using analytical expressions allows concluding that the model is
built correctly.

The resulting averaged model of the SD-structure (Average switch) can also be
used to build continuous models for voltage converters with complex topology, for
example, the Ćuk converter [19, 20]. Figure 9 shows the structure of its continuous
model, obtained on the basis of the developed averaged structure:

The results of comparing the results obtained in the simulation by the complete
(key) model and by the continuous model show a complete coincidence of the
envelopes of the transient process for all state variables: the voltages of the capacitors
Cs, Cp (Vout), and the inductor currents (Ls, Lp).
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Fig. 8 Logarithmic amplitude-phase frequency response characteristic (Bode plot) and Loga-
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�= 0

Fig. 9 Continuous model
for the Polikarpov—Ćuk
converter



Averaged Continuous Models of Switch-Mode Power Supplies 223

4 Conclusion

An averaged model of a switched PWM structure is proposed and verified, which
makes it possible to obtain models of DC-DC voltage converters with any, including
previously unused topology.

It is shown that the model can be modified to describe DC-DC converters in other
control modes different from the Voltage Mode.

Various characteristics in the frequency domain are obtained, which correctly
describe the behavior of the buck-boost converter up to half of the switching
frequency for the power switch.

Further development of the averaged SD-structure model presented in the chapter
is its adaptation for the Peak Current Mode control and the creation of a universal
averaged PWM modulator model capable to implement both Voltage Mode and
Current Mode. This is enough to create a universal averaged model of a switched-
mode voltage converter with any topology of the power part and any control method.

At the stage of a switch-mode power supply construction, such a model will allow
synthesizing the necessary compensation circuits [21, 22] and, as a result, obtaining
the necessary dynamic parameters of the finished device.

Acknowledgements The reported study was funded by RFBR according to the research project
№ 19-07-00343 A.

References

1. Davoudi, A., Jatskevich, J., Rybel, T.D.: Numerical state-space average-value modeling of
PWM DC-DC converters operating in DCM and CCM. IEEE Trans. Power Electr. 21(4),
1003–1012 (2006). https://doi.org/10.1109/TPEL.2006.876848

2. Vorperian, V.: Simplified analysis of PWMconverters usingmodel of PWM switch. continuous
conduction mode. IEEE Trans. Aerospace Electron. Syst. 26(3), 490–496 (1990)

3. Zafrany, I., Ben-Yaakov, S.: Generalized switched inductor model (GSIM): accounting for
conduction losses. IEEE Trans. Aerospace Electr. Syst. 26(2), 681—687 (2002). https://doi.
org/10.1109/TAES.2002.1008997

4. Deane, J., Hamill, D.: Analysis, simulation and experimental study of chaos in the buck
converter. In: Power Electronics Specialists Conference, pp. 491–498 (1990). https://doi.org/
10.1109/PESC.1990.131228

5. Vorperian, V.: Analysis of current-controlled PWM converters using the model of the current
controlled PWMswitch. In: PowerConversion and IntelligentMotionConference, pp. 183–195
(1990)

6. Ridley, R.: A new continuous-time model for current-mode control. IEEE Transactions of
Power Electronics. 6, 271–280 (1991)

7. Kovar, J., Kolka, Z., Biolek, D.: Symbolic analysis of DC-DC converters using generalized
averaged model of PWM switch. In: MIXDES-16th International Conference Mixed Design
of Integrated Circuits & Systems, pp. 577–580 (2009)

8. Ayachit, A., Kazimierczuk, M.K.: Averaged small-signal model of PWMDC-DC converters in
CCM including switching power loss. IEEE Trans. Circ. Syst. II Express Briefs 66(2), 262–266
(2019). https://doi.org/10.1109/TCSII.2018.2848623

https://doi.org/10.1109/TPEL.2006.876848
https://doi.org/10.1109/TAES.2002.1008997
https://doi.org/10.1109/PESC.1990.131228
https://doi.org/10.1109/TCSII.2018.2848623


224 S. Amelin et al.

9. Jaen, C., Pindado, R., Pou, J., Sala, V.: Adaptive model applied to PWM DC-DC converters
using averaging techniques. In: IEEE International Symposium on Industrial Electronics.,
pp. 1347–1352 (2006). https://doi.org/10.1109/ISIE.2006.295668.

10. Vorperian, V.: Simplified analysis of PWM converters using model of PWM switch. discon-
tinuous conduction mode. IEEE Trans. Aerospace Electr. Syst. 26(3), 497—505 (1990)

11. Abdel-Gawad, H., Sood, V.K.: Small-signal analysis of boost converter, including parasitics,
operating in CCM. In: 6th IEEE Power India International Conference (PIICON), pp. 1–5
(2014). https://doi.org/10.1109/POWERI.2014.7117622

12. Guangyong, Z., Shiguo, L., Iannello, C., Batarseh, I.: Modeling of conduction losses in PWM
converters operating in discontinuous conductionmode. IEEE Int. Symp.Circ. Syst. 3, 511–514
(2000). https://doi.org/10.1109/ISCAS.2000.856109

13. Jiang, L., Li, P.: A practical stability control strategy for dc/dc converters. J. Electr. Eng.
Technol. 13, 1232–1240 (2018). https://doi.org/10.5370/JEET.2018.13.3.1232

14. Prokopev, A.P., Ivanchura, V.I., Emelyanov, R.T.: Features of the synthesis of controller for
nonlinear system control.Mathematicalmethods in engineering and technology. In:MMTT-27:
XXVII international scientific conference: proceedings. Section 2. The Ministry of education
and science of the Russian Federation, Tambov state technical. University [etc.]. Tambov : [b.
I.], (2014)

15. Diaz, D., Garcia, O., Oliver, J., Alou, P., Cobos, J.: Analysis and design considerations for the
right half-plane zero cancellation on a boost derived dc/dc converter. In: PESC Record–IEEE
Annual Power Electronics Specialists Conference, pp. 3825–3828 (2008). https://doi.org/10.
1109/PESC.2008.4592551

16. Reis, F.E.U., Santos, K.P., Torrico, B.C., Praça, P.P., Bascope, R.P.T., Neto, T.R.F.: Filtered
smith predictor applied to a boost converter for minimizing the effect of non-minimal phase
and rejection of disturbances. In: Brazilian Power Electronics Conference (COBEP), pp. 1–6,
(2017). https://doi.org/10.1109/COBEP.2017.8257341

17. Bryant, B., Kazimierczuk, M.K.: (2006) Voltage loop of boost PWM DC-DC converters with
peak current-mode control. IEEE Trans. Circ. Syst. I Regul. Pap. 53(1), 99–105 (2006). https://
doi.org/10.1109/TCSI.2005.854611

18. Abe, S., Shoyama, M., Ninomiya, T.: First-order transient response of DC-DC converter with
peak current mode control for low-voltage application. In: International Symposium on Power
Electronics, Electrical Drives, Automation and Motion, pp. 32–36 (2008). https://doi.org/10.
1109/SPEEDHAM.2008.4581259

19. Kathi, L., Ayachit, A., Saini, D.K., Chadha, A., Kazimierczuk, M.K.: Open-loop small-signal
modeling of Cuk DC-DC converter in CCM by circuit-averaging technique. In: IEEE Texas
Power and Energy Conference (TPEC), pp. 1–6 (2018). https://doi.org/10.1109/TPEC.2018.
8312045

20. Gu, W.: Small signal modeling for current mode controlled Cuk and SEPIC converters. In:
TwentiethAnnual IEEEApplied PowerElectronicsConference andExposition, vol. 2, pp. 906–
910 (2005). https://doi.org/10.1109/APEC.2005.1453092

21. Prokopev, A., Nabizhanov, Z., Ivanchura, V., Emelyanov, R.: Parametric synthesis method
of PID controllers for high-order control systems. In: Cyber-Physical Systems: Industry 4.0
Challenges, vol. 260, pp. 91–102. Springer (2020). https://doi.org/10.1007/978-3-030-326
48-7_8

22. Ayazyan, G., Tausheva, E.: Limiting values of the stability margins in the parametric synthesis
of PID-CONTROLLERS. In: Cyber-Physical Systems: Industry 4.0 Challenges, vol. 260,
pp. 103–115. Springer (2020). https://doi.org/10.1007/978-3-030-32648-7_9

https://doi.org/10.1109/ISIE.2006.295668
https://doi.org/10.1109/POWERI.2014.7117622
https://doi.org/10.1109/ISCAS.2000.856109
https://doi.org/10.5370/JEET.2018.13.3.1232
https://doi.org/10.1109/PESC.2008.4592551
https://doi.org/10.1109/COBEP.2017.8257341
https://doi.org/10.1109/TCSI.2005.854611
https://doi.org/10.1109/SPEEDHAM.2008.4581259
https://doi.org/10.1109/TPEC.2018.8312045
https://doi.org/10.1109/APEC.2005.1453092
https://doi.org/10.1007/978-3-030-32648-7_8
https://doi.org/10.1007/978-3-030-32648-7_9


Development of a Software
and Hardware Stand for Aerodynamic
and Electromechanical Characteristics
Calculation of a Vortex Type
Wind-Driven Power Plant

V. A. Kostyukov, A. M. Mayevsky, and N. K. Poluyanovich

Abstract This chapter discusses a software and hardware complex for the study
of aerodynamics and electromechanical characteristics of wind-driven power plants
(WP) with a vertical axis of rotation. A vertical-axis wind-driven power plant, which
is a cyber-physical system (CPS), for additional and emergency power supply of
surface robotic systems, was considered. The created laboratory stand for exper-
imental research of the developed wind-driven power plants, and WP prototypes
with a capacity of 0.2 and 1.2 kW are considered. The developed software makes
it possible to numerically simulate the WP motion under conditions of an unsteady
undisturbed wind flow, considering the mass-inertial characteristics of the instal-
lation. In particular, it allows one to study the processes of considering type WP
starting and stopping, as well as the reaction of the installation to a wind impulse
load,wind gust. The experimental and numerical results obtained using the developed
software and hardware complex are compared. These results indicate the possibility
of using developed hardware and software complex as an effective tool for the WP
development with a vertical axis of rotation.
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1 Introduction

Currently, there is a large group of land-based and offshore facilities, stationary-
based andmobile, including robotic systems, in need of auxiliary autonomous energy
sources [1]. One of the promising development directions of such sources is the
development of wind-driven power plants that effectively cover a significant part of
the energy costs of these facilities with appropriate restrictions on reliability and cost
[2].

The indicated WP can be applied both based on the stationary platform and the
basis of the mobile one–see Fig. 1a, b.

Such wind-driven power plants can be used as power supply systems: structures
located on the sea shelf [3, 4]; autonomous underwater vehicles (AUV) [5]. The use
of these sources together with the technology of AUV remote servicing [6] without
the need for ground support or complex cable systems [7], can significantly reduce
the labor intensity and cost of maintenance of facilities on the sea shelf or AUV.

One of the important criteria for selecting the most suitable for the useWP type is,
on the one hand, the wind energy use coefficient in the working range of its speeds,
on the other–the WP installation cost on a supporting platform, which may allow, to
a greater or lesser extent, the possibility of such an installation without affecting the
output characteristics of the entire device.

The first criterion is relevant for both stationary and mobile platforms; the second
is of predominant importance for mobile objects since the latter are subject to more
serious restrictions on the dimensions,weight,windageof the additionalWPstructure
concerning stationary platforms. In this regard, vertical-axis WP has a significant
advantage over horizontal-axis WP. Known installations of the vertical-axis type
with Savonius type or Darrieus type rotors [8]; in works [9] one of the possible
promising vertical-axis rotary type WP (see Fig. 1a) with its possible applications
for power supply of various types of platforms (see Fig. 1b, c) is analyzed.

а) use of the developed WP in the complex 

power plants for autonomous boat supply  

b) use of the developed WP for autono-

mous docks supply and basing stations for 

underwater vehicles 

Fig. 1 Possible mobile platforms for the developed WP
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a) the appearance of the vortex-type WP 

rotor
b) the principle of the vortex-type WP operation  

Fig. 2 Consideration of the promising vortex-type WP

The operation of such installation is based on the principle of useful aerodynamic
interference between its static and rotor parts, as well as the use of special shape
rotor blades (see Fig. 2a), which effectively perceive both horizontal and vertical
ascending flows. The vortex resulting from the rotor rotation is concentrated inside
the diffuser and above its upper part. The resulting low-pressure areas cause the effect
of additional thrust, which increases the rotor torque. The vortex structure arising
above it additionally feeds the rotor with energy, being in dynamic equilibrium with
it (see Fig. 2b).

In [10], the results of stator shape aerodynamic optimization of the vortex-type
WP according to the criterion of the maximum aerodynamic power on its shaft are
presented, which made it possible to increase the indicated power by more than 20%,
all other things being equal, compared to the original stator shape.

In [11], the aerodynamic control system for the angular rotation speed of WP
rotor indicated vortex type is considered based on the use of variable geometry
elements of the installation structure. The latter is the adjustable distance from the
lower guide structure to the lower rotor edge and the extension degree of the brake
flap, installed on the upper part of the WP stator outer surface and playing the role
of an aerodynamic brake.

In this chapter, a laboratory stand and prototype installations are considered,which
make it possible to experimentally study rotary-type WP of various modifications,
as well as to verify their virtual blowdowns results. The block diagram of the WP
control device’s main elements connection is given.

The precision mechanics development, including technologies for manufacturing
actuator drives, together with an efficiency increase and aerodynamic analysis depth
of the processes occurring during theWP operation, can eventually make the method
of angular speed aerodynamic control the main one for some WP types.

The studies of articles [11, 12] were largely based on the methods of continuous
media computational dynamics (CFD–modeling). However, there the process ofWP
aerodynamics modeling was not considered together with the mechanic’s calculation
of its WP rotor motion in a unified computational software environment.
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This chapter also considers a software package that allows numerical simula-
tion of WP motion from a unified point of view based on an equations system for
finite differences connecting mechanical, including aerodynamic, effects with the
corresponding displacements of the mechanical system elements, considering its
mass-inertial characteristics and the environment properties.

2 Experimental Study of the Vortex-Type WP

Within the framework of the study of the vortex-typeWP considered above, a labora-
tory stand was created to study the electromechanical characteristics of wind-driven
power plants with powers up to 1 kW.

This stand for aerodynamic and electromechanical WP tests, the appearance of
which is shown in Fig. 3a, includes a WP rotor 1 with a generator 2, fixed on a
single supporting structure 3; fan for blowing air 4 to simulate wind blowing; control
unit for 5 operating modes and WP output characteristics, storage battery 6 with
nominal 60A*h; electrical load 7 in the form of incandescent bulbs with a total
power of 80 W; anemometer 8 for measuring the wind flow speed; installed Hall
sensor magnet 9; board 10 for control and recording of the sensors 7 and 8 readings;
operator’s workstation 11, on the monitor of which the wind flow current speed, the
WP rotor angular rotation speed, voltage and current at the load are displayed in
real-time.

The external view of the control unit device is shown in Fig. 3b. Here: 1—the
battery charge controller; 2—the ballast resistance, where excess power is dumped
when themaximum possible rotor angular speed is exceeded; 3—the inverter; 4—the
solid-state relay used in the electromagnetic braking system; 5—the automatic switch

а) the external view of the laboratory stand for 

WP aerodynamic and electromechanical tests  

b) electronics of the wind wind-driven 

power plant control system

Fig. 3 Laboratory stand for verification of aerodynamic and electromechanical WP models and
their equipment
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Fig. 4 Block diagram of WP control device main elements connection

for manual system shutdown, both for manual braking and temporary shutdown
during repair; 6—the automatic switch for switching between automatic control of
the controller and manual control mode; 7—the connecting blocks.

Figure 4 shows a block diagram of the connection of WP control device main
elements. The device, according to the indicated scheme, works as follows. The alter-
nating signal from the generator goes to the rectifier, from which almost constant
voltage is removed, supplied to the battery charge controller–MPPT controller
“Foton–100–50”.

The latter maintains the voltage on the battery in real-time in the specified ranges
corresponding to the properties of the battery. In this case, if the power at the rectifier
output exceeds the threshold value corresponding to the upper limit in terms of
power for normal battery operation, surplus power is released to the ballast resistance
through a solid-state relay triggered by the controller and playing the role of an
intermediate amplifier of its signal. The power removed from the battery goes to the
load.

For experimental full-scale verification of the optimization aerodynamic calcula-
tions carried out and subsequent testing of the developed control system, two proto-
types were developed: first has a rated power P1nom = 0,2 kW at a rated wind speed
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a) low power WP testing P1 = 0,2kW (at a 

nominal wind speed of 7 m/s) on a car plat-

form 

b)  greater power WP testing P2 = 1,2kW
(at a nominal wind speed of 7 m/s) 

Fig. 5 Field tests of low (P1nom = 0,2 kW )–a, and great (P2nom = 1,2 kW )–b, WP power

Vnom = 7 m/s, the second has a power P2nom = 1,2 kW at the same rated wind
speed. Justification of the rotor aerodynamic efficiency used in these installations is
given in [9, 10].

Figure 5 a shows the appearance of a mobile platform with a WP mock-up model
installed on it with a capacity P1nom = 0,2 kW, and Fig. 5 b shows an external view
of an installation with a capacity P2nom = 1,2 kW.

Preliminary tests of the model were carried out to clarify the requirements for the
electrical and electromechanical elements of the installation, first of all, the generator.

Figure 6, the red line shows a graph of the approximate experimental dependence
of the steady-state angular WP speed ω(V) on the wind speed V under the following
conditions: the rotor diameter D= 600 mm and height H= 310 mm and the moment
of inertia reduced to the rotor axis J = 0,03 kg*m2, the rotor blades material is ABS

Fig. 6 Comparison of the
static dependencies of the
steady rotor angular speed on
the constant wind speed
obtained experimentally (red
curve) and numerically (blue
dots)
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plastic, the connected electrical load with rated power Pn = 80 W; the blue dots
represent the corresponding results of the CFD analysis, discussed further in Sect. 3;
the latter deviate from the experimental values by no more than 10.5%.

One of the reasons for the deviations of the numerical results from the corre-
sponding experimental ones is not considering in the modeling complex the moment
of the opposite EMF, which arises due to the presence of WP electric load.

3 A Software Module Development for Studying WP
Aerodynamic Properties in an Unsteady Wind Flow

Formulation of the problem. Most research on WP aerodynamics is based on CFD
methods, which imply the solution of a pseudo-stationary problems variety with a
fixed wind speed. They are usually based on the concept of the sliding grid. This
method is used, in particular, in [13]—for modeling the dynamics of a horizontal-
axial hydraulic turbine; in [14]—to compare the numerical studies of a horizontal-
axial three-blade turbine with its corresponding tests in a wind tunnel; in [15, 16]—to
study WP aerodynamic characteristics with a Savonius-type rotor.

The use of methods that allow simulatingWP dynamics considering the influence
of the turbine mass-inertial characteristics and the resistance moments on its shaft is
much less represented [17, 18]. Here, as a rule, a combined Euler–Lagrange approach
is used, which makes it possible to model, among other things, the changing grid
structures (dynamic grids) of the computational domain, as well as to track and
consider the movements of individual particles of the medium in the areas of this
domain that are most critical for local sites modeling accuracy.

It is based on the latter method that a fairly strictly unified process of WP starting,
its entry into a steady-state and subsequent deceleration, caused by a change in wind
speed, considering the given dynamic parameters of the turbine and the parameters
of resistance to its rotation from the side of the medium, can be considered.

Consider a software module developed by the authors based on the Ansys Fluent
software environment that allows evaluating the interaction between the wind and
rigid blades in the process of changing the turbine rotation speed using additional
user-defined files (UDF files) that take into account the mass-inertial characteristics
of WP turbine and environment parameters and to simulate the nature of the change
in WP turbine from the moment of its start until the turbine reaches its final angular
rotation speed.

In addition, the aerodynamic optimization developedmethod of the static and rotor
parts of vertical-axial vortexwind power plant [8, 10]made it possible to significantly
expand the capabilities of this software package for labor-intensive design of theWP
structure based on a given technical task. The basis of this technique is, firstly, the
choice of key parameters that determine the aerodynamic quality of this type WP
rotor: three geometric parameters characterizing the blade profile and the distortion
degree of its geometry from the original [8]; secondly, an algorithm for choosing a
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sufficiently representative set of basic topological forms of stators, and each such
basic form generates its branch of research on parametric optimization [8, 10].

Such developed software modules as the input geometry preprocessing, the type
choice of the solver for the system of gas-dynamic equations, and the block for post-
processing of the obtained modeling data, are adapted by default specifically for the
case of the considered promising vortex WP; although the program interface makes
it easy to reorient the settings for other types of investigated installations.

We will proceed from the following law of WP rotor rotation [9, 11]:

J
dω

dt
= M(V, ω) + Mc(ω) (1)

where V—the wind speed, changes of which represent in this problem an external
disturbance; J—the reduced moment of the rotor inertia; M (V, ω) + Mc (ω)—the
useful aerodynamic torque on the rotor and load torque.

Law (1) indicates that pure external torque on a rigid body will cause angular
acceleration. The rigid body rotation will accelerate until the total torque is zero or
periodically fluctuates around zero.

It is necessary to develop a software complex for modeling WP vortex-type aero-
dynamic characteristics in non-stationary modes of wind speed changing. It must be
tested for the following specific data: Moment of the rotor inertia shown in Fig. 2a, J
= 0,03 kg/m2, the rotor midsection S = 0,0223 m2, the dependence of the resistance
moment on the rotor shaft to its rotation is a function: Mc (ω) = bω, where b =
0,573 H*m*s; the choice of the function is based on the results [9, 11].

3.1 The Method Used and Its Application

First of all, a computational domain was constructed, in which the fields of key
aerodynamic quantities, first of all, pressure and speed, will be located. The diagram
of the computational domain is shown in Fig. 7a. It should be noted that the origin
of coordinates is set at the gravity center of the WP rotor.

This diagram shows the main elements necessary for calculating WP aerody-
namic characteristics: the flow inlet and outlet zones, the rotation (rot) area and WP
blades included in it, the stationary region (STA), and the outer boundaries of the
computational domain (wall).

The computational domain, the rotor wall layers, and the rotating structure are
shown in Fig. 7b; the parameters of the resulting grid are as follows: the number of
grid elements–1,338,491; the number of wall layers–10; the average cell orthogo-
nality index is 0.71. The k-epsilon-realizable model was used to calculate turbulent
phenomena.

To study the WP characteristics under the non-constant influence of the incident
flow (V �= const), it is necessary to create two special user-defined functions, the first
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a) diagram of the computational domain 

b) WP grid model and the computational domain 

Fig. 7 To the construction of the computational domain grid division

of which describes the temporary change in the speed of the unperturbed flow when
entering the computational domain, and the second describes the dependence of the
moment of rotor shaft resistance on the angular speed.

The modeling complex operation, which allows, in addition to the aerodynamic
effect, to consider the rotor inertial properties and the resistance moment on its shaft,
is represented by the following key stages:

1. The main CFD study of the model aerodynamic characteristics is carried out
based on the viscous fluid motion equation (RANS), taking into account the
input characteristics of the incoming flow speed (V ), the simulation time t, the
time step (�t), the inertial WP characteristics (mass and moment of inertia),
the moment dependence function resistance from angular speedMc (ω).

2. At each i-th step, the total moment of forceMi acting on the WP rotor is calcu-
lated, which is formed from the body interaction moment with the incoming
airflow, in the general case, the speed variable in time, and the resistancemoment
on the rotor shaft, set from the outside; in this case, the angular speed of the
body rotation ωi, achieved at the i-th step, is taken into account:

Mi = Mc(ωi ) + Ma[V (ti ), ω(V (ti ))] (2)
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Fig. 8 Block diagram of the developed software complex

3. The angular speed value is calculated at the next step ti+1 = ti + �t using the
difference formula following from (1):

ωi+1 = ωi + (Mi/J )�t

4. Based on the new rotation speed V(ti+1) of a rigid body, a new flow field
is modeled according to discrete difference equations corresponding to the
differential equations of continuous mediummotion (Navier–Stokes equations)
considering the given boundary conditions.

5. Repeat the above procedures 1–4 until the process research time interval has
been exhausted.

Note that at each time step ti, the solver performs an additional iterative procedure
for instant solution finding with discrete pseudo time, which makes it possible to
achieve acceptable calculation convergence for a given one ti.

The general block diagram of the modeling complex operation, which describes
the interaction process of the WP rotor with an unsteady incoming gas flow in the
presence of a moment of resistance on the rotor shaft, is shown in Fig. 8.

The input data for calculating WP rotation are the functions of changing the
incoming flow speed, the dependence of the resistance moment on the shaft on the
angular speed as well as the mass-inertial WP characteristics. Further, in the block
of settings for the CFD and 6-DOF model (calculating block for body dynamics
with six freedom degrees), the basic settings for the rotation system and dynamic
meshes deformation are formed. To organize the rigid body free, rotation an axis
was chosen that coincided with the rotor rotation axis, after which the main rotation
objects (rotor, rotor rotation area, general computational area) were adjusted.

3.2 Simulation Results

Let us consider the results of solving the problem by the method described above, at
a constant wind speed V= 10 m/s and the condition of the rotor initial rest. Figure 9a
shows the corresponding timing diagrams for the angular speed ω in this case.
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а) b) 

Fig. 9 Timing diagrams of the rotor rotation angular speed at the initial rest of the rotor and: a
constant wind speed; b unsteady incoming flow, varying according to (4)

As the graphs are shown in Fig. 9a, at the wind speed V= 5m/s, the angular speed
ω reaches saturation approximately by the time instant t = 7,5 s (with a saturation
value approximately equal ω = 5, 1 rad/s); at the wind speed, V = 10 m/s, ω

reaches saturation at about the moment of time t = 4,0 s (with a saturation value
approximately equal ω = 9, 8 rad/s) that when approaching the saturation region,
the graphs oscillate slightly. A negative value is associated with the selected direction
of the axis of rotation.

Note that the time diagrams of the angular rotor rotation speed shown in
Fig. 10a, agree well in terms of the steady-state values of the angular speed with
the corresponding experimental results with a maximum relative deviation of up to
5%.

Now let us consider the calculation results with the following dependence of the
incident flow speed on time:

V (t) = max[e0,03t , Vmax] (4)

where the upper limit was imposed on the value of the input flow rate equal to Vmax
= 10 m/s. Figure 8b shows the corresponding timing diagram for the angular speed
ω in this case.

From an examination of Fig. 9b, it can be seen that WP time to reach the steady-
state value of the angular speed ω = 9,71 rad/s reaches the value t = 75 s.

The simulation results, including those presented in Figs. 6 and 9, allow us to
conclude that the developed software and hardware complex allows the correct calcu-
lation of the impact on WP of both stationary undisturbed airflow and unsteady
airflow. The latter can be effectively used to study the WP operation process from
the moment of start-up to shut down when the wind speed decreases to a certain
critical value [19, 20].
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а) rotor with initial RGE - option 1 b) rotor with optimized RGE - option 2

c) modernized rotor with changed 

blades - option 3

d) modernized rotor with changed 

blades and RGE - option 4

Fig. 10 Rotor designs: the original rotor with an additional non-optimized a and an optimized
RGE b, a rotor with modified blades without an RGE c, and with an RGE d

To check the aerodynamic optimization possibilities of the WP design using the
created software package, a rotor with an additional guiding element located axisym-
metrically above the original rotor shape was taken; the shape of this element is close
to a hemisphere, see Fig. 10a. Further, it was optimized according to the criterion of
the maximum aerodynamic moment on the rotor shaft. As a result, a new shape of
the rotor guiding element (RGE) was obtained according to Fig. 10b, which made it
possible to increase the torque on the rotor by 12%.

Further, the developed software packagemade it possible to find a new basic topo-
logical shape of the rotor and carry out its corresponding parametric optimization,
as a result of which it was possible to increase the torque on the WP rotor by another
46% compared to option 2 (see option 3 on Fig. 10c). Then a guiding element with
an initial spherical shape was introduced, which was further optimized in shape to
obtain a tapered RGE. The last modernization made it possible to increase the torque
on the rotor by 10% in comparison with option 3 (see option 4 in Fig. 10d).
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4 Conclusion

The developed software package can be effectively used to study the interaction
of an incoming airflow and the WP solid body in the unsteady undisturbed flow
mode and the presence of the resistance moment on the rotor shaft, which depends
on its rotation angular speed. This complex makes it possible to perform calcula-
tions considering nonlinear flow disturbances described by custom functions, which
significantly increases the possibilities for theoretical studies of the WP operation.
Subsequently, this complex can be expanded considering the use of 2-FSI technology
to study WP strength characteristics under the influence of a gas flow, taking into
account its free rotation.

At the same time, this software package capabilities for aerodynamic optimiza-
tion of the WP shape structure, both stator, and rotor, make it possible to use this
complex not only at the stage of verification of already manufactured WP but also at
the earliest stages of their development. Moreover, the indicated modeling capabili-
ties at the development stage and verification of already manufacturedWP structures
are specialized and adapted in this complex for promising vertical-axis WP. This is
the novelty and practical significance of this software product, considering the accel-
erated growth of the fields of application of vertical-axis wind turbines and the need
for their accurate calculation at the stages of design, development, manufacturing,
and testing.

The created laboratory stand and mock-up installations allow carrying out exper-
imental studies of rotary-type WP of various modifications, as well as verifying the
resulting results of modeling their aerodynamics.

The developed software package was verified by laboratory and field tests of the
assembled prototypes.

The specified software, together with the created laboratory stand, allows the
effective development of wind-driven power plants with a vertical axis of rotation,
as evidenced by a good correlation of the corresponding experimental and numerical
results.

The results obtained concerning the method of wind power plants development
and verification can be effectively used to create power modules for automated,
automatic, cyber-physical systems.
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Subsystem for Building a Digital Twin
of the Main and Auxiliary Equipment
of Thermal Scheme of Thermal Power
Plant

Ivan Shcherbatov , Vladimir Agibalov , Aleksey Dolgsuhev ,
and Michael Belov

Abstract Digital twins are currently one of the main tools for improving the oper-
ational efficiency of the main and auxiliary equipment. In the study, digital twins
are used as a basis in predictive analytics systems. The comparison of the current
measurement information coming from the sensors with the results calculated in the
digital twins of the equipment units provides identification of the current technical
condition. In this chapter, we consider one of the possible approaches to imple-
menting the architecture of a software product for building adigitalmodel of a thermal
power plant thermal circuit—the allocation of layers. It describes the advantages and
disadvantages of this method in designing, changing the source program code, and
correcting the internal structure of software—refactoring. The main advantage of
the method is scalability since thermal circuits can contain a large number of pieces
of equipment. A three-level architectural solution of the digital twin construction
subsystem has been developed. A fragment of a database accumulating the required
data for obtaining calculated data using a digital double of the thermal circuit of a
power plant is presented. It also shows the implementation of one of the abstract
layers of the architecture—the database management system layer. The obtained
results allow us to assert the effectiveness of the layers method application for use
as part of predictive analytics systems using the concept of the main and auxiliary
equipment digital twins of energy facilities.
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1 Introduction

At present, a large number of companies in various industries are resorting to imple-
menting IT-based solutions for various needs. Every year there is an upward trend
in this direction. According to the Energy Strategy of Russia until 2024 [1], one
of the main objectives is to increase the energy efficiency of energy facilities. This
can be achieved not only through design solutions for power equipment or hard-
ware, but also through the introduction of digital technologies such as digital twins
[2], predictive analytics systems [3, 4], virtual simulators [5], augmented reality
systems [6]. Due to this, there is an avalanche-like increase in the volume of inher-
ited and developed code, which needs support, optimization, timely refinements, and
refactoring [7]. This explains the crucial importance of software architecture design
and construction. This theme is especially urgent for such strategically important
branches of Russia as power engineering, defense industry, medicine, etc. that the
life cycle of programs used by them should be the longest. Only a few years ago
scientific community and developers all over the world began to pay more atten-
tion to software development methodologies. If previously most of the attention was
focused on the initial stage of the software life cycle, now analysts and architects are
working evenly on each stage of the life cycle.

Recently there has been a breakthrough: great attention has been paid to the
systematic use of transformations as a central principle of organizing the existing
process of software development and maintenance. However, most researchers treat
transformations rather narrowly, as transformations at the source code level. At
present, there are almost no studies devoted to the transition to a higher level of
abstraction, the level of software architecture [8]. The overwhelming majority of
development and maintenance scenarios throughout the source code life cycle imply
significant changes in initial software architecture [9]. That is why it is of great
interest to develop a universal solution for systems of different complexity, where
at full change or insignificant modification of some elements there would not occur
global transformations in the architecture of the whole software.

2 Architecture Development

In order to ensure the maximum efficiency of the software throughout its lifetime,
it is necessary to refine it, to implement new functionality. Such actions often lead
to the deterioration of the code quality and to the difficulty of reading it. One of
the most successful and often used in practice approaches to solving this problem
is refactoring [10]. Refactoring is a change in the inner structure of the software
which is carried out in order to simplify the understanding of its work and simplify
the modification without affecting the observed behavior [11]. All these modifica-
tions often lead to dramatic changes in the original software architecture. To avoid
such incidents, architects initially, when designing a program, resort to multi-layer
program architecture.
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3 The Concept of Layers

Multilayer architecture is one of the main architectural methods of software devel-
opment, in which functional areas of a program are divided into classes [12, 13]. The
separation conditions are such that the functions within a group must be aimed at
solving a single problem. The task of a layer strictly defines its role and responsibility.

The advantages of such a division are:

• An easy formalization of layers. It consists of the fact that layer n is a component
or their set and can use only the components of layer n − 1. In turn, layer n can
only be used by components of layer n + 1;

• Simple and obvious semantics. It consists in setting up a strict hierarchy of layers
in the program. For example, layer n uses layer n − 1 and as a consequence, its
abstraction level is higher (or at least not lower). Thus layer n − 1 allows higher
abstraction levels to implement more complex concepts;

• Minimal dependency between layers. For global changes within one layer,
developers only need to set up integration with the layer above;

• Wide potential for development. This approach to building software architecture
can be called universal for most modern developments.

The disadvantages of such a division are:

• Cascading changes. Layers can successfully encapsulate a lot, but not everything:
modifying one layer sometimes involves making cascading changes to the layers
above;

• Drop in performance. The presence of redundant layers often reduces system
performance.

The structure of the software, built on the principle of multilayer architecture,
can be represented as a ladder, where each successive step is located on top of the
previous one [14]. As part of this work, implemented a three-layer architecture of the
software to build a digital model of the thermal scheme of the thermal power plant
Fig. 1.

At the very top of the ladder is the abstract user interface layer. What it will look
like and what technology will implement this layer is a secondary question. For
example, it could be an application interface on the desktop or a page in a browser.
The main task in implementing this layer is to present an ergonomic interface to the
user, corresponding to the logic implemented by the layers below. It is important
that the user does not feel discomfort when working, and that all functions on the
window form are called simply and intuitively. In Fig. 1, the first layer refers only to
block number one.

The second layer of the layered architecture is the business logic layer. In Fig. 1
this layer is represented by blocks number 2–6, where:

• Block number 2 is a block for creating a simulated thermal scheme. It implements
the constructor principle. Its functionality is that it creates links between blocks
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Fig. 1 Implementation of the concept of layers in the software product for building a digital model
of the thermal scheme of a thermal power plant

3–5 and allows the user to simulate not a specific element of the main or auxiliary
equipment, but a system, a set of elements;

• Block number 3 is a block for calculating the parameters of the heat turbine.
It implements the logic, according to which the program simulates the turbine
operation;

• Block number 4 is a block of calculating parameters of a low-pressure heater.
Block 4—block of calculation of parameters of the low-pressure heater. It is
needed to create a digital duplicate of a part of the regeneration system of the heat
and power plant;

• Block number 5 is a block for the calculation of condenser parameters. It
implements the logic of calculation of the condenser of the heating plant.

• Block number 6 is a block of calculation of thermodynamic parameters of water
and water steam. This logic-level element is necessary for the simplification and
optimization of the simulation system code. All functions of coolant dependence
are placed in it, and the blocks that simulate the behavior of the main and auxiliary
equipment of the TPP are addressed to it.

For example, as part of the development of the architecture of the digital twin
thermal circuit of the thermal power plant has already implemented a digital model
of the condenser, the fifth block [15]. Part of its logic can be seen in Fig. 2.

Figure 3 shows the results of the simulation of the condenser unit. The input data
for the calculation and the results of the simulation of the condenser are displayed
here.
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Fig. 2 Code fragment of capacitor digital twin

Fig. 3 Input data for capacitor simulation and calculation results

Below is the data source layer. This layer is the source layer. It also describes the
logic, which provides interaction with the source and the transfer of the results to
the layer above. In Fig. 1 this abstract layer is represented by blocks number 7 and
8, where:

• Block number 7 is a library of ready-made solutions. This database contains
thermal schemes, which are ready for modeling, that were modeled earlier;
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• Block number 8 is a database of input and output parameters of the program
calculation. This database stores the history of simulation of the heat scheme
elements, as well as the data from the physical sensors of the I&C system.

As can be seen from the description of the schema in Fig. 1, all layers and even the
functionality of the blocks are aimed at solving one specific task and do not overlap
with the rest.

There may be other layers in the layer concept as well, and the sequence of their
arrangement depends on the specific product. Next, let’s consider the bottom layer
of the layered architecture—the abstract data source layer.

4 Data Source

Database design consists of two fundamental phases: logical and physical modeling
[16].

In the process of logical modeling, the architect develops a database model that
does not depend on a particular database management system (DBMS) [17]. This
stage can be divided into the following stages:

• Gathering requirements;
• Definition of entities;
• Definition of attributes for each entity:
• Definition of relationships between entities;
• Normalization.

During the requirements gathering phase, the architect needs to determine exactly
what information will be stored in the database and how it will be used. Here, a
decision must be made about the capabilities of the DBMS and the functions it
should be able to perform.

In the entity definition phase, the architect needs to decide what entities the
database should consist of. An entity is an object in the database in which records are
stored. Entities, in particular, are tables. The number of tables should be minimal,
but exhaustive. This condition must be met with maximum precision because the
DBMS query execution speed depends on it.

At the attribute definition stage, the architect must decide which attributes
(columns) will describe this or that entity. For each attribute, it is important to deter-
mine the data type and size, allowable values, and many other rules. For example,
mandatory filling, keys (primary and external), indexing, logging by query execution
time, query termination by timeout, and much more.

At the entity-relationship definition stage, the architect needs to determine how the
various tables will be related to each other. An entity-relationship is a situation where
one table refers to the primary key of another table. Here it is important to identify
all possible logical relationships that exist between the tables. Entity relationships
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are divided into three types: one-to-one, one-to-many, and many-to-many. When
constructing entities, the architect should try to avoid many-to-many relationships.

During thenormalizationphase, the architectmust detect and remove all redundant
data from the database [18]. Each data item must be stored in one and only one
instance. There are five common forms of normalization. Typically, the database
is reduced to the third normal form (the third normal form excludes attributes that
do not depend on the key). In the standardization process, some steps are taken to
remove redundant data. Normalization improves performance, speeds up sorting and
index construction, reduces the number of indexes per unit, and speeds up insertion
and updating. A standardized database is usually more flexible. When you change
queries or data stored in a normalized database, you usually have to make fewer
changes and make changes that have fewer consequences.

Figure 4 shows an ER—diagram for the database [19] represented by block
number 8 in Fig. 1. An ER—diagram is a kind of block diagram that shows related
entities. We can say that the result of the third normal form is the construction of
the entity-relationship diagram. This diagram contains 11 tables linked one-to-one,
where:

• digital_twin_db.turbine_in—table of input parameters for turbine verification
calculation (data from sensors);

• digital_twin_db.LPH_in—table of input parameters for LPH verification calcu-
lation (sensor data);

• digital_twin_db.capacitor_in—table of input parameters for capacitor verification
calculation (data from sensors);

• digital_twin_db.t_expansion_out—table with the output data of the calculation
of the process of expansion of the flow part;

• digital_twin_db.t_ei_out—table with output data of turbine power calculation;
• digital_twin_db.t_ad_out—tablewith output data for calculating axialmovements

of the turbine unit rotor and casing;
• digital_twin_db.t_log—turbine critical faults logging table;
• digital_twin_db.LPH_out—table with the output data of the LPH verification

calculation;
• digital_twin_db.LPH_log—table for logging critical LPH faults;
• digital_twin_db.capacitor_out—table with the output data of the verification

calculation of the capacitor;
• digital_twin_db.capacitor_log—table for logging critical capacitor faults.

This ER diagram uses three types of data: numeric, timestamp, varchar. These
formats were chosen because of the consideration of the greatest speed of processing
queries to the database. As the SQL language works fastest with the numeric data
type, then timestamp and varchar.

Having a logging table will be an indispensable tool in the process of creating
and maintaining an application. When searching for errors in the code and localizing
system defects. When software behaves incorrectly at runtime and the reason for
such behavior needs to be identified within a short period of time. In other words, the
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Fig. 4 ER—diagram
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implementation of a critical error logging table will greatly reduce the time needed
to find and localize defects in the system (time for analysis).

In the physical modeling process, the developer creates a model optimized for the
specific application and DBMS. It is this model that is implemented in practice. This
stage can be divided into the following stages [20]:

• Conversion to a physical model;
• Creating a database.

At the stage of physical model transformation and database creation, the specifics
of a particular data model and the specifics of a particular DBMS are taken into
account. Entities identified at the logical data model formation stage are converted
into tables, attributes become columns, unique indexes are created for key attributes,
and domains are converted to the data types accepted by the used DBMS. Constraints
in the logical data model are implemented by various DBMS tools, e.g., with the help
of indexes, integrity constraints, triggers, stored procedures. At the same time, the
decisions made at the logical modeling level determine the specified limits within
which a physical data model can be developed. Similarly, different decisions can be
made within these limits. For example, relationships in a logical data model must
be converted into tables, but different indexes can additionally be declared for each
table to increase the rate of data access. It all depends on the particular DBMS.

The physical design of the database also includes selecting an efficient location
of the database on an external medium to ensure the most efficient operation of the
program.

The physical modeling phase evaluates the computer resource requirements
needed to run the entire system, selects the type and configuration of the server,
the type, and the version of the operating system.

5 Conclusion

In this chapter one of the possible approaches to software architecture implementa-
tion—multilayer architecture—has been considered. Each abstract layer is charac-
terized, the advantages and disadvantages of this method are described. Using this
approach, a software architecture was developed to build a digital model of a thermal
scheme of a thermal power plant. Also, one of the layers of multilayer architecture
was realized—the data source. An ER diagram of the digital modeling subsystem
was built.

The implementation of software architecture is one of the most important stages
of the life cycle. It is from this stage that the further fate of the developed product
will depend. And how much money was spent on the organization of the software
system will depend on the duration of its life cycle, ease of use, and maintenance.
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Secondary Pollution of the Urban
Atmosphere by Motor Transport
at Various Emission Capacities

Vadim A. Zaytsev

Abstract Air pollution in the area of influence of the highway is considered. To
find the capacities of primary pollutants emissions during this task, an appropriate
methodology for assessing the impact on the environment is used, then, to determine
their concentrations, the dispersion is calculated under unfavorable meteorological
conditions. For the secondary pollutant—ozone—the concentration calculations are
performed using the proposed mathematical model. It is based on a stiff system
of differential equations describing the kinetics of this process and solved by the
Rosenbrock method. The initial conditions are the arithmetic mean values of the
concentrations of primarypollutants obtained at the previous step.Apossible increase
in the ozone content is investigated with a change in the intensity of the traffic flow,
as well as in different wind directions. The possibility of formation on the leeward
side of the highway of a rather wide area of its influence, characterized by high
concentrations of secondary and primary pollutants, is analyzed.

Keywords Mathematical modeling · Systems of stiff differential equations ·
Environmental impact assessment · Environmental chemistry · Atmospheric
chemistry · Chemical kinetics · Ecology

1 Introduction

Mathematical modeling is quite often used in the study of atmospheric pollu-
tion along with direct measurements of the concentrations of pollutants. As the
problem is studied, new reactions are added to the chemically active systems under
consideration, which makes it possible to obtain more accurate results [1, 2].

In some works devoted to the atmosphere of Moscow, experimental data on
primary pollutants obtained at environmental monitoring stations are used to assess
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the content of a more toxic secondary pollutant, ozone, in the air [3–8]. The chem-
ical transformation process is considered under cramped aerodynamic conditions.
These are city highways, bordered by rows of tall and wide buildings. Due to the
hindered dispersion in these areas, sufficiently high concentrations of compounds
of the above-mentioned first group are created. This circumstance contributes to the
intensive course of chemical reactions in this zone, and as a consequence of this, the
quantitative synthesis of O3 has time to occur before the substances leave it. Various
variations in the concentration of primary pollutants are considered, and conditions
are being sought to achieve the maximum value of the ozone concentration. These
publications touch upon areas in which sufficiently high local concentrations of
substances are created and the scales of distances are relatively small. As a rule,
problems in cramped hydrodynamic conditions for other cases have been studied in
less detail [9].

Other articles [10–12], in contrast to them, are characterized by the use of large
distances. The publication [10] is devoted to calculations of atmospheric pollution
in Moscow and several neighboring regions. The model is tested for adequacy
by comparing the calculated and measured surface concentrations of nitrogen
dioxide and ozone. Some modeling works are the results of joint calculations using
meteorological and chemical transport models [11, 12].

However, a distinctive feature of all the above works is the presence of studies
on tropospheric ozone. This is due to its negative impact on the human respiratory
and cardiovascular systems, which entails an increase in mortality. A large number
of articles are devoted to the study of these issues [13–18].

Since secondary air pollution with ozone contributes to an increase in air toxicity,
reviews on this topic are regularly published, in which the publications of many
authors are considered [19–21].

It should be noted that for carrying out model studies, the values of the rate
constants of many atmospheric reactions are required. Some of them are contained
in works [22–26]. Because of the importance of the above-mentioned problem of
secondary air pollution, these data on the rate constants are regularly updated by
adding new reactions and refined [27–29].

The article [30] is devoted to the study of the distribution areas of carbon
monoxide on the road section. To calculate the emission power of vehicles, it used
the methodology [31].

2 Research Problem Statement and Scientific Novelty

In publications [3–8], variations in the concentration of primary pollutants upward
compared to the base case are investigated, which is quite likely with an increase in
the flow of cars. However, the number of the latter was not estimated in it. In [30],
based on this value, the propagation of only one substance without any chemical
transformations is studied in detail. Therefore, the purpose of this chapter was to
relate the number of transport units on the highway, the emission power of each
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primary pollutant, their concentration resulting from dispersion, and ozone formed
during the process of chemical transformation of these compounds. In an attempt to
link, ultimately, the first and last indicators of this sequence lie in scientific novelty.
In addition, the task is set so that numerical experiments are carried out at distances
from the highway that are important for assessing its impact, however, where there
is a relatively small change in the concentrations of primary pollutants, i.e. they
are considered constant, equal to their arithmetic mean values. This allows one to
consider independently the transfer and chemical transformation. Due to this, at the
last stage, a system of ordinary differential equations is solved, instead of a system
of partial differential equations. And this makes it possible to save computational
resources for a significant increase in the number of differential equations with the
further inclusion in the model in the future of a significant number of new substances
that will become significant for this problem under different conditions. The errors
of the solution will also be lower.

This approach makes it possible to predict secondary air pollution with significant
road filling, which can occur under the worst dispersion conditions. One of them is
low wind speed or its complete absence. The ability to carry out such assessments
based on the intensity of theflowof cars is also interesting because this value is subject
to change not only in environmental problems. Thus, the article [32] discusses the
management of traffic flows in intelligent transport systems to improve the efficiency
of transportation.

3 Proposed Mathematical Model and Numerical
Experiments

The calculation of emissions from moving vehicles was carried out according to the
formula (1). It is proposed in the methodology [31]:

MLi = L

1200
·

k∑

1

ML
k,i · Gk · rVk,i , (1)

where MLi is the power of emission of the i-th pollutant by a stream of cars, g/s;
ML

k,i—the normative value of the emission of the i-th pollutant by vehicles of the
k-th type is taken from Table 1, g/km; k is the number of types of machines; Gk—the
present maximum traffic density, i.e. the number of cars of each of k types crossing a
given section of the highway in 20min in two directions and on all its lanes; rVk,i—the
correction factor for the average speed of the flow of cars (Vk,i , km/h) is taken from
Table 2; L is the length of the investigated part of the road, on which there should be
no traffic lights (for them, the calculation is carried out differently), km.

The object of the study was a 1 km section of the city highway, on which the
movement of trucks is prohibited. The stream consists of passenger cars, as well as
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Table 1 The normative value of the emission of the i-th pollutant by the vehicles of the k-type

ML
k,i , g/km [31]

Number and
name of the car
group

The normative value of the emission, g/km

CO NOx (in terms
of NO2)

CH Soot SO2 Formaldehyde Benz (a)
pyrene

Passenger cars 3.5 0.9 0.8 0.7·10–2 1.5·10–2 3.2·10–3 0.3·10–6

Vans and
minibuses
weighing up to
3.5 t

8.4 2.1 2.4 3.8·10–2 2.8·10–2 8.4·10–3 0.8·10–6

Freight
weighing from
3.5 to 12 t

6.8 6.9 5.2 0.4 5.1·10–2 2.2·10–2 2.1·10–6

Freight
weighing over
12 t

7.3 8.5 6.5 0.5 7.3·10–2 2.5·10–2 2.6·10–6

Buses weighing
over 3.5 t

5.2 6.1 4.5 0.3 4.2·10–2 1.8·10–2 1.8·10–6

Table 2 Correction factor for the average flow rate of machines rV k,i [31]

The average flow rate of cars, V, km/h

V 5 10 15 20 25 30 35 40 45 50 60 70 80 100 110

rV k,i 1.4 1.35 1.3 1.2 1.1 1.0 0.9 0.75 0.65 0.5 0.3 0.4 0.5 0.6 0.75

rV k,i (NOx) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.2

vans and minibusses, accounting for 5% of the total number of vehicles. The road
contains three lanes in both directions. Setting the average values of the length of
cars, the distances between them (4 options: 30, 50, 100, and 200 m), their speeds
(60 km/h), and assuming the uniformity of these values in all its lanes, it is possible
to calculate the number of cars crossing a given section of the highway in 20 min in
forward and backward directions.

Based on this, according to formula (1), the emission rates of the primary pollu-
tants were calculated: nitrogen monoxide and nitrogen dioxide, carbon monoxide,
methane, and formaldehyde. It should be noted that for NO and NO2, these values
were also determined taking into account the transformation coefficient of nitrogen
oxides in the atmosphere, which is typical for air near highways, andCH4 was consid-
ered to be the dominant hydrocarbon in the emissions of the considered groups of
cars.

Then, using a standard certified program, the dispersion was calculated. In this
case, a wind speed of 1 m/s was considered (such small values are the most unfa-
vorable) and a direction perpendicular to the road, which is an areal source of emis-
sions. The origin of coordinates is located in its middle, therefore, the concentrations
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Fig. 1 Dependence of the concentration of the emitted substance on the distance from the highway
for the direction of the wind perpendicular to it, with an average distance between cars of 50 m:
1 – CO; 2 – NO2; 3 – NO; 4 – CH4

calculated outside this rectangle are considered reliable, i.e. starting from 20 m. The
dependences of the concentrations of emitted substances on the distance from the
motorway for an average distance between cars of 50 m are shown in Fig. 1.

Their arithmetic mean values for each substance, in the same order, respectively,
are equal to 0.432; 0.182; 0.121; 0.102 mg / m3. Due to the very low air content,
formaldehyde is not shown in this graph. However, the nature of the dependence for
it is the same, and the average concentration is 3.99·10−3 mg/ m3.

Since for all cases the geometric parameters of the source remain unchanged, we
can talk about the similarity of the concentration fields. Thus, they will change in
direct proportion to the corresponding emission rates, i.e. for distances between cars
30; 100 and 200 m must be multiplied by 1.59; 0.521 and 0.265, respectively.

The difference between the maximum concentration values and the arithmetic
mean for each substance is about 17%, and the minimum—20%. Therefore, as an
assumption, they are considered unchanged, equal to these average values, up to a
distance of 110 m. Further, they are used, taking into account the background values,
in the form of initial concentrations when solving a system of differential equations
describing the chemical transformation of these substances in the atmosphere. Its
compilation is considered in detail in [3–8], and in this work, for a more convenient
perception, only the main points are noted.

As noted earlier, to carry out model studies, the values of the rate constants of
many atmospheric reactions are required. They act as initial data in this work and
are contained in articles [27, 28].
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Table 3 Chemical reactions that need to be considered in a mathematical model and the
corresponding rate constants [2–8, 27, 28]

Reaction number Chemical reaction Rate constant

1 CH4 + HO• →•CH3 + H2O k1 = 7,9 · 10−15

2 •CH3 + O2 + M → CH3O2
• + M* k2 [M] = 1,8 · 10−12

3 CH3O2
• + NO → CH3O• + NO2 k3 = 7,6 · 10−12

4 CH3O• + O2 → CH2 = O + HO2
• k4 = 1,3 · 10−15

5 CH2 = O + hν → •CH = O + H• k5 = 3,7 · 10−5

6 CH2 = O + hν → CO + H2 k6 = 4,9 · 10−5

7 CH2 = O + HO• →•CH = O + H2O k7 = 1,0 · 10−11

8 •CH = O + O2 → CO + HO2
• k8 = 5,5 · 10−12

9 CO + HO• → CO2 + H• k9 = 3,0 · 10−13

10 H• + O2 + M → HO2
• + M* k10 [M] = 1,4 · 10−12

11 HO2
• + NO → NO2 + HO• k11 = 8,3 · 10−12

12 NO2 + hν → NO + O(3P) k12 = 8,9 · 10−3

13 O(3P) + O2 + M → O3 + M* k13 [M] = 1,8 · 10−14

14 O3 + NO → NO2 + O2 k14 = 1,8 · 10−14

The chemical reactions that must be considered under these conditions and the
corresponding rate constants are given in Table 3 [2–8, 27, 28].

On their basis, using the law ofmass action, it is possible to calculate the total rates
of formation Fi and sink Ri of each of the reacting substances. The time variation of
the concentration of any starting substance and the product of these reactions can be
calculated using equations of the type (2):

dCi

dτ
= Fi − Ri (2)

The result is a rigid system consisting of 17 differential equations. To solve such
a system, to avoid the loss of its stability, it is necessary to use special methods. In
this work, we used the Rosenbrock method [3–8].

The results of numerical experiments for secondary pollution of the atmosphere
at a distance of up to 100 m from the leeward side of the highway are shown in Fig. 2.

It is assumed that at the consideredwind speed, substanceswill reach this boundary
in 100 s.

As follows from thefigure, the roadmakes a significant contribution to the increase
in the O3 content. This effect increases with increasing traffic intensity. At the same
time, it was assumed that from the windward side, air with an O3 content corre-
sponding to the average daily maximum permissible concentration of 0.03 mg/m3 is
supplied to the highway.

Buildings, especially wide buildings of great height, located in a similar area of
influence of the highway, prevent the dispersion of primary pollutants, which leads



Secondary Pollution of the Urban Atmosphere by Motor Transport … 259

Fig. 2 Change in ozone concentration over time for the direction of the wind perpendicular to the
highway, at different intensities transport stream, determined by the average distance between cars:
1–200 m; 2–100 m; 3–50 m; 4–30 m

to an even greater increase in their concentration and, as a consequence, to an even
greater secondary pollution.

Of course, the wind can be directed not only perpendicular to the road. Therefore,
consider the case when it blows at an angle of 45°. The corresponding dependences
of the concentrations of emitted substances on the distance from the highway for an
average distance between cars of 50 m are shown in Fig. 3.

It should be noted that in areas where aerodynamic stabilization has already taken
place, at distances of about 100 m long and 100 m across the road, the concentra-
tion isolines are practically parallel to it. Therefore, this graph, for convenience of
comparison with Fig. 1 shows the concentration projections on the axis perpendic-
ular to the highway. In this case, the actual movement of air is carried out along
the hypotenuse of an isosceles right-angled triangle. Thus, these projections must be
multiplied by

√
2 to calculate the actual travel distances. Then the considered time,

during which the synthesis of ozone occurs, must be increased by the same number
of times. That is, at a wind speed of 1 m/s, to compare the results, instead of a time
of 100 s, approximately 141 s are taken. These dependencies are shown in Fig. 4.

Comparison of the corresponding results shows that when the wind is directed at
an angle of 45° to the road, in comparison with the perpendicular one, the average
concentration of primary pollutants increases bymore than 26%.Whereas the content
of the secondary pollutant—ozone—does not increase so significantly, by almost 3%.
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Fig. 3 Dependence of the concentration of the emitted substance on the distance from the highway
for the wind direction at an angle of 45° to it, with an average distance between cars of 50 m:
1—CO; 2—NO2; 3—NO; 4—CH4

Fig. 4 Change in ozone concentration over time forwind direction at an angle of 45° to the highway,
at different intensities transport stream, determined by the average distance between cars: 1–200 m;
2–100 m; 3–50 m; 4–30 m
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4 Conclusions

At a lowwind speed and an intense flow of cars from the leeward side of the highway,
a fairly wide area of its influence is formed, characterized by high concentrations of
primary pollutants.

During the time of transfer to its border, during the process of their chemical
transformation, there is a quantitative increase in the concentration of a more toxic
secondary pollutant—ozone.

If air with anO3 content corresponding to the average dailymaximum permissible
concentration approaches the motorway from the windward side, then in the worst
case, its increase from this value by about a third is observed. But there is no excess
of the maximum one-time maximum permissible concentration, a comparison with
which in these circumstances is more correct.

The presence of wide buildings of great height, preventing the dispersion of
substances, enhances the above-mentioned negative effects.

When the wind direction changes from perpendicular to 45° at an angle to the
highway, the intensity of secondarypollutiondoes not increase asmuch as the primary
one.
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The Intellectual Transport with Divisible
Parts

E. V. Shviatsova and V. N. Shuts

Abstract The main disadvantages of modern urban passenger transport are consid-
ered and ways of eliminating them through the introduction of intelligent transport
systems based on unmanned vehicles that can move in automatic mode and to have
the ability to split into two independent unmanned autonomous vehicles before the
stopping point are considered. When a vehicle with divisible parts passes through a
stopping point, its end part, in which passengers need this stop is collected, separates,
and stops on the point while the front part moves further. This principle of organizing
the movement of passenger vehicles provides more rational use of time and kinetic
energy are spent on accelerating and braking the vehicle at a stop in comparison
with the traditional approach, when the entire vehicle both with passengers leaving
the vehicle at this stop, and with passengers who do not need this stop, brakes. This
solution improves efficiency and reduces the energy consumption of this type of
transport.

Keywords Passenger transport · Intelligent transport · Smart transport ·
Information transport system · Transport with divided parts · Smart urban
mobility · Intelligent transport system

1 Introduction

Motor transport represents one of the largest branches of the national economy with
a complex and diverse equipment, as well as the specific organization and system of
management. Urban bus transportation is subsidized from the budget, therefore, it is
necessary to increase self-sufficiency and, accordingly, reduce the size of subsidies
for public transportation of passengers. The transportation enterprises have the task
of optimizing transportation activities and equality of demand for transportation and
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the supply, with minimum transport costs. There is a permanent need to improve the
quality of passenger services. An increase in the quality of passenger services and,
at the same time, a reduction in the cost of their organization can be achieved by
operatively regulating the motion of rolling stock along the routes.

The main task of the organization of the city transport movement is to ensure
the highest quality of passenger transportation with a minimum cost. The quality of
passenger transportation is estimated by the regularity of transport traffic, the size of
the route interval, the filling of buses, the time spent by the population on journeys,
the speed of communication, and the comfort of transport service [1–3]. An increase
in the quality of transport services results in increases in the cost of passenger trans-
portation. Therefore, the requirement to increase the quality indicators of passenger
transportation and minimize their cost is contradictory. If the unregulated random
fluctuations of passenger traffic flow in time and along the length of the transport
network are accounted, the inevitable delays of the route passenger transport when
working in the general traffic flow, etc., it becomes obvious that the composition of
the optimal traffic plan is a very complex task.

The traffic plan, on the one hand, should be quite intense, i.e. it should be designed
for the maximum output of the rolling stock on the line, the maximum useful use
of the duration of the working time of transport employment, the realization of the
maximum speed, etc. All these factors will carry out reducing the cost and improve
the quality of passenger transportation. However, on the other hand, traffic plan must
have sufficient reserves of rolling stock for possible changes vehicles on the traffic
line in case of delays due to possible incidents, in terms of movement speed, taking
into account the need for overrun time reserves in case of various traffic disruptions,
etc.

Thus, at present, the main way to improve the efficiency of passenger traffic is the
optimization of the urban route network, optimization of vehicle intervals at different
periods of the day depending on passenger traffic. However, this is not enough. It is
still necessary to have vehicles with completely new features and capabilities [4–15].

2 The Ratio of Useful and Total Vehicle Weight and Their
Impact on Passenger Transportation Efficiency

As noted above, optimizing the route network and vehicle schedule alone is clearly
not enough. Large economic losses are incurred by vehicles at stops and acceleration
from stop points.

Let’s consider a bus (trolleybus, tram) route consisting of 12 stopping points in one
direction. For example, the passenger rides from the starting point to the final point
with 10 intermediate stops that are needn’t by him. Let’s that at each intermediate stop
0.1 of the vehicle’s passengers will leave the bus and new ones will be loaded into.
Thus, at each stop, the kinetic energy proportional to 0.9 of the masses of passengers
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who do not need to leave at that stop is uselessly extinguished. The kinetic energy
corresponding to the mass of the vehicle is also lost.

Let’s perform some calculations under the following assumptions. Thus, the
average mass of the passenger will be 71 kg. Passenger density in the vehicle cabin
will be 5 persons/m2. Hence for a large class of buses (MAZ-103), which has dimen-
sions, mm: 11,985/2500/2838; weight, kg: 18,000; nominal capacity (5 persons/m2):
90, will be the following indicators:

90 × 71 = 6390 (kg)—Useful weight
90 × 71 + 18000 = 24390 (kg)—Full weight
6390 ÷ 24390 = 26.2% (kg)—Ratio useful weight to full weight

The last value can also be considered as the coefficient of efficiency of a passenger
vehicle. Consequently, 100%−26.2%= 73.8% of the kinetic energy stored is wasted
when braking at stopping points.

Similarly for the middle class MAZ-206, which has dimensions, mm:
8650/2550/2930; weight, kg: 13,200; nominal capacity (5 persons/m2):72, will:

72 × 71 = 5112 (kg)—Useful weight
72 × 71 + 13200 = 18312 (kg)—Full weight
5112 ÷ 18312 = 27.9% (kg)—Ratio useful weight to full weight

Similar for small class MAZ-241, which has dimensions, mm. 6800/2550/2785,
weight 8775 kg, nominal capacity (5 persons/m2):36, will:

36 × 71 = 2556 (kg)—Useful weight
36 × 71 + 8775 = 11331 (kg)—Full weight
2556 ÷ 11331 = 22.5% (kg)—Ratio useful weight to full weight

The obtained results of the useful mass to full mass relations are summarized
in Table 1. From Table 1 we can see that the efficiency coefficient of the stopping
process for all types of buses is approximately the same and varies around 25%.
This coefficient will be much lower in the case of subtracting 0.9 of the mass of
passengers who do not have to leave at the stop were to be subtracted from the useful
mass. Let’s recalculate the ratio of the useful mass (0.1 of the gross vehicle mass) to
the full vehicle mass with a fully filled compartment for all bus types:

Table 1 Buses

Type Length, m Weight, kg Useful weight,
kg

Full weight, kg Rate useful to
full weight, %

Small,
MAZ-241

Over 6.0 up
7.5

8775 2556 11,331 22.5

Middle,
MAZ-206

Over 8.0 up
10.0

13,200 5112 18,312 27.9

Large,
MAZ-103

Over 10.5 up
12.0

18,000 6390 24,390 26.2
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Big buses—639 ÷ 24390 = 2.62%
Middle buses—511.2 ÷ 18312 = 2.79%
Small buses—255.6 ÷ 11331 = 2.25%

Thus, a significant amount of kinetic energy is lost at stopping points, and therefore
fuel overruns and the efficiency of passenger transportation are reduced. A way out
of this situation may be to create an unmanned vehicle that can divide into two parts.
One part (rear) is occupied by passengers who have to get off at another stop. When
passing this stop, the rear part of the vehicle shall be separated from the front part of
the vehicle and braked at the stopping point. Passengers whose destination is further
than the current stop will pass this stopping point at the front of the vehicle without
stopping. Thus, 0.9 of the passenger masses are in transit.

To calculate the fuel loss at one stop of the vehicle, let us denote through the
MVhc vehicle’s mass and the MPass—the passenger mass of a fully filled vehicle’s
salon. Vehicle speed when approaching the stopping point is V = 30 km/h (8 m/s).
The total kinetic energy of the vehicle when approaching a stop, and which will be
extinguished by braking, is equal:

W1 = MVhc · V 2

2
+ MPass · V 2

2
. (1)

In the case of separation of the rear of the vehicle from the front with 0.1th of the
passengers, its kinetic energy will be:

W2 = 0.5 · MVhc · V 2

2
+ 0.1 · MPass · V 2

2
. (2)

It’s a forced loss even when parts are separated. Let’s subtract from (1) expression
(2) and obtain a value (3) of the energy saved in the case of the separation system:

W1−W2 = 0.5 · MVhc · V 2

2
+ 0.9 · MPass · V 2

2
(3)

Let’s calculate the amount of lost fuel equivalent to extinguished energy (3) when
stopping at a speed of V = 30 km/h and up to V = 0 for a large class of vehicle
(MAZ-103) with a mass of MVhc = 18,000 kg and a full passenger compartment of
MPass = 6390 kg:

W1−W2 = 0.5 · MVhc · V 2

2
+ 0.9 · MPass · V 2

2

= 0.5 · 18000 · 8 · 8
2

+ 0.9 · 6390 · 8 · 8
2

= 0.472MJ



The Intellectual Transport with Divisible Parts 269

The amount of fuel that is used to create such an amount of kinetic energy can
be found by dividing the amount of energy on the specific heat of fuel (gasoline)
combustion. The specific heat of gasoline combustion is 47 MJ/Kg. So, the amount
of lost fuel is 0.472/47 = 0.01 (Kg). Since the efficiency of the internal combustion
engine is 25%, the fuel will be needed four times more, namely, 0.04 kg or 0.06 l.

Thus, the losses are significant, and the division of the vehicle will eliminate them.
On a closed city route consisting of 11 stops (initial and final coincide), there will
be 10 such separations and, therefore, fuel-saving will be 0.6 L. If we accept that the
route takes 0.5 h, then during the daily work (18 h) 36 flights will be performed and
0.6 × 36 = 21.6 liters of fuel will be saved.

The given transport system functions in the total absence of management by the
human and are essentially a new kind of public transport which basis on mobile
(unmanned) independent electric cars. The following section describes the manage-
ment of such a transport system. This transport system can be implemented on urban
rail transport, therefore, in the future, the term «wagon» will be used instead of the
bus.

3 Functioning of a Passenger Rail Vehicle with Separable
Parts

The development of information technology gives opportunities to revise the struc-
ture and concept of management of modern urban transport systems through an
introduction to using a new generation of passenger transport—intelligent vehicles.
In the chapter, such an intelligent transport system is proposed for consideration.
Depending on the intensity of the passenger traffic on the route (measured by sensors
in automatic mode) the control computer (coordinating server of intelligent transport
system) sends such a quantity of vehicles to the route so that their total volume was
equal to or slightly higher than the passenger traffic. In this case, the vehicles are
collected in cassettes which can consist of various quantities of units (one, two,…)
depending on the passenger traffic at the current time. This approach gives the possi-
bility quickly and inexpensively to assemble a vehicle of any capacity that is required
on the route now [16–22].

The main active unit of the transport system is an unmanned wagon is mounted
on rails or a rail (mono). It is fully autonomous and independent in choice of active
actions. Its computer module provides control of all the functions of the car and
“communication” with other wagons included in the system. Also, the intelligent
passenger transport system consists of the route with stopping points, rail track on
which wagons are located, each of these (1) is equipped with a computer module for
traffic organization (Fig. 1).

The module consists of:

– the computer
– the radio module that is connected to the system bus to a computer2
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Fig. 1 Scheme of a
computer module for traffic
organization of unmanned
wagon 1

– the block of locking incoming and outgoing passengers
– the block of locking passenger transfer between vehicles
– the control unit drive
– the control unit of vehicle motion to that input drive 6 is connected

Figure 2 shows a scheme of the transport system states that reflects the operating
modes at different points in time.

For further reasoning let’s assume that mode Oct.I mean that the vehicles dispose
at station point, Ctk.i—the mode of vehicles docking, Pctk.i—the mode of vehicles
undocking. For the convenience of consideration in Fig. 2 cars, which are at rest, are
depicted without arrows, and the vehicles in of motion—with arrows.

The rolling stock of two wagons B1 and B2 (state S0(t)) starts motion from
stopping point 1 (mode Oct.1). It moves with a uniform speed V and at time t2 the
wagons undock (state S1(t), mode Pctk.2). Wagon B1 continues its further running
at a constant speed V. It carries passengers that do not need to leave at stop 2 (Oct.2).
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Fig. 2 The scheme of transport system’s states
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The passengers who need to stop 2 are in the second car B2, which at the moment
t3 stops on Oct.2. This event corresponds to the state S2(t).

At the moment of stopping of the second car B2 on Oct.2, the following train
B21B11 leaves from stop 1 (Oct.1). It also at the moment t2 disconnects (S3(t)). The
first B11 car continues to run uniformly at the same speed V. The B21 car stops on
Oct.2, moving evenly and slowly. The car B2 that before this time was standing at
the stopping point Oct.2 leaves this stop. The departure of car B2 from the stop on
Oct.2 begins at the moment of unbinding the tandem B21B11. The car B2 uniformly
gains speed to V and at the point Ctk.2 and connects with car B11 (state S4(t), mode
Ctk.2) at the moment t4. After that moment, they follow together. During the motion
the rear doors of car B2 open and the passengers who have to disembark at the next
stop Oct.3 move from B2 to B11 car, and those passengers who must move further
go over in-car B2 (in the reverse order from the last car to the first one).

The process of passenger transfer ismonitored by the video camera of transfer unit
5. The passenger transfer should be performed during the period from the moment
of the car’s docking up t4 to the moment of unlocking t5. That is for the time ttran
= t5−t4.

The block of fixation of passenger’s transfer 5 after a period of time 0, 75 · ttran
from the beginning of transfer checks the presence of passengers in the crossing area.
And if the passengers are detected in crossing area, computer 2 decides to reduce the
speed of the train. Through the system bus of computer 2 the control unit of motion
drive, 6 receives a command, which is executed by motion drive 7. The speed of the
train will be reduced, which increases the transition time.

The forward car B1 which standing at the Oct.3 stop through the radio module 3
of the block fixing 5 is messaged about the delay of the train arrival to the point of the
undocking Pctk.3. From this stopping point vehicle that staying forward will start a
motion with delay. The train B11B2 will arrive late at the undocking point Pctk.3.
After undocking, the front car B2 will run with speed V to the docking point Ctk.3
and catch up with car B1, which corresponds to the state of the transport system
S6(t). Disconnected B11 car remains on Oct.3 for disembarkation and boarding of
passengers. In other words, the delay that occurs while driving is leveled at Pctk. 3.

It should be noted, there is another delay variant. Let’s consider it. It’s a delay that
appears at the time of disembarking and boarding passengers. Suppose, for example,
that the video camera of block fixies the incoming and outgoing passengers 4, of the
car B2, which is at the stop Oct.2 (state S2(t)), after a time 0, 75 · tboard (tboard–
time of boarding) defines that not all passengers entered to the car. In this case,
the computer decides to increase the boarding time. Through radio module 3 the
rolling stock B11B21 that has undocking mode Pctk.2 is reported about increase the
boarding time of forwarding car B2. Then the train B11B21 must reduce the speed
and come to the stopping point on Oct.2 with a delay equal to the boarding time.

The states of the transport system S7(t) u S8(t) are similar to those described
above. It should be noted that in establishing the working of the transport system
that consists of n stations n wagons will be on a state of passenger boarding mode
(Oct. i) and 2n wagons will be in motion. Wherein the first car of the train stops at
odd stopping points, and the second car stops at even stopping points.
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The passenger can get from any stop of the transport system to any other without
delay. But for this aim, he will have to make transitions from the second car to the
first along the train. If he does not want to do this, then he can remain in the carriage
and go to his stop with the number of stops two times less than on ordinary public
transport.

In Fig. 2, each odd Si (t)-state of the transport system corresponds to an even Si+
1 (t)–tate. Together they form pairs (S1 (t)−S2 (t), S3 (t)−S4 (t), etc.). The transition
from the i - state to (i+ 1) is carried out through the reformation zone. The transition
from i to the (i + 1) state in Fig. 2 is shown by arrows. The reformation zone is
the time interval from the moment of undocking Pctk.i through Oct.i. and up to the
moment of Ctk.i docking.

A relatively long stationarity zone is located between the reformation zones (from
Ctk.i to Pctk. (i + 1)). In this zone, there are no events, and the rolling stock moves
uniformly, for example, from Ctk.2 to Ptk.3. The only single event that can disturb
the operation of the system may be the speed reduction is discussed above.

Let’s introduce the following time characteristics τf, τc, τz:

τf—reformation zone duration;
τc—stationary zone duration;
τz—duration of loading passengers in wagons.

The relationships between these durations are as follows:

{
τ f j << τcj,∀ j ∈ 1, n

τ z j = τc( j − 1)

In another word, the duration of the deformation zone is much shorter than the
stationary zone. The loading time τzj of passengers at the j-th stop is equal to the
duration τc (j-1) of the stationary zone of the (j−1)–driving. So, for the third stop,
τzj = τc (j −) = t5 − t4. The duration τzj is a variable j = 1, n that depends on the
length of the run between stops, while τfj is constant.

Also, the distance from the undocking mode point Pctk.i to the stopping mode
point Oct. i is equal to the distance from the stop Oct. i to the docking point Ctk.i for
any stop, in another words L (Pctk.j, Oct.j) = L (Oct.j, Ctk. (j + 1)). Hence, equal
times τt for car braking from the moment of undocking to stopping and accelerating
of speed τp and from stopping point to the point of docking, that is, they are τt = τp
= 0.5 τf. It should be noted, in addition, important technical characteristics of the
system are the travel time τv between two stops and total time τn of one span, which
is the sum of the loading time τzj of passengers at the stopping point j and the time
of motion along the j span:

τv = τt + τp + τc = τf + τc (5)

τnj = τzj + τcj = τ ( j−1) + τcj. (6)
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4 Conclusion

Anew type of urban public transport is proposed in this chapter. This type of transport
is capable to function in a saturation street and road traffic without interference from
other vehicles also delivering a large number of passengers that is comparable to
the metro power. The transport system is closed. That means the system functions
independently from human participation. The information processes (information
gathering, information processing, making a decision) follow continuously in such
a system and form its basis. The single-vehicle unit in this system is an unmanned
electric car. The economy can receive the following benefits from the project:

– creation of new competitive products not previously produced in the world;
– development of a new type of energy-efficient transport;
– saving hundreds of millions of dollars in fuel economy;
– this transport system in addition to high energy efficiency provides passengers

with non-stop travel from the point of departure to the destination.
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Algorithm to Redistribute Capacity
Between Transportation Network
Sections

Alexander Galkin , Anton Sysoev , and Elena Khabibullina

Abstract Amodification of the algorithm to control traffic flows in intelligent trans-
portation systems is proposed. The basic algorithm uses the speed (or time) of move-
ment as the transportation system functioning criterion, as well as the number of
congested sections of the transport network. The algorithm is implemented as a solu-
tion to an optimization problem on the transportation network graph. The maximum
carrying capacities of nodes and edges corresponding to transportation nodes and
roads are set corresponding to the current condition. We also set the constraints on
control options as possibilities to change the capacity. The second parameter used
in the algorithm is the intensity of traffic flow on every element of the transporta-
tion network graph. The idea of the algorithm is to increase the carrying capacity of
some edges with higher incoming traffic intensity at the expense of adjacent edges
with extra carrying capacity compared to incoming flows. The algorithm repeats the
procedures with redistributing flows as long as it is possible. It helps to reduce the
total number of sections on the transportation network graph, where the intensities of
incoming flows are higher than their capacities. The modification makes it possible
to carry out the optimization of transportation system functioning integral criterion,
which takes into account speed (or time) of transportation flows, traffic safety, and
ecological damage. The control is based on increasing the capacity of overloaded
sections at the expense of underloaded ones.
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1 Introduction

Developing effective schemes of regional transportation and logistics systems in
Russia and great interest caused by the lack of similar projects could be explained by
several reasons. First of all, it is an ability to connect such systems to the transportation
monitoring system. Another reason is applying developed systems connected with
artificial intelligence to the sphere of unmannedvehicles. Following this idea brings to
the road maps of the Russian National Technological Initiative which is the program
to support perspective developing Russian economics sectors. Road maps of the
Initiative are based on studying the sphere of economicmodernization and innovative
development and include analysis results of each implementation step. According to
the road maps, the Russian Government confirmed participation in 7 world economy
markets, among which is the AutoNet market [1].

The modern development of information technology leads to its active implemen-
tation in almost all spheres of economic activity, which, in turn, leads to the transfor-
mation of existing processes. An example of such spheres is regional transportation
systems. Regional social and economic state is largely determined by transportation
systems. Therefore they are always given particular attention even at the level of the
state. Many countries work out their development strategies. The current state and
prospects of transportation systems development inRussia are analyzed aswell [2]. In
addition to the standard areas of development, including the modernization of infras-
tructure [3], almost all strategies emphasize the digitalization and intellectualization
of transportation system control [4–7]. The advantage of these approaches imple-
mentation could be formulated as the less cost for project implementation, the less
time for project implementation. The task of intellectualization is to automate traffic
flows control. The solution to this problem could help to build effectively organize
traffic flows via the transportation system depending on its current situation.

The approach to the control action can be built separately for each section of the
transportation network, for example, an intersection, or comprehensively for a set
of interconnected sections. The second way is more preferable because the optimal
functioning of separate sections does not always lead to the optimal functioning of
the system as a whole due to the lack of interrelations consideration. An example
of complex control realization is the UTOPIA system [8]. The algorithm used in
this system is based on the representation of a transportation network in the form
of intersecting objects consisting of one regulated intersection located in the center
and other intersections adjacent to it. Local techniques to optimize traffic flows
within sections in transportation corridors such as ALINEA approaches [9] and
modifications [10] could be taking account as examples.
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2 Optimizing Transportation Network Functioning

2.1 Problem Statement

Graphs are the main tools to describe any transportation network [11–16]. The edges
of the graph usually correspond to roads, while the vertices correspond to transport
nodes, such as intersections. By setting certain characteristics for the graph elements,
for example, traffic flow rate and capacity of roads, and incoming flow rates and
capacities of transportation nodes, we can formalize the performance criteria of the
transportation system [17, 18].

Let the graph of the transportation network for each i-th node has two parameters,
namely x (i)

1 is the incoming flow rate and x (i)
2 it the maximum capacity; with each

edge are also correlated two parameters, namely e(i, j)
1 is the incoming flow rate

and e(i, j)
2 is the maximum capacity. By control actions through, for example, using

different modes of traffic lights and connecting reversible roads x (i)
2 and e(i, j)

2 can be
changed. To unify the control procedures, the capacity from the vertices should be
transferred to the capacity on the edges. This can be done by splitting each vertex
into two vertices. The first one includes all edges. One output with the bandwidth of
the shared vertex will be directed to the second one. All the edges will go out of the
second one.

Thus, for edges of the graph, there are matrices of capacities and traffic flows,

E2 =

⎡
⎢⎢⎣

e(1,1)
2 e(1,2)

2 ... e(1,n)
2

e(2,1)
2 e(2,2)

2 ... e(2,n)
2

... ... ... ...

e(n,1)
2 e(n,2)

2 ... e(n,n)
2

⎤
⎥⎥⎦, (1)

E1 =

⎡
⎢⎢⎣

e(1,1)
1 e(1,2)

1 ... e(1,n)
1

e(2,1)
1 e(2,2)

1 ... e(2,n)
1

... ... ... ...

e(n,1)
1 e(n,2)

1 ... e(n,n)
1

⎤
⎥⎥⎦. (2)

The efficiency criteria of the transportation system functioning can be divided
into three main groups: criteria of speed (or time) of movement, safety criteria, and
criteria of ecological compatibility [17].

As a criterion of the speed of movement there could be used the value of the flow
rate to capacity ratio at an element of the transportation network:

k1(e
(k)) = λ(x (i))

μ(e(k))
, (3)
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where λ
(
x (i)

)
is the flow fate entering the i-th vertex which is the beginning of the

k-th edge and μ
(
e(k)

)
is the capacity of the k-the edge.

The following criterion is used to assess the effectiveness of the transportation
system as a whole:

K1 = min
m∑

k=1

c(e(k)), (4)

where c(e(k)) =
{
1, k1(e

(k)) > 1;
0, k1(e

(k)) ≤ 1.
As a safety criterion is used the probability of an accident on a particular element

of the transportation network at the current level of traffic on the site

k2(e
(k)) = g(λ(e(k))). (5)

To assess the effectiveness of the transportation system as a whole, the sum of
probabilities of accidents on individual elements of the transportation system

K2 = min

⎛
⎝

m∑
k=1

k2(e
(k)) −

m∑
i, j=1

k2(e
(i))k2(e

( j)) + ... + (−1)m−1k2(e
(1))...k2(e

(m))

⎞
⎠.

(6)

As environmental criteria of the intelligent transportation system functioning it
could be chosen exceeding indicators of the pollutants content emitted by transport
on some elements of the transportation network

k3(e
(k)) =

{
0, V k ≤ V 0;
V k − V 0, V i > V 0,

(7)

where V k is the pollutant content at the k-the section of the transportation system,
V 0 is the maximum allowable content of the pollutant.

The integral criterion of the effectiveness is

K3 = min
n∑

i=1

k3(e
(k)). (8)

To combine three different types of criteria into a single one it is necessary to calcu-
late their weighted average value.Moreover, taking into account different dimension-
ality and order of values, it is necessary to normalize these criteria beforehand and
reduce them to dimensionless ones in a certain range, for example, [0;1]. In this case,
the final criterion is
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K = α1K1 + α2K2 + α3K3, (9)

where�3
i−1αi = 1, αi ≥ 0 Particular values of the coefficients should be determined

by expert evaluation and can change depending on the current priorities. Normally,
this is done by specialists in organizing transportation systems.

As the result, the problem is set as follows. It is necessary to minimize the integral
efficiency criterion (9) for the given transportation network in the form of the graph
and current matrices of flow rates (1) and capacities (2) due to the change of carrying
capacities matrix

min
E2

K . (10)

The criterion optimization is carried out by allowable capacity changes, which
can lead to changes in traffic rates.

The algorithm to solve this problemcanbeused in real-time traffic control systems.
The information, collected from sources of fixation, for example, installed video
cameras, is processed (cf. study [19]) and is brought in a system as current traffic flow
rates of transportation network sections. Using these current values, the algorithm
determines the optimal capacity redistribution, taking into account the limitations, for
example, the possibility of reconfiguration of the traffic light mode. The frequency of
using this algorithm for capacity redistribution should be decided for every particular
section.

2.2 The Algorithm to Solve the Problem

In studies [20, 21] it is given the algorithm and the example of its implementation for
capacity redistribution with criterion (4). The idea of the algorithm for solving this
problem is to find overloaded sections of the transportation system, to increase the
capacity of overloaded sections by using the free capacity of underloaded sections,
and to redistribute the capacity. The general scheme of the algorithm is shown in
Fig. 1.

To estimate the edge load, we determine the vector U = [U1,…,Un]T where
Ui = ∑

j∈X e( j,i)
1 − ∑

j∈X e(i, j)
2 . The overloaded sections are determined from the

condition Ui > 0 For each overloaded section the possibility to increase its capacity
at the expense of underloaded adjacent sections is determined. To achieve this it
is necessary to find all edges e(i, j) such that Uj < 0. Then the total possibility to
increase the capacity of the i-th node is

∑
j∈X j

|Uj |, where Xj is the set of vertices

x ( j), adjacent to vertex x (i). The algorithm to find congested sections, for which there
is a possibility to increase the carrying capacity, is shown in Fig. 2.

The next step is the direct redistribution of edges capacity with the formula
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Fig. 1 Scheme of the algorithm to redistribute traffic flows

e(i, j)
2new = e(i, j)

2 +
∣∣Uj

∣∣
∑
j∈X j

∣∣Uj

∣∣ min[|Ui |,
∑
j∈X j

∣∣Uj

∣∣]. (11)

The algorithm repeats the procedures with redistribution of flows as long as it
is possible. This reduces the total number of sections on the transportation network
graph, where the incoming flow rates are higher than their capacities.

3 The Modification of the Algorithm

The algorithm presented in paragraph 2.2 has a number of limitations, the main of
which is to take into account only the criterion on the speed of movement. Criteria
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Fig. 2 The algorithm to find sections to redistribute traffic flows
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(6) and (8) for each section of the transportation network are functional dependences
on traffic flows. However this dependence is not linear, in this connection a simple
replacement of redistribution criterion on the integral one, taking into account speed
of moving, safety, and ecological compatibility, will not work. That is why its modi-
fication is proposed. Let us make the following assumptions: (1) traffic flow changes
only at those sections where the capacity increases; (2) criteria (5) and (7) increase
with the increase of flow rate. Then, at the stage of determining the possibility of
increasing the capacity of congested sections, it is necessary to check the additional
condition

α1 ≥ α2

(
k2

(
e(i, j)
1new

)
− k2

(
e(i, j)
1

))
+ α3

(
k3

(
e(i, j)
1new

)
− k3

(
e(i, j)
1

))
. (12)

The implementation of this condition ensures that the gain in the final criterion (9)
from the reduction of congested sections will not be offset by an increase in accidents
and pollution. It is possible to increase the capacity of this section according to (9)
only if this condition is fulfilled.

The alternative of the presented approach to the optimization of the multi-criteria
problem can be the approach to achieve the Pareto efficiency according to the
criteria (4), (6), and (8). But considering the assumptions stated above, optimiza-
tion of criteria (6) and (8) is possible only due to a decrease of traffic rate at some
sections, which, in its turn, can be achieved only by a decrease of carrying capacity
of these sections. But then the value of criterion (4) will increase because there will
be added sections with incoming traffic rate exceeding their capacity. It means that it
is impossible to improve the values of criteria (6) and (8) without worsening criterion
(4).

4 Numerical Example

Figure 3 shows the graph corresponding to the transportation network. For each
edge, its capacity and current traffic flow are specified, respectively. To the left of

Fig. 3 The graph of
transportation network
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the edge are the labels in the bottom-up direction, to the right top-down, to the top
are left–right, and to the bottom are right-left.

It is also specified the capacity of the nodes corresponding to the intersections
x (2) = [23; 21; 39; 20]. The capacity of nodes is determinedby the ability to pass the
intersection in all possible directions of traffic. The capacity in a particular direction
is part of the intersection capacity and is determined by the current traffic light setting.
To set these capacities, each vertex has to be divided into as many vertices as there
are exits. Besides, each vertex is split into two vertices to transfer carrying capacities
from vertices to edges and unify calculations. As the result we have 16 vertices [1.2;
1.3; 1.2*; 1.3*; 2.1; 2.3; 2.1*; 2.3*; 3.1; 3.2; 3.4; 3.1*; 3.2*; 3.4*; 4.3; 4.3*]. The
initial matrices of capacities and traffic flows are shown in Figs. 4 and 5. Let us
redistribute the carrying capacities by optimizing criterion (4).

At the first step we calculate the vector U = [3.15385; −3.15385; −4.; −4.;
3.95652; −4.95652; −9.375; 0.; −4.76224; −2.69231; 0.454545; −3.; 0.; 0.; −10.;
0.]. We get the criterion value �16

k=1c
(
e(k)

) = 3. The vector contains three positive
elements corresponding to vertices 1.2, 2.1, and 3.4. Each of these vertices has an
adjacent vertex that has a capacity reserve. We increase the capacity of vertex 1.2 at

Fig. 4 The matrix of capacities

Fig. 5 The matrix of flow rates
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Fig. 6 Optimized capacities matrix

the expense of the capacity of vertex 1.3. In this case, the traffic flow along the edge
(1.2; 1.2*) will also change.

At the first step we calculate the new value of the vector U = [0.; 0.; −0.84615;
−4.; 3.95652; −1.80267; −9.375; 0.; −4.76224; −2.69231; 0.454545; −3.; 0.; 0.;
−10.; 0.]. We get the criterion value �16

k=1c
(
e(k)

) = 2. The vector contains two
positive elements corresponding to vertices 2.1 and 3.4. Each of these vertices has a
contiguous vertex with capacity reserve, but vertex 2.1 has the total capacity reserve
of contiguous vertices less than necessary. So we increase the capacity of vertex 3.4
at the expense of the capacity of 3.1. At that, the intensity of traffic along the edge
(3.4; 3.4*) will also change.

The new calculated value of the vector U = [0.; 0.; −0.84615; −4.; 3.95652; −
1.80267; −9.375; 0.; −4.30769; −2.69231; 0.; −3.; 0.; 0.; −9.54546; 0.]. We get
the criterion value �16

k=1c
(
e(k)

) = 1. Bektop codep�it odin polo�itel�ny�
�lement, cootvetctvy�wi� vepxinam 2.1. We obtain the criterion value Vector
contains one positive element corresponding to vertices 2.1. The total stock of
carrying capacities of adjacent vertices is less than required, so the computation
is complete. The final matrix of carrying capacity has the following form (Fig. 6).

Let’s consider now the redistribution of capacities using the criterion (9) and
values of coefficients α1 = 0.5, α2 = 0, α3 = 0.5. We use the content of a
single pollutant with a maximum permissible value of 100 and the dependence

on the intensity of V k(e(k)) =
(
e(k)
1

)2
. Then the condition (12) must be checked

before redistributing the traffic flows. For the first step k3
(
e(1.2,1.2∗)
2

)
= 0, since

V k(e(1.2,1.2∗)) =
(
e(1.2,1.2∗)
1

)2 = 36 ≤ 100, and k3
(
e(1.2,1.2∗)
2new

)
= 0, since

V k(e(1.2,1.2∗)) =
(
e(1.2,1.2∗)
1

)2 = 83.79 ≤ 100. Hence, the condition 0.5 ≥
0.5

(
k3

(
e(i, j)
2new

)
− k3

(
e(i, j)
2

))
is satisfied and the redistribution is carried out. At the

second step k3
(
e(3.4,3.4∗)
2

)
= 0, since V k(e(3.4,3.4∗)) =

(
e(3.4,3.4∗)
1

)2 = 100 ≤ 100,

and k3
(
e(3.4,3.4∗)
2new

)
= 9.3, since V k(e(3.4,3.4∗)) =

(
e(3.4,3.4∗)
1

)2 = 109.3 > 100. The
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Fig. 7 Optimized capacities matrix taking into account integral criterion

condition (12) is not satisfied and the redistribution of capacities cannot be performed.
Then the final matrix of carrying capacities will have the following form (Fig. 7).

5 Conclusion

The chapter presents an approach to comparing the functioning of intelligent trans-
portation systems. For comparison, criteria are singled out and methods of their
calculation are defined. The developed algorithm of carrying capacity redistribution
of transportation network sections in case of taking into account the movement speed
criterion is presented. A check of the additional condition is offered, which makes it
possible to carry out the capacity redistribution taking into account the final criterion,
which includes besides motion speed also safety and ecological compatibility.
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Analysis of the Reachability of Stops
in the Route Network of Urban
Passenger Transport

Tatyana P. Ogar, Elena G. Krushel, Ilya V. Stepanchenko,
Aleksandr E. Panfilov, and I. M. Kharitonov

Abstract Data on the distribution of population density by urban areas are collected
and analyzed. To improve the accuracy of the study, each of the districts is further
divided into tiles. The location of passenger public transport stops in residential areas
and areas of socially significant objects is investigated. Isochron of accessibility of
the main objects of attraction of passengers is constructed. Using the algorithm of
the minimum cost of the way for each route of the transport network, the distance
that the passenger can travel in 15 and 30 min is found. On the route network, a
graph is drawn up, the vines of which are public transport stops. The weights of the
graph correspond to the time of movement of vehicles from one stop to another. As
a result of the Floyd-Warshall algorithm, the shortest paths between all the vertices
of the graph are found. The obtained data can be used in the transport network
model to solve a multi-criteria optimization problem. When you add a new version,
you can calculate a new route with minimal time costs. Based on the results of the
study, a number of recommendations were developed for urban passenger public
transport enterprises; data for the implementation of the transport network model
were prepared.

Keywords Transport system · Accessibility of stops · Population density · The
Floyd-Warshall algorithm

1 Introduction

One of the most important indicators of the transport service system of the city
population [1], which affect the level of satisfaction of citizens, along with the cost
of travel, the comfort of vehicles, is the time spent on the road. This indicator is
composite and includes the following components:
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– time spent from home to public transport stop;
– travel time;
– time from the arrival stop to the destination.

A number of scientific papers [2–4] solve the problems of optimizing the transport
network. Data on existing public transport stops are used as input data for building
transport models. In the proposed solutions for the reorganization of the route map
of the city [5], when calculating the travel time, the time that a passenger spends
on the road from the point of departure to the public transport stop and from the
arrival stop to the final destination of the route is not taken into account. There are
cases when a large amount of time interval on foot has a more negative impact on
the satisfaction of citizens with the standard of living than the increased travel time
on public transport [6].

To regulate the provision of urban infrastructure facilities with passenger public
transport stops in Russia, a social standard for public transport services has been
developed [7]. This document sets the maximum distances of the shortest pedestrian
path [8] from the boundaries of the sections of various types of objects to the stopping
points.

2 Population Density Analysis

To build a realistic model of passenger generation at public transport stops [9], it is
necessary to determine the number of people living within each of the stops of the
urban transport network.

The following is a study of the urban passenger transport network on the example
of the city of Volgograd, whose population is equal to 1 million people.

At the first stage of the study, an analysis of the city’s population density was
performed [10]. The official data on the population of the city, including the number
of each of the city’s districts, was taken as the initial data.

The entire geographical area occupied by the city was divided into tiles in the
UTM [11] coordinate system. The size of each tile is assumed to be 500 × 500 m.
The total number of tiles occupied by urban infrastructure objects and related to the
city’s transport system was 1,020.

For the distribution of a population geographically within each district were used
open data services street view, namely Google, Yandex, and map data: Google,
Yandex, 2GIS, OpenStreetMap. According to the received data, the houses in each
of the tiles were counted. At the same time, multi-storey buildings were reduced
in terms of the number of residents to single-storey ones using the coefficients of
a number of storeys, the number of apartments per floor. A multi-storey house is a
number (usually dozens) of single-storey houses at one point, that is, a mechanism
was used to bring all the houses to individual houses. Separately, the settlement
settlements were processed, the number of which is known. The houses of these
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settlements were excluded from the number of houses of the corresponding tile.
In accordance with this constant and the number of listed houses, the number of
inhabitants of each tile was determined.

The density of the distribution of the listed houses in each district of the city was
assumed to be a constant (that is, it is assumed that each listed house has the same
number of inhabitants for a given district) [12].

The errors in measuring the number of residents (relative to official data) for each
of the districts are in the range of 0.1–1.7%. The overall average error in determining
the number is 0.6%. The main sources of the resulting error: finding a multi-storey
building on the border of tiles; error in the calculation of houses.

Information about each tile is collected according to the following characteristics –
coordinates of the borders of each tile (xmin, ymax; ymin, xmax);
number of bus stops;
the area to which the tile belongs;
the number of inhabitants of this tile.
An example of the population distribution is shown in Table 1.
A general view of the population density of the entire city is shown in Fig. 1.
For further analysis, all nearby stops (in the area of one intersection) were

combined under one name. The resulting number of residents was distributed among
the bus stops, depending on the proximity of the houses to the bus stop. An example
of the distribution is shown in Table 1.

Table 2 Example of the distribution of residents by public transport stops.
Name of the stop Area Number of residents in the area of the stop.
The error in the distribution of the number of residents in the districts of the city

relative to the total population is 0.02%.
Due to the peculiarities of the city, the authors introduced several additions:

1. Two bus stops were introduced artificially. They are necessary for modeling the
passenger flow of ring routes, their number is conditional-1/2 people, which
will lead to zero number of passengers at the final stopping points of the ring
routes.

Table 1 Example of the distribution of residents by tiles

№ xmin xmax ymin ymax Number of bus
stops

District Number of
residents

447 4,958,200 4,959,700 6,243,466 6,244,966 2 District 3 1345

448 4,959,700 4,961,200 6,243,466 6,244,966 2 District 3 1066

449 4,961,200 4,962,700 6,243,466 6,244,966 2 District 3 789

450 4,962,700 4,964,200 6,243,466 6,244,966 0 District 4 0

451 4,964,200 4,965,700 6,243,466 6,244,966 4 District 4 2583

452 4,965,700 4,967,200 6,243,466 6,244,966 0 District 4 13,949

453 4,967,200 4,968,700 6,243,466 6,244,966 10 District 14,912

454 4,968,700 4,970,200 6,243,466 6,244,966 2 District 4 5429

455 4,970,200 4,971,700 6,243,466 6,244,966 0 District 5 0
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Fig. 1 Distribution of the population density of Volgograd

Table 2 Example of the
distribution of residents by
public transport stops

Name of the stop District Number of residents in the area
of the stop

Ost_1 District 1 6472

Ost _2 District 2 2174

Ost _3 District 2 312

2. Added a number of bus stops with a population of fewer than 100 people. This
is necessary, first of all, for stops located within suburban areas. Based on the
fact that officially no one lives in dacha plots, but in fact, this is not the case, it
was decided to appoint a certain number of “conditional residents”.

3. Some bus stops have the same number of inhabitants, exactly up to a person.
In fact, this is not the case, but if the stops were located in the same tile (and
neighboring tiles do not affect the number of residents—there are other stops),
then the number of residents of the tile was divided proportionally between the
stops. Thus, the specified number is the median value.
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3 Analysis of the Location of Stops on Route Lines
of Passenger Public Land Transport and Their
Accessibility to the Population

To further analysis of the results of the survey using mathematical and statistical
methods, the respondents ’ responses were normalized [8]. Each response was
assigned a corresponding coefficient in the range from 0 to 1.

The social standard of public transport services regulates the distance of the
shortest pedestrian route from the point of the border of the land plot on which
the object is located to the nearest stop point, depending on the category of the
object:

– apartment building;
– individual residential building;
– trade enterprises with a trading floor area of 1000 m2 or more;
– polyclinics and hospitals of the municipal, regional, and federal health care

system, institutions (departments) of social services for citizens;
– external transport terminals.

The Volgograd region is one of the subjects of the Russian Federation with special
natural and climatic conditions, for which the recommended distance to the first three
objects from the above list is reduced by 100 m. compared to other subjects.

The authors analyzed the implementation of the norms of subclause 3.1.1 of this
social standard by routes served by the municipal transport enterprise of the city. For
a convenient visual representation, the data obtained is reflected on the city map.

The city in question has some infrastructural features [13]. In the route diagram,
the reference and auxiliary routes are allocated in the ratio of 1:3, respectively. A
generalized diagram of the auxiliary route network is shown in Fig. 2.

As an example of the implementation of the norms of the maximum distances of
the shortest pedestrian route from the point of the border of the land plot on which the
object is located to the nearest stop point, which is served by a regular route, consider
the location of stops in the residential areas of one of the settlement settlements (P3).
The established standard value for an individual residential building is no more than
800 m (for the city of The norm that is allowed for the subjects of the Russian
Federation with special natural and climatic conditions, 700 m) can also be applied;
for an apartment building, the value is set to no more than 500 m (400 m for the city
of Volgograd).

Figure 3 shows the areas covered by the bus stops on the routes served by the
company. Circles with a radius of 800 m are shown in blue (the second inner circle
is 700 m)—in the zones of individual residential buildings. Circles with a radius of
500 m are shown in purple (the second inner circle is 400 m)—in areas of multi-
storey buildings. The centers of the circles are the stopping points of the M12 and
M24 routes.
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Fig. 2 Generalized scheme of the auxiliary route network

Fig. 3 Coverage of residential areas in the village area P3. Routes M12, M24

The routes of the enterprise cover a fairly large number of residential buildings,
this is primarily due to the peculiarities of the location of residential buildings and
roads. According to the results of the study, the coverage of rural settlements in terms
of the number of residents of rural settlements is 63.7%.

In drawing 4 an example of checking the compliance with the norms of the
maximum distances of the shortest pedestrian path from the borders of the sections
of objects to the stopping points for polyclinics, hospitals (all health systems), social
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service institutions for citizens, terminals of external transport (the standard value
is 300 m) is given. In the considered section, the reference route network covers 5
objects of this category. The centers of the circles are social objects. The radius of
each circle is 300 m. The points on the map correspond to the stops of the M5 and
M8 routes (Fig. 4).

For trade enterprises with a sales floor area of 1000 m2 or more, a value of no
more than 500 m is set (for the city of Volgograd, the norm of 400 m can also be
applied).

The entire route network of the enterprise covers a maximum of 19 trade
enterprises out of 30. The percentage of coverage is 63.3.

In drawing 5 an example of a plot with two large retail halls located in the center
of the orange circles is given. The points on the map are located according to the
public transport stops on the M10, M7, and M19 routes (Fig. 5).

Based on the data on the reachability of various types of infrastructure objects,
so-called “isochron” were constructed [14]. Isochron is lined on the map that passes

Fig. 4 Coverage of social facilities (routes M5, M8)

Fig. 5 Coverage of trade enterprises (routes M10, M7, and M19)
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Fig. 6 Accessibility of the object of attraction of passengers

through points equidistant in time of reachability from the selected location. In this
case, the isochron shows the accessibility of the main objects of attraction of passen-
gers in two-time intervals: 30 and15min.When constructing an isochron, the location
of public transport stops on existing routes is taken into account.

On the isochrones, the red circles show the objects of attraction of passenger
traffic, and the blue circles show the achievable stops on the route network. The dark
blue area corresponds to the 15-min isochron, and the light blue area corresponds to
the 30-min isochron (Fig. 6).

The software product created according to the requirements should allow the user
to assess the reachability of territories from the selected stop. At the same time, it is
necessary to take into account the time limits of the path: the first reachability zone
is 15 min, the second reachability zone is 30 min.

The analysis shows that, in general, the accessibility of the objects of attraction for
passengers is satisfactory for large cities [15]. The route network allows passengers
to move between the main attractions in a reasonable time. In each 30-min isochron,
there are medical institutions and commercial enterprises [17–20].

4 Calculating Routes with the Minimum Cost of Paths

The data obtained during the analysis of the reachability of stops is the basis for
building a transportmodel [16]. Thus, the criterion for optimizing the public transport
network includes such an item as reducing the time for a trip on the passenger side.

To create a route map with a minimum cost of the path, the authors proposed to
calculate it using theFloyd-Warshall algorithm [21]. The passenger transport network
is described from the point of view of graph theory. This algorithm allows you to
determine the shortest paths between all the vertices of the graph. To perform the
Floyd-Warshall algorithm, you need to build two matrices [22]:
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– the matrix of weights Wˆk = [w_ij] of the graph G_m;
– the path matrix Zˆk = [z_ij], where is the ordinal number of the matrix.

The initial weight matrix Wˆ0 is filled in as follows:

1. element wij = a(i, j), where a(i, j) is the weight of the path from vertex i to
vertex j

2. wij is assigned the value ∞ if the graph does not have an edge (i, j) oriented
from the ith vertex to the jth.

3. wij = 0 in all cases where i = j.

Based on the originalmatrixW (0), the algorithmgenerates a sequence ofmatrices
W(0), W(2),…, W(k),…, W(min). The constituent elements of the finite matrix W
(min) are the elements wij(min), which correspond to the shortest distances between
the i-th and j-th vertices in the graph Gm.

The weight matrix W(k) is calculated based on the matrix W(k − 1). the formula
for calculating each element of the new matrix is as follows:

w_ij^((k))=min (w_ij^((k-1)),w_ir^((k-1))+w_ri^((k-1))) (1)

A singlematrix of weights,W (k) is not sufficient to solve the problem. In addition
to it, a path matrix P(k) is formed. This matrix is used to form, in addition to the
shortest distances, sequences of transitions from one vertex to another, i.e. paths.
The original path matrix P (0) contains elements that are formed according to the
principle given below:

– the element pij (0)is assigned the value i if the corresponding element wij (0) in
the weight matrix W (0) of the graph Gm is not equal to∞, and is not one of the
elements of the main diagonal of the matrix;

– in all other cases, the pij(0) element of the pathmatrix P (0) is assigned the value 0.

The calculation of the sequence of path matrices P(1), P(2),…, P(k),…, P(m)
occurs simultaneously with the calculation of the weight matrices. According to the
Floyd-Warshel algorithm, in the resulting pathmatrix P(m), the element of thematrix
pij(m) corresponds to the vertex that precedes the vertex j in the shortest path from
the ith to the jth vertex.

The shortest path from the ith vertex to the jth vertex is formed from a sequence
of vertices i,…, u − 2, u − 1, u, j, where u = pij(m), u − 1 = piu(m), u − 2 = pu, u
− 1(m), etc.until it reaches the initial vertex i.

Next, we will consider the operation of the Floyd-Warshall algorithm for a section
of the route network using the example of a section of a public transport route.

The algorithm allows calculating the travel time from all stops to every possible
one. At the same time, when the program is running, calculations will be made once,
and you will not need to take up computer resources each time you select a specific
stop to calculate the cost of the path (unlike, for example, Dijkstra or Ford-Bellman
algorithms).
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In the calculations, the step of the calculated grid is 20 m, the speed of buses on
the route is 20 km / h, and the speed of pedestrians off the roads is 2 km / h. The
characteristics of the road network [23] were considered unchanged (traffic capacity,
congestion level, no mutual influence of users of the transport network).

At the first stage, a graph was created for each of the existing routes of the
Volgograd city’s transport network (Gm, where m is the route number). Each graph
has Nm vertices. Each graph is oriented [24] because there are circular routes where
vehicles move in only one direction. The graph shows the following elements:

– vertexes corresponding to existing transport network stops (indicated by the stop
number in the general list of stops—Ost1, Ost2, Ost3,…, OstN);

– the graph edges are constructed according to public transport routes;
– weights—the time spent on the road from one stop on the route to another

(indicated in minutes).

The algorithm can be used not only to form a route network of the minimum cost
of the path between existing stops, but can also be used when adding a new stop to
the line.

An example of a section of the route network represented as a set of graphs with
a driving stop (Ost 6) is shown in Fig. 7. Lines of different types correspond to three
different routes. The blue color indicates the possible paths from the entered stop.

First, the initial weight and path matrices for this section of the route network are
compiled, together with the new proposed stop (Tables 3 and 4):

W�0Z�0

Ha cledy�wem �tape c pomow�� algopitma Flo�da-Uopxella
naxoditc� paccto�nie i pyt� ot ka�do� vepxiny do ka�do� (tablicy 5.6)
(Tables 5 and 6).

Fig. 7 A section of the transport network represented as graphs
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Table 3 Initial weight matrix W 0

Ost1 Ost2 Ost3 Ost4 Ost5 Ost6

Ost1 0 1 ∞ ∞ ∞ ∞
Ost2 1 0 3 2 ∞ ∞
Ost3 ∞ 3 0 2 ∞ 6

Ost4 ∞ 2 2 0 3 ∞
Ost5 ∞ ∞ ∞ 3 0 1

Ost6 ∞ ∞ 6 ∞ 1 0

Table 4 Initial weight matrix Z0

Ost1 Ost2 Ost3 Ost4 Ost5 Ost6

Ost1 1 1 0 0 0 0

Ost2 2 2 2 2 0 0

Ost3 0 3 3 3 0 3

Ost4 0 4 4 4 4 0

Ost5 0 0 0 5 5 5

Ost6 0 0 6 0 6 6

Table 5 Initial weight matrix W n

Ost1 Ost2 Ost3 Ost4 Ost5 Ost6

Ost1 0 1 4 3 6 7

Ost2 1 0 3 2 5 6

Ost3 4 3 0 2 5 6

Ost4 3 2 2 0 3 4

Ost5 6 5 5 3 0 1

Ost6 7 6 6 4 1 0

Table 6 Initial weight matrix Zn

Ost1 Ost2 Ost3 Ost4 Ost5 Ost6

Ost1 1 1 2 2 2,4 2,4,5

Ost2 2 2 2 2 4 4,5

Ost3 2 3 3 3 4 3

Ost4 2 4 4 4 4 5

Ost5 4,2 4 4 5 5 5

Ost6 5,4,2 5,4 6 5 6 6
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4. The final stage involves constructing an isochron of the reachability of city
objects from each point selected by the user.

5 Conclusion

The analysis of the reachability of public transport stops showed that there are zones
in the city that do not meet the social standard of public transport services, i.e.
the distance between infrastructure objects of a certain type and the nearest stopping
points exceeds the established one. In addition, there are sections of the route network
where there is an excess of stops.

The isochron construction shows that, in general, the availability of objects of
attraction for passengers is satisfactory for large cities when carrying out regular
flights on the routes of the enterprise. In each 30-min isochron, there are medical
institutions and trade enterprises.

From the survey of the population carried out in relatedworks, themost significant
problems in the field of public transport services by bus routes, according to citizens,
are the intervals of bus movement and the cost of travel.

Based on the analysis performed and taking into account the questionnaire, the
Company is recommended to:

Ensure that on the reference routes served by the Enterprise, the interval of
movement of vehicles is not more than 10 min.

Consider the option of parity coverage of social facilities and rural settlements
between all major carriers in the city, thereby reducing the number of inefficient
routes and at the same time not reducing the performance of indicators of the social
standard.
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Abstract The key factors of the development of the transport and logistics industry
in the context of the digital transformation of society are highlighted. The definition
of a transport and logistics project is given, and its main processes are highlighted
(production/delivery of the cargoes to the warehouse/terminal, handling operations
with the cargoes, storage of the cargoes, transportation of the cargoes), and additional
processes (conversion/reconstruction of the cargoes, flow of funds). The specific
features of the transport and logistics process, including many stochastic factors that
determine the need for the use of simulation modeling methods, are noted. From the
point of viewof the theory of organizational systems, the structure of the transport and
logistics project management system is proposed. The managed subjects—processes
of the transport and logistics project are described in detail and structured. A model
of decision-making by managed subjects is constructed. An example of a simulation
model of a transport and logistics project for the delivery of equipment for a wind
power plant is considered. The description of the submodels of the simulation model
is given in accordance with the developed generalized management structure of the
transport and logistics process. Experiments were carried out, optimal production
intensities were identified for a transport and logistics project for the delivery of
equipment for a wind power plant.
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1 Introduction

According to research by PricewaterhouseCoopers (PWC) company, the transporta-
tion and logistics industry is significantly impacted by five key factors: digitalization,
changes in the international trading, changes in the main processes due to the new
software implementation, changes in dynamics of the domestic markets, changes in
the main processes due to the emerging technology implementation [1]. Data from
a survey of the heads of transport and logistics companies have shown that 54% of
them expect to increase revenues from digitalization (Fig. 1). Innovative business
modeling tools and simulation modeling software should be first of all on the basis
of the digital transformation of transport and logistics companies [2]. The simulation
model is fundamentally a “digitally alter ego” of a real transport and logistics system,
aimed at improvingmanageability, obtaining additional information, allowing to get a
fairly accurate forecast of the future system condition, improving the digital solutions
and interaction with partners through all the value chain [3, 4].

Analysis of the works by foreign and Russian authors [5, 6] indicates a lack of
effective management tooling for large transport and logistics projects and their life

Fig. 1 The management system structure of the transport and logistics project
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cycle processes under the conditions of the external social and economic environment
instability, a large-scale factor, and a high cost of error and risk. The task of increasing
the management effectiveness of transport and logistics projects on the basis of
simulation modeling becomes currently important.

2 Peculiarities of the Implementation Processes
of Transport and Logistics Projects

The project in the transport and logistics systems refers to the processes associated
with the planning and optimizing of the cargo transportation, engineering of the
supply chains, designing and optimizing of the warehouse operations, etc. Preparing
and planning a transport and logistics project requires a collection of the infor-
mation about the project start time, dates of the manufacture/intensity of the cargo
manufacture; analysis of the various transportation routes, technical characteristics of
terminals, vehicles, and the cargoes; surveys of the routes/terminals with the involve-
ment of experts (development of the special projects, a survey of bridges/berths,
etc.). When organizing the cargoes transportation, the following main processes and
operations are distinguished:

– production/delivery of the cargoes to the warehouse/terminal (MDC—Manufac-
turing Delivery Cargoes);

– handling operations with the cargoes (CH—Cargo Handling);
– storage of the cargoes (CS—Cargo Storage);
– transportation of the cargoes (CT—Cargo Transportation);
– conversion/reconstruction of the cargoes (CRC—Conversion / Reconstruction

Cargo);
– the flow of funds (FF—Flow of Funds).

The typical task of the transport and logistics project is organizing the process
of the cargo (equipment) transportation from the production site to the installation
site. The cargoes can be both standard and non-standard, for example, heavy over-
sized cargo (i.e. the dimensions and weight of the cargo exceed the dimensions
allowed during transportation). Organization of the heavy oversized cargo trans-
portation requires the performance of the preparatory operations: a survey of the
routes; selection of the terminals, the storage sites, lifting equipment; developing the
special projects of the placing cargo on the vehicles and the special project of the
cargo handling operations, etc. Non-standard cargo transportations in logistics are
called projects [7].

Usually, the customer provides the following data: dimensions and weight of the
cargoes, place of the production/shipment, place of the delivery, transportation dead-
line, production intensity of the cargoes can be set. Further, the transport company
specialist has to determine the optimal transportation routes, determine the transport
and handling equipment for cargo transportation, terminals and calculate the project
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budget. Despite the existence of the transport and logistics project budget standard
calculation schemes [8], as the rule, many unknown variables remain.

The components of the cargoes (equipment) are produced in different cities
and countries, with different production intensities. It is necessary for the instal-
lation assembling, that all the components of the cargoes (equipment) arrive at the
construction site at the same time. But practice shows that deviations emerge very
often in the transport and logistics project associated with changes in the produc-
tion intensity, availability of the transport and handling equipment, transportation
of the cargoes (equipment), etc. Such deviations can affect the behavior of the
system as a whole, in most cases, it is expressed in the project budget increase.
The budget is usually calculated analytically in spreadsheets, on the averaged data
and known (linear) dependencies, does not take into account non-linear/non-obvious
dependencies, cause-and-effect relationships.

Peculiarities of the transport and logistics projects implementation determine the
notional complexity and uncertainty of the study object (as the node of the various
elements interaction: water/road/rail/air transport, cargoes (equipment), handling
equipment and service personnel, stochastically reacting to the control actions [9]),
the high dimension of the analysis problem, etc.). Formalization of the task of
increasing the efficiency of the transport and logistics project management process
is necessary, taking into account impossibility of the using the monotonous mathe-
matical tool and impediment of the mathematical description with the formal models
since many processes have a stochastic nature. The use of the simulation modeling
will allow to study in-depth and in detail all processes of the transport and logistics
projects at the stage of the planning, as well as to investigate changes in the system
behavior due to changes in input data, playing various scenarios on each stage of
the project. Modern software of the simulation modeling support GIS, which allows
indicating the place of the production/shipment and the place of unloading/delivery
of the cargoes on the map, as well as the route of the cargo transportation. The simu-
lation model needs to be developed taking into account the cargoes transportation
and the flows of funds.

3 System Analysis of the Transport and Logistics Project
Management Structure

In the terminology of the management science of the organizational systems, the
control system structure for the transport and logistics project is presented as the
combination of the following elements (Fig. 1) [10]:

– controlling authority (center);
– managed subjects—the transport and logistics project processes (MDC, CH, CS,

CT, CRC, FF);
– a managed object (of the transport and logistics project) at the entry of which

there are control actions y = (y1, y2, y3, y4, y5, y6) ∈ A = (A1, A2, A3, A4, A5,
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A6), at the output, there is an object performance result (condition of the transport
and logistic project) z ∈ A0, which depends on the action y ∈ A and situation θ

∈ � in the following way: z = ω (y, θ ). Feedback provides cargo transportation
processes and the center with information on the transport and logistics project
status.

Interests and preferences of the participants of the “Transport and logistics
project” system—center and managed subjects—are expressed by their target func-
tions (utility functions). As the preferences of the center λ0(·) are determined, are
determined, including, on the range A0 of possible results of activity of the managed
subjects, and the latter ones depend on the actions of the managed subjects and the
environments, then management consists in encouraging the managed subjects by
the center to choose certain actions [11]. The decision-making model by managed
subjects MDC, CH, CS, CT, CRC, FF is described by the following finite sequence
[12]:

Ψi = {A i, A0, Θ, Ω i (⋅), λ (⋅), I i }, где i ∈ N = {1, …, 6},

i.e. by the range: of admissible actions A = (A1, A2, A3, A4, A5, A6), of activity
admissible results A0, of the possible values of the situation (uncertainty) �; of the
functions: utility functions λ1(·), λ2(·),…, λ6(·) for the managed subjectsMDC, CH,
CS, CT, CRC, FF and the relationship between actions, environments and activity
result �1(·), �2(·), …, �6(·) for MDC, CH, CS, CT, CRC, FF; as well as the infor-
mation I = (I1, I2, I3, I4, I5, I6), which is possessed by the managed subjects MDC,
CH, CS, CT, CRC, FF at the moment of making decisions.

The laws �1(·), �2(·), …, �6(·) are known to all participants of the system and
cannot be changed. This assumption corresponds to the fixed technology of the
managed objects functioning (berths, warehouses, handling and transport equipment,
etc.). It can also be assumed that the range of the possible environments � in the
functioning of the transport and logistics project is known to all participants of
the system and is fixed (in order to fulfill this assumption, this range can always be
chosenwide enough, limiting the possible values of the environments in each specific
case with the information available to the managed subjects). Let us distinguish
three groups of variables (elements of the finite sequences �, that can change)—
admissible range A and A0, utility functions λ1(·), λ2(·), …, λ6(·) and information I
= (I1, I2, I3, I4, I5, I6) [12].

The decision-making model is described by the finite sequence

�0 = {U, A0,�,�(·), λ0(·), I0},

where U is management; A0 is a range of admissible results of the activities of the
managed subjects; � is a range of the environments; � (·) is the dependence of the
activity result on the action and the environment; λ0(·) is the utility function; I0 is
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information, possessed by the center for making a decision. The “actions” of the
center (the strategies chosen by it) are managements u = (u1, u2, u3, u4, u5, u6).

The set of the strategies y−i = (y1, . . . , yi+1, yi−1, . . . , y6) ∈ A−i = ∏
j �=i A j

is called the environment for the i-th managed subject (MDC, CH, CS, CT, CRC,
FF). The task of managing a transport and logistics project as an organizational
system can be formally formulated as follows: to find admissible management that
has an acceptable efficiency, i.e. E(u) → maxu∈U . Value E(u), u ∈ U is called the
management efficiency and is determined by the chosen strategy [13].

The presented structure of the transport and logistics project management system
(Fig. 1) allows to consider each process separately and subsequently from these units
to build a simulation model with the necessary parameters, to make adjustments for
each unit depending on the conditions of the task [14–16]. In the real transport and
logistics project, each process (MDC, CH, CS, CT, CRC, FF) is decomposed into
several sub-processes, depending on the types of cargoes involved in this project.

4 The Simulation Model of the Transport and Logistics
Project

Let us consider the presented approaches for managing a specific transport and logis-
tics project for the delivery of equipment for the wind power plant (WPP). It is neces-
sary to deliver the blades manufactured at the plant in Bangalore (India), parts of the
wind turbine mast from Kemerovo (Russia), equipment (parts of the nacelle, gener-
ator, hub, container) from the port of Rotterdam (Netherlands) to the construction site
in Zarevo (Russia). It is necessary to deliver a part of the equipment to Volgodonsk,
Russia for the conversion.

The weight and dimensions of the equipment, the dates of the equipment readi-
ness, the intensity of equipment production, the site of delivery of the equipment
are known. The simulation model is implemented in the software AnyLogic and is
represented by the following sub-models in accordance with the decomposition of
the cargo transportation process (Fig. 1). When developing the simulation model, we
used 2 methods (approach): discrete event and agent-based. The agents were ports,
terminals, vehicles, vessels, etc. All processes in the simulationmodel were specified
explicitly.

1. Production/delivery of the cargoes to the warehouse/terminal. In the simulation
modeling, this process is used to generate requests—the cargoes (manufacturing
of the blades at the plant) or the arrival of the requests—the cargoes to the
warehouse/terminal (delivery of the cargoes (equipment) to the terminal/port)
[17]. In Fig. 2, the block marked in red simulates this process.

2. Handling operations with the cargoes. In simulation modeling, this process is
used before or after cargo transportation [18]. In this case, this is the loading
of the cargoes from the warehouse (after the process of the cargoes storage) to
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Fig. 2 Production/delivery of the cargoes to the warehouse/terminal (on the example of the blades
delivery)

the vehicle (followed by the process of the cargo transportation). In Fig. 3, the
block marked in red simulates this process.

3. Storage of the cargoes. In the simulation modeling, this process is used after the
process unloading of the cargoes from the vehicle or before loading the cargoes
to the vehicle [19]. In this case, the process is applied when the cargoes arrive
at the warehouse in the port/terminal for temporary storage (accumulation of
the shipload lot, customs clearance, etc.). In Fig. 4, the block marked in red
simulates this process.

Fig. 3 Handling operations with the cargoes (blades loading to the vessel)
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Fig. 4 Storage of the cargoes (blades storage in the port)

4. Transportation of the cargoes. In the simulation modeling, this process is used
for the actual cargo transportation on the vehicle from the place of loading to
the place of unloading. In Fig. 5, the block marked in red simulates this process.

5. Conversion/reconstruction of the cargoes (auxiliary process). In the simulation
modeling, this process is used when modifying the cargoes (equipment) or
installing additional equipment, adjustment, etc. In Fig. 6, the block marked in
red simulates this process.

6. The flow of funds (auxiliary process). This process is used when paying for
the services of the subcontractors and reimbursing the costs incurred from the
freight forwarder in the form of both prepayment and post-payment for the

Fig. 5 Transportation of the cargoes (blades transportation on the vehicle)
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Fig. 6 Conversion/reconstruction of the cargoes (auxiliary process)

provided services and materials. In Fig. 7, the block marked in red simulates
this process.

In the course of experiments with the simulation model of the transport and
logistics project, the following runs were performed:

– Run 0—initial parameters (production intensity of the assembled mast part in the
Kemerovo—2units permonth; production intensity of the blades inBangalore—7
units per week);

– Run 1—the production intensity of the mast part has been increased to 3 units per
month;

– Run 2, 3, 4—the production intensity of the blades has been reduced to 4, 3, 2
units per week, respectively (Fig. 8).

Fig. 7 The flow of funds
(auxiliary process)
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(a)

(b)

Fig. 8 Simulation modeling results (a—is the total cost of the blades storage at the terminal of
the Novorossiysk port (ths. USD), b—is the number of the blades stored at the terminal of the
Novorossiysk port (units))

As a result of the runs, the optimal production intensity of the blades and assembled
masts (Run 3) was determined, at which the number of the blades stored at a time in
the Novorossiysk port will not exceed 60 units. As the result, the projected budget for
the storage costs in the port is reduced from ths. USD 500 to ths. USD 250. Develop
of a simulation model for the transportation of the equipment will allow solving the
following management tasks:
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– To determine the optimal routes for the cargo (equipment) transportation at the
planning stage of the transport and logistics project;

– To reveal and analyze bottlenecks at the stage of the transport and logistics project
planning;

– The analysis performed of the various scenarios for the cargo (equipment)
transportation of the transport and logistics project;

– Analyzed the need for the resources at the planning stage of the transport and
logistics project (vehicles, handling equipment, etc.);

– Provided forecast for the full cost of the transport and logistic project;
– Provided forecast for the timing of the cargoes (equipment) transportation.

The use of simulation modeling will allow detailed development of transport and
logistics projects at the planning stage, as well as to investigate changes in the system
behavior in connection with changing input data, playing various scenarios at each
stage of the project [20]. Modern simulation packages support GIS, which allows
you to indicate on the map the place of production and the place of the cargoes
unloading, as well as the route of movement.

5 Conclusion

The conceptual structure of the transport and logistics project management has been
developed. The managed subjects of the transport and logistics project have been
structured from the point of view of the organizational systems: production/delivery
of the cargoes to the warehouse/terminal, handling operations with the cargoes,
storage of the cargoes, transportation of the cargoes, conversion/reconstruction of
the cargoes, the flow of funds. The peculiarities are highlighted and the manage-
ment actions, parameters of the external environment, and the status of the transport
and logistics process are considered in detail. The simulation model for the equip-
ment delivery for the wind power plant is described in detail. The sub-models of the
simulation model are described, fragments of its schemes are given. Based on the
experiments, the planning practicability of the transport and logistics projects on the
basis of the simulation modeling technology is shown.
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Algorithm for Generating Passenger
Traffic at Stops for the Urban Transport
System Model

Sergey Shekhovtsov, Tatyana P. Ogar, Aleksandr E. Panfilov,
Ilya V. Stepanchenko, and Elena G. Krushel

Abstract Amodel for generating passenger traffic at city public transport stops has
been developed. The key parameters, features, and limitations of the passenger traffic
model are outlined. The categories of passengers that have characteristic features
of behavior during daily movement around the city are identified. Two tasks were
solved: an algorithm for generating hourly passenger traffic (based on the Poisson
distribution) was developed; an algorithm for selecting a destination station for each
passenger was created, taking into account its attractiveness. The total number of
passengers arriving at city public transport stops, distributed per hour, is calculated.
The results of the summation are presented in the form of a graph. The developed
model of passenger traffic is planned to be used in the organization of management
of the transport complex of the city to study the passenger flow between the stops of
the city, as well as to improve the operation of the passenger transport system.

Keywords Passenger transport · Passenger traffic model · Generation of
passengers · Choice of stops · The attractiveness of a stop

S. Shekhovtsov · T. P. Ogar (B) · A. E. Panfilov · I. V. Stepanchenko · E. G. Krushel
Kamyshin Technological Institute (Branch of) Volgograd State Technical University, Kamyshin,
Russia
e-mail: ogar@kti.ru

S. Shekhovtsov
e-mail: mr.sergey.shekhovtsov@mail.ru

A. E. Panfilov
e-mail: pansanja@yandex.ru

I. V. Stepanchenko
e-mail: stilvi@mail.ru

E. G. Krushel
e-mail: elena-krushel@yandex.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A.G.Kravets et al. (eds.), Society 5.0:Human-Centered SocietyChallenges and Solutions,
Studies in Systems, Decision and Control 416,
https://doi.org/10.1007/978-3-030-95112-2_26

315

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95112-2_26&domain=pdf
mailto:ogar@kti.ru
mailto:mr.sergey.shekhovtsov@mail.ru
mailto:pansanja@yandex.ru
mailto:stilvi@mail.ru
mailto:elena-krushel@yandex.ru
https://doi.org/10.1007/978-3-030-95112-2_26


316 S. Shekhovtsov et al.

1 Introduction

Conducting computational experiments with models of the functioning of the trans-
port system is one of the approaches to assessing the quality of management of
urban transport services. To implement a model of the transport system of a given
city, it is necessary to take into account the specifics of its passenger transport system,
places of residence of the population and objects of attraction of passengers, and the
peculiarities of passenger flows [1].

Modeling is one of the main research methods in most fields of knowledge, as
well as a scientifically based method for evaluating the characteristics of complex
systems, in particular transport systems [2]. Modeling is the most effective way to
solve problems related to optimizing the structure of transport hubs and themovement
of passenger trafficwithin them, taking into account the variety of transport situations
and their random manifestations [3].

A complex model of a public transport system includes the following elements:
a model for generating passengers at stops, a model for transporting passengers by
public transport, and a model for managing public transport traffic.

In this chapter, we considered a model of passenger generation at public transport
stops, which consists of two parts: 1) hourly passenger traffic from the departure stops
to the destination districts; 2) minute-by-minute passenger traffic with the addition
of the destination stop.

The passenger traffic generation model should take into account the following
specificity [4]:

1. The infrastructure of any city includes various objects to attract passen-
gers (educational institutions, shopping and entertainment centers, healthcare
companies, etc.).

2. The objects of attraction are distributed in each district of the city. This
distribution is often irregular, which affects the passenger traffic to them.

3. Passenger traffic to some large objects does not depend on the places of resi-
dence of citizens. Such points of attraction include hospitals, higher educational
institutions.

4. The passenger’s choice of the leaving stop among the nearest stops is considered
random.

5. The passenger’s choice of the destination stop is random. The location of the
attraction objects and the type of passengers (student, working, retired) are taken
into account.

2 Problem Statement

The development of an algorithm for generating passenger traffic at stops for the
urban transport system model is the goal of the research.

Thismodel generates passenger traffic in the time interval from6:00 to 21:00. This
is due to the working hours of passenger transport companies, as well as insignificant
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passenger traffic at night. There are 3 periods in this time interval:morning time (from
6:00 to 11:00), daytime time (from 11:00 to 16:00), and evening time (from 16:00
to 21:00).

Passengers are divided into 2 categories, which have their preferences in transport
movements. The first category is students andworkers, who in themorningmainly go
from the district of residence to the district of accumulation of objects of attraction
of the population (enterprises, secondary and higher educational institutions), at
lunchtime they move inside the district, and in the evening they return to the district
of residence. The second category is schoolchildren and pensioners. The difference
between the passenger traffic of the second category and the first is that in themorning
it movesmainly in the region of residence, where schools and places of frequent visits
of pensioners are located.

The generator, which simulates the appearance of passengers at stops, is imple-
mented based on the Poisson distribution, which determines the random number of
people arriving in a fixed time (one hour), provided that the events are independent
of each other. The output data of the generator is information on each individual
passenger—its departure and destination stop, the time of appearance at the stop, the
passenger category.

Passenger traffic in the morning and afternoon hours is calculated according to the
data of long-term observation of specialists and the results of a survey of residents.
Evening passenger traffic is determined so that the population of the district at the end
of the working day (at 21:00) is almost the same as at the beginning of the working
day (at 6:00) [5, 6].

Limitations: the developed algorithm has the following limitations:

1. students go to schools only in their district of residence;
2. children under the age of six move only with their parents, so they do not

participate in the calculations.

3 Data Sources

To build a model for generating passenger traffic, data from various sources were
used—static data fromopen sources;materials provided by urban passenger transport
enterprises; results of a survey of residents on the issues of public transport services
[7–9].

The initial data of the passenger traffic model includes:

(1) names and number of city districts, names, and number of stops included in
each district [10];

(2) population in the city, in each district, in the neighborhood of the location of
each stop;

(3) the attraction of a stop as a destination stop;
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(4) distribution of passenger movements between districts depending on the time
of day (morning, afternoon, evening) and the category of passengers (students
and workers, schoolchildren and pensioners) [11];

(5) numbers of routes passing through the stops [10].

Additionally, the parameters defined by the experts are entered in the model:

(1) percentage of citizens using public transport;
(2) percentage of public transport passengers who prefer minibusses;
(3) the number of passenger trips, depending on their categories;
(4) probabilities of choosing a destination stop depending on the attractiveness of

the stop;
(5) the probability of choosing a stop without a transfer, with a single transfer, or

a random choice of a stop [12].

4 Research Tasks

Within the framework of the developed model of passenger traffic generation, the
following tasks are considered:

(1) generating hourly passenger traffic from the departure stop to each district
based on the Poisson distribution;

(2) selection of destination stops based on their attractiveness and generation of
per-minute passenger traffic.

5 Generating an Hourly Passenger Traffic

Figure 1 shows a generalized algorithm for the operation of the passenger flow
generation module.

After loading the source data, which in this work were placed in MS Excel, the
number of citizens by the district is determined. The number of potential passengers,
and therefore their trips, depends on the number of citizens by district. Passengers
moving between city districts during the day change the number of potential trips
from the districts in the following hours [13–16].

A number of trips of first-class passengers (students and workers) y_HourWork(i,
h) for the h-th hour from the i-th district can be estimated in terms of the number
of citizens of the i-th district remaining in this district per h-th hour x(i), and the
probability of moving passengers districts and hours timeDist(i, h):

y_HourWork(i, h) = x(i) ∗ PubT ∗ (1 − RTaxi) ∗ TripDay ∗ timeDist(i, h)
(1)
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Start

Calculation of the number of citizens in each 
district per-hour

Data loading 

Determining the number of passengers in each 
district per-hour

Distribution of the number of passengers by 
stops of the leaving district, destination districts 

and hours

Task «Generating an 
hourly passenger traffic 
from the departure stop to 
each district based on the 
Poisson distribution » 

Creating lists of non-stop and single-stop stops Task «Selection of destina-
tion stops based on their 
attractiveness and generation
of per-minute passenger traf-
fic » Generating a passenger list 

Saving data 

Finish 

Fig. 1 Algorithm of generating passenger traffic

where i is the district number, h is the hour number, PubT is the proportion of residents
who use public transport, RTaxi is the proportion of public transport passengers who
prefer minibusses, TripDay is the number of trips per passenger per day, timeDist is
the proportion of passengers departing from the i-th district at the h-th hour.

The calculated mathematical expectations are then used in the Poisson distribu-
tion.

For the second category (schoolchildren and pensioners), the number of trips per
hour differs from (1) by the absence of the Path variable, since it is assumed that
schoolchildren and pensioners use only public transport when traveling around the
city:

y_HourPens(i, h) = x(i) ∗ (1 − RTaxi) ∗ TripDay ∗ timeDist(i, h) (2)
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Based on the hourly number of trips y_HourWork(i, h) (and y_HourPens(i, h)) and
the number of residents living in the vicinity of each PassStop(k) stop, the average
number of trips of passengers from a separate k-th stop from the i-th district per h-th
hour is determined:

matrFlowWork(k, i, h) = y_HourWork(i, h) ∗ PassStop(k)/PassDist(i) (3)

matrFlowPens(k, i, h) = y_HourPens(i, h) ∗ PassStop(k)/PassDist(i) (4)

where k is the stop number, and PassDist(i) is the number of residents living in the
i-th district.

The number of passengers who depart from the k-th stop to the j-th district during
the h-th hour (hourly passenger traffic) can be considered a random value of the
Poisson distribution. The mathematical expectation of the Poisson distribution λ is
related to matrFlowWork(k, i, h) (and matrFlowPens(k, i, h)) and the probabilities of
passenger trips between the districts of pRegionsWork (i, j) and pRegionsPens(i, j):

λ1 = matrFlowWork(k, i, h) ∗ pRegionsWork(i, j) (5)

λ2 = matrFlowPens(k, i, h) ∗ pRegionsPens(i, j) (6)

The calculated values of themathematical expectation are then used in the Poisson
distribution.

The randomvariables of the Poisson distribution specify the number of passengers
that depart from a particular stop and are determined separately for each category of
passengers, stop, and each hour.

The algorithm for generating random numbers of the Poisson distribution with
the mathematical expectation λ is given below (Fig. 2).

Where λ is the mathematical expectation of the Poisson distribution; Random(0,
1) is a uniform random number from the range from 0 to 1; x is the resulting random
number of the Poisson distribution.

The Poisson distribution works for a small value of the mathematical expectation.
If λ is greater than 30, then the normal distribution is used to generate passengers.

The normal distribution algorithm has the form (Fig. 3).
In Fig. 3 x is the number of passengerswho arrived at the stop in one hour, Random

(0, 1) is a random number from the range from 0 to 1, including 0.
The values that were generated by the Poisson distribution (generate_puasson)

are written to the passenger matrices by category—matrCountPasWork (k, j, h) and
matrCountPasPens(k, j, h):

matrCountPasWork(k, j, h) = generate_puasson(λ1) (7)

matrCountPasPens(k, j, h) = generate_puasson(λ2) (8)
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Fig. 2 Poisson distribution
algorithm Start 

Finish

x = 0 
a = e ^ (-λ) 

s = Random(0, 1) 

Return x 

x = x + 1 
s = s * Random(0, 1) 

s >= a

yes 

no 

Fig. 3 Normal distribution
algorithm Start 

Finish 

s = Random(0, 1) 

Return x

x = λ^0.5 * (-2 * log(s))^0.5 * cos(2πs) + λ 
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Table 1 Fragment of the results of generating hourly passenger traffic

Leaving stop number 6:00–7:00 7:00–8:00

1 Category 2 Category 1 Category 2 Category

1 Dist 2 Dist 1 Dist 2 Dist 1 Dist 2 Dist 1 Dist 2 Dist

1 Stop 6 5 24 2 14 3 18 3

2 Stop 0 0 0 0 0 1 0 0

3 Stop 2 4 0 1 0 2 3 1

4 Stop 4 11 2 0 5 3 2 0

5 Stop 3 5 2 2 5 3 2 2

6 Stop 5 18 1 18 4 12 2 23

7 Stop 3 9 1 15 4 5 3 14

8 Stop 4 13 1 18 3 12 0 10

9 Stop 7 11 1 13 4 7 1 17

10 Stop 0 6 1 11 2 8 0 13

The calculated variables matrCountPasWork(k, j, h) and matrCountPasPens (k, j,
h) are the results of solving the first task – generating hourly passenger traffic.

Table 1 shows an example of filling in the matrCountPasWork(k, j, h) and
matrCountPasPens(k, j, h) matrices. The data is decoded as follows: from 6 to 7
o’clock, 3 workers/students came to the fifth stop for a trip to the first district and 5
workers/students for a trip to the second district.The matrCountPasWork(k, j, h) and
matrCountPasPens(k, j, h) matrices will be used to solve the second problem.

Next, the matrCountPasWork(k, j, h) and matrCountPasPens(k, j, h) matrices will
be used to generate the per-minute passenger traffic.

Figure 3 shows the total number of passengers who came to all the stops in the
city, depending on the hour.

Figure 4 shows that more passengers arrive in the morning (7:00–9:00) when the
first category of passengers (workers and students) go to their places of work/study,
and in the evening (15:00–17:00), when most of the passengers return home.

6 Generating a Destination Stop

Each passenger that was generated in the first taskmust be assigned a destination stop
and departure time (in minutes). The destination stop depends on the probability of
trips between districts, the attractiveness of the stop, and the probability of a non-stop
trip (Fig. 1) [17, 18].

The algorithm fills in 2 lists for each stop to take into account the type of trip (with
a transfer/ direct flights): a list of stops that can be reached without a transfer, and a
list of stops that can be reached with a single transfer. To determine which stop can
be reached directly, take the “start” and “end” stops. If they have a common route,
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Fig. 4 Graph of the total number of passengers arriving at city stops per-hour

then add the “final” stop to the list of non-stop stops. To determine the stops that can
be reached with a single transfer, there is a stop between the two stops that will have
the routes of both stops. When such a stop is found, the “final” stop is recorded in
the list of stops with one transfer [19, 20].

Each stop has a level of attractiveness that affects the choice of destination stop.
The attractiveness of a stop is set by experts in conventional units ranging from
0 (low attractiveness) to 1000 (high attractiveness). The probabilities of choosing
arrival stops are shown in Table 2.

The type of stop for a given district is determined using a uniform random number
generator: without a transfer, with a single transfer; or a random stop from all stops,
whether the district and the attractiveness of the stops are different.

In the case of choosing a stop without a transfer or with a single transfer, the corre-
sponding stops in the destination district are grouped by attractiveness. The destina-
tion stop is determined randomly and uniformly, taking into account the probability
of selection (Table 2).

The passenger’s departure time is selected randomly, evenly over a given hour.
After generating the destination stop and departure time, the matrCountPas-

Work(k, j, h) and matrCountPasPens(k, j, h) matrices are divided into passengers

Table 2 Probability of
choosing destination stops

The border of attractiveness Probability of selection

from 0 to 100 0,01

from 100 to 250 0,1

from 250 to 400 0,2

from 400 to 600 0,1

from 600 to 1000 0,59
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whose number is equal to this value. After that, each passenger is given the gener-
ated destination stop and departure time. Next, all passengers are entered in the list,
which is the result of solving the second task—selection of destination stops based
on their attractiveness and generation of per-minute passenger traffic.

7 Software Implementation

This algorithm is written in C# in the Visual Studio 2019 integrated development
environment.

The passenger generation module consists of four blocks: Stop, District,
Passenger, and Calculate. These blocks consist of the following elements:

(1) Properties in which data is written in the form of lists (for example, in the
«Stop» block, the «CodeStop» property has the values: 1, 2, 3, etc.);

(2) Fields in which both single values and lists and matrices are written (for
example, in the «Calculate» block, the «COUNT_HOUR» field (the number
of hours in a working day) has the value 15);

(3) Methods that perform some required data processing actions (for example,
loading data from a file, generating data, writing data to a file).

The «Stop» block stores all the data about stops, namely:

(1) a stop code;
(2) name of a stop;
(3) a district where the stop is located;
(4) the number of citizens who come to the stop at the place of residence;
(5) the attractiveness of the stop;
(6) a list of route numbers passing through this stop;
(7) lists of stops that can be reached directly or with a single transfer.

The «District» block stores all data about the city’s districts:

(1) district code;
(2) name of the district;
(3) the population in a given district by a category;
(4) number of stops in the district (taken from the «Stop» block by comparison: if

the name of the district in which the stop is located in the «Stop» blockmatches
the name of the district in the «District» block, then the stop is entered in the
list of this district);

The «Calculate» block is designed to load source data from Excel, populate the
«Stop» and «District» blocks, generate an hour stream, generate a destination stop,
structure the result, and save it to an Excel file. It also sets the following initial
conditions:
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(1) set as separate values: percentage of citizens using public transport; percentage
of public transport passengers who prefer minibusses; the number of passenger
trips, depending on their categories; probabilities of choosing a destination stop
depending on the attractiveness of the stop; the probability of choosing a stop
without a transfer, with a single transfer, or a random choice of a stop;

(2) set in the form of matrices: distribution of passenger movements between
districts depending on the time of day and the category of passengers;
probability of choosing destination stops.

The «Passenger» block stores the result of solving the second problem the
passenger’s list. Each passenger in this list has the following parameters:

(1) departure stop code;
(2) passenger departure time (set inminutes from the start of the simulation time—

6:00);
(3) destination district code;
(4) destination stop code.

Data from the Passenger class is structured (for each stop) and written to an Excel
sheet (Table 3).

Table 3 shows a fragment of data obtained using the described algorithm for gener-
ating passenger traffic. Each departure stop has 4 columns: “Passenger”; “Time”;
“Destination district”; “Destination stop code”. The values in the “Passenger” column
show the number of passengers who left this stop. The values in the “Time” column
indicate the number of minutes when the passenger appeared at the departure stop
from the beginning of the simulation time. The values in the “Destination District”
and “Destination Stop Code” columns correspond to the codes of the passenger’s
destination district and the stop in this district (Table 3).

Table 3 Fragment with the received passenger traffic data

Leaving stops

1 2

Passenger Time Destination
district

Destination
stop

Passenger Time Destination
district

Destination
stop

1 17 1 10 1 14 3 7

2 39 8 1 2 55 8 9

3 61 1 10 3 80 1 4

4 62 8 13 4 86 8 1

5 66 8 17 5 89 1 1

6 66 2 14 6 91 1 10

7 74 5 17 7 96 1 4
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8 Conclusion

The algorithm was used to model the transport network of a large city. The generated
passengers have a good statistical relationship with the available aggregated data
on passenger traffic in the considered city [21]. This algorithm will be used by the
management organization of the city’s transport complex to study passenger traffic
and improve the operation of the passenger transport system.
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Synergistic Model of Situational
Awareness of the Human Operator

S. I. Suyatinov , T. I. Buldakova , and Y. A. Vishnevskaya

Abstract The problem of forming models of situational awareness using a syner-
getic approach is considered. It is noted that situational awareness provides a percep-
tion of the current situation and allows you to make the right decisions in response to
certain threats. The levels of implementation of situational awareness in the human
operator are given. The peculiarity of the first level is the need for joint processing
of a large amount of heterogeneous information to identify significant facts and crit-
ical information about external objects. The task of the second level is to form a
holistic picture of the situation, which is based on existing knowledge and previous
experience. The third, highest level of understanding of the situation is based on
the person’s ability to predict the actions of objects and the consequences of these
actions. Two important properties of situational awareness of a human operator are
highlighted: associativity and ranking of information depending on the context of
the problem being solved. It is proposed to form a model of situational awareness
based on Haken’s synergetic approach. The process of situation recognition using a
synergetic model is described. The value of the attention parameter, which charac-
terizes the importance of a specific characteristic of the state of the controlled object,
is noted. The associative properties of the synergetic model and its ability to rank the
initial information when controlling the helicopter are investigated.
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1 Introduction

Situational awareness (SA) is the ability of a human operator to perceive heteroge-
neous information about the environment, analyze it, identify key points and predict
their impact on the performance of certain tasks [1–3]. This ability is based on the
internal mental models of a person, formed based on the acquired knowledge and
previous experience. Due to the complexity of the tasks to be solved, the human
operator is required to improve his abilities in mastering situational awareness [4–7].

Different approaches are possible here. It is traditional to improve teaching
methods and, consequently, to improve the mental model of a person. However,
a person’s ability to process large amounts of information, especially in stressful
situations, is very limited. In addition, in this case, the objectivity of the formed
mental model is largely determined by the intellectual characteristics of a particular
person.

Currently, decision support systems help to understand a complex situation [8–
11]. Their work is based on knowledge bases of typical situations, which are filled in
by experts based on their intuition. However, themain disadvantages of this approach
are subjectivism and the degradation of current knowledge in a volatile environment.

Therefore, new approaches to the formation of a situational model as the basis for
a formalized representation of situational awareness are needed [12, 13].

2 Levels of Situational Awareness Implementation

In one of the first works devoted to the study of the SA phenomenon, awareness is
presented as the result of the analysis of available external information and assessment
of the situation, so it includes three components [14, 15]:

• Perception of heterogeneous information and identification of critical factors in
the environment;

• Understanding (awareness) of what these factors mean in the context of the
implementation of the specified management goals;

• Forecasting the development of the situation and possible consequences.

The peculiarity of the first stage is the need for joint processing of a large volume
of heterogeneous information to identify significant facts and critical information
about external objects.

The task of the second stage is to form a holistic picture of the situation, including
understanding the significance of existing objects and events in the context of the
goal (the problem being solved). This understanding of the situation is based on
existing knowledge and previous experience.
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A distinctive feature of these two stages is the unique ability of a person to rank
the initial information according to its significance in the context of the problem
being solved. It should be noted here that the result of ranking information depends
not only on the existing experience but also on the current psychological state of the
person [3, 16].

The third, highest level of understanding of the situation is based on the ability to
predict the actions of objects and the consequences of these actions. This ability is
achieved through understanding the situation, knowledge of the state, and dynamics
of development (behaviour) of elements of the external environment.

An accurate understanding of the situation is based on correctly identifying the
elements that determine what needs to be perceived, understood, and projected into
the future. This integrated picture forms the central organizing function from which
decisions and actions are made.

In practice, an experienced human operator has an internal understanding of the
system with which he works—a mental model [17–19]. A well-developed mental
model provides:

• Knowledge of the relevant “elements” of the system, which can be used to direct
attention and classify information in the process of perception;

• Means of integrating elements to form an understanding of their meaning;
• Themechanism for projecting future states of the system based on its current state

and understanding of its dynamics.

During active decision-making, the human operator’s perception of the current
state of the system can be compared with the corresponding schemas in memory
that depict prototypical situations or states of the system model. These prototype
situations provide an associative classification and understanding of the situation, as
well as a forecast of what may happen in the future [20].

The main advantage of these mechanisms is that the current situation cannot be
the same as the one that the human operator has faced before. The matching (pattern
recognition) process can be almost instantaneous due to a person’s superior ability
to match patterns.

When a person has a well-developed mental model of the behaviour of certain
systems or areas, he will provide:

• The dynamic direction of attention to critical environmental signals;
• Expectations about future states of the environment (including what to expect as

well as what not to expect) based on the projection mechanisms of the models;
• The direct one-step connection between recognized classifications of situations

and typical actions ensures very rapid decision-making.
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3 Formation of a Situational Awareness Model Based
on Haken Synergetic Approach

Let’s highlight two fundamentally important properties of situational awareness:

• Associativity, i.e., the ability to form a holistic view of the situation from its
fragments;

• The ranking of information depends on the context of the problem being solved.

Someneural networks have the property of associativity, for example, theHopfield
network [21, 22]. It is a single-layer neural network with feedback and belongs to
the class of so-called relaxation neural networks. In the process of operation, the
dynamics of the network converge to one of the equilibrium positions, which are
determined in advance in the learning process, and information about them is stored
in the matrix of connections.

Equilibrium positions (attractors) are local minima of a function called the energy
of the network.As a result, theHopfield network can recognize the presented distorted
image, for example, with superimposed noise or containing only an important part
of the original image. This is the manifestation of its associative properties.

However, the Hopfield network has several disadvantages:

• The network has a relatively small amount of memory (approximately 15% of the
number of neurons in the Hopfield layer);

• The number of false results increases (the network can converge to false attractors)
with the growth of the network dimension;

• Information is not ranked during training.

These disadvantages do not allow the Hopfield network to be applied to form a
situational awareness model, although the network has associative properties.

In this regard, it seems promising to use the synergetic theory of Haken in the
formation of a model of situational awareness. As in most other intellectual systems,
Haken synergetic model includes learning and recognition processes [23–25].

A distinctive feature of the Haken approach is that during the learning process, a
potential function V is formed in n-dimensional space with many areas of attraction
(attractors). This function defines the structure of the potential distribution field. A
feature of the structure of the potential field is the set of local minima, the coordinates
of which are determined by etalons. There is no global minimum.

The process of recognizing a situation by a vector of features q is described by a
differential equation

q̇ = −∂V

∂q

and is reduced to solving it for given initial conditions q(0) = q0.
These initial conditions represent the initial pattern of the identifiable situation,

and the solution is the pattern ν of the etalon situation.
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Haken justified the representation of a potential function in the form:

V = 1

2
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q+vk

)2 + B + C

4
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(
q+vk

)2
)

− B

4
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(
q+vk

)4
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Here q+ is the associated vector and it satisfies the equation

q+νk = ν+
k q, k = 1, . . . , M.

In this case, the dynamic system for recognizing and classifying the situation
based on the fixed feature vector q has the form:

q̇ =
M∑

k=1

λk
(
ν+
k q

)
νk − B

M∑

k ′ �=k

M∑

k �=k ′

(
ν+
k ′ q

)2(
ν+
k q

)
νk − C

(
q+q

)
q, (1)

where B and C are constants; λk is the attention parameter of the k-th etalon pattern;
M is the number of etalons. A pattern can only be recognized if its attention parameter
is positive, and the convergence rate of pattern recognition is controlled by λk , B and
C.

Thus, the process of recognizing the initial image (pattern) can be specified as
follows: for a given test pattern q0, the dynamics of the system (1) transfers the
initial unknown state q(0) = q0 through intermediate states q(t) into one of the
etalon patterns (states) vk, i.e.

q(0) → q(t) → vk, 1 ≤ k ≤ M.

The initial situational state vector differs from its prototype (etalon) and can
contain only its fragments, but due to the properties of the potential function V,
the prototype will be restored completely. This is how the associativity property is
realized.

The attention parameter λk affects the shape of the attractor, making its slopes
either flatter or steeper. This allows you to highlight more relevant information in
this context. Thus, by setting a priori different values of the attention parameter for
different values of k, it is possible to rank information according to its significance
for a given task.

The synergetic model allows not only to reconstruct the image (situation) from
its fragment but also to solve the classification problem.

Using the variable substitution ξk = ν+
k q in (1), Haken obtained the equation

dξk(t)

dt
= λkξk − Bξk

M∑

i �=k

ξ 2
i − Cξk

M∑

i=1

ξ 2
i . (2)
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The variable ξk = ν+
k q is called the “order parameter”.

Equation (2) is used to classify patterns. For the currently tested vector q0, its
order parameter ξk(0) = ν+

k q0 is calculated. Here ν+
k is the conjugate vector. The

value ξk(0) is the initial condition for solving Eq. (2). If the obtained solution ξm has
the maximum value, then the initial image is closer to the etalon νm .

4 Example of Using a Synergetic Model

Let us evaluate the associative properties of the synergetic model and its ability
to rank the initial information in the process of threat analysis when controlling a
helicopter.

During the flight, there may be threats that affect the quality of the flight mission.
These threats can be divided into three categories:

• Threats affecting the quality of the assignment (category 1);
• Threats to the integrity of the helicopter, which are characterized by the time

sufficient for the crew to understand the situation (category 2);
• Threats to the integrity of the helicopter, which are characterized by time

insufficient for the crew to understand the situation (category 3).

Each category has its etalon vector.
Let’s introduce the characteristics of the state (situational awareness) (Table 1).

Etalon vectors are also shown in the table. The prototype vectors were selected by
experts based on their experience and common-sense logic.

Let’s identify the category of threats defined by the current situational vector q0.
Let’s assume that all parameters of attention are equal to one.

Then for the current tested vector

q = [0, 1, 1, 1, 0, 1, 1, 1, 1, 1, 0],

it is necessary to calculate its order parameters:

x1 = −0.7438; x2 = 1.6529; x3 = 0.7438.

The second-order parameter has the maximum value. Therefore, the tested vector
q corresponds to the class that defines the etalon ν2.

To estimate the similarity of the recognized vector and the selected prototype, we
introduce the following similarity coefficient:

μk =
∑n

i=1 νk(i)q(i)√∑n
i=1 νk(i)

2 ∑n
i=1 q(i)2

.
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Table 1 State characteristics and prototype vectors

No. State
characteristics

Current vector
q0

Prototype vector
ν1

Prototype vector
ν2

Prototype vector
ν3

1 Engine failure 0 0 0 1

2 Interruptions in
operation

1 1 1 0

3 Knocks in the
engine

1 1 1 0

4 Increased
vibration of the
helicopter

1 1 1 0

5 Permissible oil
temperature in
the gearbox

0 1 1 0

6 Failure of the
main control
drive for steering
surfaces

1 0 0 1

7 Failure of the
backup control
drive for steering
surfaces

1 0 1 1

8 Failure of the
satellite
navigation
system

1 1 1 1

9 Failure of the
inertial
navigation
system

1 0 1 1

10 Low visibility 1 0 0 1

11 Good visibility 0 1 1 0

Here vi (k) is the k-th component of i-th etalon, and q(k) is the k-th component of
the tested situational vector.

In this case, the following values of the coefficients are obtained: μ1 = 0, 78;
μ2 = 0, 8; μ3 = 0, 67.

Thus, the tested vector has the greatest similarity with the etalon ν2. The current
situation, given by the vector q, corresponds to the second category.

Let’s determine the effect of the attention parameter on the result of recognizing
the situation.

The attention parameter describes the importance of a particular state character-
istic. In the given case, it is determined by the estimate of the time that the crew needs
to make a decision, as well as the significance of the possible consequences when
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Fig. 1 Solution of the differential equation with the specified attention parameters

this characteristic occurs. Therefore, we will assume that the less time is allotted to
the crew for making a decision, the greater the attention parameter should be.

Consider a situation where the attention parameters are set as follows:

λ1 = 1, λ2 = 2, λ3 = 3.

This distribution of attention parameters by categories is formed taking into
account the table and based on common sense. The transients of establishing the
order parameters obtained in the process of solving Eq. (2) are shown in Fig. 1.

Here, the current values of the order parameters are plotted on the Y-axis, and
the current time is plotted on the X-axis. The colour indicates the corresponding
categories.

Figure 1 shows that taking into account the attention parameter in the process of
transforming the initial pattern, the situation will be classified as category 3. This is
because the initial vector takes into account a sufficiently large number of threats,
as well as the absence of the state characteristic “Permissible oil temperature in the
gearbox”, which requires the value of the attention parameter λ = 3.
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5 Conclusion

Situational awareness provides a perception of the current situation and allows you
to make the right decisions in response to certain threats. SA is based on the mental
models of the human operator. Their adequacy depends on many subjective char-
acteristics (factors) inherent in a person, for example, his intellect, psychical state.
The mathematical formalization of SA allows reducing the subjective component in
the formation of situational awareness. The synergetic Haken processor is used as
the mathematical basis for the formation of the mathematical model of situational
awareness.

The example shows the possibility of classifying the situational vector by the
degree of possible threats to the assignment, as well as the effect of ranking
information by its significance in a specific task.
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Formation of Situational Awareness
Based on Mental Models
in the Controlling Complex Technical
Objects

L. T. Zaw and S. I. Suyatinov

Abstract The problem of assessing the situation in the control of anthropocentric
objects using situational awareness models is considered. In general, the term “situ-
ational awareness” is used to describe the degree of adequate assessment of external
and internal factors that affect the decision-making of a human operator in the process
of controlling a complex object. This problem is not easy due to the complexity and
the large number of factors that need to be taken into account to make effective deci-
sions. As a result, situational awareness in the control of anthropocentric objects has a
hierarchical structure. The levels of formation of situational awareness in the human
operator are given. The place of the situational awarenessmodel in the control system
is noted and the relationship of the situation models with human mental models is
analyzed. An approach to the formation of situational awareness based on biological
principles of constructing mental models and taking into account the functional state
of a human operator is proposed.

Keywords Human operator · Anthropocentric objects · Situational awareness ·
Situational models ·Mental models

1 Introduction

The increasing complexity of modern technical systems and also the tasks of control-
ling their states have increased the responsibility of the human operator [1–5]. An
analysis of the operators’ activities in these conditions shows that the decisions
are made in accordance with the principles of situational management. Therefore,
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as a basis for creating automatic systems and improving the efficiency of auto-
mated systems for controlling the states of complex technical objects, it is neces-
sary to consider situational models of the controlled system state that correspond
to the conditions of functioning and control goals [6–10]. Situational models are a
formalized representation of situational awareness.

The task of forming situational awareness (SA) arises in many subject areas,
including aviation, air traffic control, shipping, healthcare, emergency response,
nuclear power plant management, etc. [11–14]. Moreover, insufficient or inadequate
awareness of the situation is one of the main factors in accidents associated with
human error [15, 16].

Thus, the need for full-scale control of the situation exists in areas where there is
a large volume of information flow and a sufficiently high degree of risk, i.e., where
a bad decision can have serious consequences.

The purpose of this chapter is to study the process of forming situational aware-
ness for the control of anthropocentric objects. Such objects are complex systems,
including onboard measuring and actuating devices, an advanced onboard digital
computing system, the crew and its cockpit with a modern information and control
field. In such human–machine objects, the responsibility for control is assigned to
the human operator. These include, for example, aviation and space technology.

The considered problem is not easy due to the complexity and the large number
of factors that must be taken into account in order to make effective decisions.
In particular, SA does not end with the simple perception of the data. Situational
awareness also depends on a deeper understanding of the meaning and significance
of this data. Together, this implies an understanding of how the components of the
environment function and interact, as well as the ability to predict future states of
the system.

2 Situational Awareness Concept

In the general case, the term “situational awareness” is used to describe the degree of
adequate assessment of external and internal factors that influence decision-making
by a humanoperator in the process of controlling a complex object. This circumstance
necessitates the acquisition of knowledge and the formalization of the properties of
the situational model. Currently, such functions are performed by experts based on
their own intuition. However, in relation to the control of anthropocentric objects,
this approach is ineffective. Its main disadvantages are subjectivity and degradation
of current knowledge in a changing environment. Therefore, new approaches to the
formation of situationalmodels are needed as the basis for the formalized presentation
of SA [17, 18].

Situational awareness in the control of anthropocentric objects has a hierarchical
structure and includes the following levels (Fig. 1):
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Fig. 1 Place of the situational awareness model in the control system

• Perception of critical factors in the environment (Level 1);
• Understanding what these factors mean, especially when they are combined in

relation to the flight crew’s objectives (Level 2);
• And at the highest level, an understanding of what will happen to the system in

the near future (Level 3).

Levels 2 and 3, as higher levels of situational awareness, allow a person not only
to effectively manage a complex object but also to make the necessary decisions in
a timely manner.

Situational awareness is an important part of the control of modern aircraft, and
high SA levels are required to achieve successful results in aviation. In order to fly
in a dynamic flight environment, the flight crew must not only know how to operate
the aircraft and the proper tactics, procedures, and flight rules but must also have an
accurate and up-to-date picture of the aircraft’s state and the environment [19, 20].

In accordance with the hierarchy presented, at Level 1, the pilot must perceive
such important elements as other aircrafts, terrain, system status, and signal lights,
and their respective characteristics. At level 2, the human operator forms a holistic
picture of the environment, including an understanding of the significance of objects
and events. And at level 3, the future actions of elements in the environment are
predicted so that the pilot can choose the most favorable course of action to achieve
the control objectives.

Thus, it can be argued that the level of situational awareness is largely determined
by the knowledge, practical experience, and formed competencies of the human
operator (in this case, the pilot). And all this is embodied in his mental model.



344 L. T. Zaw and S. I. Suyatinov

3 The Relationship Between the Mental Model
and the Situation Models

The mental model is an internal conceptual representation of the causal relationships
between the elements that people use to understand and manipulate reality [21–23].
Mental models can determine:

1. What information is accessed,
2. How this information is interpreted and integrated,
3. What forecasts are made in relation to the system in the near future (in fact,

these are all three main levels of awareness of the situation).

In this sense, the situation model is the current implementation of the mental
model, which is more general in nature. A pilot is considered situationally aware
when he has a good general mental picture of what is happening during the flight,
and it consists of a set of models of situations formed by a person in the process of
training and life experience.

The following is an approach based on the use of biological principles of
presenting situational awareness [24]:

• Availability of a multi-channel information system (sensor fields) for monitoring
the external environment and the internal state of the system;

• Principle of multiscale representation of a virtual model: the behavior program
(control model) has a hierarchical structure containing consistent submodels of
varying degrees of detail and abstract representation (a set of situational models);

• Interaction of models of different levels on the principles of regularization;
• Multi-model reflection of the outside world;
• Principle of invariant representation of the external environment;
• Availability of mechanisms for forecasting changes in the external world.

The basis of these principles is precisely the mental models. The hierarchical
structure of the mental model, which includes a set of models of situations, is shown
in Fig. 2.

Note, that mental models are not immutable, they can grow and develop with
experience. However, to a large extent, mental models represent static knowledge
about the system: its important features, how it functions, how different components
affect others, and how its components will behave when faced with different factors
and influences. And in this respect, the production rules of expert systems are actually
the implementation of the mental models of the expert.

The above scheme of SA formation, based on the mental model, does not take
into account the fact that the loss of situational awareness and also the risk of flight
safety can be caused by other factors, such as fatigue, stress and high workload.
A loss of understanding about any of these factors can lead to a loss of the pilot’s
overall situational awareness. Therefore, it is also necessary to monitor the state of
the person and his performance.
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Fig. 2 Scheme of the formation of SA based on the mental model

To implement the proposed approach, it is necessary to develop methods for
systematization and formation of adaptable situational models devoid of subjectivity,
based on the biological principles of constructing mental models and taking into
account the functional state of the human operator [4, 24, 25].

The general structure of the automated control system for anthropocentric objects
is shown in Fig. 3.

Thus, the general structure of the decision support subsystem for controlling
anthropocentric objects should include three important modules. Their joint func-
tioning will make it possible to form a situational awareness taking into account
the state of the human operator and a set of unstructured data about the external
environment and the state of the controlled object.

Let’s consider a possible way to implement the monitoring module.



346 L. T. Zaw and S. I. Suyatinov

Fig. 3 General structure of the automated control system

4 Features of Assessing the State of a Human Operator

Currently, there are various methods for assessing the state of a human operator: by
galvanic skin response, by biometric images, by the frequency-amplitude spectrum
of EEG signals (electroencephalogram), by heart rate variability. Among them, one
of the most objective and convenient for automated processing is the assessment of
the functional state by biosignals (ECG, sphygmogram, etc.). At the same time, the
use of two biosignals of the cardiac cycle increases the reliability of the assessment,
which also solves the problem of identifying the cardiovascular system.

The result of identification is a model of the dynamics of the system, and the state
is assessed according to the values of the parameters of the model [4]. However,
the problem is that the parameters characterizing the same states may have different
meanings for different people. This is due to the variety of psycho-physiological
types of people and their different reactions to stress and fatigue.

To solve this problem and to implement the module for monitoring the state
of a human operator, a two-level information processing scheme is proposed. The
structure of the system for assessing a person’s state based on biosignals and the
results of psychological testing is shown in Fig. 4.

The upper level determines the “semantic” model or psycho-physiological type of
human behavior based on the initial information (psychological testing of people).
At the lower level, a dynamic model of the state of the cardiovascular system is
created based on biosignals. Then, in the information merge block, the current state
of a person is determined for the selected psychophysiological type of behavior and
the parameters of the model obtained in the lower block.

In this case, the model merging mechanism is the solution to the classification
problem. Each class has its own set of parameters of dynamic low-level models that
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Fig. 4 Two-level system for assessing the human state

determine a particular state of a person. The specific state is defined in the behavior
merge block.

Thus, we obtain the following procedure for assessing the state [25]. According
to the results of psycho-physiological testing at the upper level, the psychological
image (model) of a person is determined. In the testing process, such indicators are
assessed as:

• The severity of emotional stress (maximum, severe, moderate, absent);
• Balance of nervous processes (excitement, inhibition, norm);
• Strength of nervous processes (weak, medium, strong);
• Decreased performance (high, moderate, absent);
• Social adaptation according to the Holmes scale (low, threshold, high);
• Toronto scale of alexithymia (neuroses, psychosomatic diseases, healthy);
• Age (20–35 and 36–50).

In the memory of this level, for each psychological image, the sets of parameters
of the lower-level model, that characterize the functional state, are stored.

At the lower level, the system dynamics model is reconstructed using biosignals.
The parameters of the resulting model are a vector of features of the functional state.

In the merge block, a set of parameters of a certain psycho-physiological image is
mapped to this vector. Thus, when assessing the state of a human operator, its psycho-
physiological type is taken into account. This reduces the ranges of possible variations
of parameters in the gradation of functional states. As a result, the objectivity of the
assessment is increased.

Note that physically the upper level and the merge block can be implemented
using intelligent technologies, for example, in the form of expert systems.
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5 Conclusion

The chapter focuses on the process of forming situational awareness in a human
operator who controls a complex anthropocentric object. Taking into account the
peculiarities of this process, the general structure of the automated control system
is proposed. It takes into account the principles of constructing mental models and
the functional state of the human operator. To increase the objectivity of decisions,
a two-level procedure for assessing a person’s state is used.

The obtained results, based on the biological principles of the formation of situ-
ational awareness, are of a system-wide nature and can be used in automated and
automatic systems in order to increase the autonomy of control. They can serve as
a conceptual basis for the construction of applied systems using the elements of
intelligent control inherent in living organisms.
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Methods and Technologies of Developing
Computer Simulators for Training
Resource-Saving Control
of Electrotechnological Installations

Olga Ershova and Tamara Chistyakova

Abstract Methods and technologies for the development of computer simulators for
the training of control industry personnel and the acquisition of skills in resource-
saving control of electrotechnological installations, characterized by a variety of
processes and the simultaneous occurrence of chemical reactions and phase trans-
formations, are considered. A unified functional structure of simulators, information,
mathematics, and software was created, which is a flexible customizable environ-
ment for this class of objects. Based on the information and mathematical support,
training scenarios are developed in which different situations and disturbances are
modeled by changing the model coefficients and varying the values of variables in
the ranges of change. To develop interfaces as close as possible to real objects in
a limited time frame, a SCADA HMI was used. The methodology for the develop-
ment of computer simulators has been tested on the example of electrochemical and
electrothermal production of aluminum, calcium carbide, and phosphorus. The effi-
ciency of computer simulators is confirmed by the results of approbation for Russian
industrial enterprises, scientific and educational organizations.

Keywords Computer simulators · Training of control industry personnel ·
Resource-saving control · Electrotechnological installations

1 Introduction

Modern chemical production facilities are characterized by a combination of the
complex hardware design of technological processes (TP) and control systems,
increasing the efficiency of which is associated with improving the systems them-
selves and improving the skills of production personnel of various categories who
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operate the equipment and make control decisions. It is generally recognized that the
training and retraining of qualified personnel are effectively carried out usingmodern
training tools and information technologies. To do this, we need training centers
equipped with software and hardware complexes, including computer simulators
(CS) [1–5].

The object of research of thiswork is electrotechnological installations (EI),which
are installations in which electrical energy is converted into other types of energy
with the simultaneous execution of TP. The term "electrotechnological installations"
includes units in which electrotechnological processes are carried out, including the
processes of electrochemical and electrothermal production, which have common
features: potentially dangerous, material- and energy-intensive, characterized by a
variety of processes and a large number of interdependent parameters, chemical reac-
tions occur under the influence of high temperatures due to electric heating, chemical
and phase transformations occur simultaneously in the reaction zone, control actions
are used to maintain the TP, which differ in the degree of influence and frequency of
application [6–8].

Since the objects under consideration are energy-intensive, resource-saving
control is necessary, and since the objects are complex, characterized by a significant
influence of disturbing influences, simulators are needed.

The presence of common features of the objects of study and control made it
advisable to create a single functional structure of simulators. A methodology for
developing CS is proposed to improve the efficiency of the operation of plants by
acquiring control skills by personnel that ensures safe, resource-saving operating
modes while ensuring the specified performance and the required quality of the
target products.

The safe operation of the TP is due to strict compliance with the technology, the
ranges of parameters provided for in the technical regulations, and the equipment
with effective means of control, regulation, and emergency protection.

Energy-saving—this is a set of various research, educational, design, production
and economic, organizational and economic, managerial and any business activ-
ities carried out on the basis of the most complete use of intellectual and infor-
mation resources, to ensure optimal unit costs of all types of natural and material
resources (mineral raw materials, fuel, and energy resources, water, air), as well
as labor resources, which are necessary for the release in the required place at the
required time of the required type of the required quality and quantity of products in
compliance with the conditions of national and international legislation, as well as
the requirements for environmental protection from chemical pollution [9–16].
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2 Formalized Description of the Objects of Study
and Control

The system approach to the object of study consists of a comprehensive study of
processes as a whole from the standpoint of system analysis, consideration of a
complex problem and its detail, formulation of criteria for specifying goals, synthesis
of an effective functional structure for achieving goals, development of information,
mathematical and software.

The prospects for the creation and implementation of CS are high-quality training
of operational personnel in order to study the features of production: the structure
and connections of equipment, operating disturbances, control restrictions, cause-
and-effect relationships in the control object, the ability to analyze information about
the state of the object in a timely manner to make the right control decisions.

Trends in the development of industry and information technology place high
demands on the development and creation time of software, for which it is necessary
to use developed development environments that allow you to create interfaces for
control personnel, as close as possible to real objects and in a limited time. The
development of simulator software in the SCADA system environment allows you
to effectively solve these problems.

In this chapter,we propose an approach to the development of computer simulators
in the SCADA environment for the acquisition of professional competencies by
personnel in the control of electrical technology installations.

Taking into account the common features of the EI, a single structure of simulator
software for this class of objects has been created. Software development in the
environment of SCADA systems is an urgent science-intensive task on the way
to improving the reliability, security, and efficiency of their operation, which has
practical value. Modern technologies can significantly reduce the development time,
which confirms the correctness of the chosen approach [17].

Based on the analysis of EI as objects of study and control and their general char-
acteristics and for the synthesis of the general structure of the software, a formalized
description of the processes presented in Fig. 1 is developed, the tasks of training
and control are formulated, information, mathematical and software are developed.

ID–process ID: ID = 1–aluminum production, ID = 2–production of calcium
carbide, ID = 3–phosphorus production;

x I D–input variables: X I D
material–characteristics of raw materials (specific

consumption of raw materials, concentration of the i-th chemical component
in the s-th input stream, density, granulometric composition of the s-th input
stream); X I D

construction–design characteristics of the electrotechnological installation
(diameter\length and width of the EI, height, diameter of the electrode /anode);
X I D
electrical–electrical parameters of the installation; I–current strength, A.
μ I D–control actions:�GID

mix–rawmaterial consumption, t/h;�l I Delectrode–position
of the electrodes (anodes), m;
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Fig. 1 Formalized description of the objects of study and control
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f
I D
–disturbing effects: �C I D

i,s –fluctuations in the chemical composition of the
i-th component in the s-th input stream of raw materials; F I D

environment–fluctuations in
environmental parameters (temperature, humidity);

y I D–output indicators: GID
product–quantity of the received product, kg/s;

C I D
product–concentration of the key component in the melt, mass fraction;

QID
c –the amount of electricity consumed for the production of products, Wh.

3 Information and Mathematical Support

Information support includes:

– Database (DB) of administrative and production personnel, which stores informa-
tion about all registered users with the appropriate access rights: the administrator
ensures the operation of the system; the instructor organizes the training process;
the trainees are the main users.

– Database of TP variables;
– The database of raw materials includes the type of raw materials of a certain field,

the density of raw components, the decomposition coefficients of the components,
and stoichiometric coefficients;

– The equipment database includes the types of EI, design characteristics, current
strength, and coefficients that determine the type and design features of the EI;

– Database of products of various brands.

The knowledge base (KB) for emergency control is developed based on expert
knowledge and data on the operation of the facility and contains information about
typical emergency situations, the causes of their occurrence, and recommendations
for elimination. Classification of situations in the KB is carried out by a combina-
tion of DB variables that describe each situation. DB and KB can be updated and
supplemented as necessary [18].

The mathematical software includes mathematical models (MM) of processes.
The task ofMMsynthesis is to determine the structure and ensure acceptable accuracy
by adjusting the coefficients of the model [18, 19], the functional relations of which
are presented in the form y = φ(x, μ, A), where A is the coefficients of the model.

The generalized model for the objects of study and control can be represented
like this.

Material balance equation for calculating the concentration of a key component
of raw materials Cs in the melt (reaction zone):

mraspl · ds
dt

= �Gmix − kr · Gproduct (1)

where Gproduct–the amount of the resulting product, kg/s.
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Gproduct = kelchem · I · η (2)

kelchem–the electrochemical equivalent of the key component, kg/(A·s); I–current
strength,

A; η–current output; m raspl–melt mass, kg; �Gmix–consumption of loaded raw
materials, kg/ s;

kr- stoichiometric coefficient of decomposition reaction; Cproduct = f 1 (Cs) [6].

The initial data for the calculation (1) are m raspl , Gs, kr .
Equation for calculating the inter-pole distance lmpr :

dlmpr

dt
= vel − vproduct , (3)

where vel = Gel
ρel ·Sel –the rate of combustion of the electrodes/anodes due to their

consumption, m/s.

vproduct = Gproduct

ρproduct · Sraspl -product level change rate, m/s.

whereGel–consumptionof electrodes/anodes, kg/s;ρel–density of electrodes/anodes,
kg/m3; Sel–cross-sectional area of the electrodes/anodes, m2 ; ρproduct–product
density, kg/m3; Sraspl–melt cross-sectional area, m2 .

The initial data for the calculation (3) are: G product , Gel., Sel, Sraspl.
Heat balance equation for determining the melt temperature:

mraspl · craspl · dTraspl

dt
= I 2 · Rmpr − αraspl · Sraspl · (Traspl − Tsmelt )

− kbottom · Sbottom · (Traspl − T0) (4)

where craspl–heat capacity of the melt, J/(mol K); Traspl–melt temperature, °C; Rmpr–
melt resistance, Ohm; αraspl–heat transfer coefficient from the melt to the melting
zone, W/m2 °C; Sraspl–melt cross-sectional area, m2; Tsmelt–the temperature in the
melting zone, °C; kbotton–heat transfer coefficient from the melting zone to the
environment, W/m2°C; Sbotton–total area of the spring and electrodes/anodes, m2;
To–ambient temperature, °C.

The equation for calculating the speed of movement of electrodes/anodes:

d�lel
dt

= vel − vproduct + Kctrllctrl (5)
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where lctrl–speed of movement of the electrode/anode during control, m/s; Kctrl–
accepts values −1, 0, + 1.

The voltage at the installation and the current passing through it are available
for automatic control. These parameters are related to the state variables of the
installation via resistance and reverse EMF, from which it is possible to obtain an
explicit dependence of the voltage on the state variables. Therefore, the equations
for calculating the electrical parameters:

U = I · R + E (6)

R = Rnom + kRl · (lmpr − lmprnom ) − kRT · (Traspl − Trasplnom ) + kRC (CS − CSnom ),

E = Enom − kET · (Traspl − Trasplnom ) − kEC · ln CS

CSnom

,

where U–operating voltage, V;

R–resistance, Ohm;

E–reverse EMF, V;

index nom–nominal values;

kRl, kRT, kRc, kET, kEc–coefficients of influence of the type and design features of the
equipment on the electrical parameters.

Initial conditions for solving a system of equations:

t0 = 0; CS(t0) = CS0
; Traspl(t0) = Traspl 0; �lel(t0) = �lel 0; t0 ≤ t ≤ tk .

Calculation of the amount of electricity consumed Qc for the production of the
product:

Qc = J2 R t ,

Thus, taking into account the Eqs. (1)–(6) Qc = f2(J, R, Traspl, Cs, �Gmix, �lel)
and by changing the values of the control actions, you can minimize the value Qc.

The results of the calculation of the models were verified according to the
experimental data provided by “GIPROCHIM-TECHNOLOG” S.Ltd and “RUSAL-
VAMI” Ltd, and their adequacy was confirmed by the fulfillment of the adequacy
condition according to the Fisher criterion.

In the normal mode, the task of management is to find such values of control
actions that ensure the maintenance of the routine resource-saving mode and the
required values of production indicators (productivity and quality of the target
product) when the object is affected by disturbing influences and while observing
the restrictions on the values of variables).
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Setting the task of teaching resource-saving control: for a given vector of input
variables XID under the influence of disturbances fID by varying the values of the
control actionsμID in the regulatory ranges {�lIDmin≤ �lID≤ �lID max,�GIDmin
≤ �GID ≤ �GIDImax}, depending on the types of equipment and raw materials,
find such a vector of control actions μIDopt = {�GIDopt, �lIDopt}, at which the
required performance is provided (GID

productmin ≤ GIDproduct ≤ GIDproductmax) and
the specified quality (CID

productmin ≤ CID
product ≤ CID

productmax) of output product,
the minimum amount of electricity consumed Qcmin, under the restrictions on safety
indicators lIDelectrode ≤ lIDdop, Tsmelt ≤ Traspl ≤ Traspl max.

Setting the task of teaching control in emergency situations: for a given vector of
input variables XID based on the description of abnormal situations associated with
the release of safety indicators and equipment performance beyond acceptable limits,
the causes of their occurrence, determine the most likely cause of the situation, as
well as the magnitude and direction of changes in control actions μID, which will
ensure the exit of the object from the mode of violation of the regulatory boundaries
of variable values and their return to the acceptable range of operation.

Based on the information and mathematical support, training scenarios are devel-
oped in which different situations and disturbances are modeled by changing the
model coefficients and varying the values of variables in the ranges of change.

When solving the problem of learning to control an object with different sources
of raw materials [20], the vector of coefficients A {kelchem, kr, Gel, ρel}.

When solving the problem of learning to control various types of EI [21], the
vector of coefficients A {η, J, kRl, kRT, kRc, kET, kEc}.

Scenarios have been developed for typical situations: increased EI voltage, high
metal level, high concentration of a key component in the melt, changes in the
composition of raw materials, changes in the ambient temperature.

In Fig. 2 the algorithm of formation of the training scenario is presented.

4 Software

As a tool for creating simulator software, the SCADA system is chosen as a universal
development environment that allows you to create calculation modules, dynamic
visualization, and interfaces that simulate control panels at the modern level. The
developed functional structure includes DB; scripts for implementing MM and
training scenarios; modules for displaying information using visualization tools
(animation, time graphs, dynamic display, and control elements), etc. The functional
structure of the CS is shown in Fig. 3.

The software is tested on the basis of the InTouch SCADA system (based on a
university license), but can also be created in other environments [16]. The software
allows you to configure simulators for training in the management of objects with
different sources of raw materials (when changing suppliers), different equipment,
and different performance.



Methods and Technologies of Developing Computer Simulators … 359

Fig. 2 Algorithm for creating a training scenario
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Fig. 3 Functional structure of computer simulators on the example of the production of aluminum,
calcium carbide and phosphorus
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Automated workstations (AWS) of trainees and instructors have been developed
for training. The learner’s AWS is similar to the operator’s AWS and allows you
to study the cause-and-effect relationships of the process, get tips on controlling
emergency situations based on expert knowledge, and learn using training scenarios.
The main window of the AWS operator is a dynamic mnemonic, which has a set of
nested windows, controls, 3Dmodels of equipment [21], and displays of information
in the form of tables and graphs.

In the simulators, various training options are possible: studying theoretical mate-
rial with the help of an information and reference subsystem; testing theoretical
knowledge with the help of a testing subsystem; studying the process through a
mnemonic circuit, familiarizing yourself with dynamic display and control elements,
the ability to vary the values of control actions to ensure a resource-saving mode;
configuring the system for specific equipment (geometry, power, performance);
setting restrictions on DB parameters; study of the causal relationships of the process
in themode of independent (free) training, which results in the formation of resource-
saving control skills; acquisition of behavior skills in emergency situations; work on
independent training scenarios; work on the scenario set by the instructor.

AWS of the instructor is designed to organize and conduct the training process,
monitor the actions of trainees, and evaluate their performance. AWS provides
signaling and graphical display of information, as well as the ability to monitor
and analyze the actions of several trainees from a remote computer. The instructor
can initiate various training modes (individual scenarios or exam mode), intervene
in the training process, and make appropriate recommendations or answer questions
that arise from the trainees. Based on the results of training, a training protocol is
formed, which contains the data of the trainee, the date and time of training, the
scenario and the name of the simulated situations, the status of the situation (elimi-
nated /not eliminated), the regulatory values of the parameters and their deviations
from the norm. The protocol is available to the administration and the instructor and
is a document for evaluating the student’s qualifications.

5 Conclusion

The developed CS allows you to gain knowledge about the features of processes,
study the design of equipment, conduct knowledge testing and learn how to manage
processes. With their help, you can conduct initial training of operators, replenish
knowledge and acquire the necessary skills of resource-saving control for operators
who do not have much experience, and for experienced personnel to improve their
skills. The researchwas carried out at the expense of a grant from theRussian Science
Foundation (project No. 21-79-30029).

Methods and technologies for the synthesis of computer simulators can be used
to create simulators for other classes of objects. The gym complex is a flexible
configurable software package. It is based on models and algorithms for learning
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process control, programmatically implemented and tested in the SCADA system
environment.

The method of developing simulators is tested on the example of the production
of aluminum, calcium carbide, and phosphorus. Testing of simulators was carried out
for Russian industrial enterprises; their performance is confirmed by the certificates
of implementation in the educational process of SPbSIT (TU) and other universities,
research, and production activities.

References

1. Bainbridge, W.S.: Computer Simulations of Space Societies, 1st edn. Springer, p. 261 (2018)
2. Eremin, O., Stepanova, M.: A reinforcement learning approach for task assignment in IoT

distributed platform. In: Studies in Systems, Decision and Control, vol. 350, pp. 380–389.
Springer (2021)

3. Hafez, M.M., Tavernetti, W.: Introduction to computer simulations for integrated STEM
College Education, p. 236. World Scientific Publishing (2019)

4. O’Kelly, P.: Computer Simulations of Thermal Plant Operations, p. 524. Springer (2012)
5. Dittmann, J., Michaelis, D., Middendorf, P., Böhler, P.: Process Simulation as Part of Industry

4.0. Lightweight Design, vol. 9, pp. 6–11. Springer (2016)
6. Bogdanov, S.P., Kozlov,K.B., Lavrov, B.A., YA, E.: Solovejchik: Elektrotermicheskie processy

i reaktory: Uchebnoe posobie. Lavrov, B A. (eds.), p. 424. Prospekt Nauki (2018)
7. Biesheuvel, P.M., Dykstra, J.E.: Physics of Electrochemical Processes, p. 395 ( 2020)
8. Ershova, O.V., Chistyakova, T.B.: Programmnye kompleksy dlya upravlyayushhego personala

elektrotermicheskikh proizvodstv. Izvestiya SPbGTI(TU), № 28, pp. 89–98 (2015)
9. Meshalkin, V.P., Bobkov, V.I.: Avtomatizirovannaya sistema podderzhki prinyatiya reshenij

po optimizaczii energoresursoeffektivnosti ekologicheski bezopasnoj tekhnologii pererabotki
otvalov tekhnogenny‘kh otkhodov gornoobogatitelnykh predpriyatij. Materialy 2-go Italo-
Rossijskogo Simpoziuma «Energosberezhenie, sokhranenie resursov i pererabotka otkhodov».
Rim, 1–2 iyuly. ISBN: 979–12–200–8267–9 (2019)

10. Meshalkin, V.P.: Vvedenie v inzhiniring energoresursosberegayushhikh khimiko-
tekhnologicheskikh sistem: uchebnoe posobie. RKhTU im. D.I. Mendeleeva, p. 208
(2020)

11. Bobkov, V.I., Fedulov, A.S., Dli, M.I., Meshalkin, V.P.: Scientific basis of effective energy
resource use and environmentally safe processing of phosphorus-containing manufacturing
waste of ore-dressing barrows andprocessing enterprises.CleanTechnol. Enviro. Policy 20(10),
2209–2221 (2018)

12. Meshalkin, V.P., Vagramyan, T.A., Mazurova, D.V., Grigoryan, N.S., Abrashov, A.A., Khod-
chenko, S.M.: Development of a power-and-resource-saving combined low-temperature
chemical engineering process of crystalline phosphatizing. Dokl. Chem. 490(1), 19–21 (2020)

13. Glinushkin, A.P., et al.: Energy resource efficient and environmentally friendly land use plan-
ning principles for intensive remediation of solid waste landfills. In: IOP Conference Series:
Earth and Environmental Science, vol. 663, pp. 1–7 (2021)

14. Bogomolov, B.B., Boldyrev, V.S., Zubarev, A.M., et al.: Intelligent logical information algo-
rithm for choosing energy and resource-efficient chemical technologies. Theor. Found. Chem.
Eng. 53(5), 709–718 (2019)

15. Meshalkin, V.P., Bobkov, V.I., Fedulov, A.S., Dli,M.I., et al.: Scientific basis of effective energy
resource use and environmentally safe processing of phosphorus-containing manufacturing
waste of ore-dressing barrows and processing enterprises. Clean Technol. Environ. Policy
20(10), 2209–2221 (2018)



Methods and Technologies of Developing Computer Simulators … 363

16. Bobkov, V., Dli, M.:. Optimal control for energy and resource efficiency in the drying process
of pellets fromApatite-Nepheline Ores. In: Studies in Systems, Decision and Control, vol. 342,
pp. 253–264. Springer (2021)

17. Samarina, A.M., Ershova, O.V.: Architecture of a software training complex for aluminum
industry personnal. Autom. Remote Control (Automatika i Telemekhanika). 71(8), 1711–1717
(2010)

18. Chistyakova, T.B., Ershova, O.V.: Razrabotka kompyuternykh trenazherov dlya obucheniya
personala upravleniyu elektrotekhnologicheskimi ustanovkami. XIII Vserossijskoe sovesh-
hanie po problemam upravleniya, VSPU-2019-ICS RAN, pp. 2392–2399 (2019)

19. Meshalkin, V.P., Panchenko, S.V., Dli, M.I., Panchenko, D.S.: Analysis of the thermophysical
processes andoperatingmodes of electrothermic reactor using a computermodel. Theor. Found.
Chem. Eng. 52(2), 166–174 (2018)

20. Bobkov, V.I., Borisov, V.V., Dli, M.I., Meshalkin, V.P.: Study of the thermal characteristics of
phosphate raw materials in the annealing temperature range. Theor. Found. Chem. Eng. 51(3),
307–312 (2017)

21. Hyunoh, L., Mun, D., Kwon, S.: Semantics-aware adaptive simplification for lightweighting
diverse 3D CAD models in industrial plants. J. Mech. Sci. Technol. 34, 1289–1300 (2020).
(Springer)



Educational Programs’ Development
in the Field of Software Systems
for Designing and Control
Cyber-Physical Systems Using
Information Modeling Technologies

Alexey Dukhanov and Tamara Chistyakova

Abstract In this chapter, we propose an approach to developing educational
programs for training professionals in designing and controlling cyber-physical
systems. The proposed upper-level matrix contains relations between the general
needs of companies, the skills of the graduate, the relevant technologies, and themain
topics of the educational program. Every relation allows us to tune the future program
according to the general needs of companies, academic degrees, and domain direc-
tion. Furthermore, to structure the relevant modules/courses, we offer to use ontolo-
gies of related scientific fields and technologies. Furthermore, we proposed to apply
reusable learning abstractions to fill courses with content based on existing learning
resources and different forms of digital scientific results. Finally, the proposed
approach is demonstrated by the example of the educational programs “Computer-
aided design” designed at the Saint Petersburg State Institute of Technology and the
advanced training course “Big Data andMachine Learning for Qualified Customer’s
Service” (ITMO University).

Keywords Educational programs · Information modeling technologies ·
Upper-level matrix

1 Introduction

The trends of industry 4.0 [1] determine the growth of the products and services
variety, including due to the possibilities of customization with the help of modern
cyber-physical systems (CPS). For example, companies can produce custom-made
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products for private clients: from unique images to specialized properties and indi-
vidual forms. Such opportunities are available due to the modern capabilities of
digital technologies based on classical and modern mathematical software, informa-
tion, and computer modeling (for example, ontological model and artificial neural
network [2]). The development and maintenance of a CPS with such capabilities are
very complex and expensive processes. At the same time, errors in the design and
control of such systems can lead to damage and further downtime, causing serious
losses.

The software for modeling and maintenance of the CPS (including digital twins
of the equipment or the digital factory in general [3]) allows reducing the given above
costs significantly. The diversity of such programs is defined by the diversity of the
CPS, as well as the diversity of products created and services provided. Therefore,
at present, specialists-developers of such programs are in great demand.

Due to the rapid change of information technologies, the learning of such
specialists should be aimed at system thinking and possession of appropriate tools
(including information modeling methods), cross-cutting information technologies
among them. At the same time, the relevant educational programs should be devel-
oped and continuously coordinated with representatives of companies that carry on
business by means of CPS or develop appropriate software for them.

This chapter is devoted to solving the given above challenges. We will describe
the development process of such programs drawing on the experience example of
ITMOUniversity and the Saint Petersburg State Institute of Technology (SPSIT).We
will also consider how the proposed approach can ensure the formation of individual
educational trajectories.

2 Technological Background and Related Works

2.1 What Are the Modern CPS by Nature of and Why is
the Software Needed, as Well as Digital Twins?

Modern CPS are not limited to machines with digital software control. Currently,
they can serve as distributed robotic technological lines capable of performing multi-
threaded operations on various complex templates using a wide range of raw mate-
rials and components [4]. The designing, debugging, tuning, and operation of such
systems are impossible without accompanying and management software developed
using cross-cutting technologies [5]. It is very important to tend to zero probability of
failure by maintenance such systems [6] since the cost of their downtime and repair
is very high. An example of such a system is intelligent heavy sawing machines [7],
an automated line for the recovery of aluminum and lithium-iron-phosphate compo-
nents from spent lithium-iron-phosphate batteries [8], and extrusion and calendrer
lines for film materials production [9], (Fig. 1).
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Fig. 1 Extrusion and calendrer lines for film materials production

Therefore, in the different industrial branches, CPS is a very expensive program-
able complex distributed system, which can perform different operations depending
on the specified scenario. Maintenance and operation of these devices require high
qualified professionals with skills in system analysis, mathematical modeling and
computer simulation, control theory, and software application design and implemen-
tation. In this chapter, we offer the top matrix, which represents scientific means
and technologies, general internal corporate needs, skills, and learning topics for the
educational program to learn high qualified professionals in the area of design and
control of CPS.

2.2 Cross-Cutting Information Technologies

In this chapter, we do not touch in detail on cross-cutting technologies. But they are
directly related to the design and control of cyber-physical systems. Therefore, we
will give brief information about them.

In the last couple of decades,Machine Learning technologies have been themeans
of automatically detecting patterns in arrays of different types of data and are widely
used, including in classification and forecasting tasks [10]. BigData technologies are
shifting modern research and related engineering solutions in favor of data-centric
architecture and operational models [11]. Virtual and augmented reality technologies
(in some works, for example [12], such technologies are called Extended Reality)
not only allow to present data and models of objects in a convenient form for a
person[13] but also are a powerful tool for conversational interaction with the CPS.
Due to the high cost of the CPS, AR/VR technologies in the period of Industry 4.0
are almost always used in the development of appropriate learning tools, including
simulators [14]. Also among the cross-cutting technologies are distributed registry
ones and the Internet of Things, without which it is difficult to imagine modern CPS
in the trends of Industry 4.0 [15]. In recent years, quantum technologies have been
actively used for the design of intelligent CPS [16].
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2.3 Overview of Approaches that Facilitate the Development
of Educational Programs

In the educational direction, there is a large number of scientific works related to all
stages of the development of educational programs: the formation of general require-
ments taking into account the opinions of companies’ representatives, structuring,
and content development. The negotiation approach is presented in the work [17].
This approach makes the course being developed more relevant to the requirements
of all interested participants in the educational process. By developing, it is very
important to organize processes scaffolding in the development and implementation
of educational programs. The paper [18] shows the application of this approach in
order to reduce the costs of teachers for formal and technical actionswhen developing
a course.

A smart card method is a powerful tool in the development of concepts and the
design of various systems. IMA-CID ontology is used for structuring and devel-
oping course elements [19]. In the paper [20], the authors showed an increase in the
number of ideas that students formulate using this method. The authors of the work
[21]showed using a mindmap to form the means for runtime verification taxonomy.
The smart maps approach is also used to represent technology taxonomies. In partic-
ular, the GitHub resource1 presents a set of intelligent maps of scientific methods,
technologies, and tools related to Machine Learning.

Consequently, this approach allows us to perform automatic generation of
electronic educational content suitable for multiple platforms, including mobile
devices [22]. The formation of educational content using the concept of abstract
hybrid learning resources [23] allows us to cover numerous interdisciplinary issues
appropriate to many different learning outcomes.

3 Development of an Educational Program

3.1 Creating the Top Matrix for the Development
of an Educational Program

To develop an educational program, we primarily rely on modern scientific and
technological directions, aswell as the general needs of companies that use or develop
CPS. These directions and needs are determined based on the study of arrays of
scientific articles and other sources related to the considered field. It is also very
important to attract representatives of relevant companies. In general, we held a
number of meetings with representatives of international industrial companies for

1 https://github.com/dformoso/machine-learning-mindmap?utm_content=bufferccd3b&utm_med
ium=social&utm_source=twitter.com&utm_campaign=buffer.

https://github.com/dformoso/machine-learning-mindmap?utm_content=bufferccd3b&amp;utm_medium=social&amp;utm_source=twitter.com&amp;utm_campaign=buffer
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the production of polymer films Klöcker Pentaplast Europe GmbH & Co, Kohlert-
Consulting (Germany), the factory in St. Petersburg JSC (Joint Stock Company)
“Plastic Processing plant named after Komsomolskaya Pravda” (Russia), as well as
petrochemical and oil refining enterprises: PJSC Gazprom Neft, PJSC NK Rosneft
(Russia). By forming a list of companies’ needs, a list of scientific and technological
areas that these needs can cover was directly determined. By forming the list of
scientific and technological directions, we took into account not only the needs of
companies but also the trends in the development of cross-cutting technologies, as
well as technologies used in the design and maintenance of the CPS. The needs
themselves are formulated in terms of technological processes, not competencies.
Also, the formulation of competencies is carried out taking into account educational
standards and other regulatory documents. Therefore, the competencies (skills) are
formulated separately but are brought into accordance with the representatives of the
companies.

Below is a list of needs, as well as scientific and technological directions.

The needs of companies:

• Structural Design of the CPS (CPS_SD);
• Modeling and Forecasting of the CPS Activity and their Components (CPS_SF);
• Decision-Making Support in the Organization and Control of the CPS (CPS_DS).

Scientific and technological directions:

• Machine Learning and Cognitive Information Technologies (ML&CIT) [24];
• Methods for modeling CPS and Related Processes (CPSS);
• Optimization and Optimal Control Methods (OM&OC);
• Technologies of Algorithmization, SoftwareDesign and Implementation (ADDS)

[25];
• Systems of Statutory Documents in the Design, Implementation, and Application

of Software (SST).

The links indicate the sources in which the authors’ experience in the application
of appropriate technologies in the design and control of the CPS is presented.

The scientific means and technologies of the above-presented directions may
overlap. But this effect is an advantage since it determines the possibility of
repeating the material in passing to the development of new directions and levels
of competencies.

Note that the list of technological solutions does not include cross-cutting tech-
nologies “Internet of Things” and “Distributed registry Technologies”. They are a
powerful basis for the development of distributed CPS, but now the companies with
whose representatives themeetingswere held have been notified that they prefermore
desktop versions of software or network systems that work using standard protocols.
This decision is not caused by the low competence of the company‘s representatives.
The companies should have changed, but they should be carried out at a reasonable
pace and by means of technologies that have been repeatedly tested in real life.
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After the general needs of companies and scientific and technological directions
are formulated, we can proceed to the formulation of the graduate’s competencies.
Competencies are formulated by verbal turns and the abilities are determined that a
person should possess after the successful completion of the program. They should
invoke the above-presented directions and show the possibility of covering the needs
of each company’s employee who successfully completed the educational program.
Soft Skills and general professional skills are the same for all software programs.
Therefore, in the list below, we present only professional skills:

• to analyze production requirements, technological processes of creating a given
product, state the formulation of algorithmization and programming tasks (PS1);

• to develop mathematical and computer models, solve optimization problems for
maintenance and decision-making support in production control bymeans of CPS
(PS2);

• to carry out the conceptual, functional, and logical design of software packages
for CPS maintenance (PS3);

• to implement software packages for CPS maintenance (PS4);
• to prepare documentation for software packages under development (PS5).

Having received the above lists, we can proceed to the educational topics’ formu-
lation of the educational program’s professional module. Each topic corresponds to
one or more disciplines. But at this stage, the topics do not determine the curriculum.
They show educational events at the conceptual level. Such events provide students
with the necessary skills by teaching appropriate scientific and technological tools
from the areas given above. The list of topics should not repeat the list of scientific and
technological directions. It should ensure the conciliation of the educational process,
taking into account earlier learning events in the educational program for soft–and
general professional skills provision,2 as well as the educational process built in
the relevant department. These events are reflected in the educational programs of
bachelor’s degree preparation, for example, “Computer-Aided Design System” [26].

The formulation of topics using the above-mentioned lists and taking into account
the above-mentioned requirements is difficult. Therefore, it is proposed to write out
these lists in the form of a two-dimensional structure so that you can see the potential
connections between their elements: covering the general needs of companies with
technologies and skills, covering technologies and skills with educational topics.
Here we used the matrix approach and took the X-Matrix as a basis.3 However, its
content becomes different. We called such a matrix “Upper-Level” because it gives
general ideas about the educational program both for participants in the educational
process and for employers. The template of such a matrix is shown in Fig. 2.

In the upper part (the northern part of the matrix), the general needs of companies
(Intracorporative Needs) are recorded. It is recommended to write them down from
the bottom up, taking into account the product’s life cycle stages, the sequence of

2 Such activities include the development of approaches to studying the object and subject of research
(including a literary review), system analysis, algorithmization and general programming.
3 https://kanbanize.com/lean-management/hoshin-kanri/what-is-hoshin-kanri-x-matrix.

https://kanbanize.com/lean-management/hoshin-kanri/what-is-hoshin-kanri-x-matrix
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Fig. 2 Template of the
upper-level matrix for
educational programs’
development

its stages, or the complexity level of solving needs. On the left (the western part),
the scientific and technological directions are written. We recommend entering them
from right to left based on the above-mentioned logic. Competencies are added to
the eastern part of the matrix. They are entered from left to right in accordance with
the order of their provision. The southern part of the matrix is filled with educational
topics from top to bottom in the order of relevant activities’ implementation.

There are filled tables at the vertices of the matrix diagonals, that reflect the rela-
tionships between needs, scientific and technological directions, skills, and educa-
tional topics. If there is a corresponding relationship, then it is reflected in the form
of “X” characters: from one to three ones. The values of the relevant symbols for
each matrix vertex (NW, NE, SE, and SW) are shown in Table 1.

3.2 The Upper-Level Matrix for the Educational Programs’
Development in the Field of the Software Packages’
Development for the CPS Maintenance

In Fig. 3 the completed upper-level matrix for the educational programs’ develop-
ment in the field of the software packages’ development for the CPS maintenance
is presented. This matrix represents the possibilities of implementing the relevant
educational program in themaximumversion. It is interesting not only for the general
coordination of the directions and content of educational cooperation between the
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Table 1 Indications of relationships between the main elements of the matrix

The number “X” The relationship between:

Needs and means
determined by the
directions (NW)

Needs and skills
(NE): application
of competencies
at the level of:

Skills and topics
(SE):
development of
competence to
the level of:

Topics and
directions (SW),
the mastering of
appropriate means
at the level of:

1 Application as an
auxiliary tool

Descriptions and
examinations

Understanding Overview

2 Application as a
fixed tool with its
alternative
replacing
possibility

solutions to
clearly defined
tasks

Applications Applications

3 Application as a
critical tool

Solving the
problems of
creating
something new

Critical analysis
and development

Development

Fig. 3 Theupper-levelmatrix for the educational programs’ development in the field of the software
packages’ development for the CPS maintenance
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participants of the educational process (scientific and pedagogical workers and the
university administration) and interested companies but also for their development
in the directions indicated in the western part.

At the same time, this matrix can be quickly adjusted in case of changes not
only in technologies but also after high-level decisions affecting the activities of the
collaboration participants.

To develop an educational program for a specific level of education, the resulting
matrix needs to be clarified. First of all, the clarifications relate to the relationships’
levels. In particular, for the bachelors’ preparation, it is sufficient to ensure the devel-
opment of competencies at the level of understanding and (or) application. For the
master’s degree, the level of competence can be increased.

3.3 Features of the Upper-Level Matrix Application
for the Development of Further Vocational Education
Programs

Of particular note is the development of programs for short-term further vocational
training. For such courses, the matrix will remain unchanged if the competencies are
mastered at the level of understanding. In other words, further vocational training
becomes an overview for a superficial update of knowledge (Refresher Course). A
similar course, called “BigData and Machine Learning for Qualified Customer’s
Service” was developed for top managers, middle managers, and other technology
leaders.4

If it is necessary to develop a course for the practical development of scientific
methods and (or) technologies (Advanced Training Courses), the matrix should be
adjusted by eliminating unnecessary entities. Thus, for the course “Intelligent Opti-
mization Methods for Computer Modeling”, developed at ITMO University at the
request of PJSC Gazprom Neft: Scientific and Technical Center, only the entities
LT4, OM&OC, CPS_DS, and PS2 were left in the matrix. The latter was narrowed
down to “The ability to apply basic and intelligent optimization methods to solve
problems of increasing the efficiency of individual teams and divisions in solving
production tasks”.

Thus, by means of the matrix, it is possible to form a large number of both indi-
vidual further vocational training programs and individual educational trajectories.
In such a situation, it is very difficult to cover all the options of trajectories in a natural
way. Therefore, it is necessary to solve the corresponding automation problem. The
solution to this problem,which is a separate study, is possible by creating a production
model of knowledge.

The adaptation of the matrix (Fig. 3) for bachelor’s and master’s degree programs
at SPSIT is given in Part 4 of this chapter.

4 https://news.itmo.ru/en/education/trend/news/10303/.

https://news.itmo.ru/en/education/trend/news/10303/
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3.4 Formation of the Program Content

To get to the program content, it is necessary to decompose the specified scientific
and technological directions into sections and appropriate tools (methods, techniques,
technologies, algorithms, etc.). For doing this it is possible to use both ready-made
direction structures and smart maps of the corresponding technology groups, or
develop one’s own taxonomies/smart maps. The list of disciplines is formed on the
basis of the obtained upper-level matrix, as well as the above-mentioned maps.

Smart maps of BigData andMachine Learning technologies can be quickly found
both in scientific sources, in blogs and posts, and in public web services for collab-
orative work.5 It was not possible to find generally accepted taxonomies of BigData
andMachine Learning as cross-cutting technologies. This is due to the fact that these
areas are actively developing and the lifetime of a particular digital technology does
not exceed two years. Therefore, it is better for developers of an educational program
together with representatives of companies to determine the appropriate smart cards
independently.

For a structural description of the program’s content and the relevant disciplines,
we propose to use frame modeling that has been modernized for the design of
training courses and educational trajectories [23, 27]. This simulation allows the
building of so-called basic learning resources (BLR) [23]. Using the logic of frame
modeling, Individual Learning Resources (ILR) are created on the basis of basic
learning resources. They are based not on elements of taxonomies and (or) intelligent
direction maps, but on information resources and reusable learning objects (RLO).
Information resources are ready-made scientific and technical solutions (scientific
and technical products [28]) presented in the form of information objects of the
following forms: scientific article, software documentation, high-tech software solu-
tion. The use of such resources makes it possible to teach students using examples
related to specific cyber-physical systems. In other words, the student has the oppor-
tunity to master high-tech technologies using real examples. To master the basics of
the corresponding element of the intellectual map (taxonomy), existing RLOs are
used [23]. Such objects are effective when it is difficult for a student (especially at the
bachelor’s level) to delve into real problems. Therefore, they may be offered simpler
learning tasks. Due to this approach, the development of a content is transformed
into the assembly of educational materials based on existing resources, taking into
account the personal parameters of individual courses and individual characteristics
of students.

We will show the advantages of using BLR and ILR. In Fig. 4, it is presented
without using these structures. The section “Genetic algorithms” from the taxonomy
of optimization tools is associated with two entities: a reusable educational object

5 https://github.com/dformoso/machine-learning-mindmap?utm_content=bufferccd3b&utm_med
ium=social&utm_source=twitter.com&utm_campaign=buffer; https://www.mindmeister.com/ru/
547743421/bigdata.

https://github.com/dformoso/machine-learning-mindmap?utm_content=bufferccd3b&amp;utm_medium=social&amp;utm_source=twitter.com&amp;utm_campaign=buffer
https://www.mindmeister.com/ru/547743421/bigdata
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Fig. 4 An example of relationships between an element of an intellectual map (taxonomy),
information resources, and educational objects

describing genetic algorithms with educational examples,6 information object
reflecting a scientific and technical solution: a software package for optimal planning
of the production of polymer materials using a genetic algorithm [29].

Presented in Fig. 4 the scheme reflects only the subject and resource side of the
educational process. To take into account the educational side, including the level of
education and types of learning activities, we use abstract hybrid learning resources
or basic learning resources (BLR) [23]. In such a structure, you can not only refer to
information objects and reusable educational objects but also set educational subject,
and technical parameters. In addition, such structures provide for the main types
of learning activities, which could be varied depending on the level of education,
the subject orientation of the course, the current purpose of learning, and other
educational tasks. The variation is determined by methods that can have the same
name but are described in different ways (the principle of polymorphism in the
object-oriented approach).

Figure 3. shows an example of a BLR for training on the use of genetic algorithms
for solving CPS control problems. This BLR refers to three information resources
(IR) and two RLO. IR and RLO are the content on the basis of which students will
be learned. The rules/recommendations for using this content are contained in the
methods that are used depending on the values of the BLR parameters. Figure 5
shows the possibility of using the BLR “Genetic Algorithms for CPS” in terms of a
preliminary study of materials and performing laboratory works, depending on the

6 https://towardsdatascience.com/introduction-to-genetic-algorithms-including-example-code-e39
6e98d8bf3.

https://towardsdatascience.com/introduction-to-genetic-algorithms-including-example-code-e396e98d8bf3
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Fig. 5 An example of a BLR based on a software tool, data, and documentation to support decision-
making in the control of a technological film cutting line

level of education: bachelor’s degree (Br) and Master’s degree (MS). The prelimi-
nary study of materials (as a form of the “Theoretical Study” event) for the under-
graduate level is based on the prerequisite part of the RLO “Genetic Algorithms”
(MPL_1 method). For the master’s level, it is proposed to recall the main theoretical
materials from the same RLO, as well as the RLO “Relational Database” (MPL_2
method). It is proposed to take information and data for performing laboratory work
for the bachelor’s level from RLO “Genetic Algorithms “(MLP_1 method), and for
the master’s level from IR: ”Software Documents “,”Application Software “, and”
Dataset” (MLP_2 method). Alternatively, you can use an article describing the solu-
tion in planning themovement of urban passenger transport using a genetic algorithm
[30]. Some of its parts can be used as teaching material for undergraduate students.
Thismaterial shows the application of the genetic algorithm in a real complex system.

Thus, the presented BLR for undergraduate students can be used for the initial
study of the genetic algorithm, aswell as for the practical application of this algorithm
for real data. At the same time, the same BLR can be used to develop options for
the distribution of film cutting tasks on the production line as a CPS for making
production decisions.

Automation of the selection of methods depending on the parameters can be
implemented using polymorphism, as shown in [23], or by creating and using a
system of production rules. For example, the rule:



Educational Programs’ Development in the Field of Software Systems … 377

IF (Degree = “Masters” and Domain = “PMP” and LearningTech =
“Flipped Learning” THEN {
- Activity[“Theoretical Study”] is “Preliminary Learn” = MPL_2;
- Activity[“Theoretical Study”] is “Lab’s Perform” = MLP_2
}

shows that in the case of using the “Inverted Class” educational technology for
master’s students who are studying in the field of polymer materials production, it is
necessary to: define theoretical study as a preliminary study of materials using the
MPL_2 method, and conduct a practicum in the form of performing laboratory work
using the MPL_2 method. The development of a method for the formation of such
production rules and the corresponding domain-specific language is a separate study
planned by the authors on the basis of [27].

4 Formation of Programs for the Bachelors’ and Masters’
Learning

In the previous part, we showed the formation of the top matrix and concepts of the
content building basedon technologiesmindmaps, and reusable learning abstractions
(BLR). We have presented how the same resource can be used for different levels
of education. Now we will show the adaptation of the upper-level matrix for the
following degrees: masters and bachelors. Adaptation is based on the fact that the
lower the degree, the fewer requirements for the development of competencies and
work with scientific tools and technologies. Thus, at first, we will receive a matrix for
the master’s program. Later we will receive a matrix for the program of bachelor’s
degree.

A professional with a master’s degree is required to possess most of the skills at
the application level (XX). He must have the key skills at the level of critical analysis
and modernization of the relevant tools. But unlike the Ph. D., the master’s degree is
more for practical professionals. Therefore, the corresponding relationships between
the elements of the matrix are adjusted in the direction of reducing the number of
characters “X” (Fig. 6 a).

For example, themaster is required to select and applymethods of system analysis
and information modeling for the formulation of CPS design tasks. But he does not
need to conduct a critical analysis of the relevant methods/methodologies in order
to modernize the established procedures. Therefore, in the south-eastern part of the
matrix, the number of “X” characters was reduced to two at the intersection of the
educational topics LT1 and PS1.

A specialist with a bachelor’s degree has lower requirements. In most cases, he
does not need to make changes to scientific tools and technologies. For example,
a bachelor must master cross-cutting information technologies in order to apply
Machine Learning and “KIT“ for the design of CPS (Fig. 6b). But he does not need to
develop a unique Machine Learning model or perform a modification of the selected
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Fig. 6 Upper-level matrices adjusted for a master’s degree program; b bachelor’s degree program

KIT. Therefore, at the intersection of LT2 and ML&CIT scientific and technological
directions’ educational topics, the number of “X” characters is one less than in the
master’s matrix. In some cases, within the framework of a given educational topic, it
is enough for him to master the skill at the level of understanding. For example, for
the design of a CPS, it is enough only to understand the methods of mathematical
and computer modeling. Therefore, there is only one “X” symbol at the intersection
of the LT4 educational topic and the PS3 skill.

For the level of education corresponding to the Bachelor’s or Master’s degree,
each academic topic can be assigned according to one or more courses. In the case
of several courses, the matrix can be refined.

5 Conclusion

In this chapter, we proposed an approach to the development of educational programs
for training professionals in the field of design and control of cyber-physical systems.

The approach is based on the deductive principle. First, four lists are formed: (1)
the needs of companies that expect graduates of programs; (2) a list of scientific and
technological areas that allow the needs to be covered; (3) a list of skills that graduates
must possess in order tomeet the needs of companies; (4) a list of educational subjects
on which the program is implemented. Such elements are interconnected. Relation-
ships reflect how some elements cover others, for example, with educational topics-
competencies or scientific and technological solutions-competencies. To display lists
and relationships on the same plane, an upper-level matrix is proposed. It allows to
development and coordination of the main outlines of the future educational program
in a short timewith the involvement of companies’ representatives, aswell as external
experts. The obtained upper-level matrix is specified for the bachelor’s and master’s
levels.

In order to structure and fill the program with content, it is proposed to choose
or set the ontologies of the selected scientific and technological directions and to
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collect and configure the so-called basic learning resources (BLR) for their terminal
nodes. Their assembly is based on information resources (software, documentation,
scientific articles) and reusable educational objects. When updating the specified
resources and objects, the necessary educational content is automatically updated.
BTR can be adapted both to the levels of education or skills, and to specific subject
areas by setting the values of various types of parameters, choosing educational
technologies, and determining how to use educational content.

Thus, the methods and technologies of informationmodeling are proposed, which
allow forming educational modules and levels of their development on the basis
of a matrix flexibly adjusted to the challenges of industrial enterprises, as well as
innovative information technologies.
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A Vector Representation of the IT
Specialists’ Set of Workloads for HR
Decision Support System

Denis V. Yarullin , Rustam A. Faizrakhmanov, and Polina Y. Fominykh

Abstract The chapter addresses the model of forming a set of IT specialist work-
loads reflecting employers’ demands based on vacancies texts set. An approach to
the workload analysis as a set of specialists’ competencies (skills) is proposed. A
method for the periodic data collection of IT specialist vacancies localized by region
is defined. The method of skills extraction from vacancies texts via textual data
normalization and named entities extraction is described. Different approaches to
the vector representation of skills and vacancies texts are examined, including one-
hot encoding, word2vec, latent Dirichlet allocation, encoding using smooth TF-IDF
metric. Cluster analysis has been chosen as the primary method of identifying inter-
related competencies groups and forming a set of workloads. The authors compare a
number of approaches to the identification of interrelated competencies groups and
propose the principle of fuzzy clustering of skills. The quality of the groups obtained
this way is evaluated by two methods: an automated evaluation score based on the
similarity of vacancies titles in one group is calculated, and an expert assessment
from IT specialists and teachers is received. The evaluation results for the proposed
clustering method aimed at the workload set forming for the Russian regions are
compared with each other. The chapter also describes the application of the devel-
oped model in the decision support system to improve personnel management in the
industry through targeted training and retraining of applicants.

Keywords IT specialist · Skill · Competence · Cluster analysis · Quality
evaluation · Vectorization · Workloads

1 Introduction

The problem of discrepancy between the skills of applicants and the employers’
demands is relevant for the contemporary labor market. The main challenges for
the requirements formulation arise in actively developing industries, in which skills
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are dynamic in nature. One such field is IT. The number of vacancies published
during 2018 in major cities exceeds 135 thousand [1]. At the same time, educational
institutions annually produce 43 thousand specialists in the field. According to the
statistics, 56.4 thousand students were admitted in the academic domain “Informatics
and Computer Science” for bachelor’s, specialist’s, and master’s degree programs in
2018 [2]. The demand for IT specialists is evident in all developed countries, with
the personnel shortage being quite acute [3–5]. The problem of discrepancy between
employers’ requirements and specialists’ competencies is particularly relevant in this
industry.

The present work is based on various studies on the problem of training highly
demanded specialists. In the works of Yusoff, Omar et al. [6], De Castro et al. [7],
Podvesovsky et al. [8], Smith and Ali [9], Ilyin et al. [10] the process of skills extrac-
tion from vacancies reflecting the employers’ demands are reviewed. Podvesovsky
et al. [8] proposed CLOPE cluster analysis algorithm to aggregate similar skills, but
the selection of skills was donemanually. Smith andAli [9], Ilyin et al. [10] suggested
an automated collection of data from vacancies aggregator sites. In the first paper,
the daily monitoring of specific skills from the Dice.com is described, and in the
second one, HH.ru and Indeed.com are considered as the data sources. The work of
Ilyin et al. [10] describes an information system that allows the selection of the most
relevant skills for further studying.

The present study aims to develop an integratedmodel to increase the employment
probability and allow applicants to compile a list of skills that employers expect from
a professional. The prototype application automates the collection of employers’
demands. It is proposed to vacancies’ descriptions used as a data source and identifies
the skills that, according to the employer, a specialist in thefield should possess.Based
on the collected data, it is suggested to form a workloads set. Each workload defines
a group of skills for one programming field. This chapter explores the application
of several textual data vectorization methods and proposes a quality evaluation of
clustering, based on the vacancies’ titles.

2 Data Collection and Processing

The job aggregator site HH.ru was chosen as the source of vacancies texts. The site
allows interacting with the published vacancies data via its API [11]. The restriction
of the IT domain was implemented by using the “Programmer” query keyword. It
was also localized by region. The data was exported once a month. For this study,
the following data were extracted from the vacancies: keywords metadata, region,
vacancy description, vacancy name, unique vacancy identifier.

A list of unique skills that appear in the IT domain was generated from the
keywords metadata. Metadata normalization was performed to identify unique skills
and a dictionary was formed consisting of skill in normal form and skill from the
metadata. The normalization includes a number of steps: tokenization, converting
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words to lower case, clearing punctuation using regular expressions, clearing stop
words, and using the pymorphy2 morphological analyzer [12] to extract the normal
form of the word.

Then, a similar normalization algorithm was applied to the vacancies’ descrip-
tions. Skills were retrieved using the n-gram method [13] by comparing the normal
form of skill from the metadata and n-gram sequences from normalized vacan-
cies descriptions. Thus, complex skills consisting of several words, such as “Micro
Controller Unit”, were identified, among others.

Since semi-structured natural language data are processed, in order to structure
the data and identify the groups it is necessary to convert it into a vector form, taking
into account the domain specifics.

3 Vectorization

The goal is to identify competencies that characterize an aspect of programming or
a role in a company. Employers are looking for employees to solve certain task sets.
The collection of these groups can be considered as a sought set of workloads. Thus,
the problem can be reduced to the clustering task—a division of the set of examined
objects and attributes into groups homogeneous in some way. Since the clustering
algorithm receives vectors as an input, it is necessary to develop a technique of vector
representation of competencies contained within the texts of vacancies [14].

As a part of the study, a number of vectorization techniques applied to both
competencies and vacancies’ texts were explored. The first method examined is
unitary encoding, which consists in converting a word into a binary vector. In the
context of our work, a skill is vectorized, the presence or absence of skill in each
individual vacancy (1—if the skill is present in the vacancy, 0—if the skill is absent)
forms a set of features.

We used the affinity propagation clustering algorithm, which automatically deter-
mines the number of clusters depending on the data set. The algorithm assumes
message exchange between all data points. Each point sends messages to all other
points with information about the relative “attractiveness” of each “leader” point.
Each leader then sends a message to the points about its availability to communi-
cate with the sender, taking into account the attractiveness of the messages received
from all the other senders. The coefficients then recalculate the attractiveness taking
into account the availability it received from the leader. Messages are sent until the
coefficients are adjusted. As soon as a point is associated with a leader, the leader
becomes the reference point. All points with the same leader are placed within the
same cluster [15].

The silhouette coefficient was used to evaluate the quality of clustering [16]. The
silhouette coefficient is calculated by the following formula:

s = (b − a)/max(a, b)
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wherea is themean distance between elementswithin a cluster; b is themean distance
to the nearest cluster.

The best coefficient value is 1, the worst value is –1. Values close to 0 indicate
overlapping clusters. Negative values indicate that the sample was assigned to the
wrong cluster and there is another, more appropriate cluster.

The standard metric “silhouette_score” provided by the Scikit-learn library was
used for the software implementation of the coefficient calculation. The clustering
results for different periods and different regions were analyzed. It was found that
the median silhouette coefficient for a binary vector is 0.23; it led us to seek ways of
improving the vectorization technique in order to raise the clusters’ quality.

Investigating natural language processing methods, we considered an algorithm
that takes a bag of words as its basis [17]. Using this method, the frequency of word
usage is counted, and the frequency of skill lexemes in the vacancies texts is written
into the vector.

To evaluate the efficiency of the modified vectorization algorithm, the silhouette
coefficients for a number of regions and periods were compared. The results of some
estimates are presented in Table 1.

The coefficient comparison reveals improved clustering results.
The technique successfully identified groups of competencies corresponding to

the target domain (an example set is shown in Fig. 1), but the hard clustering, where

Table 1 The silhouette coefficient

Region Monitoring date Silhouette coefficient. Binary
vectorization

Silhouette coefficient.
Lexical frequency

Perm Krai 20–08-05 0.297 0.422

Perm Krai 20–04-05 0.301 0.420

Krasnodar Krai 20–04-05 0.351 0.494

Fig. 1 A fragment of the competencies’ groups set, Perm Krai, August 2020
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each skill is placed strictly in one group, does not reflect the fuzzy nature of the
competencies set.

For instance, the version control system “git” may be present in several subsets of
workloads, but with the described vectorization and clustering method, “git” appears
in only one subset. The given estimations confirm it, because the silhouette coefficient
lies between 0.4 and 0.5. It indicates a strong overlap of clusters.

To remove this limitation, the word2vec method was tested. The method is based
on neural networks. First, a dictionary is created, which needs to be trained. Then
a vector representation of words based on contextual proximity is computed. Close
words in the corpus of texts retain the closeness of the coordinates in the vector repre-
sentation [18]. Despite the fact that the constraints associated with hard clustering
in word2vec do not occur, the effectiveness of this method to solve our problem is
not sufficient. The nearest contexts for skills are often words that are not specific to
the domain, such as “team”, “confidence”, etc. Also, the inability to control which
features the algorithm allocates to a particular skill makes its use for the task unac-
ceptable, since the skill is not always equal to its linguistic context in the vacancy
text.

Since the competencies related to the same workload are likely to occur in the
vacancies’ texts for similar positions, the solution to the issue of reflecting the
fuzziness of the competencies set can be in the grouping of the actual vacancies’
texts. To implement this approach, we considered the method of topic modeling by
Latent Dirichlet Allocation (LDA) and non-negative matrix factorization (NMF).
This method involves considering the documents as a set of topics and the topic as
a set of words. This decomposition makes it possible to associate documents with
topics in natural languages and to form groups not based on discrete division [19].

The best results are shown in Figs. 2, 3, 4 for the St. Petersburg region in April
2021.

The topic in Fig. 2 covers Java programming language technologies and includes
the platforms and frameworks that are used in Java programming. The topic in Fig. 3
combines programming languages, documentmarkup language, and frameworks that
web programmers use. However, not all the topics are formed correctly. For example,
the topic in Fig. 4 contains words frequently used in the position descriptions, but
these words are of common nature, are not skills, and are non-informative in terms

Fig. 2 “Java” topic. St.
Petersburg, April 2021
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Fig. 3 “Web Development”
topic. St. Petersburg, April
2021

Fig. 4 “Motivational” topic.
St. Petersburg, April 2021

of topic formation in the context of the domain. Despite the qualitative formation of
some topics, this method is not suitable for building a group of specialists’ skills,
because the vacancies descriptions include not only skills but also template phrasings,
which are not intended to be filtered by this method.

Another disadvantage of this method in the context of our work is the necessity
to define the number of topics. Since different regions have different numbers of
vacancies, and some vacancies’ texts are rather short, it is required to run multiple
models and compare their metrics in order to determine the optimal number of topics,
which significantly slows down the processing in the case of dynamically received
data.

The reviewed methods, their identified advantages, and disadvantages showed the
need for a specialized method for a given domain.

4 A New Approach to Workloads Set Forming

To eliminate the disadvantage of hard clustering, a different approach to cluster
formation was proposed. Vacancies texts were taken as clustering objects. Each
vacancy description was normalized and vectorized using a smooth TF-IDF algo-
rithm, where TF is “term frequency” and IDF is “inverse document frequency”, with
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the following formula:

T f Id f =
(

fi
k

)
∗ log

((
1 + n

1 + d f

)
+ 1

)

where fi is the number of occurrences of term i in the vacancy, k is the number of
terms in the vacancy, d is the number of vacancies in the region, d f is the number
of vacancies in the region where term i is used.

TF-IDF is a statistical measure used to evaluate the importance of a word within
the context of a document that is part of a document collection or corpus. The weight
of a word is proportional to the frequency of the word usage in the document and
inversely proportional to the frequency of the word usage in all the documents of
the collection [20]. To create a vector space that takes into account the specifics of
the domain only lexemes that are part of skills are used as features. The method of
obtaining the bag of words from which these lexemes were derived is described in
Sect. 3.

Then, the vectorized data were clustered. The final clusters included vacancies
identifiers. The next step was skills extraction. For each vacancy identifier, a respec-
tive vacancy description was analyzed, and skills were extracted using the n-gram
method, as described earlier. This approach allows us to remove the limitation of
hard clustering consisting in attributing a skill only to one cluster. As a result of
this clustering skills that can be part of different programming fields (as in the “git”
example given previously) appear in several clusters. These results better represent
the labor market situation.

To rank skills within groups, each skill was assigned a weight coefficient that
determines the importance of the skill for a given subset of workloads. The weighting
factor was computed as the sum of the Boolean occurrences of the skill in the vacan-
cies descriptions in the cluster divided by the number of vacancies in the cluster.
Skills in clusters are sorted in descending order by weight and restricted to a weight
value greater than 0.2. An example of clustering using this method is shown in Fig. 5.

It is to be noted that the silhouette coefficient for this approach is not informative,
as the resulting groups are not the immediate clustering output. Therefore, this metric
was not applied.

5 Clustering Quality Evaluation

Due to the inability to use the silhouette coefficient as a clustering quality evaluation
measure, an evaluation technique based on vacancies titleswas developed, since often
the vacancy title determines the vacancy’s place within the domain. The outcome of
this evaluation is the coefficient calculated by the formula:

s = max(pn)/a
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Fig. 5 “Fuzzy” clustering

where pn is the number of occurrences of a title in the cluster; a is the number of
vacancies in the cluster.

Since clusters are built on the basis of skills extracted from vacancies, the
following algorithm was implemented:

• skills names within the same cluster are identified;
• skill names are normalized;
• the skill’s normal form is searched for in the vacancies of the region; when found,

a dictionary with the vacancy code and the name of the vacancy is constructed;
• from the dictionary, built in the previous paragraph, the names of jobs are

extracted, excluding the words “Programmer”, “Developer”, which do not carry
information about the vacancy field. Next, the titles are treated as text data. In this
case, words that have the same meaning can be written in different ways, such as
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“full stack”, “full-stack”, “fullstack”. These discrepancies may occur due to the
lack of common spelling and writing conventions for vacancies. Therefore, at the
processing step we convert these words to standardize them;

• from the processed vacancies titles a dictionary is formed with the processed
vacancy title and the number of occurrences of the given title among all the titles.
There are vacancies such as “C/C++Programmer” and “CProgrammer”.Aperson
skilled for the first job can also be a specialist for the second job, but a full name
comparison will not provide this information. For this reason, an algorithm for
comparing job titles was implemented. The shortest job title is chosen in the pair
and the occurrence of the short title in the long one is checked. If the long name
has a short one, it is considered that another occurrence is added for the short one.
Thus, when comparing the titles “C/C ++ Programmer” and “C Programmer”,
two occurrences are considered for the title “C Programmer”;

• the last step is to find the most popular name with the maximum number of
occurrences. This number is divided by the length of the dictionary. Thus, we get
the coefficient, which allows us to evaluate the quality of the dictionary.

The results of some evaluations are presented in Table 2.
The table shows the results for different clusters of one region, for different moni-

toring dates of one region, and for different regions of one monitoring date. From
the results, we can conclude that clustering works quite well for the 1C, a specific
programming area in Russia. For more widespread skills the evaluation becomes
worse. Also in the process of evaluating a challenge was discovered. The clusters
dedicated to web programming were characterized by two frequent titles, “web”
and “frontend”. In terms of skill hierarchy, “web” includes “frontend”, and all web
occurrences could be summarized into frontend occurrences. However, the devel-
oped algorithm takes into account only the symbolic correspondence of the names.
As a result, the score for this cluster is low, because the two names close semantically
do not have a symbolic similarity.

The quality of clustering was also assessed using expert evaluation [21]. The
studied domain requires highly specialized knowledge in the IT field. Therefore, the
survey involved employees of the IT companies and professors of the Department of
Information Technologies and Computer-Aided Systems of Perm National Research
Polytechnic University. Each respondent was invited to evaluate a set of clusters. The
form of cluster representation corresponds to Fig. 6.

Table 2 Vacancies titles-based quality evaluation

Region Monitoring date The most popular job title in the cluster Coefficient

Perm Krai 20–08-05 1c 0.915

Perm Krai 20–08-05 Android 0.735

Perm Krai 20–04-05 Java 0.607

Krasnodar Krai 20–04-05 1c 0.910
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Fig. 6 Cluster output format example

Respondents’ age ranges from 23 to 51 years. The work experience in the IT
field ranges between 1 and 15 years. Respondents were asked to evaluate the overall
quality of groups as a set of programmers’ workloads. In this case, the information
about the region of data collection and weighting coefficients was not known to the
respondents. Information was given about the color indication of the skills that were
the most relevant to the cluster. Twenty clusters of different regions and monitoring
dates were evaluated. Each cluster was evaluated by at least two respondents. The
aggregated average quality score of the clusters is 8.41, which shows the high quality
of the clusters formed.

Respondentswere also asked the following question for each cluster: “Whatwould
you call a specialist with this set of competencies, or what name would you assign to
this group?” For example, for cluster 6 in Fig. 6, respondents identified the specialist
as “Java Backend Developer”. This response was compared to the automated algo-
rithm for selecting a field from a job title. For this region and monitoring date, the
“Java” title coefficient for this cluster was 0.91. Examining the skills in cluster 6,
we can see the predominance of competencies related to the programming language
“Java”, which indicates the correct formation of the cluster and the correct evaluation
by the respondents.

Respondents labeled cluster 1 as a “Web-backend developer”. However, the title
allocation algorithm identified “Web” as the most popular name. So, the expert
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opinion provided a more precise programming field. Examining the skills in the
cluster we identified programming languages, technologies, and standards used by
web programmers. Thus, the correlation between expert opinion and evaluation based
on the developed algorithm was noted.

The aggregated evaluation allowedus to determine the results of clustering as qual-
itative and relevant to the labor market situation. The proposed clustering algorithm
is to be used in the prototype application.

6 Conclusion

The chapter discusses the problem of personnel shortages in the IT field. It proposes a
model for identifying and structuring a set ofworkloads for programmers. It describes
the algorithm of the automated vacancies collection, skills extraction, and cluster
analysis application as a tool for forming groups of IT specialist workloads. Different
types of vectorization were reviewed in this work and the most suitable one for the
domain was found through experiments. A quality evaluation algorithm for vacancy-
based clustering was developed and an expert evaluation of clustering quality was
conducted. The results obtained can be used to create a model of a specialist, that
can be used as the basis for a decision support system. The system can increase the
efficiency of training and retraining of IT specialists through planning and selection
of skills. The implementation of the model may reduce the discrepancy between
the specialist’s skills and the employer’s demands, thus increasing the applicants’
employment probability.
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Analyzing of User Actions
for the Business Process Models Mining
and Automated Building
of the Knowledge Base of a Company

M. V. Vinogradova and A. S. Larionov

Abstract The problem to be solved relates to the business process modeling based
on the information about user actions to automatically populate the knowledge base
of the enterprise information system.The approaches to business process descriptions
in the context of various knowledge base models are considered. The model of user
work activity based on colored Petri nets is proposed. Methods for the generation
of such models based on the knowledge base data using finite state machines have
been developed. The finite automata themselves have been created on the basis of
human-readable materials of the knowledge base. For this purpose, human-readable
materials must be marked up as scripts in the Gherkin language, which is used in the
behavior-driven development methodology. These Petri nets models are a reference
description of the correct business processes according to experts. They can be used
to verify the correctness of user actions in real practice by comparing with the Petri
nets models obtained by analyzing the logs of the main information system. As a
result, experts have been provided with an interface and software tools to automate
the building of the knowledge base of a company. The proposed methods and models
increase the efficiency of the enterprise information system application.

Keywords Knowledge management · Enterprise knowledge base · Business
processes · Semantic networks · Finite state machines · Petri nets · Sequence
analysis

1 Introduction

An enterprise knowledge base is an important tool for accumulating knowledge and
professional skills of employees within the enterprise [1]. Acting as a superstructure
over the main enterprise information system, it improves the efficiency of the enter-
prise and provides overall cost savings [2]. An ongoing issue in creating knowledge
bases for large and rapidly changing information systems are labor costs to keep
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them up to date. The working hours required to describe the subject area simulta-
neously and completely can be comparable with the main activity of the enterprise
[3]. Methods and tools are required to determine which system elements must be
described first and how much in detail, as well as to provide additional information
to the author populating the knowledge base.

This chapter describes one of the elements of an integrated approach to creating
the enterprise knowledge base, aimed at saving the efforts of the experts populating
it and providing users with the most useful information. In our previous work [4],
a method for determining priority data and a method for assessing the reduction in
labor costs for the knowledge base population were proposed. This chapter proposes
a model for describing business processes by experts/compilers and methods for
analyzing the correctness of the execution of these business processes by system
users.

The object of this chapter is to create an approach to describing the enterprise
business processes that allow them to be described in a readable form for users and
at the same time to create a model for algorithmic verification of the business process
execution correctness in the main enterprise information system.

To reach this objective it is necessary to solve the following problems:

• consider approaches to describing enterprise business processes in various
knowledge base models;

• describe the knowledge base model relying on the previously proposed approach
to accounting and analysis of elementary user actions;

• develop an approach to the formal description of business processes by experts
in a human-readable form, the results of which can be used for the algorithmic
analysis of user actions using finite state machine models and Petri nets;

• propose a method for analyzing the business process execution correctness in the
main enterprise information system by analyzing the sequences of user actions
and creating Petri nets on their basis.

The proposed models and methods facilitate the work of experts populating the
knowledge base and provide a better quality of data compilation for it.Methods based
on Petri nets are actively used both for modeling the operation of the manufacturing
systems themselves [5] and for analyzing the knowledge base rule correctness [6].
The novelty of the approach under consideration lies in the ability for experts to
simultaneously create human-readable data for the knowledge base and tools for
algorithmic analysis of the real user interactions with themain enterprise information
system.

2 Description of the Enterprise Knowledge Base Model

The existing approaches to creating knowledge bases are very diverse, but they can
be divided into two families. Those related to the first describe what objects and
concepts the considered subject area consists of. The approaches from the second



Analyzing of User Actions for the Business Process Models … 397

family describe the regularities of the subject area’s functioning. In turn, to solve
specific problems, each of the approaches is often modified, for example, by adding
fuzzy logic or applying hybrid models. As a model that combines the approaches of
both families, the MIVAR technology can be mentioned [7].

Approaches describing objects and concepts of the subject area can be called
ontological. The most common of these is the description of knowledge bases using
semantic networks or frame-based models.

A semantic network model is a knowledge representation system that describes
the subject area in the form of an oriented graph, the nodes of which correspond
to concepts and objects, and the arcs correspond to the relations between concepts
and objects [8]. The most important relations for the inference of new knowledge
are the relations of inclusion or coincidence and the “whole-part” relation. Graph
nodes describing particular concepts inherit the properties of more general cate-
gories, which allows getting additional information about them. The queries to the
knowledge base are presented as a fragment of the semantic network using the same
node names of relations as in the main network. By searching through the graph, it
is possible to identify the truth of the statement in the request or to compile a list of
nodes that match the condition.

A frame-based model is a knowledge representation system that describes a
subject area as a set of interconnected frames [9]. A frame is a structure for describing
a subject area concept,where themeaningful attributes of this concept and their values
form an ordered structure of slots. The slot name corresponds to a particular type of
attribute, and the slot value can be an instance of this attribute or a link to another
frame. Queries to the knowledge base and the inference mechanism are based on the
exchange of values between the slots of the same name in different frames and the
execution of the “if-added”, “if-removed” and “if-needed” procedures attached to
the slots.

The approaches describing the regularities of the subject area most often use
logical or production models to describe knowledge bases.

A logical (predicate) model is a knowledge representation system that uses a
formal language [10]. The words of the language are divided into terms describing
the concepts of the subject area under consideration with their properties, and pred-
icates describing the relations between the terms and taking on the values “true”, if
this relation exists, or “false” if it is absent. Depending on the predicate language
level, different quantifiers are also used to limit the predicate truth areas. The infer-
ence of new knowledge is the process of obtaining a new formula from a set of
known predicate formulas by applying one or more rules of inference. The simplest
inference method uses only one rule of inference called resolution. A query to the
knowledge base is built as a postulation of one or several relations and their truth
test by contradiction.

A production model is a knowledge representation system that describes the regu-
larities of the subject area using the “condition → reaction” rules [11]. A condition
is understood as a certain fact known to the knowledge base, and a reaction is a set
of actions performed upon its detection. Mathematically, production rules can be
described by an ordered triple of sets (1):
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P = 〈C, A, D〉, (1)

whereC — the condition of the rule; A— the set of facts added by the rule; D— the
set of facts removed by the rule.

What production systems have in common is that they consist of three basic
elements: a set of rules; a working memory, where known facts and inference results
are stored; an inference engine that uses rules according to the contents of working
memory.As for the predicatemodel, direct andbackward inferenceof newknowledge
and various methods of resolving contradictions in the rules are possible. A query to
the knowledge base is built as a sequential backward rule check, allowing to test the
truth of the set of facts that users are interested in.

The primary task of the enterprise knowledge base is to provide ordinary users
with reference information in a convenient form. Knowledge bases based on the
regularities of the subject area are likely to contain contradictions in their rules if the
number of described objects is large enough. This makes it difficult to use them to
describe large knowledge bases. Therefore, we turned to creating a knowledge base
of an ontological type. The business processes and objects that we plan to document
have static sets of attributes, but various relations between elements that are difficult
to generalize into a limited number of object types. This makes semantic networks
preferable to the frame-based model in terms of clearness.

In the previous paper [4], an approach to creating a knowledge base of a manufac-
turing enterprise was considered, where objects are grouped according to the most
frequent types of user requests. Then the knowledge base model is represented by
the following pair (2):

Q = 〈V, P〉, (2)

where V = A ∪ B ∪ C—the set of knowledge base entries (data);
A = {ai }—the set of entries on program objects of the system (documents, refer-

ence books, etc.), each of which consists of a set of information elements: ai = {eij },
eij ∈ E ;

B = {bi }—the set of business process entries, which are described as sequences
of actions (scenarios) for transforming information elements: bi =< ...,mi

p, . . . ,m
i
q

>,mi
j : {ek} → {el};

C = {ci }—the set of materials on user tasks emerging from the intersection
of several business processes (t Si ∈ T S), and entries involved in several business
processes ({t N S

i } ∈ T NS): ci = {
t Si

} ∪ {t N S
j }.

P = {pi j }—the set of relations between knowledge base entries of all types:
pi j =< vi , v j >, vi , v j ∈ V .

The described variety of entries form an ontology that allows the combining of
information about specific system objects, general concepts of the subject area, and
the relations of both.
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New entries are added to the knowledge base by experts/compilers. It is assumed
that they have deep knowledge in the subject area, the order of business process
execution, as well as methods for solving arising emergency situations. On the other
hand, experts do not know how the users of the main information system (employees
of the enterprise) actually interact with it. The analytical subsystem of the knowledge
base is designed specifically to collect and visualize this data.

As an example of the information system, which acts as a foundation for the
knowledge base, the products of the 1C: Enterprise software platform [12] are used.
These products are designed to automate various areas of enterprise activity. The
platform for storing human-readable information in the knowledge base is Semantic
MediaWiki [13]. It is a widespread and at the same time powerful tool for storing
data organized according to the principle of the semantic network. Thanks to the
built-in logging mechanisms, such a combination provides the analytical subsystem
with data on the sequences of elementary user interactions with the main system
objects (opening screen forms, change document status, etc.) and knowledge base
entries. The graph structure of the main system representation in the knowledge base
allows simulating the simultaneous interaction of many users with it [14].

Consider the set of elementary user interactionswith themain systemF, ordered by
time. If necessary, we can distinguish the sequences of elementary events separately
for each user (i-th user action track), or a system object for a certain period (3):

Fi = {
..., f ip, ..., f iq

}
, (3)

where p < q.
In turn, each elementary interaction with the main information system to perform

a certain type of action d
′
l ∈ D

′
, associated with an element el ∈ E at an instant of

time tl and performed by the user ul ∈ U can be described as follows (4):

f iq = 〈
tl, d

′
l , el , ul

〉
. (4)

Since the objects of the knowledge base form a graph structure [15], representing
the structure of themain information system, unique subsets of associated elementary
event properties D

′
Pi ∈ D

′
, E

′
Pi ∈ E,U

′
Pi ∈ U

′
can be mapped to each of its material

Pi . These subsets turn out to be useful to map user actions with knowledge base
objects using algorithmic methods.

When creating the main system based on the 1C: Enterprise platform, the logbook
[16] stores information about the types of recorded actions D

′
, the instances of the

objects E
′
with which they are associated, and the time of each event tl . Knowledge

base entries belonging to the set A describe objects (documents, reference books) of
the main information system from the set E . Since each elementary interaction f iq
refers to a particular object of the main information system el ∈ E, it can be directly
mapped to the corresponding knowledge base entry al ∈ A. The mapping of the
events Fi with the entries of the knowledge base B describing business processes is
performed using the analytical apparatus of the knowledge base itself.
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3 Conversion of a Human-Readable Description
of Enterprise Business Processes into a Formal Model

Consider a method for transforming a human-readable description of enterprise
business processes into a formal model. Currently, there are several methodologies
and languages for describing business processes [17, 18]. Among them, two main
approaches should be distinguished: data flow diagrams and workflow diagrams.
These approaches are used together to describe business processes at a generalized
and detailed level. For the purposes of our work, a detailed description of busi-
ness process steps is required, therefore, a subset of the knowledge base elements
describing themwill be drawnup in theworkflowdiagram format.Business processes
written in specialized notations require knowledge base users to understand this
notation. Otherwise, experts/compilers will have to double their work creating both
specialized notation and human-readable materials. A common disadvantage of
existing languages for describing business processes is the complexity of analyzing
the created models by algorithmic methods.

To simplify the creation of human-readable materials and provide algorithmic
models with input data, it was decided to describe the knowledge base entries from
the set B, describing business processes, in the format of theGherkin language, which
syntax is convenient for building finite state machines on their basis. The Gherkin
language is a tool for describing information systems according to the “behavior-
driven development” methodology [19]. It allows describing the system behavior in
the form of partially structured scenarios in natural language. This form of recording
human-readable materials allows recording first the parts of business processes most
important for users. An example of a short scenario in the Gherkin language is as
follows:

Scenario: [Name].
GIVEN [Initial state property ]

AND [Initial state property ] 
WHEN [Event ] 
THEN [End state property ] 

AND [End state property ].
WHEN [Event ] OR [Event ] 
THEN [End state property ]

AND [End state property ].

When drafting a scenario in the Gherkin language for an event Di ∈ D, the
expert needs to provide a textual description of the event in the WHEN section and
map it to a link to the elementary event type D

′
i ∈ D

′
from the list of events being

recorded in the main information system. If there are several THEN sections in the
scenario, it is required to mark the equivalent states. Thus, each knowledge base
entry describing a business process in the form of a scenario in the Gherkin language
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contains information on two levels. First, it provides easy-to-read information for
ordinary users, and second, the markup for generating formal models for further
analysis.

Consider the mechanism of transforming the scenario S in the Gherkin language
into the finite state machine S

′
represented by the following quintuple (5):

S′ = 〈
V, Q′, q0, F, δ

〉
, (5)

where V—the input alphabet perceived by the finite state machine;

Q
′
—the set of internal states;

q0—the initial state q0 ∈ Q
′
;

F—the set of final states F ∈ Q
′
;

δ—the transition function.

In the S scenario in the Gherkin language, the events D
′
i ∈ D

′
denote conditions

for the system’s transition between states. They can be interpreted in a similar way
for the finite state machine S

′
. Earlier we matched the textual descriptions of events

Di ∈ D with the types of elementary events D
′
i ∈ D

′
from the main information

system. In this case, the input alphabet V of the finite state machine S
′
turns out to

be similar to the set of events D
′
being recorded.

The textual descriptions of the system states from the GIVEN and THEN sections
are directly translated into the set of internal states Q

′
of the finite state machine.

Each GIVEN and THEN section corresponds to its own internal state q j ∈ Q
′
, unless

the expert has directly indicated that it is equivalent to qi ∈ Q
′
, which was described

earlier. The GIVEN section is usually the only one in the scenario and is mapped to
the initial state q0 ∈ Q

′
. The set of THEN sections with no WHEN sections after

them form the set of final states F ∈ Q
′
.

After transforming the sections of the scenario S into internal states and the input
alphabet of the finite state machine S

′
, the transition function δ is automatically

generated based on the section sequence. The previous section GIVEN or THEN
determines the initial state qm ∈ Q

′
, and the subsequent section determines the final

state qn ∈ Q
′
. The type of the elementary event D

′
i ∈ D

′
specified in the WHEN

section becomes the control character vn ∈ V for the transition between the states
qm and qn .

As a result of such transformations based on the human-readable description of a
business process in the knowledge base, one can obtain its formal model in the form
of a finite state machine suitable for further algorithmic analysis.

To create a Petri net based on a finite state machine, an algorithm was developed
based on the method from [20], which showed that any finite state machine can be
transformed into a secure non-redundant Petri net, whose reachability graph coin-
cides with the initial structure of the finite state machine. The structure of business
processes described by the experts/compilers is a model of their correct execution
in the knowledge base. The Petri net model derived from them will be required at
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the next stage to verify the correctness of the ordinary user actions. It should also
be noted that the description of a business process in the form of a Petri net allows
analyzing the reachability of its states and the possibility of further minimizing the
structure.

4 Analysis of the Business Process Execution Correctness
Using Petri Net Modeling

After obtaining the exemplary models of business processes, they can be used to
verify the correctness of user actions in real practice. For this purpose, it is necessary
to compare the Petri nets models compiled by experts with the models obtained by
analyzing the logs of themain information system. The paper [21] describes amethod
for generating a Petri net model directly from a set of events ordered in time.

In our case, we have a set of data about elementary interactions of a set of users
with the main information system Fi = {

..., f ip, ..., f iq
}
, where p < q. As noted

earlier, for each of them the instant of time tl , the type of action d
′
i ∈ D

′
, the instance

of the associated element of the main information system el ∈ E , and the user who
performed it vl ∈ V (5) are known.

To create a Petri net model, information is required about the type of each action
d

′
i ∈ D

′
and their time sequence. However, for its structure to be relevant, a subset of

events Fn ∈ Fi , constrained by the period and the property types of its constituent
elements must be pre-selected by the expert analyst. The 1C: Enterprise platform
allows the creation of a convenient interface for selecting elements of a subset and
their subsequent uploading to the knowledge base for processing.

Consider the algorithm for generating a Petri net based on the event subset Fn .
The Petri net is represented by the following quadruple (6):

C = 〈P,T, I,O〉, (6)

where P = {p1, p2, ..., pn−1, pn}—the finite set of positions, n ≥ 0;

T = {t1, t2, ..., tk−1, tk}—the finite set of transitions, k ≥ 0;

I : T → P∗—the input function—mapping from transitions to position sets;

O : P∗ → T—output function—mapping from position sets to transitions;

The first step in analyzing the event set Fn is to construct a frequency table
that shows the probability of consecution of individual types of events d

′
i ∈ D

′

and their sequences one after another. If the set Fn contains events of the single
business process passage by one user, then the set of non-zero transition frequencies
directly specify the sequence of his actions. If within the set Fn there are events from
several instances of one business process or events from different business processes,
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additional analysis is required to distinguish separate competing event streams and
information noise.

In turn, within each stream, it is required to distinguish causally related events. An
indication of the relation between events A ∈ Fn and B ∈ Fn is the case when the
sum of the probabilities P of their successive occurrences exceeds a certain threshold
Z (7):

P = P(AB) + P(BA) > Z . (7)

The next step of the analysis is to calculate the entropy E(S) for each event
sequence S. If the sequence BA is always followed by the event C , then E(BA) = 0
and, in the opposite case, if the sequence BA can be followed with equal probability
by any event from the set Fn , then E(BA) = 1. The maximum allowable values of
entropy Ent Lim(N ) are useful for finding the event stream splitting into N branches.
If the total number of possible event types is Q, then the entropy limit values are
determined by the following Eq. (8):

Ent Lim(N ) = logQ(N ). (8)

The closer the entropy value is to the limit value, the more likely it is that the
sequence splits into several branches.

The events of the set Fn form the set of transitions T of the Petri net C being
generated. Once causal sequences are identified for the events of the set Fn and the
branches are defined, the position pi ∈ P should be inserted between each pair of
consecutive events. Together they form the position set P of Petri net C . As a result
of defining the structure of sets T and C , we obtain a set of input functions I and
output functions O of Petri net C . Thus, as a result of analysis of the event set Fn , a
completed Petri net model is formed, based on the log records about users’ actions.

Next, the structure of the resulting Petri net should be compared with the
reference model developed on the basis of business-process descriptions done by
experts/compilers. The main methods for verifying the user action correctness are a
visual comparison of the networks’ structure and step-by-step mapping of the busi-
ness process instances, performed by the specific users. If the sequence of changes
in the state of the reference Petri net differs from that obtained by analysis of users’
actions, then there are errors in their practical activities.

5 Conclusion

The approach to the description and analysis of business processes outlined in the
chapter develops the concept of an enterprise knowledge base proposed by the authors
[4]. Entries in the knowledge base are stored in an easy-to-read by users form and
at the same time include metadata sets that allow their analysis by algorithmic
methods. Human-readable materials are stored using canned software tools, and
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special tools are required to work with metadata. These tools solve three interrelated
tasks: collecting and storing records of elementary user interactions with objects of
the main information system, automated algorithmic analysis of these records, and
interaction with an expert through a specialized interface.

The description of business processes in the knowledge base in the Gherkin
language and their simultaneous partitioning by types of related events in the main
information system allows to automatically convert human-readable materials into a
formal finite-statemachinemodel, and then into a Petri net. The formalmodel created
in this way is the standard for describing the correct execution of business processes.
The 1C: Enterprise software platform provides the ability to log the set of elemen-
tary user interactions with the main enterprise information system. The analysis of
these interactions makes it possible to create a Petri net model that reflects the actual
employee work practice. The comparison of the structure of formal models built by
experts and generated by analyzing user actions allows to identification errors in the
business process execution.

The proposed models and methods can significantly reduce the labor costs of
experts/compilers by automating the business process models’ creation and analysis.
A promising direction for obtaining information about users’ problems is the analysis
of their interaction with the graphical interface of the automated information system
of the enterprise [22].

Further development of the proposed approach to data analysis makes it possible
not only to process the results already obtained but also to use the accumulated data
on user actions to predict possible risks in the enterprise operation. The methodology
of such an analysis, using a graph data structure and Petri nets, is presented in [23].
Having determined the structure of possible risks at the enterprise level, a similar
method can be also used in our case (Fig. 1).

Fig. 1 Illustration of the knowledge base model and its relationship with users’ action tracks
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Decision Support System for Fire Alarm
Design

Tatiana Shulga and Yuliya Nikulina

Abstract The chapter formalizes the task of designing automatic fire alarm systems
under the regulatory documents in force in the Russian Federation. The main direc-
tions of the development of fire-prevention regulation in construction are analyzed.
The use of cyber-physical systems in the design of fire automation systems has been
substantiated. The system analysis of the design process of automatic fire alarm
systems and reengineering of the OWL ontology “Systems of fire protection” previ-
ously created by the authors has been carried out. The advantages of using the onto-
logical data model over databases when solving the problem under consideration
are substantiated. An example of the application of axioms existing in ontology for
solving practical problems is given. The part of the ontology that was designed to
solve the problem of categorizing a room by explosion and fire hazard has been filled
in. The RDF dataset developed based on the ontology is placed in the public domain
and can be used in the development of any applications in the field of fire safety.
The algorithm for deciding on fire has been formalized. The structure of the decision
support system to design fire protection systems is proposed. The knowledge base
of the system is developed based on the ontological model proposed by the authors.
This DSS can be used by organizations involved in the design, installation, andmain-
tenance of fire protection systems. Amodule of the decision support system has been
developed to determine the category of premises for a fire hazard.

Keywords System analysis · OWL-ontology · A system of fire protection · Fire
alarm system · Cyber-physical system · Fire detector

1 Introduction

Every year, at the state level, more and more attention is paid to the issue of ensuring
fire safety. In March 2021, several new sets of rules came into force, regulating the
rules and regulations for the design of fire protection systems.
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Also, from 2022, the use of building information modeling (BIM) technologies
will be mandatory for all government orders financed from the budget of the Russian
Federation, that is, all contracts concluded after January 1, 2022, for the construction
of schools, hospitals, kindergartens, and other facilities, financed at the state expense,
must contain provisions on the formation and use of the BIM-model. Thus, it will
become mandatory to use cyber-physical systems in construction, including in the
design of fire protection systems. Experts believe [1, 2] that subsequently the design
of all objects will be carried out using cyber-physical systems, therefore, organi-
zations operating in this area need to start rebuilding their business processes and
introduce BIM into their activities. The advantages of using cyber-physical systems
for solving fire protection problems are improving the efficiency of processes in the
process of continuous exchange of information, during which monitoring, control,
and management of systems are carried out, as well as increasing the efficiency of
resource management by optimizing the operation of applications with taking into
account the current situation [3].

In recent years, a large number of scientific works (for example, [3–5]) have been
devoted to solving the problems of developing models and methods for supporting
decision-making to prevent fire hazardous situations at enterprises. But in these
studies, due attention is not paid to solving the issues of designing fire protection
systems for objects. In addition, the implementation of existing software products
designed to solve this problem in Russian design organizations causes some difficul-
ties [6], associated primarily with the lack of an integrated system of regulatory and
legal documentation and the need to retrain personnel and rebuild the organization’s
business processes to work with foreign products not adapted for Russian conditions.

In this work, a systematic analysis of the process of designing fire alarm systems
and formalization of the solution to this problem is carried out. These results are
used by the authors to create a DSS used in the design of fire protection systems. It
is assumed that the knowledge base of such a system will be developed based on the
ontological model proposed by the authors. It should be noted that the ontological
approach has become popular in recent years in the representation of knowledge in
various subject areas (for example, [7, 8]) due to the provision of flexibility in the
design and modification of models and their openness.

2 System Analysis of the Process of Designing Fire Alarm
Systems

The concept of a fire automation system is defined in [9]. It means a set of interacting
fire alarm systems, the transmission of fire notifications, warning, and management
of evacuation of people, smoke ventilation, automatic fire extinguishing installations,
and other automatic fire protection equipment designed to ensure the fire safety of
the facility. The main task of the fire automation system is to automate the collection
and processing of information, control the executive devices of the fire protection
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system in automatic and manual modes according to a given algorithm, generate
control signals for engineering and technological equipment involved in ensuring
the fire safety of the facility.

The term project of a fire protection system (working draft) is not legally defined
but is used by specialists in this field to denote a set of materials and documents
prepared as a result of the design of such a system. The project of the fire protection
system consists of two sections: textual—an explanatory note and graphical—floor-
by-floor, consolidated plans-diagrams.

In this chapter, we will focus on the design of a fire alarm system. According to
the definition, such a system is understood as a set of interacting technical means
designed to detect a fire, generate, collect, process, register, and issue in a given form
fire signals, system operation modes, other information, and issue (if necessary)
initiating signals to control technical fire protection means technological, electrical
and other equipment.

After the customer contacts the design organization, the preparatory stage of
project development begins, also called the pre-design survey of the protected object.
At this time, there is a collection of information from the customer of the project on the
architectural solutions of the protected object. There is a choice of basic technical
solutions for creating the structure of a fire protection system based on standard
solutions, taking into account the specifics of premises, buildings, structures, also
according to their functional purpose.

The project architect can draw up a technical assignment for the design of fire
protection systems, but if it is absent in real practice, the preparation of the technical
assignment can be carried out by the design organization together with the customer,
then agreed and approved by him. This is the main document for starting the design,
which defines all aspects—from the type of installation system, main technical char-
acteristics to possible modes of operation, integration with the engineering systems
of the protected object. The choice of the type of fire detector should be based on the
characteristics of the prevailing combustible load and the prevailing fire factor at its
initial stage [10].

The next stage is the actual development of project documentation. It begins with
drawing up sketch plans, creating a basic structure with an indication of the list of
equipment used; schemes for laying alarm loops, connecting, network cable lines,
places of installation of fire detectors, sirens.

The calculation of the scope of work and the cost of design depends on the size
of buildings, structures, the features of their space-planning solutions, for example,
the presence of suspended ceilings, raised floors, the functional purpose of premises,
technological processes in them, as well as the category of explosion and fire hazard
(the process of determining which is described in detail in [11]), the need to inte-
grate/block the automatic fire alarm installation with utilities (SOUE), warning
systems and evacuation control in case of fire, fire pumping stations. The above
documents and procedures are reflected in the ontology [10] in the form of classes,
properties (Fig. 1), and also axioms (restrictions on the joint use of classes and
properties). The ontology was developed in the OWL language.
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Fig. 1 Fragment of the structure of classes of the ontology “Systems of fire protection”

Data representation using ontologies has several advantages over databases, the
main ones being flexibility, openness, and extensibility. In addition, if the ontological
model is built using the apparatus of descriptive logic, the axioms of the ontology
(in fact, determining the inference rules) allow obtaining new data combinations,
while the database schema imposes restrictions on its structure and all admissible
data combinations are determined.

Implementation of fire protection measures using the ontological approach is
successfully applied inworld practice [12–15]. The authors carried out a comparative
analysis of existing projects [10]. However, the ontologies considered in this study
have some disadvantages and are not suitable for solving the problem posed by us.
In particular, they do not contain classes and properties that take into account the
nuances of Russian legislation: the existing systems for classifying fire hazard, fire
risk, premises designation, etc. in our country.

The automatic fire alarm system (APS) should be designed to fulfill the following
main tasks: timely fire detection; reliable fire detection; collection, processing, and
presentation of information to the duty personnel; interaction with other (if any)
fire protection systems (formation of the necessary initiating control signals), an
automated process control system, emergency protection and engineering systems
of the facility.

Then the project documentation must pass the state examination. An organiza-
tion licensed for this type of activity issues instructions and comments. Working
documentation is issued based on project documentation. It is she who is used when
performing installation and commissioning work. Contains equipment drawings,
diagrams of all connections, cable log with the length of all sections of alarm loops,
connecting, supply lines; plan diagrams with the arrangement of detectors, annun-
ciators, devices; data on the total amount of materials required for the work. Upon
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completion of the installation of the system, as-built documentation is prepared,
which also includes a graphic part and, if necessary, a textual—explanatory note.
The final design stage—preparation of estimate documentation based on the spec-
ifications of all devices, fire alarm devices, necessary materials; current prices for
equipment, and types of work, which is coordinated, approved with the customer.

The work [10] describes in detail an example of the application of axioms existing
in ontology for choosing the type of fire detector (IP) and considers the rules for the
location of point fire detectors. The choice of the type of fire detector depends on the
purpose of the protected premises and the type of fire load.

An example of obtaining new information using the constraints (axioms) available
in the described model is the use of the transitivity of the “has” property: if the
protected object A has the type of purpose of the protected room B, and the type of
purpose of the protected room B has the form of a fire detector C, then the protected
object A has the type of fire detector V.

After the publication [10], the work on the ontology was continued: the classes
“Fire alarm control zone (ZKPS)” were added, associated with the class “Protected
object” by the “Consists of” property. Also, new copies were added to the regulatory
documentation—manuals for the operation of the main components of fire automa-
tion systems. Each manufacturer of equipment for fire protection systems has its
nuances, they should also be taken into account when designing such a system.

In addition, a part of the ontology was filled, concerning the problem of catego-
rizing the premises by an explosion and fire hazard. It was filled in based on reference
information on the fire hazardous properties of substances and materials. The RDF
dataset developed based on the ontology contains information about more than one
and a half thousand substances and materials (name, molar mass, the density of
substances, Antoine’s constants, etc.). Based on these values, the room category is
calculated.

The developed dataset is placed in the public domain and can be used in the
development of any applications in the field of fire safety [16].

The developed ontology was placed on the Apache Fuseki server for its further
use in the DSS module “Definition of the category of premises by fire hazard”, as
well as interconnection with other modules of the developed application.

3 Formalization of the Problem of Deciding by the System
About Fire

One of the important functions of the fire alarm system is to make a decision on
fire and launch all provided systems—warning and evacuation systems in case of
fire (SOUE) and launching an automatic fire extinguishing installation (AUPT). In
practice, when designing such a system, the determination of the number of sensors
in a room depends on the chosen algorithm. The choice of a specific algorithm is
carried out by the design organization. Therefore, we were also faced with the task
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Fig. 2 The algorithm for deciding on fire

of formalizing this process. Let us formalize the algorithm for making a decision by
the system about fire and launching all envisaged systems [9]. Decision-making on
the occurrence of a fire in a given fire alarm control zone, according to regulatory
documents, should be carried out by performing one of the algorithms: A, B, or C
(Fig. 2). It is allowed to use different algorithms for different parts (rooms) of an
object. The choice of a specific algorithm is carried out by the design organization.

The algorithm is recorded with the help of special software on the monitoring and
control panel of the security fireman, which, during operation, monitors and controls
the state of the protected object. Together with other elements of fire protection, it
performs the functions of a block-modular device for receiving and monitoring secu-
rity and firefighters, a control device for light, sound, and voice alarms, gas, powder
aerosol, and water fire extinguishing, smoke protection, and building engineering
systems, including systems involved in providing fire safety.

4 Development of a Decision Support System for Solving
the Task

The authors proposed the structure of the decision support system (Fig. 3). To deter-
mine the necessary functional features of the application, an analysis of the existing
software products on the market was carried out. In [17, 18], the successful applica-
tion of theDSS for the implementation of fire protection is described. The application
has an architecture characteristic of a decision support system, contains inference
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Fig. 3 DSS architecture

rules that automatically display the calculated values of the necessary technical and
economic indicators. The properties and axioms described in the ontology allow a
logical conclusion. The decision support system is based on the obtained data model,
the result of which is a fragment of the project of the fire safety system necessary
for each protected object—the category of the room is determined by an explosion
and fire hazard. Calculations and reference data necessary for making calculations
are also displayed.

The software market today offers a fairly limited number of solutions, most of
which are of foreign production. The cost of foreign programs is high, moreover,
they require adaptation to our standards. There are also domestic developments.
Their cost relative to foreign counterparts is lower, but since they were developed
not so long ago, these programs have several shortcomings and shortcomings. Of the
domestic developments, the most common is design automation systems that work in
conjunctionwithAutoCADandNanoCADprograms.NanoCAD is a graphical editor
of domestic production, made by analogy with AutoCAD. A comparative analysis
showed that the introduction of such software products causes some difficulties, the
main of which is the lack of an integrated system of regulatory documents and the
need to retrain personnel and restructuring of the organization’s business processes
to work with foreign products that are not adapted for Russian conditions [19], they
also have quite a high cost, and thus not suitable for small and medium enterprises.

Thus, the task was set to create a software product that combines both the capa-
bilities of Business Intelligence tools and the ease of use of the interface and afford-
ability in terms of price and development costs. Such projects are launched by foreign
researchers and show their effectiveness, but it is not possible to apply them due to
the specifics of legislative norms [20, 21].
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Based on the analysis of existing software products, the functionality necessary
for such an application was determined: import of data presented in several common
formats; preliminary data processing; building a model; the ability to automatically
select a forecasting model; calculation of forecast values for future periods; visual-
ization of forecasts, which includes the construction of a graph of forecast values;
export of the obtained results to a file. The structure of the system should provide
for the possibility of expanding the functions performed, as well as the moderniza-
tion of existing algorithms. Existing DSSs using cyber-physical systems have similar
features [22, 23]. For example, the results of continuous monitoring obtained with
the help of fire control systems can be used, for example, to obtain information about
the state of the premises during an emergency [24, 25].

However, the proposed DSS has two distinctive features:

• application of an ontological approach that ensures the extensibility of the system,
• the presence of an integrated system of regulatory documents of the Russian

Federation in the domain of fair protection (as part of the ontological knowledge
base), which ensures a reduction in the development time of projects.

5 Conclusion

Thus, themaindirections of development of fire-prevention regulation in construction
have been analyzed and the task of designing fire alarm systems has been formalized.
The results of the work were used in the design of the DSS for organizations engaged
in the design, installation, and maintenance of fire protection systems. This kind of
DSS can be considered in the future as an element of a cyber-physical system for
creating projects of fire automation systems, carrying out continuous control and
monitoring, as well as timely maintenance. At the moment, a DSS module has been
developed to determine the category of premises for fire hazards, which is undergoing
the state registration procedure as a computer program. In the future, it is planned
to develop and implement the DSSS methods for choosing the most economically
profitable configuration of the project of a fire protection system, taking into account
the restrictions determined by regulatory documents.

Acknowledgements The reported study was funded by RFBR, project number 20-37-90058.

References

1. Chelyshkov, P., Lysenko D.: Use of BIM in design of standard facilities. Int. J. Appl. Eng. Res.
12(24), 15119–15121 (2017)

2. Federal Center for Regulation, Standardization and Technical Conformity Assessment in
Construction (2021) URL: https://www.faufcc.ru/about-us/news-68334

https://www.faufcc.ru/about-us/news-68334


Decision Support System for Fire Alarm Design 415

3. Ruchkin, V., Romanchuk, V., Kostrov, B., Kolesenkov, A., Ruchkina, E.: Smart monitoring
of the emergencies by cyber-physical systems. In: 2018 ELEKTRO Conference Proceedings,
pp. 1–5 (2018)

4. Samartsev, A., Rezchikov, A., Kushnikov, V., Ivaschenko, V., Filimonyuk, L., Fominykh, D.,
Dolinina, O.: Software Package forModeling the Process of Fire Spread and People Evacuation
in Premises. Studies in Systems, Decision, and Control, vol. 199, pp. 26–36 (2019)

5. Samartsev, A.A., Ivaschenko, V.A., Kushnikova, E.V.: Combined modeling of fire and evacu-
ation from premises. In: 2019 International Science and Technology Conference “EastConf”,
EastConf 2019, p. 8725394 (2019)

6. Smith, R., Injamuri, C.K.: Design and calculation of fire sprinkler systems in revit per NFPA
and other standards (2021). https://www.autodesk.com/autodesk-university/class/Design-and-
Calculation-Fire-Sprinkler-Systems-Revit-NFPA-and-Other-Standards-2019

7. Sytnik A.A., Shulga T.E., Danilov N.A.: Ontology of the “Software usability” domain. Trudy
ISP RAN/Proc. ISP RAS 30(2), 195–214 (2018). https://doi.org/10.15514/ISPRAS-2018-
30(2)-10

8. Sytnik, A.A., Shulga, T.E., Shulga, I.I.: On the problems of presenting data of higher education
and science of the Russian federation using semantic web technologies. Inf. Educ. Sci. No.
2(46), 15–29 (2020)

9. SP 484.1311500.2020: Fire alarm systems and automation of fire protection systems.Designing
and regulations rules. Approved Russian Emergency Situations Ministry, # 582 (in Russian)
(2020)

10. Nikulina, Y., Shulga, T., Sytnik, A., Frolova, N., Toropova, O.: Ontologies of the Fire Safety
Domain. Studies in Systems, Decision, and Control, vol. 199, pp. 457–467 (2019)

11. Nikulina,Y., Shulga, T., Sytnik,A., Toropova,O.: System analysis of the process of determining
the room category on explosion and fire hazard. ICIT 2020, SSDC 337, pp. 125–139 (2021)
https://doi.org/10.1007/978-3-030-65283-8_11

12. Peroni, S.: The SPAR ontologies. In: Vrandečić, D., Bontcheva, K., Suárez-Figueroa, M.C.,
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