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Abstract. Recent work in AI ethics has come to bear on questions of responsi-
bility. Specifically, questions of whether the nature of AI-based systems render
various notions of responsibility inappropriate. While substantial attention has
been given to backward-looking senses of responsibility, there has been little con-
sideration of forward-looking senses of responsibility. This paper aims to plug this
gap, and will concern itself with responsibility as moral obligation, a particular
kind of forward-looking sense of responsibility. Responsibility as moral obliga-
tion is predicated on the idea that agents have at least some degree of control over
the kinds of systems they create and deploy. AI systems, by virtue of their abil-
ity to learn from experience once deployed, and their often experimental nature,
may therefore pose a significant challenge to forward-looking responsibility. Such
systems might not be able to have their course altered, and so even if their initial
programming determines their goals, the means by which they achieve these goals
may be outside the control of human operators. In cases such as this, we might
say that there is a gap in moral obligation. However, in this paper, I argue that
there are no “gaps” in responsibility as moral obligation, as this question comes
to bear on AI systems. I support this conclusion by focusing on the nature of risks
when developing technology, and by showing that technological assessment is
not only about the consequences that a specific technology might have. Techno-
logical assessment is more than merely consequentialist, and should also include
a hermeneutic component, which looks at the societal meaning of the system.
Therefore, while it may be true that the creators of AI systems might not be able
to fully appreciate what the consequences of their systems might be, this does not
undermine or render improper their responsibility as moral obligation.

Keywords: Responsibility gaps · Forward-looking responsibility ·
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1 Responsibility and AI

Questions of responsibility have become increasingly important in the field of AI ethics.
Specifically, questions of whether the nature of certain technological systems equipped
with AI renders various notions of responsibility inappropriate. Substantial attention has
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been given to backward-looking or retrospective senses of responsibility, as these come
to bear on questions of moral responsibility [12, 15, 17, 20]. However, less attention has
been paid to forward-looking senses of responsibility. This paper aims to plug this gap,
and so I will concern myself with responsibility as moral obligation, a particular kind of
forward-looking sense of responsibility.

Responsibility as moral obligation is a responsibility for future states of affairs and
is concerned with the active promotion of certain societal goals, and the responsibility of
agents to align what they do with these goals [17]. We must take seriously our obligation
to ensure that the decisions we make today help in the pursuit of a better tomorrow. This
is not to merely suggest that we take the future into account, but rather that we have an
active obligation to steer society in a way that aligns with various important values.

For an agent to be responsible for future states of affairs, the means by which they
go about getting to these future states ought to be in some sense under their control, such
that if a desirable outcome is not achieved, we would be able to find them at fault. For
the agent to be responsible, in this sense, it needs to be the case that the desired future
state of affairs is somehow up to them. That is, it is possible for them to see to it that the
future state comes into being. Thus, this moral obligation is predicated on the idea that
agents at least have some degree of control over the kinds of systems they create and
deploy. AI-systems, by virtue of their ability to learn from experience once deployed,
and their often-experimental nature, may pose a significant challenge to responsibility
as moral obligation. Such systems might not be able to have their course altered, and
so even if their initial programming determines their goals, the means by which they
achieve these goals may be outside the control of human operators. In cases such as this,
we might say there is a gap in moral obligation. It is this “gap” that this paper aims to
plug.

2 Task, Authority, and Obligation

Engineers and the creators of technology have a moral obligation to ensure that their
products comply with certain norms and standards, and that these are in the service of
socially desirable values and goals. This is not news to those working in engineering
ethics and related disciplines. That engineers have a responsibility to design, for exam-
ple, bridges that can bear a certain weight, buildings that can withstand certain wind
speeds, and transportation systems that do not endanger passengers is nothing new or
controversial. However, these obligations are closely linked with the tasks that engineers
conduct. That is, they have a professional obligation to design and build structures that
adhere to certain basic requirements. Moreover, they are also authorities on suchmatters
(given their education) and are responsible for how the project is in fact carried out. This
kind of responsibility is termed role responsibility and is descriptive in nature. It refers
to whether the agent in question is in the correct kind of causal relation to an outcome,
given their position in an organization or their authority. We can therefore think of this
descriptive sense of responsibility as being passive in that it is more concerned with the
legal and moral consequences that might be brought to bear on engineers should they
fail to perform their task as engineers.

In addition to this, we have responsibility as moral obligation, which differs from
responsibility as task and authority in that it is not so closely coupled with the technical
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skills of the engineer but is a normative sense of responsibility. It is also focused on
responsibility for future states of affairs and is therefore not restricted to the analysis
of an agent’s adherence to certain professional norms. It is therefore a predominantly
forward-looking sense of responsibility. We are here concerned with a prescription that
agents have, “in terms of an obligation to do something or to see to something, or to take
care of something” [16]. Here the question is not necessarily about what responsibilities
they may have given their position as engineers, but rather on the responsibilities that
we might expect them to rationally or reasonably assume [16]. The responsibilities we
might expect them to assume are natural extensions of their roles and authority, but they
are distinct in that when it comes to moral obligation there is an active component: they
are expected to check-in, supervise, and ensure that some future state of affairs obtains. It
is therefore important that we keep the distinction between “role responsibility”, on the
one hand, andmoral responsibility on the other. Role responsibility has to dowith certain
professional norms (as noted earlier) while moral responsibility, in the forward-looking
sense, has to do with responsibility for future states of affairs.

A second thing to note is that it is not controversial that these forward-looking obliga-
tions change over time: for example, added to the list of forward-looking responsibilities
that current engineers have is a concern for sustainability, which may not have been a
factor just 80 years ago. Nor would such a change (necessarily) lead to a “gap”. What
I will now investigate is whether AI systems might come to complicate our ability to
make evaluations of forward-looking responsibility due to their unpredictability and
their experimental nature.

3 Passive and Active Responsibility

As mentioned previously, responsibility as moral obligation is concerned with seeing
to it that something is the case. For an agent to be reasonably held responsible in this
sense, we expect that they could, for example, check in on the system or update it,
so that the desired future state of affairs is achieved. It is their ability to intervene in
this way that makes them fairly responsible. This, however, becomes difficult in the
case of those developing AI-systems. AI research is an innovative and unpredictable
field, due to both the vast collection of agents involved in creating these systems and
the nature of AI itself. In the first case, engineers may have competing obligations
towards different stakeholders (their employers, the public, etc.), and they might not be
aware of what their social roles entail (whether they are scientists, businesspersons, or
technicians, etc.). In the second case, the nature of AI-driven systems makes them in
some sense experimental, in that engineers are often testing and innovatingwith potential
solutions, without knowing exactly what the future consequences of their decisions may
be. Additionally, once these systems are deployed, it may be impossible for engineers
to actively intervene: the system would be outside of their control.

A gap in moral obligation may occur when we reflect on these two features. In the
first case, engineers may not be aware of their obligations to other agents (due to the
complicated network in which they are embedded) and therefore cannot seemingly be
held responsible for a failure to meet these obligations. However, this is not unique to
AI development: there are other contexts in which agents are embedded in complicated
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bureaucratic networks and may be unsure of their obligations due to this. For example,
the scientists working on theManhattan Project, which produced theworld’s first nuclear
weapons duringWorldWar II, worked in massive teams of discrete groups. This was the
beginningofBigScience,where scientistswere not limited toworking in siloed academic
laboratories but were pushed into large-scale organizations with political backing (and
political agendas) [18]. This kind of projectwasmassively funded and had clearly defined
objectives. The important point here is that this represented a break in the “traditional”
way of doing science and created a bridge between the power of science and political
power. Themingling of these two once broadly distinct spheres resulted in a complication
of the scientists’ understanding of their ownmoral obligations, as theywere not “married
to the science” as it were, but also to various political agendas, which they might depend
on for future funding, employment, access to resources, etc. My point is not to go into
the details of this affair, but rather to note that it created an organizational structure in
which the role that scientists found themselves to be playing was not only restricted to
science itself. As Steven Shapin put it,

Scientists had never before possessed such authority, largesse, civic responsibility,
and obligations. By free choice or not, some scientists now lived the vita activa,
and, while there were still consequential worries about the extent to which they
were indeed “normal citizens,” they had never been more integrated into the civic
sphere [18].

Here we can see how scientists’ obligations qua scientists might be complicated by
their new political power. This could be thought to create a gap in moral obligation,
due to the often competing (or conflicting) objectives of scientific research and political
objectives. If scientists are not properly trained for their new political roles, we might
expect them to be unable to cope with these new obligations. It may therefore be unrea-
sonable to expect them to fully understand their roles, especially in the early days of this
mixing of political and scientific power. They might not understand their active respon-
sibilities with respect to their research and how it is implemented. The point is that such
complications of responsibility as moral obligation, at least in the sense of agents being
answerable to different stakeholders, are not unique to AI.

Thus, the advent of AI and the teams of computer scientists behind them do not
necessarily create a unique gap in moral obligation when we reflect on the issue of
competing obligations. This does not mean the problem is solved, but rather that the
question of competing stakeholders and theways inwhich this challenges our ascriptions
of responsibility cover much broader terrain than my present concern. Where AI might
indeed pose a unique challenge, however, comes about in how it complicates the second
feature of responsibility asmoral obligation: the innovative and experimental nature ofAI
research and development may undermine the relevant control required for reasonable
ascriptions of forward-looking responsibility. There are two aspects to this. The first
concerns the risks that are inherent in deploying autonomous systems that are outside
of human control. The second concerns our inability to predict the consequences of this
technology.
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4 Risks and Consequences

It seems it would be unreasonable to hold engineers responsible when they are dealing
with experimental and innovative technologies. In such cases where full knowledge
of the consequences is impossible to ascertain beforehand and intervention once the
system is deployed is not possible, ascriptions of full responsibility do not seem to be
fair. In the case of nuclear weapons and the Manhattan Project, it was relatively clear
that this technology posed an existential threat to humanity should it ever be developed
and deployed. While this was not a widely held belief among individual scientists at that
time, there were many (such as Einstein) who were cognizant of this threat. One reason
for this is the technology had a clearly defined purpose, and once developed, would be
used in a very specific way. It would be deployed at targeted locations, determined by
human agents. Up until the moment the bomb was dropped, there existed the possibility
of human intervention, and at no point was it outside of meaningful human control.
There was no sense in which the technology could set its own goals or learn from
its “experiences”. For the scientists (and all those involved in the project) there was
therefore a sense in which they could reasonably anticipate the future consequences of
what they were producing. This was true in two senses. In the first case, it was possible
to anticipate the kinds of risks associated with the technology. Second, due to the direct
nature of how the technology was to be deployed (and the nature of how the technology
was tested beforehand), they could also reliably predict what the consequences of its use
would be (in the sense of anticipating the level of destruction, not the effects on society
overall). Obviously, these two factors are linked, but I think it is useful to consider them
separately, as there may be cases where we understand the risks of a technology but do
not have a clear handle on its potential consequences.

This, I think, might be what motivates the emergence of a gap in moral obligation
due to AI: even if we grasp the risks, this does not necessarily entail that we can fully
appreciate the potential consequences, which are often compounded by our lack of
control over the system. Iwill argue, however, that both of these aspects can be overcome,
and that there is therefore no gap in obligation. To do this I will first show that we do in
fact, broadly, understand the risks of deploying AI systems (or at the very least, that we
know about these risks), and we have frameworks in place to mitigate such risks. This
will involve taking seriously that the risk of deploying a system over which we have no
control might itself be a problem. Releasing fully autonomous AI out into the world is
a choice we make, and we might be better off ensuring that we always have a sufficient
level of control over such systems. Second, I will show that while an exclusive focus on
consequences might allow for the emergence of a gap in responsibility, this is not the
only means we have at our disposal in our assessment of technological systems.

5 Risks of AI

From the perspective of forward-looking responsibility, the question is not whether this
makes blame appropriate for these systems, but rather whether such deployment cre-
ates a gap whereby developers, engineers, programmers, etc. cannot fulfil their future-
orientated obligations because the AI-system has functional autonomy. That is, it can
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operate outside of “meaningful human control” [13]. The main concern here is the
supposed fact that it would be impossible for agents to intervene with such autonomous
systems, foreclosing assignments of prospective responsibility.However, this claimoper-
ates with the assumption that AI somehow has a pre-configured position in society. I will
argue, however, that AI systems, while importantly different to traditional technologi-
cal artefacts, are nonetheless still created and deployed by human beings, and so their
position in society is always a choice that we make [5].

While it is important to noteAI is different from traditional technical artefacts, the one
way in which it is similar is that it is designed by and for human agents. When thinking
about AI we should therefore not be misled by the supposed “intelligence” of such
systems. Their intelligence, if they have any, is of a derivative kind, and is the product of
a human process of research and development. For example, Joanna Bryson argues that
concepts such as intentionality, consciousness, and sentience, etc. are mere sideshows
to the real problems posed by AI: these being problems of governance [6]. Specifically,
she argues that the most pressing question concerning AI is how to design our artefacts
“in away that helps usmaintain enough social order so that we can sustain human dignity
and flourishing” [6]. From this perspective, questions of a forward-looking gap in moral
obligation do not seem to arise. While of course, the potential agential nature of AI in
many contexts makes it more difficult and can increase the complexity of determining
what our forward-looking obligations might be, and what the best route to achieve them
might entail, this does not by itself create a gap. For there to be real indeterminacy, the
technology would seemingly have to come out of the ether with its own set of values
and goals, in which case we would have no understanding of, or contribution to, its
design. However, notice that even in this extreme case, the notion of forward-looking
responsibility still makes sense: even if no human agent contributed to the system, we
might still reasonably expect thosewith the relevant skills and competencies to intervene,
check on the system, try to stop it, etc. Although we might not blame them for not doing
so, this does not mean that they have failed in their active responsibility.

While it is of course true that the emergence of potentially autonomous systems
requires critical ethical reflection, we as human beings still have full control over when
and how AI systems are developed, and thus carry the responsibility for them [5]. This
is especially true if we conceive of forward-looking responsibility as being concerned
not only with desirable outcomes but also with the promotion of shared values. Here
we would be interested with questions regarding the alignment of AI research and
deployment with certain values that are deemed beneficial for society [4, 7]. As more
and more social processes become automated and “outsourced” to AI or algorithmic
systems, we need to understand these systems as not merely technical but rather as social
and political artefacts, capable of reinscribing and reifying injustice [1]. This places a
forward-looking responsibility not just on programmers, engineers, and manufacturers,
but also on political actors, who have a responsibility to check in on and intervene in
instances of algorithmically caused harm. This is also true of those who fund these
programs, as funders also have an obligation to, for example, ensure that their projects
adhere to trustworthy practices [9].
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6 Beyond Consequentialist Reasoning

The second feature thatmight be thought to create inmoral obligation is the experimental
and innovative nature of many aspects of AI research. It is often the case, especially with
machine learning systems, that the correlations they generate are novel. Thus, in the
process of training these systems, engineers and programmers cannot predict the kinds
of results that will be generated. The process of creating and deploying these systems
is often an iterative one, with tweaks being made here and there to avoid failure or
undesirable outputs. There is therefore a sense inwhich those involved are experimenting
with the available data in order to try and derive a meaningful pattern that could be
put to work. This kind of work is also innovative in the sense that it often involves a
unique commercial application of a process or product. We might take innovation to
mean the “commercialization of technological inventions” [3]. Of course, innovation
in a broader sense is also possible (outside of technological innovation), but for my
purposes, it is enough that we come to see the novel use of AI-based systems as a species
of technological innovation. With this in mind, I will aim to show that the innovative and
experimental nature of AI does not create a gap in moral obligation. Although it might
seem as though these features would make it impossible to predict the consequences of
AI-based interventions, this does not exhaust our ability to assess technology and thus
does not come to complicate our active moral obligations.

In a recent article,ArminGrunwald [10] argues that awholly consequentialistmethod
of Technological Assessment (TA) does not work. He insightfully suggests that we
may evaluate nascent technologies not only on their potential consequences but also
by looking at the hermeneutic knowledge that is available to us when performing such
evaluations. Here we find support for the idea that technological assessment is more
than merely consequentialist, and should also include a hermeneutic component, which
looks at the societal meaning of the system [10]. This raises the possibility that concerns
strictly grounded in the control condition, with respect to moral obligation and AI, might
not undermine our responsibility practices. Specifically, it suggests that the experimental
and innovative nature of AI research does not foreclose discussions of moral obligation
for future states of affairs.

One of the key complicating factors when reflecting on the future obligations that the
creators of technology might have comes from the so-called Collingridge Dilemma [8].
Basically, the dilemma is that when a given technology is still in the nascent stages of
development, it is possible to influence the way it will develop significantly however, we
lack knowledge of how the technology will affect society. Once the technology becomes
‘embedded’ in society, and we come to know its implications, however, we are then in
a position where we are unable to influence its development. In essence, when change
is at its easiest, the need for it cannot be foreseen, and when change is required, it is
difficult to implement [10]. This dilemma, when applied to AI, is especially pernicious.
This is because, with AI, we are not only dealing with new technology subject to the
constraints of the Collingridge Dilemma, but also a kind of technology that is capable
of learning from its experiences, and thus, in a way, lying beyond the scope of the
Collingridge Dilemma. Such technologies, from their very beginning, might not offer us
the safety and security of ever being able to significantly influence their trajectories once
they are deployed. I will argue, however, that reflection on the potential implications of
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technology is more than a reflection on its potential consequences. This means that even
if we cannot fully anticipate the consequences of a given technology, it does not follow
that we are foreclosed from having an active moral obligation towards it.

An interesting point of departure on this journey is to reflect on theGerman translation
of technological assessment: Technikfolgenabschätzung. Within this word, we find Fol-
gen, which, literally, translates to “consequences” inEnglish.Herewe see howembedded
the role of consequences are in TA, and rightly so. Prospective knowledge (knowledge
about the future) is by its very nature uncertain, and so we need to devise a means with
which we can reduce this uncertainty. This leads to attempts to develop mechanisms to
anticipate what the future might hold, which acts as a guide to how we might structure
our decision making in the present, with respect to novel technology [10].

When assessing technology, however, what exactly are we evaluating? Grunwald
offers us two potential answers, and then gives reasons to reject both. He first claims
that perhaps TA is an assessment of technology. However, this construal misses the fact
there is no such thing as technology as such, and that technology is always embedded in
a given social environment [10]. Second, he suggests that TA might concern itself with
the consequences of technology. “Predicting, estimating and foresighting the possible
consequences of technology belongs to TA’s core business” [10]. Grunwald provides
two reasons for rejecting this claim. The first is that the consequences of technology are
not just the consequences of technology: these consequences are the result of varied and
evolutionary interactions between technical, social, and institutional factors. Second, the
consequences of technology do not yet exist. Therefore, strictly speaking, TA cannot be
about these consequences per se, but only about the expectations, projections, or imag-
inations of what they might be [10]. In this way, we come to see that when evaluating
technology, it is not enough to simply state that we should be concerned with the con-
sequences of a specific technology, but rather we must interrogate the “imaginations of
future socio-technical configurations” [10]. What might these “imaginations” be? Well,
Grunwald argues that they need to fulfil two conditions to be proper objects of TA:

(1) Involve relations with science and technology

(2) Demonstrate that the technologies under consideration possibly have societal
meaning and significance [10]

These two conditions seem natural enough. The first condition is straightforward,
and once again points out that we must be conscious of the link between science and
technology. The second condition introduces “societal meaning and significance”, which
is incredibly important to understand if we are to have a coherent means to evaluate novel
technology. This criterion takes us beyond the mere consequences of the technology and
prompts us to ask questions regarding the society-wide effects we may come to observe.
These technologies are not simply additions to pre-given social systems, but come to
influence ethical, economic, and social aspects of reality [11]. That is, we are now tasked
with excavating what the technology might mean and are thus engaging in a distinctly
hermeneutical project.

This draws our attention to how the projections and visions of new technologies come
to shape their development. In order for scientists and researchers to secure public funds,
they must convince those in charge of those funds (who are often not experts in the field)
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that their research will be of great importance. This often has less to do with the science
or technology itself, but what these willmake possible. In addition to this, breakthroughs
in science and technology can themselves fuel the creation of new forms of meaning.
For example, ultrasound scans made it possible for people to “see” the developing foetus
in the womb for the first time [21]. However, the associated meaning of this technology
is very different to the consequences of the technology itself. The consequences of the
technology are that it makes visible what was once invisible. In addition to this, however,
ultrasound also made it possible to determine the thickness of the nape of the neck of
a foetus [22]. With this knowledge, parents and doctors can make an assessment of the
risk that the child will be born with Down’s syndrome. Thus, the technology provides
a new framework for how we understand the foetus: no longer an invisible entity, but a
medical subject understood in terms of disease. Significantly, such an understanding also
brings to light our ability to prevent certain foetuses from being born, should we be able
to diagnose any “abnormalities” early enough. Thus, ultrasound technologies come to
mediate certain moral questions regarding abortion. This mediation role of technology
is well documented and provides support to the hermeneutic approach outlined above.
Instead of only looking at the potential consequences of the technology, we need to
focus our attention on trying to give an adequate account of how we understand it. This
understanding is never “stable”, as it is an iterative process (often called the “hermeneutic
circle”): oncewe take the time to understand the socialmeaning of a technologywedonot
come back to our original starting position. Rather, the process of uncovering meaning
itself creates a kind of spiral, whereby new inputs are interpreted by society in a number
of ways and come to influence our understanding of the technology in question.

One way to deal with unpredictability might be to focus on the decision-making
procedure itself. Even if we have some unpredictability in terms of outcomes, we might
nonetheless be able to mitigate such risks by focusing on the process of AI develop-
ment. Such a switch in perspective has been proposed by Stilgoe et al. [19], where they
propose their AIRR (Anticipation, Reflexivity, Inclusion, and Responsiveness) frame-
work. The AIRR framework provides a mechanism by which engineers can be educated
about their professional roles and the means of fulfilling their moral obligations in these
roles. The focus of this framework is on the process of responsible research, and so the
unpredictability of the system does not necessarily undermine the feasibility of such an
approach.

What does any of this have to do with AI and moral obligation? The point of this
section has been to show that when assessing a technology, unreliable knowledge about
the consequences of that technology do not foreclose our ability to investigate the societal
meaning that the technology may hold. Therefore, while it may be true that the creators
of AI systems might not be able to fully appreciate what the consequences of their
systems might be, they can still take the time to investigate their societal significance.
For example, ‘predictive policing’ algorithms have been touted as a mechanism to assist
law enforcement with determining their inspection priorities [23]. These systems are
meant to increase the efficiency and efficacy of law enforcement processes by targeting
‘high risk’ areas and deploying more resources to those areas.

From a purely consequentialist perspective, we could say that the consequences of
this technology would be greater policing in high-risk zones. However, hermeneutically,
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we might start to ask whether this kind of system might reinforce or create new forms
of discrimination. What will the effects be of increasing police presence in high-risk
areas, when those areas are historically disadvantaged? Unfortunately, with the benefit
of hindsight, we can see that the results have been damaging for those communities.
Hyper-surveillance partly produces increased rates of recorded crime (in the form of
more arrests for petty crimes, for example), especially when the police know that they
are being deployed in areas and are on the lookout for criminal behaviour, creating a
guilty until proven innocent scenario [2]. Thismight reinforce existing racial prejudice on
the part of police officers (if they are serving in historically disadvantaged communities)
and may increase resentment in the community among those who feel that they are being
unfairly targeted. The point of this example is that before deploying such systems, we
should not merely look at the consequences of the technology, we also have to critically
investigate how the technology will be embedded and what that might mean to the
communities whom it will affect. Additionally, such “predictive systems” themselves
operate under the assumption that attempting to predict the future will not influence the
present. As the example should illustrate, and as a hermeneutical perspective illuminates,
this is simply false, “as the very practice of forecasting the future partly acts directly
upon the world - machine prediction plays a part in creating what exists whenever such
predictions inform decision-making” [2].

Thus, those who design and implement such systems can undertake such hermeneu-
tical analyses. There is no gap in moral obligation due to AI because here we have a
mechanism that can overcome the cause of the potential gap (in the form of unpredictable
consequences). In this respect, designers and developers ought to regularly check that the
AI in question is performing its task in a way that is aligned with various socially desir-
able values (respect for human rights, equality, sustainability, etc.). This would involve
understanding the specific context in which the AI is embedded, as well as how the
agents interacting with it understand it, and how it affects the communities and groups
within its range of influence.

However, this is not to say that this would be easy, or even that isolated engineers
would be able to fulfill these obligations without education and input from researchers
in the social sciences. My proposal therefore requires inter- and trans-disciplinary work
so that the given societal meaning of the system can be uncovered. Such a process
demands a diverse and pluralistic approach to technological assessment. Additionally, it
might seem excessively onerous that programmers or engineers have to undertake such
a hermeneutic analysis. This is especially concerning if we reflect on the gap between
theory and practice that is operative in the AI ethics debate at present [14]. However,
it is beyond the scope of the present paper to go into much detail with respect to how
we might go about implementing such a hermeneutical perspective in applied contexts.
My point here has merely been to suggest a theoretical perspective which might, when
applied, yield more governable form(s) of AI systems.

7 Conclusion

In this paper, I have argued that AI systems do not create a unique gap in forward-
looking responsibility. I supported this conclusion by focusing on the nature of risks
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when developing technology, and by showing that technological assessment is not only
about the consequences that technology might have. By broadening the horizons of
what constitutes technological assessment, with specific reference to societal meaning, I
aimed to show that we can avoid a gap in forward lookingmoral responsibility. This does
not mean, however, that forward-looking responsibility is not an issue when it comes
to developing and deploying AI systems. In fact, given what I have said here, it should
be clear that AI does indeed complicate our responsibility ascriptions. However, such
complications do not lead to an insurmountable gap.
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