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Abstract In the last decade, the rapid development of low-cost 360° cameras, Head
Mounted Displays, smartphones, and open-source softwares have created new possi-
bilities of immersive storytelling in virtual reality, popularly known as cinematic
virtual reality or virtual reality films. Even in 360° videos, the visual experience
remains limited to field of view of head mounted displays. Hence, the spatial audio
is considered essential to create ‘Presence’ and ‘Immersion’. The viewer is part of the
virtual environment with the freedom to interact, navigate, and choose the viewing
direction. This presents challenge of sound recording, designing and playback. The
recent development in spatial audio recording, sound synthesis and rendering has
addressed some of these challenges. The current study presents the state-of-the-art
of sound design in cinematic virtual reality through literature review and textual anal-
ysis of the relevant publication in the field since 2015. The objective is to identify
further scope of studies. This review could be useful for filmmakers, sound designers,
and scholars working in the field of cinematic virtual reality.

Keywords Virtual reality · Immersive storytelling · 360° · Spatial audio ·
Film Sound design

1 Introduction

Over the years, virtual reality (VR) has slowly and steadily evolved as an independent
medium to create simulated experiences in diverse areas such as military training,
aviation, health, education, and entertainment. Since 2012 the rapid development
of low-cost 360° cameras, Head Mounted Display (HMDs), smartphones and open-
source software’s have created new possibilities of immersive storytelling popularly
known as cinematic virtual reality (CVR) or 360° VR films. While VR can offer
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a full 360° view, at any given instance the visual experience remains limited to
the field of view—maximum visual field a VR headset displays. This leads to fear
of missing out (FOMO) concern in viewers [1]. To address this, sound’s innate
nature of omnipresence can be used to localize the source of events beyond the
field of view. Hence, spatial audio is considered essential to create ‘Presence’ and
‘Immersion’. However, there are challenges of sound design as, the visual frame that
contextualizes the acoustical events no longer exists. The viewer being part of the
virtual environment with the freedom to navigate, interact, and choose the viewing
direction further adds to the complexity of sound design as well as playback. The
current study presents the state-of-the-art of sound design in cinematic virtual reality
through literature review textual analysis of the relevant publication in the field since
2015. CVR is in its nascent stage and sound design practices, process, aesthetics,
and technology are still evolving. Hence the objective of this study is to present
possibilities and challenges of sound design in CVR and to identify the scope of
further studies in the field. This could be useful for filmmakers, sound designers,
and scholars working in the field of cinematic virtual reality. Section 2 gives the
background of CVR followed byMethodology in Sect. 3, literature review in Sect. 4,
discussion in Sect. 5, and conclusion in Sect. 6.

2 Background

Through the advancement in motion picture from the silent era, black and white films
to talkies and colour picture to 3D Cinema, the objective has been to make the cine-
matic representation as close to reality as possible. Sensorama developed by Morton
Heilig in 1956 is regarded as one of the first attempts to create a simulated environ-
ment. By 1965, another inventor, Ivan Sutherland, offered “the Ultimate Display,”
a head-mounted device that he suggested would serve as a “window into a virtual
world” [2]. Since then, with the advancement in computer graphics, processing and
visual displays VR has evolved as an independent medium. However, there has been
debate over 3D and other VR related developments in terms of control over narra-
tive and perception from the very beginning as discussed in the cinema of the future
by Heilig [3]. In 2012 Palmer Luckey developed a prototype of the Oculus Rift- a
portable VR headset offering a 90° field of vision using the computer’s processing.
In 2014, Facebook acquired the Oculus VR company for $2 billion [4] and subse-
quently Sony, Google and Samsung also launched VR headsets. Google’s low-cost
mobile-based do-it-yourself Cardboard brought the VR to the consumer domain. The
leading entertainment companies such as Walt Disney and 20th Century Fox also
started exploring the possibilities of VR as a medium for storytelling. To create an
immersive experience, existing spatial audio format such as Binaural and Ambisonic
were further developed for VR. The recent development of Dolby Atmos, wave field
synthesis and Head-Related Transfer Function has further created possibilities of
immersive sound design and storytelling in CVR.
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3 Methodology

A detailed literature search was conducted through multidisciplinary databases for
keywords- Sound Design, Cinematic Virtual Reality, Immersive Storytelling, Pres-
ence, 360° video, Spatial Audio, Localization, Binaural, Ambisonic and 3D-audio.
CVR is relatively a new field hence the initial search was limited from 2015 to
present-day publications. Though, some widely referred earlier seminal works were
included to define the key theories and concepts in the field. Likewise, some articles
from the web were also referred to incorporate the filmmaker’s views on contem-
porary practice and technologies. The publications were shortlisted in a three-step
manual process based on relevance, starting from title and keyword review followed
by abstract review and finally full paper review. Publication in the domain of pure
acoustics, engineering or technology were not included as the scope of the study is
the creative application of sound design in CVR.

4 Literature Review

4.1 Immersive Storytelling

In VR, the viewer is part of the virtual world with the freedom to navigate, interact,
and choose the viewing direction. This creates a sense of immersion, being ‘there’ or
presence for the viewer. This is the biggest advantage ofVR over traditionalmediums
for immersive storytelling. At the same time, it also presents new challenges to
filmmakers as they need to let go of the control over the narrative in terms of framing
and editing. Hence, filmmaking tools and techniques developed over the last century
needs to be reconsidered and a new filmmaking language needs to be developed for
effective storytelling in CVR.

4.1.1 Cinematic Virtual Reality: New Cinematic Language

According toMateer, cinematic virtual reality provides an immersive VR experience
where individual users can immerse themselves in syntheticworld experience in 360°
Videos [5]. However, this definition uses the term synthetic world which refers to
computer-generated imagery (CGI) and does not consider live-action 360° films. In
a fully virtual experience, the viewer can interact and inform the storytelling. Hence,
there is debate, if 360° videos can be considered Cinematic VR. There is an argument
that the option to look in any direction also allows the audience to interact with the
video and create her own space within the storytelling [4]. This study includes 360°
videos also in the discussion.

The traditional notion of the fourth wall no longer exists in CVR. As the viewer
is part of the virtual cinematic space with the freedom to choose viewing direction,
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interact and navigate. Hence, elements of film language as describe by Bordwell
and Thompson for screen-based cinema such as cinematography, mise-en-scene,
editing, and sound design [6] needs to be reconsidered and a new film language
needs to be developed for CVR. Since the viewer is part of the virtual world, her
role and the degree of participation in the storytelling needs to be determined before
starting the filmmaking process as this shall influence the overall design of the CVR.
Dolan and Parets based on their professional experience in the field proposed a
four-quadrant system of storytelling based on four viewer types: Observant Active,
Observant Passive, Participant active, and Participant passive [7]. On similar lines,
Cho et al. also explored the various approaches of viewer’s engagement with the
story in CVR such as a first-person (the viewer being addressed by a character in
the film) and third person (viewer just observes the action) perspective [8]. The level
of control/agency given to the viewer also influences the storytelling in VR and
conflicts with the filmmaker’s control over the narrative. Ruth Aylett defines it as
a “narrative paradox” [9]. Godde et al. conducted an empirical study using exiting
360° videos to understand the possible changes required in CVR from screen-based
cinema. Some of the key consideration discussed in the study are to define the the
role of the viewer as active participant, or passive observer; guiding the viewer’s
attention; camera placement; Re-thinking framing and Editing [10]. Although this
study does not discuss the sound in detail, it’s finding such as placement of story
elements, the balance of spatial and temporal story density could inform the sound
design as well.

In shooting live action films with a 360° camera, the entire sphere is in frame.
Hence there are challenges of location selection, framing, lighting, and sound
recording.While Computer Graphics Imagery based films are free from these consid-
erations, creating a realistic environment and process sound to reflects the acoustics
of the space remains a concern. Some other studies focused on elements of film-
making such as editing [11], the interplay between sound design and editing [12] in
terms of rhythm, and a framework of screenwriting for an Interactive VR film [13].

4.2 Immersive Sound Design

Humans perceive sound spatially, hence the spatial audio is required to do immersive
sound design for CVR as discussed in the following sections.

4.2.1 Perception of Sound

Sound design theories and practices are based on the perception of sound by a human
being. Lorenzi explained the way humans localize sound in three dimensions as per
psychoacoustics [14]. Further, Kendall demonstrates how sound localization or the
sense of direction of a sound is calculated by the brain based on the time difference,
phase difference, level difference, and intensity difference between sound signals
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arrival at two ears [15]. However, Potisk underlines the limitation of human beings
to accurately perceive the distance of a sound through hearing alone and the support
of other sensory inputs are required [16]. How the upper human body such as ears,
head, torso and shoulders influence the perception of sound in the brain and localize
sound is explained by Duda [17]. To compensate for it, in headphone based listening
a 3-D audio protocol; Head-Related Transfer Functions (HRTF) captures the trans-
formations of sound wave propagation from the source to the ears [18]. The HRTF
is concerned with modelling the physiological responses. These transformations
account for the diffractive and reflective influences of the head, pinnae, shoulders
and torso, and the combination of two unique HRTFs for the left and right ears
satisfactorily addresses the parameters for localization.

4.2.2 Spatial Audio

The human ear can locate source of sound and its direction in three-dimensional
space as spatial input. The objective behind the development of a stereo system in
the 1930s was to create an impression of a 3D sound environment, surrounding a
listener thus simulating auditory reality [19]. For this reason, first Stereo and then
multi-channel surround sound system became popular in screen-based cinema even
though such format were limited to the horizontal plane. In spatial sound, there are x,
y and z-axis for localization. Topping explains that a 3-D audio system can depict a
realistic auditory event to an extent that the brain is convinced that a sound originates
not from the loudspeakers or headphones, but an arbitrary point in three-dimensional
space [20]. In recent timesmultiple spatial audio formats have been developed. Three
widely used spatial audio formats are Binaural, Dolby Atmos and Ambisonic. For
the scope of this study, only their main advantages and limitation are summarized in
Table 1.

Table 1 Advantage and limitation of three spatial formats

Format Advantage Limitation

Binaural (chanel based) • Normal stereo-file
• Compatibility across
platforms

• Simple and quick spatial
audio solution

• Headphone based
• Sounds weird on
loudspeaker

• Rendered mix, no real-time
head-tracking

Dolby atmos (object-based) • Object-based design
• Independent of
channel/speaker
arrangement

• Requires a decoder
• Limited distribution and
• compatibility

Ambisonic (sound field-based) • Compatible with other
channel-based formats

• Scalable with more
channels, for 360° videos

• Requires a decoder
• The output varies on
different platforms
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4.2.3 Sound Design for CVR

The sound recording in live-action 360° is challenging as everything is in the frame,
it limits the choice of location sound recording equipment and crew. The CGI based
workflow does not have these challenges as voices can be dubbed but to process the
voices to match the cinematic space as well as build the soundscape from the scratch
remains a challenge. McArthur explored the idea of distance in audio for VR and
outlined constraints of sound design in terms of hiding the microphone during a 360°
shoot to processing in post-production [21].

Candusso [22] study underlines the difference of workflow from linear media to
VR, in terms of 3D sound and its applications [22]. However, the lack of consid-
eration of other elements of cinema and key concepts of VR such as presence and
Immersion limits the scope of study and merits further exploration. Through case
studies, Erkut et al. proposed a framework of sound recording and design for Virtual
Environment known as SIVE (Sonic interaction for the virtual environment [23]. To
explore immersive production techniques in cinematic sound design, Downes et al.
adopted a scene from the 1981 submarine classic filmDas Boot in a 9.1 loudspeaker
configuration. The study suggests that the context is important to utilise this enhanced
spatial format [24]. Milesen et al. found that people sense significant more direction
in the sound when they get a monoscopic image with ambisonic sound compared to
a stereoscopic image with stereo sound, however, they do not feel significantly more
direction in the sound when the imagery is monoscopic with stereo sound or when
the imagery is stereoscopic with ambisonic [25]. This underlines the complexities of
existing formats for both filmmakers as well as viewer.

Even though output from a multichannel speaker system is possible and a frame-
work for the same has been suggested by Sungsoo and Sripathi [26], headphones
remain the preferred choice to view VR content with HMDs. Freeman suggests that
numbers of channels do not have a significant impact on presence or immersion [27].
While another study suggest that the increased number of speakers and awider spatial
audio distribution diffused the participant’s attention [28]. These studies raise some
important questions with regards to the relationship of visual attention and a layered
spatial soundtrack as well as the time needed to adapt to such complex conditions.
The findings of the study are significant to examine the relationship of presence with
spatial audio formats. The relationship between sound design and viewer’s emotions
and reaction has been discussed in several earlier studies [29–31]. One of the rele-
vant studies in this regard is by Kock and Louven [32]. In this study, a Live action
and animated film were produced and analysed with different sound treatments. The
findings of the study suggest that non-diegetic sound effects for live-action films and
diegetic sound in animation film may enhance the impact of the sound effects and
lead to greater viewer immersion or suspense. Even though this study is for screen-
based cinema the findings are relevant to understand the different approach of sound
design required in CGI and live-action based films in CVR. Further, Boltz examined
how the viewer’s perception of the speed of visual elements gets influenced by the
tempo of diegetic sounds [33]. Walden suggests that details in the audio help the
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brain process the visuals faster [34], likewise Cheung has shown that using highly
expected sounds increases users’ sense of presence [35].

4.3 Immersive Experience for Viewer

The experience of CVR differs from traditional screen-based cinema in two aspects
first; (a) viewers use head-mounted-display (HMDs)with headphones and experience
the content individually; (b) the viewer is present in the virtual world and experience
the content as first-person point of view. Hence the idea of presence and immersion
needs to be understood in the context of CVR. Lombard and Ditton defined presence
as “the perceptual illusion of non-mediation” [36]. This presence, inwhich the viewer
locates herself in the scene, is one of the greatest strengths, but also one of the biggest
challenges for storytelling in VR. For effective immersive storytelling, “presence”
is the essential prerequisite. The VRs high chance of creating a feeling of presence
has been explored, based on the Two-Level Model of spatial presence, introduced
by Wirth et al. [37]. According to Slater and Wilbur, while “presence” is the state of
being there in the virtual world, “immersion” describes and assess the character of the
technology in terms of systems able to deliver an inclusive, extensive, surrounding,
and vivid illusion of virtual environment to a participant [38].

A 2015 experimental study analysed the viewer’s experience of cinematic virtual
reality with head-mounted displays [39]. For the study, a CVR film The Prism was
produced and viewers watched it on Oculus Rift with headphone. The findings of the
study suggest that even though viewers liked the experience of a VR film and could
comprehend the story, being able to look around during the film was a distraction
for some viewers. Other studies [40, 41] also examined if freedom to look around in
cinematic virtual reality enhances the viewing experience or spoils it. This continues
to be a topic of debate amongst scholars to date.

The findings of the study by Brinkman et al. suggest that adding sound to the
virtual world has a significant effect on people’s experience though no difference in
experience between stereo and 3D audio was reported [42]. In the same line, another
study by Kobayashi et al. suggest that the sympathetic nervous system activated
to a greater extent by the spatialized sound [43]. Ding et al. compared a 2D film
against a VR film and the findings suggest that CVR has a significant influence
on the emotional processing of the audience in comparison to 2D films [44]. Project
Orpheus—apractice-based research- examined the idea of presence and immersion in
CVRbymakinguser part of the narrative and the use of sound to guide users’ attention
[45]. This study presents participants two versions of the same video. In version one,
the sound matches the visual while in the experimental version the sound announces
the upcoming image/visuals beforehand. The idea behind this experiment was to
prompt users about a new event such as characters entry through sound. However,
the participants of the study found this version of the sound mix as ‘distracting’ by
not finding the corresponding visual of the sound immediately.
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4.3.1 Guiding the Attention of Viewer

In 360° CVR often viewers do not know where to look? This results in FOMO (the
fear ofmissing out) complex in viewers [1]. This is a commonphenomenon inVRand
the storyteller needs to guide the viewer’s attention to the key points in the narrative.
Rothe et al. summarized the various methods developed in recent years for attention
guiding in virtual Reality [46]. Similarly, studies also suggest that depending on
the objective, the attention can be space-based (position of an object), feature-based
(features of an object) or object-based [47, 48]. The possibility to guide the attention
through visual clues is discussed in [49, 50]. These studies also suggest that forced
control of user’s action may negatively influence presence.

Van der Burg et al. demonstrated through the “Pip and Pop” effect that adding
a simple auditory “pip” with a visual colour-change effect “pop” helped in finding
the event for viewers [51]. According to Rothe et al. sounds can motivate the user to
search for the source of the sound and therefore to change the viewing direction [52].
Binaural audio has a clear advantage to spatial visual processing as it can reduce
visual search time [53] However, Mendonca et al. also observed that 3D sound can
also have a negative impact on perception [54]. The studies suggest that just like
screen-based cinema, in CVR also the sound has to be designed in the context of the
narrative along with visuals and the theories cannot be generalized beyond a point.

5 Discussion

The key challenges of sound design in CVR are to define the role of the viewer, to
draw the attention of the viewer, and tomaintain the sense of presence and immersion.
The shooting live-action 360° is challenging as everything is in the frame, it limits the
choice of location sound recording equipment and crew. The CGI based workflow
does not have these challenges still to re-create voices to match the cinematic space
as well as build the soundscape from the scratch remains a challenge. Several studies
have shown that sound can be used for guiding attention, but the finding of some
studies also suggest it to be distracting as well. The sound design needs careful
consideration as any additional layer of sound might be distracting. The same is the
case with the use of multi-channel audio output. Though the output through speakers
is possible, the preferred mode of audio playback remains headphone, which limits
the communal experience of film watching. The advancement in technology such
as location microphones, sound field recorders, stand-alone HMDs, HRTF, object-
based audio, wave-field synthesis has enhanced the overall sound design for CVR as
well as the film viewing experience for the audience. Still the health-related concern
of use of HMDs with headphones continues to inform the duration of content as well
as its design. This review could be of help to scholars working on the Ergonomics
design aspects of HMDs as well. The technologies, processes, and design aesthetics
of sound design for CVR is still in flux. The standards are yet to be evolved. In this
context, the filmmakers and sound designers need to adapt to the new medium, learn
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a few tools and techniques specific to VR. A framework of sound design shall help
filmmakers to create immersive experiences.

6 Conclusion

Based on the literature review, it is observed that there is a growing interest amongst
scholars in cinematic virtual reality. Still, the studies focused on sound design are
rare to find. Simulate reality remains the objective of sound design for filmmakers.
Hence it remains the focus of studies as well.While ‘being real’ might be the primary
concern in health, aviation, and military training, in cinematic virtual reality, the role
of sound design is to support the narrative and enhance the cinematic experience.
Hence there is a need to explore sound design beyond just presence. There is debate
over the use of sound and the balance between spatiality, density and guiding the
viewers’ attention. A detailed study of sound recording, editing, mixing and playback
of sound elements i.e., voice, sound effects, ambience, music, and silence is required
to develop a comprehensive framework of sound design.
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