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Preface

The UN Convention on the Rights of Persons with Disabilities (PwDs), Article 9,
defines Information and Communication Technology (ICT) accessibility as an
important part of accessibility rights [1]. The World Health Organisation (WHO) esti-
mates that over one billion people live with some form of disability, and in developing
nations infirmity and disabilities are real drivers of exclusion and poverty [2]. More-
over, as stated by the WHO, the number of people experiencing disability is dramat-
ically increasing due to demographic trends and increases in chronic health conditions,
among other causes [2]. In addition, people with disabilities are disproportionately
affected during the COVID-19 pandemic.

ICTs have a crucial role to play. In fact, making technologies and services accessible
is not merely a basic human right, but ICTs have the potential to bring a real difference
to the quality of life of people living with difficult or debilitating conditions or dis-
abilities. ICTs are advancing exponentially, while the cost is plummeting. Neverthe-
less, health care demand is rising, accessible technologies and services are required,
and the costs continue to rise. This calls for additional research and adoption of
technologies that can help to meet these challenges, since ICT for health, accessibility,
and wellbeing still continues to lag behind other applications.

There is a need for the design, implementation, user-centered evaluation, and
standardization of new and future inclusive and sustainable technologies that benefit
all: healthy people, people with disabilities or other impairments, people with chronic
diseases, etc. This calls for multi- and interdisciplinary research involving the interplay
between ICTs and biomedical, neurocognitive, and experimental research, which puts
users with disabilities at the epicenter and aims to engage in a co-creation and
co-design approach. Specifically, the focus should be placed on user-oriented design
and innovation, as well as user-centered evaluation. New intuitive ways of
human-computer interaction (e.g., augmented and virtual reality, natural language
processing) and user feedback and acceptance are among the primary factors that need
to be examined in order to propose more intuitive and user-tailored ICT solutions.

Therefore, the proceedings of the first International Conference on ICT for Health,
Accessibility and Wellbeing (IC-IHAW 2021) present state-of-the-art multi- and
interdisciplinary research in this field. We would like to applaud the steering com-
mittee, Michal Bujacz, George A. Papadopoulos, Edwige Pissaloux, and Ramiro
Velázquez for helping us to assemble and organize a number of high-quality and
diverse papers on topics such as active aging, assistive devices and systems, brain
functions support, and ICT and wellbeing. This very exciting volume promises to
deliver to the readers a broad view of how ICTs can be applied for addressing chal-
lenges in terms of health, accessibility, and wellbeing, with accepted papers that
showcase research and development of different ICTs and their application in various
end-user domains, e.g., older adults, people with dementia, stroke patients.



Part of the series “ICT for Societal Challenges”, the IC-IHAW 2021 conference
brought together academics, industry experts, and education leaders from all over the
world to discuss an incredibly wide array of topics, ranging from machine learning,
robotics, and augmented reality to natural language processing, to address problems
related to health and disability.

The conference received a total of 36 papers, and the submitting authors originated
from 26 countries from all parts of the globe with the Europe, Middle East, and Africa
(EMEA) region ranking first with 69% of submissions, the Asia-Pacific Region ranking
second with 15%, and the rest being from North and Latin America. From the sub-
mitted papers, 12 full papers and seven short papers were accepted for presentation and
publication in this Springer conference proceedings, yielding an acceptance rate of
33.3% for full papers. Every paper went through a rigorous review process, in which
each paper received at least two expert reviews, with most of the papers receiving more
than three reviews.

The technical program of IC-IHAW 2021 consisted of six sessions: Active Ageing,
Brain Functions Support (two sessions), ICT &Wellbeing (two sessions), and Assistive
Devices & Systems during which 19 papers were presented (12 full papers and 7 short
papers) at the virtual event.

We would like to thank everyone involved in the conference for helping to make it a
success.

November 2021 Med-Salim Bouhlel
Achilleas Achilleos
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Instrumented Activity Dice for Assessing
Limitations of Physical Performance: A Pilot

Study

Seethu M. Christopher(B) and Rico Möckel

Maastricht University, Maastricht, The Netherlands
{seethu.christopher,rico.mockel}@maastrichtuniversity.nl

Abstract. Assessment tests can be frustrating for participants and - due to ametic-
ulous documentation load - arduous for experimentalists. Consequently, research
has been done to make assessments more fun for the participants by integrating
these assessments into serious games, and less demanding for the experimen-
talists by automating observations through computer vision or wearable sensors.
However, children and elderly participants become anxious and behave differently
while being observed by a camera or when asked to wear sensor-suits. Hence, we
investigate a different methodology to assess the physical status of a participant -
an instrumented game dice with integrated sensors. Prior research has established
that throws are a measure of physical capabilities. A participant in the context of a
serious game throws the instrumented dice and we demonstrate that the variables
extracted from the interaction with the dice provide us with an indication about
the participant’s wrist abilities.

Keywords: Serious games · Physical interaction · Intelligent toys · Human
movement · Smart assessment tool

1 Introduction

Physical assessments are a “cornerstone of public health” [1]. Substantial advances
have been made in developing affordable and easy-to-administer field tests for assessing
physical performance, especially those needed in activities of daily living (ADL) [2]. The
seated medicine ball throw (SMBT) for instance is an inexpensive, safe and repeatable
measure of upper body power [3]. Seated shot-put (SSP) is another field test that is
frequently used for assessing upper body performance [4]. Harris et al. used the SMBT
test to measure the upper body power in older adults [3] while Davis et al. used it
with kindergarten children [5]. During these tests, the participants are asked to throw
a medicine ball or a shot put as far as possible and the researcher manually measures
the distance using a tape. The throwing activities also provide a challenging stimulus to
improve the balance of the participants [6].

Without the use of technology, such tests for the assessment of well-being and phys-
ical performance can be a tedious process since the researchers must perform the assess-
ment and careful documentation.Moreover, with the steady growth of elderly population

© Springer Nature Switzerland AG 2021
E. Pissaloux et al. (Eds.): IHAW 2021, CCIS 1538, pp. 3–17, 2021.
https://doi.org/10.1007/978-3-030-94209-0_1
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http://orcid.org/0000-0003-2495-0820
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over the world, new practices for assessment of the elderly need to be adopted. It is esti-
mated that in 2050 there will be three times more people over the age 85 than there are
today [7]. Past research for automated assessments of physical performance focused on
three different assessment approaches: Most work focusses on (1) the replacement of
observations through a caregiver/researcher by a camera with automated video analysis
[8–12], and (2) the attachment of sensors to persons’ bodies [13–27]. (3) Our work falls
into a third category for which so far only little literature can be found: the integration
of sensors into game devices [28, 29].

There exists some limited research on using sensors like IMUs (InertialMeasurement
Unit) on objects in sports to find the kinematic variables or capacity of the person
executing certain movements [30]. Särkkä et al. talks about using IMU on a javelin to
find the perfect angle so as to get the most efficient throw [31] while Grimpampi et al.
describes the most effective angle for a baseball throw [32]. Burkett et al. investigated
the kinematic data of seated throwing techniques [33]. This was done by applying 31
reflective markers on relevant anatomical positions, and an IMU with a marker on the
thrown object, while for collecting data, a six-camera system was used to track the
markers during the movement.

In this paper we study how the physical status of a person might be assessed by
integrating an inertial measurement unit into an activity dice, thus creating an inexpen-
sive everyday tool for assessments. To the best of our knowledge, such an automated
assessment with activity dice has not yet been proposed in the literature. Our long-term
goal is to incorporate the dice in serious games [34] or target throwing activities [35],
thus training the physical abilities while physical status and well-being are continuously
and automatically assessed without human intervention, without placing sensors on the
person’s body, and without the use of camera devices. Such a cost effective device would
be beneficial for early intervention, as the tool can notify the caregivers if a change in
physical status is noticed. Following this, time consuming and costly assessments and
examinations can be further carried out, if necessary. The instrumented dice can be
integrated into various games as our caregiver partners are currently doing it with non-
instrumented dice. For now, in this work we explore which data pertaining to the wrist
can be obtained from the dice. We show that we can extract the following information
purely from the instrumented activity dice: (1) the initial velocity with which the dice
was thrown, (2) the time of flight, and (3) the number of turns of the dice. We show
how from these features, we can differentiate between throws performed with a fully
functional wrist versus a wrist restricted in complete movement.

2 Materials and Methods

This section details the subject details, the activity dice used, the experimental setup and
methods used in this study.

2.1 Subject Recruitment

Eight male and six female university students in undergraduate and graduate programs
with no physical impairment were recruited to participate in the study. All participants
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were informed of the experimental procedure along with all associated risks and signed
an informed consent following the guidelines of the ERCICMaastricht University Ethics
committee, which had approved the study (ERCIC_094_28_08_2018). Participantswere
instructed about the possibility of withdrawing their consent for the study at any given
time without providing any further reasons or facing any consequences, both orally and
in written form. Participants were also instructed about their data rights in the GDPR
framework. The anthropometric values for each participant were measured prior to any
testing (Table 1).

Table 1. Anthropometric values of all participants

Variable Mean (SD)

Age (years) 27.4 (2.9)

Sitting height (m)a 0.91 (0.06)

Arm length (m)b 0.74 (0.06)

Elbow to hand length (m)c 0.46 (0.03)
a Sitting height is defined as the distance from the chair’s surface to the vertex of the head.
b Arm length is defined as the distance from the shoulder to the middle of the hand (palm) of the
right arm.
c Elbow to hand length is defined as the distance from the elbow to the middle of the hand (palm)
of the right arm.

Fig. 1. Left: dice. Right: sensors placed inside the dice

2.2 Instrumented Activity Dice

To create the instrumented activity dice, we integrated a Raspberry Pi 3 embedded
computer and inertial measurement unit (IMU), the BNO055 from Bosch Sensortec,
into an off-the-shelf foam dice fromWehrfritz [36]. The sampling frequency of the IMU
was set at 100 MHz. We used the fusion mode of operation for the IMU. This mode
outputs orientation data in addition to the raw sensors values and guarantees higher
data accuracy for the sensor values. The off-the shelf foam dice is shown in Fig. 1.
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The off-the-shelf foam dice can be bought as a play device for activities with children
and elderly. With an edge length of 20 cm it can be easily grasped and thrown. We
chose this dice after consultations with elderly and caregivers. The dice itself can be
used for different types of games with the children and elderly in the context of serious
games. As a result, the dice itself might also be a good motivator to get elderly to be
active. We integrated the Raspberry Pi embedded computer into the dice to read the
accelerometer data provided by the IMU and to send this data via WLAN to a standard
PC. The Raspberry Pi also records the IMU data so that it could be analyzed offline after
a game and the instrumented dice can be used safely without a wireless data connection.
Figure 2 shows the system overview and the overview of the data flow in the system.

The acceleration data is visualized and analyzed on the PC. A typical trajectory
of the acceleration data as being generated during a throw is shown in Fig. 3. For
all accelerometer analysis we used the average of the three axes of the accelerometer.
As shown in Fig. 3, the trajectories can be divided into 3 phases: (1) before throw
phase, when the dice is still being touched and accelerated by the human player, (2)
thrown phase, when the dice is flying without physical contact, and (3) hit and roll phase
where the dice makes contact with the ground. The moment the dice leaves hand can
be clearly extracted from the accelerometer data automatically by the software since

Fig. 2. (A) Overview of the data flow. (B) Overview of the computational hardware. (C)
Experimental setup. Position of the chair and targets marked.
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the accelerometer provides an output of zero [37]. The moment when ground impact is
generated due to the dice hitting the ground is also marked in the data. From these two
moments, the time of flight, which is the duration in which the dice was in the air, can
be calculated.

Fig. 3. Accelerometer plot (averaged over the three accelerometer axes) from the dice with the
different phases marked. The blue triangles mark distinct peaks in the data. (Color figure online)

2.3 Experimental Set up

During the experimental sessions, participants were asked to throw the dice while sitting
on a chair with a height of 45 cm. A camera, Logitech HD1040, was kept at a distance
of 3 m from the chair, facing the chair from the side to record the throws performed by
the participants for later analysis if needed. The camera was recording video data at 24
fps. A seated position was chosen to restrict any contribution from the lower part of the
participant’s body in the throw. Furthermore, the seated position is favored to mimic the
conditions of those elderly who cannot stand safely or do not have full control of their
lower limbs. The chair’s front legs were marked on the floor to make sure that the chair’s
locations stayed the same for all participants. Participants self-selected a comfortable
seating configuration before each session by performing a test throw at the beginning.
Once participants felt comfortable, participants were asked to maintain the same seated
position for the whole session, if possible. Figure 2 illustrates the seating arrangement
and the targets marked on the floor.

At the beginning of each throw, the dice was handed to the participant by the
researcher. Afterwards, participants were asked to throw the dice when they were ready.
At the end of each throw, the researcher picked the dice up and gave the dice back to the
participant for the next throw. After the release of the dice from the participant’s hands,
the height of the hands was measured manually.
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The participants were asked to perform 4 different throws under 3 different condi-
tions. The 3 different conditions were 1) Free Wrist (FW): In this condition, the partic-
ipants’ wrists were free to move and was not restricted in any way; 2) Restricted Wrist
without any physical restrictions (NM – Non-physical Mode): In this condition, partic-
ipants were asked to try not to move their wrist as much as possible while throwing;
3) Restricted wrist with physical restrictions (RW): In this condition, the participants’
wrists were restricted for motion against abduction-adduction movement with a wrist
brace and the flexion extension, pronation-supination movements were restricted with
a hand shaped cut MDF board. The MDF board was attached to the hand using Velcro
bands. A sports tape was also attached to the participants’ wrists to further ensure that
no abnormal anatomical movements were possible while the wrist brace was attached.
The physical restrictions were done to mimic the motion of a person who do not have
complete range of motion on their wrist. The participants were asked to hold the dice
with their palm straight on two opposing faces of the dice at the start of the throw and to
always throw from the center of their chest for all throws. The restrictions are shown in
figure Fig. 5. In the case with physical restrictions (RW), the participants did not receive
any explicit instructions regarding the movement of their wrist. The participants were
free to move their wrist despite the restrictions placed on it, if possible.

Fig. 4. A graphical representation of the protocol used in the study. FW: Free Wrist. NM (Non-
physical Mode): Restricted wrist with physical restraints. RW: Restricted Wrist with physical
restraints

The 4 different types of throws that the participants were asked to perform under each
of the 3 conditionswere 1) Free Throw: In this type of throw, no specific instructionswere
given to the participants regarding the use of force,wrist range and/ormotivation required
for the throw. The participants were asked to throw as naturally as possible within the
conditions stated as to the starting position of the dice. 2) Free Throw with Target: This
is the same type of throw as before except for the condition that the participants were
asked to try to hit the target marked at 1.5 m away from the leg of the chair they were
seated in. They were asked to throw as naturally as possible within the conditions stated
as to the target and the starting position of the dice. 3) Roll Throw: In this type of throw,
the participants were asked to try to roll the dice as much as possible for the throw. 4)
Roll Throw with Target: The participants were asked to try to hit the target marked at
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1.5 m away from the leg of the chair they were seated in while at the same time trying
to roll the dice as much as possible.

So, in total each participant performed 12 throws in 1 session. This protocol was
followed to ensure to capture the role of the wrist in the throwing motion and investigate
whether this information could be captured by the variables extracted from the instru-
mented dice. A graphical representation of the protocol used in the study is depicted in
Fig. 4.

At the end of the session, the participants were asked 2 questions. The questions
were asked to assure that the restrains placed on the wrist were indeed restricting the
movement of the wrist and to also see whether similar results could be obtained just
by asking the participants to not move their wrist and without placing any physical
restrictions on them. The questions were:

Q1: Do you think you moved your wrist during the throws performed in the second
condition, where youwere asked not tomove yourwrist without any physical restrictions
placed on the wrist?
Q2: Did you move your wrist during the throws performed in the third condition, when
there was a physical restriction placed on your wrist?

Fig. 5. Restrictions placed on the wrist (1) Sports tape attached to wrist. (2) Wrist Brace attached
to wrist. (3) MDF board attached to wrist. (4) Participant with the restrictions attached holding
the dice.

2.4 Variables Extracted from the Instrumented Activity Dice

To characterize the physical performance of the person throwing the dice and the type of
throw we extracted 3 variables from data provided by the IMU within the instrumented
dice:

1. We extracted the time of flight, tf , because it characterizes how long the dice is in
the air during a throw and we wanted to explore if the restrictions on the movement
of the wrist have any effect on the time of flight achieved during a throw.
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2. We extracted the initial velocity, v0, the dice has when leaving the hand of the
throwing person. v0 can be used as an estimate of how much strength the person
initiating the throw has used [38–40]. Thus v0 provides an estimate about whether
the strength of the person will be impaired by the restrictions on the movement of
the wrist.

3. Finally, we extracted the number of rotations/turns of the dice while the dice was
thrown as this informationmight also provide ameasure of the physical performance
of the wrist of the person initiating the throw [41, 42]. The number of rotations/turns
provides an estimate about the range of motion achievable at the wrist.

3 Results

This section outlines the results for all the variables we extracted from the dice, namely:
time of flight, initial velocity, and number of turns/rolls.

3.1 Time of Flight

Fig. 6. (A) Initial Velocity for each type of throw. (B) Initial Velocity grouped together based on
type of throw. (C) Means of the different groups for Initial Velocity. (D) ANOVA graph of means
of different groups for Initial Velocity.

ANOVA test (single factor ANOVA [43]) was performed for the time of flight mea-
surements calculated from the dice for different types of throw in various combinations.
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The p-value for variation between the types of throws for time of flight variable, when
we group the type of throw based on the different degrees of restriction for the wrist
separately i.e., all the throws with FW, all the throws with NM, and all the throws with
RW, is 0.1369. The p-value for variation between groups for time of flight variable,
when we group the roll and non-roll throws, i.e., all the non-roll throws with FW, all
the roll throws with FW, all the non-roll throws with NM, all the roll throws with NM,
all the non-roll throws with RW, and all the roll throws with RW is 0.284. The p-value
for variation between groups for time of flight variable, when we consider all the roll
throws with FW, all the roll throws with NM, and all the roll throws with RW is 0.733.
None of the combinations of throws showed statistical significance.

3.2 Initial Velocity

Figure 6 illustrates the initial velocity values, mean and standard deviation values for
the different types of throws. ANOVA test (single factor ANOVA [43]) was performed
for the initial measurements calculated from the dice for different types of throws in
various combinations. The p-value for variation between the types of throws for initial
velocity variable, when we consider all the types of throws, but group the type of throws
based on the different degrees of restriction for the wrist separately i.e., all the throws
with FW, all the throws with NM, and all the throws with RW, is 0.0032. The p-value for
variation between groups for initial velocity variable, when we consider all the non-roll
throws with FW, all the roll throws with FW, all the non-roll throws with NM, all the
roll throws with NM, all the non-roll throws with RW, and all the roll throws with RW
is 0.039. The p-value for variation between groups for initial velocity variable, when we
consider all the roll throws with FW, all the roll throws with NM, and all the roll throws
with RW is 0.022. The first combination showed highly statistical significance and the
rest of the combination of throws showed statistical significance.

3.3 Number of Turns

Figure 7 illustrates the number of turns values, mean and standard deviation values
for different types of throws. ANOVA test (single factor ANOVA [43]) was performed
for the number of turns measurements calculated from the dice for different types of
throws in various combinations. The p-value for variation between the types of throws
for number of turns variable, when we consider all the types of throws, but group the
type of throw based on the different degrees of restriction for the wrist separately i.e., all
the throws with FW, all the throws with NM, and all the throws with RW, is 0.0003. The
p-value for variation between groups for number of turns variable, when we consider all
the non-roll throws with FW, all the roll throws with FW, all the non-roll throws with
NM, all the roll throws with NM, all the non-roll throws with RW, and all the roll throws
with RW is 2.42× 10–14. The p-value for variation between groups for number of turns
variable, when we consider all the roll throws with FW, all the roll throws with NM,
and all the roll throws with RW is 0.0002. All the combination of throws showed highly
statistical significance.
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Fig. 7. (A) Number of turns for each type of throw. (B) Number of turns grouped together based
on type of throw. (C) Means of the different groups for Number of turns. (D) ANOVA graph of
means of different groups for number of turns.

3.4 Questionnaire

71.43% of the participants answered that they did not move their wrist when they were
asked to not move their wrist without placing any physical restrictions on the wrist.
83.33% of the participants answered that they could not move their wrist after having a
physical restriction placed on the wrist.

4 Discussion

The presented experimental results demonstrate that data like the time of flight, ini-
tial velocity, and the number of turns of the thrown activity dice can be automatically
extracted from the IMU integrated inside the activity dice. The rotational behavior of
the dice can be automatically characterized from IMU data by measuring the number of
dice rotations during the throw, data that would be difficult to obtain through computer
vision using a standard camera or through a wearable sensor. This data is valuable as
research indicates that the number of turns that the dice can be rotated in a throw gives
an indication about gross and fine motor skills of the person executing the throw [44].

Our results indicate that the number of turns is a predictor of high statistical signif-
icance for indicating the range of motion at the wrist. The range of motion at the wrist
is important for giving the dice a twist for the rolling motion. Figure 7 shows that the
number of turns is always higher for throws performed with a free wrist. Our statistical
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analysis also shows that the number of turns can differentiate between roll movements
when the wrist is free to execute the throw versus when there is a restriction placed
on the wrist, whether it be physical or otherwise. Hence the number of turns provides
an indication about the active range of motion at the wrist of the person executing the
throw. This would be an indication of the physical performance of the person perform-
ing the throw. Our statistical results show that the number of turns achieved when there
is a physical restriction placed on the wrist is 20% higher than when the participants
were asked to restrict the movement of the wrist themselves. This could be because the
participants were free to move their wrists despite a physical restriction being placed on
the wrist and they were not told to restrict their wrist movements.

The statistical tests on the value of the initial velocity, which is an indication of the
energy provided to the throw, show that there is a high statistical difference between
the throws performed with a restriction placed on the wrist versus the throws performed
with a free wrist. This indicates that the initial velocity can be used for an assessment
about the active range of motion possible at the wrist. Restricted wrists severely impact
the strength achievable for a throw. Figure 6 shows that the initial velocity is always
higher when there are no restrictions placed on the wrist. Our results show that the initial
velocity can also be used as an indicator of the range of motion possible at the wrist
of the person executing the throw. Our statistical results show that the initial velocity
achieved when there is a physical restriction placed on the wrist is 6.5% lower than when
the participants were asked to restrict the movement of the wrist themselves. This further
shows that the movement at the wrist was impaired by the placement of the physical
restriction as opposed to just asking the participant to not move their wrist, as indicated
by the participants in the questionnaire also.

Our results show that the time of flight extracted from the dice has no contribution
to the active involvement of the wrist for the throw performed. This indicates that the
wrist does not affect the time of flight of a throw.

It is promising to see that the measures extracted from the dice can be used to
distinguish between the various throws performed using a free wrist versus restricted
wrist, giving an estimate about the physical performance of the person performing the
throw, especially the range of motion of the person’s wrist. It is also interesting to see
that with the dice, it is easy to distinguish if a person is able to perform certain types of
throws, i.e., a rolling throw, free throw or a throw aimed at a target. The presented results
indicate that the dice can provide a clear indication about the limitations of the range of
motion of the person performing the throws. Thus the dice could be used to examine if
there is any change in the status of the range of motion of a person. This is especially
useful for the elderly as the activity dice can be used for continuous measurements to
evaluate whether a person’s functioning is deteriorating or improving over time. As a
result, the presented instrumented activity dice has the potential to become a low-cost
solution that can be used for everyday automated assessments of physical abilities of
elderly.An added advantage is that early interventions aremade possiblewith this device.
Time consuming and costly assessments need only be done when there is an indication
about the status change of the physical performance, in this case the range of motion of
wrist.
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There are a variety of games with dice that elderly and caregivers can play without
additional training and the instrumented activity dice can be used in any home environ-
ment. No technology barriers for elderly are created. Data extraction from the dice can
be automated to reduce documentation load for caregivers. In comparison to any camera
equipment, the usage of the presented instrumented activity dice does not generate any
privacy concerns since no image or voice recordings, from which elderly or caregivers
could be identified, are required. In contrast to high-precision motion tracking and wear-
able sensor technology, our instrumented activity dice do not require the placement of
any sensors on elderly or caregivers that can lead to unnatural behavior and anxiety. Dur-
ing the observation of classical game situations, we found that elderly typically quickly
forget that sensors are placed inside the dice.

A key challenge in measuring the physical status and well-being of a person with
activity dice lies in the fact that the thrown dice does not provide direct measures of
a person’s body motion. While an external camera can continuously track the joints
and joint angles of a person (given that there are no occlusions) and wearable sensors
can directly measure body motion and joint angles, the instrumented activity dice only
allows for indirect measures of physical performance. However, our experimental results
indicate that the assessment of the limitations of the range of motion achievable at the
wrist become possible despite the limited set of independent measures. The advantage
of our proposed activity dice lies in their low costs (less than 500e) and in their ability
to be easily integrated into serious games.

5 Conclusion and Future Work

The presented study aims to determine if information on a person’s physical abilities can
be automatically estimated by asking the person to throw an instrumented activity dice.
The automated assessment does not rely on attaching sensors to the person’s body and
does not require any camera recordings. Instead, we modified an off-the-shelf activity
dice into an instrumented dice by integrating an embedded computer and Inertial Mea-
surement Unit (IMU). We demonstrate how measurements like the time of flight, initial
velocity, and number of turns of the instrumented activity dice during the throw can be
automatically extracted from the IMU recordings. Statistical results from a study with
14 participants show that the initial throw velocity and the number of turns of the dice
are strong indicators allowing to detect limitations in a person’s wrist movement.

Our long term goal is to integrate our dice into serious games for the elderly where
the automated measurements from the dice integrated sensors can also be used for
predicting the onset of adverse health [45]. The work aims at the development of a low-
cost alternative to physical assessments that require manual documentation and generate
high workload for caregivers. Furthermore, our unobtrusive design allows us to get data
in a realistic way, as the elderly are not cognizant of the assessments taking place, which
will help them act in a natural way. Thus, future work involves extracting information
about the throws performed by elderly using our instrumented activity dice during the
serious games with the elderly.
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Abstract. The European population is undoubtedly ageing at an accelerating
pace and by 2050; the number the elderly people will increase with almost 50%
compared with 2019 numbers. Under the current legislation, the retirement age
within most EU countries is 65, when many people are still able to perform within
their profession at a decent level due to their knowledge and vast experience.
The paper focuses on the design of a digital platform through which the retired
seniors are able share their expertise with the younger generations, thus providing
a useful, safe, and friendly environment that also addresses current challenges
generated by the COVID-19 pandemics. The paper presents the analysis of the
most important user needs and challenges that come with the age, sets the main
pillars to be considered in the development of the application, both related to the
overall architecture and main functions, and the user interface characteristics. A
modular user focused design of the digital platform is proposed, by emphasizing
its main functions, namely, to provide the means of a seamless interaction and
an improved user experience. Artificial intelligence agents will be integrated to
improve the matchmaking process by relying on the overall experience during
training sessions.

Keywords: Active and healthy ageing · Learning management system ·
Software design · Elderly people needs

1 Introduction

Ageing in the 21st century is very different from continent to continent, to different
regions and different social groups. The technological culture and the lifestyle are
superposing on the genetically structure of a population.

Studies [1] have clearly shown that ageing population has an increasing trend (more
than 20% globally), with associated physical andmental multimorbidities, especially for
people aged over 60. This impacts not only the patients, but also their families, public
health systems and the overall economy in an accelerated rate.
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Lately there are a lot of efforts and progresses advocating a healthier lifestyle, better
nutrition schedules and a balanced life between work, family and leisure. An active
lifestyle of the elderly, especially after retirement has proved to be highly beneficial, since
“there was significant improvement in perceived health, reduction in social isolation,
improvement in frailty status and reduction of falls at 3 months”, [2]. WHO [3] defines
healthy ageing as “the process of developing and maintaining the functional ability
that enables wellbeing in older age”, having as main target the ability of the elderly to
meet the basic needs, have the required mobility, build relationships, learn and provide
contributions to society.

The current research targets two different age groups: elderly people (EP), represent-
ing a high and increasing percentage within the total population in the European Union
(EU), and the young people (YP), as the ones at the beginning of their career. There is no
age issue here, but rather the access to resources and the technological approach. While
the EP are trying to survive, the YP need to develop, both groups requiring resources in
the process. The generational differences can be summarized as: Perspective vs. Enthu-
siasm or Patience vs. Speed, meaning that while the EP do see and understand the
context, knowing what to expect at every step and mastering the technologies, but rather
conservative, while the YP compensate with abundant energy poured into the everyday
activities, but rather unfamiliar or unaware about the technologies. So, the problem is
that we face with two groups of “technological analphabets” and the generally devel-
oped solutions are not addressed to the real problem but to the “considered” problem.
Besides this, the importance of training for a rapid switch towards industry 4.0 is clearly
shown in [4]. Both large companies and SMEs employees could benefit from the shared
experience of the EP, so why not develop an environment that cand bring them together,
for the benefit of both?

The EU Eurostat report [5] has considered three distinguished groups of EP which
can be addressed and represented by the statistically defined characteristics:

• Group one (G1), aged 65–74;
• Group two (G2), aged 75–84;
• Group three (G3), aged over 85.

The G1 is a relatively fit group of people, being prone to an active life, with well-
established habits and hobbies that they are willing to continue. Most of the times, if
they are in good health, a strong desire to contribute to the society is still noticed. They
are or like to be involved in everyday life and be supportive for their families, friend,
neighbors, or former workmates. Their changes of status from one day to another is not
easily accepted and might be even damaging for the body, soul, and mind.

The G2 group consists by people who are already accommodated with the retire-
ment conditions, being less fit than G1 and more dependent on the healthcare system,
family, and friends (as support group), but generally can be self-supportive, keep contact
regularly with their family and friends, take care about their health conditions, and still
maintain a social life.

The G3 group consists of people in the most difficult conditions. There is a lot of
frailty, the expectations are very low, the body failures are common, daily healthcare is
required, the general strength is low, from the family and friends the number of support



20 B. Gherman et al.

people is dramatically decreasing, depression often occurs, and the available resources
are constant or diminishing in parallel with an increase of the needs.

The digital age components must be addressed differently to the mentioned three
groups. Based on the analyzed situation and because almost always the solutions are
addressed to specific cases, in real life it may be considered that is happening like this,
but without any structuration analysis or systematic research on needs and solutions, not
only customization but also integration is difficult. Therefore, a lot of digital solutions
directly addressing the patients, the clinics, pharmacies or NGO’s and governmental
bodies, with different levels or kinds of certifications, but hard to be appreciated or to
be compared may be found on the market. Sometimes the added value is not sufficiently
explained, so the EP do not understand the real benefit of the technology, to which they
could otherwise adapt. The result is that the EPs are facing the digital solutions as foreign
bodies, technologically incompatible, hard to understand, looking only to be bought and
then remain practically useless.

The rest of the paper is organized as follows: Sect. 2 focuses on the EP needs and
how the proposed platform can provide a solution; Sect. 3 illustrates the design of the
platform, focusing on a modular architecture, implementing artificial intelligence agents
and EP specific user interface elements; Sect. 3 summarizes the conclusions of this work.

2 Specific Needs of the Elderly

The most basic needs and concerns of ageing adults can be summarized as follows:
financial (limited resources, a need which can be exacerbated by increasing expenses
due to medical treatments), medical (both physical and psychological) and social com-
munication (attacks of loneliness, difficulty in communication). COVID-19 crisis has
made things even worse, sendingmillions of EP in a deep social isolation, relyingmostly
on digital solutions for satisfying both basic needs required for survival and the need for
connectivity. Out of the main needs, this paper focuses mostly on social interaction, but
with strong influence upon the financial and medical ones.

Bruggencate et al. in [6] has identified four themes that help characterizing the elderly
communities: diversity, proximity, meaning of relationship and reciprocity, which we
can use to characterize the EP needs and their owners. Indeed, there are huge differ-
ences among individuals about all specific needs, which leads to a diversified audience.
Background, training and personal experience play a huge role and anticipating the true
dimension of the targeted market segment is almost impossible. It is mainly a matter
of expectation, much more than the measurable, objective reasons that lead to one or
another type of social interaction.

The social network tends to shrink as people get older, mainly due to retirement,
loss of social role (people tend to depend less on them) or loss of health. Rarely, but
not uncommon, this may be the reason of their conscious decision. Sometimes, the most
important relationships are developedwith neighbors,which provide support, counseling
and safety, aspects seriously hampered by the COVID-19 crisis.

The functions of relationships are strongly connected to social support and network-
ing. The EP interconnectivity should provide emotional, physical, and informational
support, while social connections should provide a meaningful life, as a powerful source
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of positivity and purposefulness. A well-connected aged person is usually a healthy and
active individual interested in more than survivability and security, who still believes
that life still has a lot to offer and wants to engage in various activities with persons just
like him/her. These people go to the local club for physical interaction with others and
the lack of it usually has a strong negative imprint on their health. And COVID-19 has
hit them hard!

The healthy and social active elder is not only interested of receiving, but also in
providing support for all those who need it. It is their way of being useful and contribute
to the society. It is a proof that he/she is not just frail or vulnerable, but capable of
giving back to the society something meaningful. After all, this is related to wellbeing
and a strong psychological and physical health, being the most important proof of an
independent individual who does not want to put too much pressure on their friends and
families to ensure their daily needs, something that contributes in a large way to their
satisfaction with life. Figure 1 summarizes the discussion regarding the basic needs of
the EP, where meeting all three of them is seen as the desired scope, which leads to an
increased life quality.

Fig. 1. The basic needs of the elderly.

A viable solution to the current needs and challenges imposed by the COVID-19
pandemics is the development of social network digital platforms. Provided that seniors
can handle digital devices (PCs, phones, or PC tablets), these platforms can connect
the EP and become a tool to secure most of their needs: supply (food, drugs, etc.),
information (instructions, tips, local news, etc.) and perhaps the most important social
networking. Several such digital platforms have been developed, some of them dedicated
to the EP education within the digital world, like seniorsgodigital.eu [7], which is set to
provide digital skills for the EP through a digital Learning Management System (LMS).

Another solution is the SONOPA Project [8], which targeted the wellbeing of the
EP within the four dimensions: social, nutrition, hobbies and mobility using a sensory
system to monitor and register the activities of the user. A matchmaking algorithm is
developed to help connect user with similar hobbies or habits. The KOMP project [9]
is digital platform intended to help the users connect using photos, messages, make
video calls, adapted to the EP specific needs: large fonts, simplified interface, and a
self-explanatory user manual.

Other digital platforms are built to be integrated with the household devices (TV,
PC tablets), and which can be used to play games or socialize. Coelho et al. in [10]
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an application similar with Facebook, to be used with a smart TV, having multiple fea-
tures for remote connection, photo sharing and voice or gestures interaction modalities.
SMILE [11] combines IPTV services with social networking and home-based sensors
(e.g., microphones, cameras) to detect the EP activity and propose customized therapies
or specific hobbies as health remedies.

In [12] a digital platform implementing a machine learning algorithm performing
automatic message destination address finding and message sending for the EP is pre-
sented. In [13] the authors have presented a web application implementing speech recog-
nition. Using YouTube, voice commands are sent to make video phone calls, to create,
watch or upload videos. A social media application is mentioned in [14], promoting the
active ageingof theEPonline/offline interaction.Auser profile is created and recreational
and cultural activities, depending on their interests are proposed.

All these digital platforms target mainly the Social Interaction and in a lesser extend
the Medical Needs of the elders. There is one aspect that is usually left out: the sudden
decrease of the activity level, usually following the retirement, which is almost impos-
sible to be replaced within a short time. People are still connected (at least emotionally)
to their workplace and cutting suddenly all ties is painful, sometimes leading to a deep
depression [15].

A solution, which might provide a solid answer to all previously mentioned needs
(not only Social and Medical ones, but also the Financial needs, within the COVID-19
restrictions) would be to develop on-line digital platforms that enable training/mentoring
activities between theEP (as trainers/mentors) and the young and unexperienced employ-
ees (as trainees/mentees). In this scenario, a win-win situation is targeted: the mentors
with plenty of experience, gained over tens of years at their workplace and with plenty
of spare time relate to aspirational employees who could learn and even practice through
such a platform. Such an example is presented in [16] (ProMe), which is an on-line
platform developed with the purpose of providing work opportunities in the lives of the
EP post-retirement. Great emphasis is placed on user preferences and a matchmaking
process between the mentors andmentees using an efficient machine learning algorithm.
Rating possibilities are also offered to the user, to describe the provided service quality.
The ProMe features include a Search portal, Content posting, Calendar, Alerts andVideo
Conference. Although ProMe seemed very promising, it did not reach commercializa-
tion status. Besides the business-related aspects that have led to the failure the ProMe
commercialization, we believe that the lack of specific targeted groups (i.e., market seg-
mentation) of EP and/or YP has played an important role. Other disadvantages include
low interaction, low specificity, lack of motivation, all of which negatively impacts the
exploitation of such systems.

3 WisdomOfAge: A Seniors’ Learning Management System

To improve the results of previously developed digital platforms, this paper proposes
a Learning Management System fitted to have as mentors the EP with a very specific
profile (e.g. mechanical engineers for the beginning), integrating Artificial Intelligence
agents for a successful matchmaking, and developing the means for a high level of inter-
action. WisdomOfAge is an environment through which the EP will be able to transfer
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their knowledge and experience towards the YP, usually the employees of small or large
industrial companies in the need of counseling, advice, technical solutions, work orga-
nization or project-oriented solutions. The WisdomOfAge LMS provides various and
customizable tools necessary to build quality mentoring relationships between compa-
nies and their 50+ mentors and advisors. Within WisdomOfAge, a technical oriented
LMS is proposed, targeting, at least for the beginning, training activities within Digital
Product Development. WisdomOfAge will be operated by Digital Twin (DTW) [17],
a company with a lot of experience in the on-line training services provided to indus-
trial partner companies, in the framework of Industry 4.0, aiming to extend its range of
services, by providing personalized mentoring, coaching, and training through senior
experts for industrial companies.

The G1 and G2 are by far the largest groups within the 65+ EP and most of them
still lead an active life. Out of these, around 300.000 EP are still involved in educational
processes at various levels according to [5], back in 2019, showing that their intellectual
abilities are still very good and that they are willing to spend around 30 h/week for this
activity (again according to [5]).

The specific EP profile targeted for theWisdomOfAgeLMShas at least the following
characteristics:

– Good technical background (e.g., engineers, technicians, professors) who miss the
professional life involvement.

– EP with abilities in complementary fields: teaching (to help unexperienced EP to
prepare the content for the LMS), translating (English will be the official language),
ICT who again can help the EP specialists in preparing the required content.

– A great desire to share their long time acquired experience with the younger
generations.

Figure 2 presents the Unified Modelling Language (UML) use-case diagram, as
the way the main actors within WisdomOfAge interact with each other. They are the
EP engineers, usually helped by the auxiliary EP working as translators/interpreters
(language should not be a barrier in the experience sharing process), ICT specialists
and the teaching specialists to develop content and communicate with the trainees,
on one hand and the students (large and SMEs companies’ employees or university
students) as Clients on the other, willing to pay for this service. The EP engineers
will be enrolled following a careful selection process performed by DTW, who operates
WisdomOfAge. EPwill perform the training activities as a service for which they will be
paid, based on a contract. DTWwill also search for Clients interested in expanding their
knowledge in engineering.Basedon the registered profile, developed content andClient’s
requirements, amatchmakingprocess between the trainers and traineeswill be performed
within WisdomOfAge. The UML shortly presents the business strategy developed by
DTW, aimed to ensure the WisdomOfAge long term financial sustainability.

3.1 The WisdomOfAge LMS Architecture

Based on the application requirements defined in Fig. 2, a software architecture has been
proposed and presented in Fig. 3. The three layers of WisdomOfAge are:
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Fig. 2. The UML use-case diagram of the WisdomOfAge LMS.

– Infrastructure layerwhich consists of twomodules: KnowledgeModule andMatch-
making Module. The Knowledge Module consists in the teaching content devel-
oped by the trainer. As previously mentioned, the content will be initially devel-
oped for mechanical engineering CAD-CAE-CAM software packages, but it will
be extended to other fields as well (electronics, ICT, etc.). In case the trainers need
additional help in presenting the content (mostly updating the presentation style),
other actors may be involved (employed by DTW). The Matchmaking Module will
be achieved using Artificial Intelligence (AI) agents and will perform two types of
matchmaking: T-C (Trainer-Client) or primary matchmaking and the T-T (Trainer-
Trainer) or secondarymatchmakingwhich leads to a team of trainers, usually having
complementary abilities.

– Platform layer consists of the Client Module and Teaching Module. The Client
Module is mainly a database of clients and EP trainers with its specific management
interface which records all requests from the Clients (payers) in terms of content or
consultations on specific matters of interest. The Teaching Module is an EP database
with various competences, enrolled for performing training activities or consultations.
It has its own management and signup interface for seniors.

– Interface layer has two components: Client and Trainer interface because the consor-
tium knows some seniors do not have the required abilities to handle a complex UI.
This layer introduces the two parties to each other and delivers the required content
and information in an efficient and pleasant way. Besides the training possibilities,
organized within a certain frame and in a more rigid manner, WisdomOfAge also
offers the possibility for private consultations on request, for specific situations.
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Fig. 3. The WisdomOfAge LMS architecture.

Regarding the Matchmaking module, AI agents with double role are developed:

• Perform thematchmaking between the trainers and trainees based on various criteria:
trainer’s experience and specialization, trainer’s rating in certain areas, trainer’s devel-
oped content (a dynamic feature); the trainee required experience, specific issues (if
any), the trainee personal development level and the allocated budget. The AI match-
making module targets an automated matching between trainers and trainees, perma-
nently improved, so that as the Trainers database and Clients database are increasing
in size (and data), better services are offered for the clients.

• Monitor theTrainers activity in a strict relationwith theClients (companies’ employ-
ees), during training activities. Besides the actual rating, which sometimes is highly
subjective, a short questionnaire is submitted by the trainees after each session,
yielding a more realistic evaluation of the whole activity. A similar questionnaire
is submitted by the trainer as well, to describe the overall activity.

A possible Artificial Neural Network (ANN) architecture is presented in Fig. 4. It
analyses the profiles expressed in words, standard (selection-based) or non-standard
(written text) and predicts the matching probability (a regression algorithm would be
suitable). A dataset of 5.000 profiles will be used for initial training. It will be a data-
driven deep learning approach and the Gated Recurrent Unit is mostly probable to
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be implemented. The implementation language is most probably Python because of
several reasons: the in-built libraries, integration possibilities, free and open source,
easy to create prototypes, portability, or high productivity. Some of the best libraries in
Python, used for machine learning are: TensorFlow Python (useful due to its Natural
Language Processing (NLP) capabilities – specially to develop the trainers’ profiles
or word embedding), Keras (mostly because of its capabilities of developing fast and
precise NN), PyTorch (which is also great for NLP applications). A similar architecture
can be used for secondary matchmaking.

Fig. 4. The WisdomOfAge LMS ANN architecture.

3.2 The WisdomOfAge LMS User Interface

Due to the natural age impairments and the diversity of the trainers (background experi-
ence and ICT skills), designing theUser Interface (UI) ofWisdomOfAge is a challenging
and difficult task. Generally, older adults suffer from a declining in the perceptual, psy-
chomotor, cognitive, and physical capabilities [18]. About 50% of EP, especially men,
suffer from hearing loss after the age of 65 [19], while most people over the age of 40
notice visual problems [20]. Among the most common causes of visual impairment for
the EP are presbyopia, cataracts, macular degeneration, primary open angle glaucoma
and diabetic retinopathy. The UI design alone cannot mitigate the effects of the visual
impairment, but proper considerations, such as: use of contrasting colors, large objects,
for example, can improve the overall experience. Physical impairments may lead to hap-
tic deterioration or motion range limitations, which become more important when using
touch screen devices (mobile), by reducing the capability of performing various gestures
like tapping, pinching, dragging. Cognitive issues are also common with EP, the main
manifestation being related to their ability to carry out demanding processes [21]. The
cognitive decline, within WisdomOfAge, will be most obvious when the EP will have to
learn the functions and processes required to operate the LMS, like the correct sequence
of actions to upload content or to prepare it, prepare for the final test, etc.). However,
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within WisdomOfAge we are looking for experienced trainers who are willing and able
to share their experience, despite their age and inherent health issues, which is why we
are only considering the ICT skills (or lack of them) within the LMS design. The most
important characteristics of the WisdomOfAge UI, can be summarized as in Table 1:

Table 1. Main characteristics of the WisdomOfAge UI for a positive user experience.

UI characteristic Details

Attractiveness/Simplicity A simple design, reducing the number of steps/operations to
achieve the required tasks is desirable. Also, a nice balance of
geometry and colors would increase WisdomOfAge user
friendliness

Consistency Same colors, objects’ geometry, fonts (types and size) would
improve readability and reduce the user confusion

Intuitiveness/Clarity Simple and unambiguous icons and symbols, using well-known
styles, meaningful labels (familiar for the user) would increase
clarity and intuitiveness. A well-established set of questionnaires
during testing, can be used as a measure of intuitiveness, targeting
to quantify both the required effort to reach the goals and the
learning curve (how easy it is to remember the steps)

Responsiveness Feedback provided after each taken action (e.g. buttons pressed)
and informing the user with regard to what is happening at each
moment increases user self-confidence and trust in WisdomOfAge

Anticipation The means to prevent the user to perform inappropriate tasks by
implementing a strict control (e.g., disabling objects/menus until
necessary) should be provided

Indulgence Dead-ends should be avoided and ways to go back to previous
steps in case of bad decisions should be provided within
WisdomOfAge

Efficiency Continuous optimization, based on user feedback should target
the improvement of multitasking capabilities and/or the faster
performance of certain tasks

Featuring Explicit visual content for and easy understanding within the
decision-making processes should be provided. Contextual menus
where necessary and examples should be used. Online tools and
templates for content development should be also provided

Figure 5 presents a hierarchization of the specific EP challenges and needs, based on
an initial informal evaluation performed within our research center. Visual (32.8%) and
cognitive (31.1%) impairments have showed up as the most important, which means that
a great emphasis will be placed on designing a UI that is able to palliate these aspects.

A correlation matrix between the hierarchized EP challenges and the main charac-
teristics of the WisdomOfAge UI is presented in Fig. 6, using the House of Quality
within the Qualica QFD [22]. A correlation coefficient has been attributed between the
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Fig. 5. The analytical hierarchy process of the EP challenges using the Qualica QFD software.

Fig. 6. The correlation matrix between the EP challenges and the UI characteristics.

EP challenges and the UI characteristics, using the following scale: 9 points for strong
correlation, 3 forminor correlation, 1 for a possible correlation and 0 for no correlation at
all. In addition, we have noticed a positive effect between Consistency and Clarity (indi-
cated by the “++” symbol within the roof of theHouse of Quality) and a possible negative
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effect between the Attractiveness and Efficiency, and Clarity and Featuring (where Clar-
ity also means Simplicity). The results show that most stress should be placed upon a
clean and simple UI (18.7%), but also highly consistent and provide important features
to guide and explain how the UI should be used for best user experience (16.6%).

3.3 Conclusions

The paper presents the most important elements in the design of a learning manage-
ment system where the trainers are mostly retired engineers. With a modular architec-
ture, integrating AI agents, the WisdomOfAge digital platform can be easily improved
and updated following validation tests and user feedback. The proposed ANN network
provides multiple benefits: automated matchmaking between trainers and trainees and
performs a close monitoring of the trainers’ activity for the benefits of the Clients. The
study regarding the EP challenges have shown that certain UI characteristics and func-
tions should be mostly considered (clarity, consistency and featuring) for the alleviate
the cognitive and visual impairments, that appear to be the most encountered impair-
ments among the EP. The presented study will be a reference in the development of
the WisdomOfAge LMS, targeting the following advantages for the EP: preserve an
active professional or quasi-professional life, a feeling of purpose, interaction with YP,
a feeling of satisfaction by social contribution and improved relations with their peers.

Futurework focuses on designing theEP initial tests, followed by the implementation
of the proposed design into a functional LearningManagement System. Simultaneously,
the YP users’ interface will be developed, based on their specific needs.
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Abstract. It is by now a long-established fact that the European population is age-
ing. While this trend results largely from positive phenomena, it does come with a
set of societal challenges. One of these challenges is making sure that the quality
of life experienced by the growing population of elderly citizens remains as high
as possible. The PELOSHA project aims to tackle this challenge by developing a
comprehensive, personalizable and extensible solution aiding the wellbeing and
remote care of older adults. The solution consists of a set of tools targeting various
areas of the senior’s wellbeing, orchestrated by unified mobile applications ded-
icated for end users. Work performed on the solution included user involvement
every step of the way. The design and development of the platform and its user
interface take into account the user needs obtained via interviews. The resulting
system undergoes validation in a series of pilot deployments in 3 countries.

Keywords: Seniors · Ageing · AAL ·Wellbeing · Package

1 Introduction

PELOSHA is a comprehensive solution aiding the wellbeing and remote care of older
adults. The solution consists of a set of tools targeting various areas of the senior’s
wellbeing, orchestrated by unified mobile applications dedicated for end users.

The main target group for PELOSHA are seniors in assisted living facilities and their
caregivers. The seniors start out with different sets of services depending on their age
and condition. Afterwards, they continue to utilise the system while aging and the set of
services evolves according to their changing needs, from preserving a good quality of
life to managing the difficulties that will arise with the passing of time. The marketing
claim of the PELOSHA platform focuses on the positive ways it influences the life of
the user - “Assist me in living an active and happy life”.

This paper describes the problembackground, the idea behind thePELOSHAproject,
as well as the design of the technological platform.
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2 Problem Background

It is by now a long-established fact that the European population is ageing. Data by
Eurostat from 2020 [1] shows that older people, defined as those aged 65 or more, made
up 20.3% of the EU population in 2019. This ratio is projected to increase to 29.4%
by 2050, and within this group, a growing part will be the people aged 75 or more.
Furthermore, it is important to note that the old-age dependency ratio for the EU-27 was
25.9% in 2001, 34.1% in 2019, and is projected to reach 56.7% by 2050, meaning there
will be fewer than two persons of working age for each older person (aged 65 or more).
One of the challenges that arise from this trend is making sure that the quality of life
experienced by the growing population of elderly citizens remains as high as possible.

A very promising route that is being explored in order to tackle this challenge is the
usage of ICT technologies for alleviating the impacts of adverse symptoms related to
ageing. Contrary to popular belief, low uptake of modern technology by seniors might
not be a big barrier for this application. Our experience from the AAL Fit4Work project
[2] has shown that seniors, at least the ones in the Exit phase of their life (so still
professionally active), are willing to use ICT-based services, especially ones that offer
support for their health andwellbeing.Eurostat’s data on information and communication
technologies (ICTs) [3] shows that in 2014 more than one third (38%) of the elderly
population in the EU used the internet on a regular basis, which means there were at this
time around 36.5 million elderly people in the EU who used the Internet on a regular
basis and this number is bound to increase.

3 Proposed Solution

PELOSHA is a comprehensive solution aiding the wellbeing and remote care of older
adults. The solution consists of a set of tools targeting various areas of the senior’s
wellbeing, orchestrated by unified mobile applications dedicated for end users.

The technologies and devices comprising the base of the various PELOSHA services
are organised into independent modules. A module is a logical entity able to provide
recommendations based on the operation of dedicated hardware (sensors) and software
(rules for interpreting the measurements from the sensors). Therefore, from the point
of view of the whole platform, a module is an autonomous unit capable of providing a
specific recommendation-based service.

The general concept of the PELOSHA platform from the senior’s point of view is
presented in Fig. 1. The utilization of PELOSHA services is managed by the PELOSHA
Assistant – an intermediary component between the user and the different modules
integrated within the PELOSHA platform. The Assistant initially determines the general
needs of the user based on their age, a set of preliminarymeasurements from the available
sensors and/or a simple questionnaire. Afterwards, the Assistant queries the available
PELOSHA modules about the current status of the user and their surroundings. Upon
receiving an answer that is unsatisfactory in the context of the previously established
personalized goals, the Assistant sends a follow-up request to the module, asking for
recommendations for the user. The Assistant is also able to ask the modules for more
specific data or to request that they perform a specific function (e.g. display guidance
for an exercise).
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Themodules, on the other hand, initiate communication with the Assistant whenever
the need to send a recommendation arises, e.g. a measured value exceeds a certain
threshold. It is the Assistant’s role to decide which recommendations obtained from the
modules should be presented to the user as a notification, as well as how to combine
the data received from different modules. The purpose of the Assistant is to provide the
user with a single entry point to the modular PELOSHA services that assists them in
maintaining a healthy, active and happy lifestyle in a seamless and proactive way.

Fig. 1. Generic diagram of the PELOSHA platform from a senior’s point of view

The caregivers interact with the different PELOSHA modules using the Caregiver
Dashboard. The Dashboard presents the caregiver with aggregated data concerning all
their charges. They are also able to view detailed data gathered for a specific person. The
caregiver receives a notification in the Dashboard when an event requiring their attention
occurs, e.g. a measured value exceeds a certain threshold. Thanks to the Caregiver
Dashboard, caregivers are able to keep better track of their charges, without getting
overwhelmed by the amount of gathered information.

The platform takes advantage of the synergy between the integrated solutions due
to a novel combination of both: the capabilities provided by individual modules, and a
set of crucial characteristics of the platform. Some of those characteristics are unique
to PELOSHA, while others can be found in other AAL solutions targeted at tackling
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the challenge of supporting healthy ageing by providing a package of integrated ser-
vices, such as DAPAS [4], INCARE [5], LIFANA [6], POSTHCARD [7], vINCI [8], or
VITAAL [9].

In particular, the PELOSHA solution combines the following characteristics:

• comprehensiveness,
• uniformity of user experience,
• connectedness - data coming from different modules is analysed in parallel,
• sharing of devices between modules,
• flexibility - the system evolves with the needs of users as they age,
• extensibility - possibility to add new modules providing additional services,
• dedication to the specific user group,
• customizability - users select the modules and devices matching their needs/budget,
• personalizability - recommendations provided to the end user are influenced by
analysis of previously gathered data.

4 Integrated Services

In the beginning of the project, a set of questionnaires were created and used to con-
duct semi-structured interviews with the seniors as well as their formal and informal
caregivers, meant to elicit their ideas and requirements pertaining to the functionality of
the PELOSHA system. This allowed to identify the areas of specific interest for the end
user base among the initial ideas prepared by the project consortium. This set of areas
of interest, confronted with such factors as the capabilities of the consortium, scope of
the project, or legal considerations, served as a base for the initial list of functionalities
that the prepared solution should provide.

This means that the decision was made that some of the user needs expressed during
the interviews will not be met by the initial set of services integrated with the system.
Examples of such needs are fall detection (due to a lack of existing solutions possible to
integrate at the time of making the research) or panic button (because integration with
existing systems would void their certification). However, the extensibility characteristic
of the PELOSHA mentioned before means that those services can be integrated into the
platform at a later time, when e.g. a fall detection solution maker is interested in making
it available through PELOSHA.

As a result, the modules currently integrated into the PELOSHA platform include:

Health - allows to collect data on seniors’ health (e.g. blood pressure, weight, body
temperature), and provides access to this data for the caregivers. This helps maintain the
continuity of care and improves the peace of mind of both the senior and the caregiver.

Reminders - gives caregivers the ability to add any event (e.g. reminder to perform a
measurement) to the senior’s calendar. The senior then receives a notification on the
event at the specified time, allowing them to keep track wellbeing-related calendar.

Night Activity - the module collects electrical data from the distribution board via cur-
rent transformers on each phase wire. The data is then analysed in order to determine
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which appliances have been active at what times. Finally, the data is transformed into
human night-time activity patterns, which can be useful for detecting early symptoms
of cognitive impairment (sundown syndrome).

Air Quality - the module monitors the state of the environment and recommends the
appropriate actions to the user. This improves the indoor air quality, which results in
better health conditions for the user. For outdoor air quality, recommendations about
good and bad times for going out can be given.

Training - the general concept of themodule is similar to a virtual personal trainer, with
visualisation of an animated 3D trainer character and several virtual training spaces. The
user appears in the virtual room as a stylized avatar following the user’s movements
thanks to full body motion capture. After an exercise set, the module evaluates the user’s
movements and performance, and a report is generated on the accuracy with which the
user was following the instructions of the virtual trainer.

Activity - the module uses data gathered with the use of a smartband to provide a
measure of physical activity of the user, including information on the type of user’s
movement, on the overall intensity of actions performed by the user during a given day,
and on meeting the daily activity goal that is defined by the users themselves, given their
BMI.

Staying in Touch - the module is created in order for an elderly person’s needs to be
automated logistically. It gives a possibility to ask for help with a help button. This button
redirects to friends, family and professional caregivers, allowing the senior to signal their
need of help in practical issues and improving their mental state by providing the feeling
of safety.

5 Final Remarks

In this paper we discussed the construction of the PELOSHA platform. This platform
is the approach of the project consortium at contributing to the increasing challenge
of supporting good quality of life of the growing European population of seniors. The
PELOSHA platform, while having its own vision of enabling a future marketable, exten-
sible and customizableAALsolution, implements several features common to other solu-
tions in the area that have been already developed or are currently under development.
These include e.g. the comprehensiveness, connectedness, flexibility and personalizabil-
ity of the platform. It must be noted that the PELOSHA solution has been extensively
based in the identified needs of the target end users and the process leading to the creation
of the platform prototype was characterized by a high degree of user inclusion, in order
to increase the certainty concerning its usefulness.

As we have reached the moment in which the project has been able to successfully
develop the envisaged prototype of the platform, end users will remain at the centre
of our attention in the next step. This relates particularly to the already ongoing phase
of pilot testing of the created solution. The developed platform undergoes testing in a
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pilot deployment in 3 countries, meant to validate its operation and, most importantly,
confirm the correctness of the elected approach to the idea of integrating AAL services
and offering them to the end users. This testing phase should enable us to deliver the
final porotype of the developed platform at the end of the project. This prototype, in our
opinion, constitutes the basis of providing a minimum viable product (MVP). This MVP
could get extended in the future with further functionalities that were not included during
the project, but might carry a potential of increased value to the target users and/or cus-
tomers. Potential examples of such extensions include modules providing new services,
like fall detection, or further development of the capabilities of the Assistant module,
allowing it to make an even bigger use of the data coming from different sources in
order to provide ever more informed recommendations. Adding such extensions should
however, follow the first practical deployments of the developed solution.
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Abstract. Themobilization of all expertises (scientists, IT developers, users with
various profiles) and the co-design of a digital application on the “Cité Scien-
tifique” campus (University of Lille) aims at the co-construction of an innovative
digital tool for datavisualization and interactivemapping as a vector for optimizing
spaces,mobility, equality, and inclusion of all populations. The design process, like
the ITC tool itself, must increase and combine the skills of groups as individuals,
and improve their interactions with spaces. The final goal is to allow the dissem-
ination of the tool within civil society with a constantly increasing demand and
users awaiting solutions. GEVU (Global Evaluation and Visualization of Uses) is
a multimodal assistive ICT device to empower people. It is the outcome of a new
participatory method with end users. Everybody, especially people with sensory,
cognitive, motor, balance and spatial impairments, can use the software. The spec-
ifications allow to: generate an «Accessibility Performance Audit» in a guided and
simplified way according to the four major types of impairments (visual, motor,
mental and auditory); map the accessibility levels and barriers; find technical
solutions and evaluate the costs of the installations and prioritize the actions to be
carried out in the short, medium and long term; generate accessibility reports in
relation to legal and usage indices.

Keywords: Data visualization and inclusive society · Space diagnostic system ·
Space optimization

Accessibility refers to the geographical scales, to the administrative, experienced and
perceives spaces, and also to the diversity of territories stakes: diversity of actors, diver-
sity of users and diversity of temporalities. This complex system products big data,
complicated decision circuits and a lack of understanding. How to make data efficient?
How to connect usage expertise, construction expertise, empowerment and inclusion?
Digital tools are one of the most powerful vectors of changes, if it is based on a principle
of sharing information and collective intelligence. The co-construction design invents
new digital technologies to form databases viewable, readable, scalable and performa-
tive. The evolution of technologies is upsetting the modes of territorial visualization and
offers new perspectives both for understanding and for action. The project is deployed
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on the campus “Cité scientifique” (University of Lille), miniature territory representative
of the diversity of practices and facilities. As in many campus, user feedback reveals
difficulties. This verdict concerns both people with impairments and people without
impairments. But disabled people find difficult to keep up with their studies. The cam-
pus, a pilot site, hosts over 25,000 people. At a decisive and vulnerable time in their
lives, young people come to live, study and undertake research. Student life is a crucial
phase for accessing financial autonomy (through education and professional integration)
and becoming a fully-fledged citizen (growing aware of diversity, accessing knowledge,
developing team projects). The project also aims to train future professionals to inclusive
planning.

1 Co-design an Innovative Digital Tool to Optimize Spaces
and Social Inclusion

Co-design and work with users, with or without disabilities, will provide information
about the degree of accessibility. It will indicate routes according to the capacities.
The implementation of software and a web application will materialize twenty years of
research in the area of digital development of territorial diagnosis and mobility facilita-
tion. The interface GEVU (Global Evaluation and Visualization of Uses) will include:
dynamic and participatory mapping, space audits, virtual visits with visualization of
barriers, and decision support for administrators. The device can carry out and integrate
surveys, visualize territorial data. This unique and centralizing service will promote the
sharing and dissemination of information between actors, decision makers and users. It
will assess the level of accessibility, propose technical solutions, estimate costs, pool
solutions. This software will offer concise information to solve problems related to use
and management. First dedicated to accessibility, this tool aims to support one of the
three pillars of sustainable development, which is often less explored compared to eco-
nomic and environmental stakes: the social pillar. The project is intended to design a
diagnostic and assessment tool to visualize all the elements from the pathway to the
furniture passing through the buildings, the services, the rooms, to co-construct a spatial
and social framework accessible to all. The software will optimize the mobility chain.
This visualization and management application will prioritize actions and carry out
transformations. It will offer an interactive support integrating the information updated
by the users, and will provide the competent authorities with the means to take actions.
GEVU propose a new navigation solution, adapted through personalized user profiles
(impairments, injuries, pregnancy, transport of bulky objects). At the end, the project
creates stimulation around the production of collective reflections to promote. The co-
construction fosters accessibility to higher education, citizenship and contributes to equal
opportunities in the professional sphere and in civil society. The project trains students
in the inclusive sustainable perspective in order to apply it in their future professional
and business practices. It also makes a scientific contribution to the challenges of an
inclusive society.
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2 Providing Concrete Solutions to Improve the Mobility of All
Users: Fundamental, Operational and Experimental Research

Is it people who are disabled or is the environment that is disabling? At the beginning
of the 21st century, it became clear that space and buildings did not allow optimized
accessibility and left the most vulnerable population. How to contribute to give equal
access to education, goods and services? How to foster a democracy conducive to inclu-
sion and the exercise of its rights of access to knowledge and to spatial justice? These
questions imply inventing analytical participatory methodologies to raise accessibility
indices from standards and comfort of use and to grasp the revolution resulting from dig-
ital innovations. In 1975, the first French law imposed handicap accessibility in public
construction. Laws and decrees were initially perceived as constraints, with an additional
cost. At the same time, the social demand for the legitimate right of access to citizenship
has grown. The reversal of perspective, seeing accessibility as a lever for optimization,
opens up new potentialities. The markets are turning towards generalized accessibility,
which is reinvented as economic development, fluidity, mobility, quality of use. Com-
munities and businesses are seizing it: for buildings (home automation, information and
energy management), for transport (GPS, voice commands), for businesses. The accel-
eration of digital progress offers possibilities. The initial hypothesis has been validated:
improving the accessibility of vulnerable people contributes to the accessibility of the
entire population.

We are studying how digital technologies are reconfiguring our relationship to the
territory. In this sense, we join Tewfic Hammoudi on city 2.0 and citizen skills [6].
Rather than “smart cities”, our team prefers to speak of “connected territories” to mark
the principle of human responsibility with regard to the use of technology, and equal
access to all types of environment that have become interdependent (urban and rural).
We rely on the one hand on the potential of data visualization, and, on the other hand
on participatory innovations. The vision of structural accessibility, disruption and the
frontier of disability has been replaced by the concepts of “universal accessibility” or
“inclusion”. The latter goes beyond the scale of the individual disabilities. It questions
the role of the environment and education. It is no longer just a question of integrating
vulnerable populations as a social act, even a disabling constraint, but of contributing
to the benefit of all and to an inclusive democracy. User expertise becomes an angle of
analysis to optimize space. This turning point in the humanities took place in the 1980s,
starting with Canadian research, at the forefront of the subject, then in the United States
and Japan. At the beginning of the 2000s, the concept found applications in facilities and
training. They stimulated elected officials to act through the obligation of diagnosis and
the search for technical solutions. They also updated the lack of tools tomeet the need for
inclusive accommodation. The UN International Convention on the Rights of Persons
with Disabilities marks international awareness (2006, ratified by France in 2010). We
are therefore at a crucial point, where scientific issuesmeet societal and economic issues.

The project mixes scientific analysis, user expertise and concrete implementation in
action together. They innovate through the interaction of these three axes, as Patrick
Fougeyrollas, a pioneer researcher: “access is a quality of the various elements of
the environment, namely amenities (architectural and urban), technologies (equipment
and consumer goods), public infrastructure (networks of transport and communication,
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public services), community spaces and interpersonal relationships (social networks,
attitudes and social representations) and services (social, health, cultural, educational,
leisure and sports, etc.)” [5]. Susanne Iwarsson and Agneta Stahl [7] define accessi-
bility as an “umbrella” concept, covering numerous parameters in the life course of
populations. Therefore, accessibility has an important scope, of a character anchored
in practice, on social and material spaces. In 2019, after a restrictive vision imposed
by the legislator, the aging of the population and access deficits, “handicap” standards
become an essential diagnostic support for the High Quality of Use (HQU) advocated by
Régis Herbin. From the poorly accepted and controlled normative constraint, we move
on to the desire for optimized planning, an element of territorial economic development.
This process is called “human-evotionary design concept” Franck Bodin [2]. The field of
accessibility takes on a dimension parallel to space: the co-development of the individual
and the collective.

3 A Participatory Method: Researchers, Practitioners, Students,
and Staff Working Together

The inclusive research approach is defined by the co-construction of all the stages of pro-
duction by all stakeholders in a specific territory. This principle stimulates interactions
between actors/system/values/actions. Research becomes an operator of cooperation and
translation of languages. Since the 1960s, experiments and social demand have emerged
from new concepts for implementing social and political changes: consultation, cooper-
ation, participation. In 1969, Sherry Ainstein defined a ladder of citizen participation in
eight stages. But this scale always leaves a border between the decision-makers and the
users, between the “bottom” and the “up”. Co-design and co-construction goes beyond
this paradigm. They designate a process of producing transformations by promoting
real interactions between actors and with the environment. Stakeholders with different
expertise engage together to product new tools and new ideas. Researchers create the
conditions for meeting and dialogue with a team of web developers, students, and prac-
titioners. This year, more than 90 students have already been involved in all levels in
geography, urbanism and sociology. Both disabled and valid users took part in fieldwork,
workshops, interviews, observations, and diagnostics. The results of this investigation
provide very rich material, currently under analysis, for research and the app. The co-
building process is on going, looking at ergonomics, architecture, software features,
and considering solutions. This dimension is fully integrated into the diagnostics, since
it reveals the difficulties, constraints and barriers that hinder studies and the campus
experience.

The concept of “handimension” has proven to be effective. It consists of going
through the situation, taking into account, by the body and the conciousness, the dif-
ficulties of certain users. This method completes quantitative surveys. Handimension
goes through experience to become aware of the challenges of inclusion. Handimen-
sion consists of resizing the space with regard to the different forms of disabilities and
implementing the principles of non-discriminating accessible accommodation. During
these in-situ courses and workshops, issues and needs will be identified, categorized
and analyzed as vectors of recognition of unfulfilled rights and disruption of access.
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Disabled people are formulated with users. They make up the field diagnostic indices
from the perspective of users’ perception and needs, vectors of reclaiming spaces built
for the benefit of the comfort of use of disabled and non-disabled citizens.

As a consequence, diversity of active partners are associated with the project: the
TVES Research Unit, the University of Lille, Municipality of Villeneuve d’Ascq, Office
of Student Life and Handicap, the Handifac Association, dedicated to supporting people
with disabilities. The project was awarded by the FIRAH (International Foundation for
Applied Research on Handicap) for the applied research part and by the BPI, I-Site
and the Start Airr system of the Haut de France Region. The valuation of results is
carried out with SATT Nord (Société d’Acceleration et de Transfert de Technologie)
and ALACRITE France. Gulivers Campus also benefits from the support of CCAH
(National Committee for Disability Action Coordination), companies (AG2R and Pro
BTP). Since 2014, we have carried out comparative approaches with North American
tools for cartography, spatial analysis and town planning with the University of Laval
in Quebec (Quebec/Canada), CIRRIS (Interdisciplinary Center for Research in Reha-
bilitation and Social Integration-Quebec/Canada). Thanks to this collaborative process
approach, the project was selected as “POC” (Proof Of Concept) by Lille 2020, World
Capital of Design.

4 Results and Prioritary Perspectives

Built in the 1970s, the campus represents a huge site and an aging complex originally
designed for cars, which, paradoxically, hinders mobility for everyone. This territory,
which is particularly difficult to understand, is described as a labyrinth by the users.
This is the case for many campuses in France and Europe. There is a need to create
physical, human and digital links in terms of development and between users. The
investigation showed the absence of accessible sanitary facilities or the possibility of
access to the floors. This situation forces some students to stop their studies. Designing
accessibility tools is therefore an emergency. Two phenomena intersect and have a series
of significant effects on spatial and social organization: the aging of the population and
the massive arrival of students with disabilities on campuses in France. Accessibility
criteria are becoming a priority for public and private action. Between 2000 and 2050,
the proportion of the world’s population over the age of 60 will double from around 11%
to 22% (WHO). In France, the second phenomenon directly concerns the university with
the massive influx of students with disabilities. It results from the mainstream schooling
policy and new accessibility legislation (1975–2005). A survey of Higher Education and
Research Ministry shows that French universities had only 4,842 students enrolled and
declared to be disabled during the year 1999–2000. In 2018–2019, they are 30,905, an
exponential increase of 538% in less than 20 years [8]. To this can be added peoplewhose
mobility is temporarily reduced due to an injury, pregnancies, heavy objects, strollers:
accessibility concerns everyone.

An experience and solutions booklet is in the process of being published. He will
present the results of the research, largely in interviews, in order to provide testimony
on the obstacle course imposed by the university space today. The other part has an
operational vocation in order to disseminate the solutions, in the form of files according
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to the division by university area. Managers and users of other universities will therefore
be able to consult this booklet to participate in the movement to make higher education
accessible. The features of the software are emerging: The diagnostics interface for
tablets, based on standards and use indices, is operational. It creates an “Accessibility
Performance Audit” with visual outputs of positive and negative points for each type of
impairment (diagrams and colors systems).

To conclude, we have identified three axes for the future. They have emerged during
the project. The first is principle of humanism for higher education missions. It is one
of the most important stages to build an inclusive society, and it must act in accordance
with fundamental principles: equal access to knowledge and autonomy. The second is
principle of reality and alignment with access initiatives. Educational access laws are
starting to have the desired effect, and many people with disabilities are arriving at
university. Campuses are not prepared to respond to a strong and urgent social demand.
The third is principle of transmission: training future professionals in accessibility and
datavisualization remains a major challenge. GEVU relies on a methodology combining
theoretical analysis, simulations, and co-building with the users concerned. Students
confirm that this allows them to gain an awareness and grasp of the issues at hand.
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Abstract. Europe faces a demographic shift towards a population with more
elderly and less working age people. This necessitates the development of relevant
technology-based care services, utilizing ambient assisted living (AAL) concepts
and technologies. AAL products often rely on third-party vendor services and
cloud hosting, storing and retrieving measurements from these using application
programming interfaces (API). This strategy is prone to breaking changes when
the third-party vendor changes interfaces or licensing agreements, and can also
present legal, privacy, and security problems for healthcare organizations. Using
open and independent components represents an alternative approach, allowing the
systems towork autonomously togetherwith third-party systems, thereby securing
data privacy and security, and allowing for easy replacement of components and
services from third-party vendors. Technology, components, and services that
support open standards and open data approaches allows for reuse in new systems,
and for hosting them in themost relevant settings. The aim of this technical paper is
to present the CARIOT+Care Coach ecosystem for supporting open data and open
science. The technical components forming the ecosystem are presented based on
experiences gained during three AAL programme projects, the CAMI project, the
HELP ME BRUSH project, and the ORASTAR project. The center piece is the
CARIOT gateway which is designed for easy collection of ambient sensor data
in the home setting, allowing third-party systems full control of the data flow
and storage. The paper presents the preliminary experiences gained during the
projects and discusses future relevant developments, including how third-party
organizations can build on the CARIOT+ Care Coach ecosystem. Finally, the
paper discusses how other projects can use the ecosystem to build new and open
ambient assisted living systems in the future.

Keywords: Ambient assisted living · Telemedicine · eHealth · Pervasive health ·
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1 Introduction

Europe is undergoing a demographic shift where the rising population of elderly is strain-
ing healthcare systems and institutions across Europe. There are more than 75 million
people above 65 years of age living inEurope [1], and it is projected, that by 2060 the total
number of people at 65+ will constitute up to 35% of the European Union’s population
[2]. With old age comes increased morbidity and increased healthcare expenditures [1,
2]. European countries have in the last decades felt an increasing financial pressure due
to chronic disease epidemics including: cardiovascular disease (CVD), cancer, diabetes,
chronic obstructive lung disease (COPD), and chronic kidney disease (CKD), muscu-
loskeletal diseases, and dementia. Already, chronic diseases affect more than 80% of
people aged 65+ inmost of the developed world, and is causing up to 90% of all deaths in
Europe, with numbers foreseen to rise further in the next two decades [3]. An estimated
80% of healthcare costs are spent on chronic diseases in Europe, corresponding to an
estimated cost of more than EUR 700 billion in the European Union alone, estimated to
increase further as incidence rates increases further in the coming years [3].

Ambient assisted living systems have been hailed as a part of the solution and con-
tinue to provide increasingly more advanced services aiming at increasing the efficiency
and effectiveness of caregivers and promoting additional self-care and patient autonomy
[4]. The European Commission has been a major proponent for supporting this change,
including via the AAL programme, a research program focusing on AAL as the solution
to the demographic shift, strongly supporting open data and science.

There are already countless relevant platforms and components available that may
be reused in new AAL products and ecosystems [4]. Some of these are based on open
source and/or open standards, supporting open data and open science. However, many
relevant products which are popular in the AAL community, and used widely in AAL
programme projects, are tied to a third-party cloud service, where data security cannot
be ensured by the healthcare provider organization themselves, thus potentially violating
the GDPR rules of private and public healthcare service provider organizations. As an
example, FitBit activity trackers have been used in several AAL projects. FitBit devices
feature a functional semi-open API, allowing AAL ecosystem IT architects to tap into
activity data (steps, sleep, heart rate) using basic REST based communication protocols
accessing Fitbit’s cloud services. However, systems based on Fitbit and similar services
are often at the mercy of the product vendors (in this example, the US company Fitbit
Ltd.), who can, at any time, and without warning, change their API or revoke access to
the API altogether, leaving all systems using Fitbit devices vulnerable to future events
outside of the control of the end-user organization. Same goes with Google Wear based
devices using the Google Fit API, Apple wearables featuring the Apple HealthKit, and
similar products from other vendors, including from Samsung and Huawei. What seems
tempting and easy to adapt at first, can turn out to be amajor problem in the future, during
the implementation or operating phases, not only in terms of integration problems with
changing API’s and security tokens, but also in conflict with regional & national data
security & privacy regulations. For instance, the storage of certain types of health data
outside of Europe is not legal according to GDPR regulations, and some organizations
even require that all data are kept locally within the ensuing organization with full
accountability and ownership of data. Arguably, it is thus highly relevant to ensure that



CARIOT+ Care Coach – An Ambient Assisted Living Ecosystem 47

components being selected for existing and newAALecosystems, are not relying on third
party servers, where data, privacy, and ethical regulations cannot be guaranteed. Thus,
this paper calls for policy and decision makers to require components to be transparent,
and to make support for open API’s mandatory when designing new AAL systems and
ecosystems.

The CARIOT+ Care Coach ecosystem presented in this paper is an example of an
ecosystem consisting of individually independent components, that may be used either
stand-alone or in combination with each other, as well as with third-party components.
The CARIOT+ Care Coach ecosystem is based on work done in three AAL projects,
the CAMI project, which developed a range of independent but mutually compatible
ambient assisted living products and system components for supporting elderly with
one or more chronic diseases, including the CAMINO telemedicine gateway (which
was later developed into the CARIOT gateway product), and the HELP ME BRUSH
and ORASTAR projects, which both have focus on supporting oral care, in the nursing
home setting and the home care settings respectively.

The aim of this technical paper is to present the CARIOT+ Care Coach ecosystem
for supporting open data and open science.

2 Methods

A study on end-user and technical design needs based on the synthesis of data from
three AAL projects CAMI [5], HELP ME BRUSH [15], and ORASTAR [16] projects
spanning four European countries, was performed. It involved mixed methods including
workshops, interviews, field studies with observations at nursing homes, private homes,
and hospitals, questionnaire studies with healthcare professionals: doctors, nurses, care-
givers, dentists and dentists’ assistants, as well as patients and informal caregivers. This
was combined with technical design considerations and discussions with legal represen-
tatives and decision makers. The synthesized collated findings from the end-user and
technical design studies led to a range of research challenges being identified, which
were later used to create formal requirements for building the CARIOT+ Care Coach
ecosystem. The resulting individual components are presented in this technical paper in
order to provide an overview for third party developers seeking to use the full ecosystem
or components thereof, in order to support open science and reuse.

3 Results

In the following sections, the ensuing CARIOT+ Care Coach ecosystem is described
including its individual components. It is important to note, that the components can
work independently of each other, allowing for open innovation. Thus, both the CARIOT
gateway, as well as the apps presented in the following: the BeSAFE smart phone and
smart watch apps, the CAMINO user interface, the OpenTele clinician and patient apps,
and the REDCap clinical database can all be used as part of other ecosystems relying on
open API’s for integration, securing HIPAA and GDPR regulations are respected, and
securing full control and transparency to the clinical partners, thus securing support for
open data and open science. Next all user interface components can be replaced with
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new components, or they can get their data from other gateways and even become part
of third-party ecosystems. Finally, the CARIOT gateway is not tied to any specific type
of medico devices as long as they comply with the Bluetooth BLE (GATT) or Bluetooth
ISO/IEEE 11073 PHD standard, although each device needs to be supported by relevant
drivers. Likewise, the BeSAFE app can run on any Android based device (Google Wear
for the BeSAFE Wear smart watch app).

We start with presenting the CAMINO Home Platform, which constitutes a major
part of the CARIOT+ Care Coach ecosystem, originally developed as part of the CAMI
project and later used for the HELP ME BRUSH & ORASTAR projects, as it enables
the link from the home of the end-user with the rest of the ecosystem. A range of
applications & devices are supported by the ecosystem, some of which will be presented.

3.1 The CAMINO Home Platform

The CAMINO Home Platform (Fig. 1) was jointly developed by the Danish com-
pany Aliviate and Aarhus University. It is conceptually based on the existing open-
source project OpenCare and the Common Ambient Assisted Living Home Platform
(CAALPH) developed as part of the CareStore project [6], and further modified to suit
the CARIOT+ Care Coach ecosystem’s requirements. OpenCare has been used for more
than 10,000 nursing home end-user touch screen solutions marketed by several com-
mercial vendors utilizing alternative user interface and back-end server functionality.The
CAMINOHomePlatformconsists of a core engine running in a.NETenvironment, either
Windows.NET or Linux Mono, which controls the execution of a range of independent
micro-services, running either as separate processes or services, or running in a virtual
machine process, either as virtualized components, or in a full virtual machine. The
CAMINO Home Platform core controls the lifecycle of all the services and delivers a
graphical environment for launching graphical user interface services. The individual
micro-services may be implemented in either.NET, Java, Python, native C or C++. This
is possible through the use of remote procedure calls for inter-micro-service commu-
nication. The CAMINO platform supports the automated discovery of other devices
deployed in the home setting, such as the CAMI, CAMINI and CARIOT gateways,
using service discovery based on the Bonjour & Avahi technologies, based on the Zero
Configuration standard. These allow for the automatic detection of other hardware nodes
in the network, including for instance one or more CARIOT gateways deployed in the
home, thus enabling them to discover each other and synchronize.

Below, we present a selection of the graphical user interface applications that are
running as micro-services within the framework. First, the Home Screen application
(shown in Fig. 2), which is the starting point of the interactive system, in the shape
of a touch screen launch menu for all registered user interface applications installed in
the ecosystem. It is also possible to activate applications automatically (e.g., from an
incoming call), or if an event is triggered by a sensor, e.g., a fall detection device, which
could launch an audio sound alert asking for the user to confirm that he or she has not
fallen.

Next, the “Health application” (Fig. 3), which can present healthcare data from
either a local event data storage, from either the CAMI Cloud, OpenTele or REDCap.
In fact, due to its open design, any data source can be used. The “Health application” is
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adapted for these diverse data sources and can easily be modified to include third-party
components.

The Robot Control Center app (Fig. 4), which provides control over installed robots
in the home setting. This application requires manual installation and configuration of
all service robots.

Besides these, the Appointment, Calendar and Task applications provide basic cal-
endar and task display and management to the user, including reminder services. All of
these applications integrate seamlessly into the CAMINO Ecosystem, but may also run
as stand-alone applications, or as part of other ecosystems.

Fig. 1. The CARIOT+ CareCoach platform running on a touch screen device in the home of an
end-user with the CAMINO user interface. The screen is an “always on device”, which allows
the user easy access for launching apps and getting information. A pattern adapted by several
commercial AAL vendors, and used in more than 10,000 deployments.

Fig. 2. The “CAMINOhome screen” application represents the starting point of the user interface
(same user interface as shown in an end-user setting in Fig. 1). From here, all installed applications
featuring a graphical user interface may be launched. They will run as micro-services using inter
process communication.

3.2 CareCoach User Interface

The CareCoach User Interface is a basic version of the CAMINO user interface. It
especially targets end-users who prefers or requires (e.g., due to cognitive impairment)
a minimalistic user interface that is extremely easy to navigate and use. It operates using
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Fig. 3. The “Health” application also runs as a separate process acting as a micro-service. It can
either communicate with local data services, or with cloud-based data stores. It can run stand-
alone, or as part of the CAMINO platform & ecosystem, launched either from the home screen,
or when a new measurement is received.

Fig. 4. The Robot Control Center application is another example of a user interface application.
It is used for basic starting and stopping of service robots, including vacuum cleaners. It can either
run stand-alone or as part of the CAMINO Platform and ecosystem.

microservices and receives data configured for the user, and facilitates limited end-user
interoperability. As shown in Fig. 5, the system can be used to sample the mood of the
user when an occupancy detects the user arriving in the area every morning, which is
useful in many AAL and telemedicine scenarios. As shown in Fig. 6, it can also be used
to present relevant sensor data arriving, e.g., that a blood pressure was received. It can
also include localized decision support, prompting awarning if ameasurement is beyond
normal. Finally, when no relevant info is shown, the screen can either turn black, or shift
between a range of pictures previously uploaded by the end-user or by relatives (Fig. 7).



CARIOT+ Care Coach – An Ambient Assisted Living Ecosystem 51

Fig. 5. A mood indicator in CareCoach

Fig. 6. Receiving various medico data and providing relevant information.

Fig. 7. The system turns into a wall picture viewer when not in use.

3.3 The REDCap Platform

The REDCap platform (Fig. 8) is a “secure web application for building and managing
online surveys and databases” [11]. REDCap can be used to collect “any type of data in
any environment” specializing in healthcare data. It supports both “online and offline data
capture for research studies and operations”, including having an HTTP-based REST
API, which for example is used by the CARIOT gateway for reporting measurements.
REDCap was originally developed by Vanderbilt University and since 2006 maintained
by the REDCap consortium. REDCap is free to install and use on a research or clinical
end-user organizations own server, it is however not open source, and the strict licensing
rule implies, that only healthcare and research organizations are allowed to use it free
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of charge. Thus, REDCap is not useful for commercial projects not involving a clinical
and/or a research partner. It is highly suited for supporting strict HIPAA and GDPR
regulations, especially those concerning clinical projects, which have higher ethical and
legal requirements than “wellbeing” projects.

Fig. 8. REDCap is a database with API & a web-based user interface. It is used to collect clinical
research data. An important feature is that each member organization can install the server and
database in their own hosting environment, & thus comply with HIPAA & GDPR rules, and any
national, regional, and local restrictions.

3.4 The OpenTele Platform

The OpenTele platform is a telemedicine ecosystem based on open-source technology
[7, 8]. The 4S organization who is responsible for the further development of OpenTele
defines it as: “a complete telemedical platform for handling patient-recorded outcome
data and measurements from personal health devices. The platform comprises a server
part and a tablet and/or smartphone app installed which is either provided to the patient
or installed on the patient’s own device if possible. From the OpenTele app, the citizen
can answer questionnaires, perform measurements, and via a video link communicate
with the general practitioner or hospital staff. The server also features a web site where a
clinician can login, manage, and communicate with patients, as well as review collected
data” [7] as shown in Fig. 9.

OpenTele is both open source and component-based, and thus very adaptable and
extendable for new applications [8]. It is built using the Java programming language for
the server side, and HTML5 and JavaScript for the web clients (Fig. 9). The database is
based on the popular MySQL database server, while a REST interface is provided for
integration with third party systems using JSON (Java Script Object Notation) encod-
ing [7]. Besides the OpenTele Android app for patients, a code library (named 4SDC) for
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integrating with a range of IEEE 11073 telemedicinemedico devices has been developed
[7, 8].

OpenTele has been deployed to more than 10,000 telemedicine patients and has been
adopted by more than 20 organizations around the world, including private companies,
hospitals, and care institutions [8]. OpenTele is in many ways unique in the sense that no
other widely deployed open-source telemedicine system exists, where the source code
can be downloaded and modified by any third-party company or research organization,
thus being a proponent of open data, open science, and open innovation. It continues to be
used for clinical applications, including with back-end integration to electronic patient
record systems. OpenTele has also been adapted to become part of the CARIOT+ Care
Coach ecosystemwhere it can be used both as backend web site for clinicians, but also as
a patient user interface. Integration is achieved using OpenTele’s REST interface using
the OpenTeleNet API, as an example of the open data approach of CARIOT+.

Fig. 9. The OpenTele open-source telemedicine platform has been used together with many
patient types, including hypertensive patients, COPD patients, heart failure patients, diabetes
patients, and pregnant women suffering from preeclampsia.

3.5 The BeSAFE and BeSAFE Wear Apps

TheBeSAFE app for smartphones and the BeSAFEWear app for smart watches (Fig. 10)
were developed by Aarhus University and Aarhus University Hospital for facilitating
clinical telemedicine research into patient activity, rehabilitation, and fall detectionwhere
sensor fusion, combining environmental (ambient) sensors with wearable sensors were
needed, and where it was not legal to use Fitbi, Google Fit, nor Apple HealthKit (or
similar) cloud-based services. Thus, the BeSAFE apps provides basic activity tracking,
including pedometer (based on Android’s step counter virtual sensor service), location
tracking (BLE proximity), as well as fall detection. The BeSAFE apps can send data via
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either HTTP(S) REST or MQTT formatted using JSON following the HEUCOD rec-
ommendation, a tentative open standard for “Healthcare Equipment Usage and Context
Data” systems [21].

The BeSAFE apps allows clinicians at Aarhus University Hospital to do independent
research, sending data directly to a REDCap database. Both apps are open source, and
can be adopted for third-party ecosystem and other scenarios of use.

Both BeSAFE apps are open source, and build on open-source software by James
Montemagno. They are completely free of any bindings to for-profit companies, and can
be used as a research platform.

Fig. 10. The BeSAFE smartwatch app (the three screen shots to the left) and the BeSAFE Wear
app for Google Wear devices (to the right) are both open source, based on several research papers.
Low-cost activity tracking, achieved through support for below EUR 150 smartphones and smart-
watches, is especially useful in the AAL field. By using a fully open infrastructure, it is easy
to combine services, e.g., a pedometer service for rehabilitation, with a fall detection service.
BeSAFE can be used together with REDCap and/or OpenTele for storage, and with CAMINO,
OpenTele and the CARIOT gateway to become part of a full telemedicine setup which can be use-
ful for many patient types, including hypertensive patients, COPD patients, heart failure patients,
diabetes patients, and pregnant women suffering from preeclampsia.

3.6 The CARIOT Gateway

The CARIOT gateway (Fig. 11), is developed by the Danish IoT company Aliviate,
Aarhus University, and the University of Minho, and brought to market by the Danish
AAL service company Medica Connect as the CARIOT BRUSH product. However, it
can be licensed by any third-party company looking for full control of a multipurpose
gateway product with source code access. It enables non-internet connected health-
care and care devices such as blood pressure, saturation, and weight devices used for
traditional telemedicine and telehealth applications to become internet-of-things (IoT)
enabled [9]. This includes: support for the open source “the Things Network” IoT Cloud
platform, as well as support for commercial IoT platforms such as Loriot.
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This integration is achieved using a combination of 2G, 3G, 4G, LoraWAN, BLE,
and/or WiFi communication channels, depending on the specific usage-scenario and the
needs of the end-users. The widely used medico devices for telemedicine and telehealth
are already supported, including IEEE 11073 PHD and BLE GATT based devices, and
theCARIOTplatform can easily be expandedwith additional healthcare and acre devices
as required.

Fig. 11. The CARIOT gateway is marketed by Danish company Medica Connect, but both hard-
ware and software stacks can be licensed to third-parties. It is essentially a platform rather than
just a gateway, and can both communicate with local medico and ambient sensor devices, store the
data, provide end-user warnings and signaling (via light and sound interfaces), as well as perform
long-range communicate using Lora, GSM (2G), 3G/4G/5G, and WiFi. The software stack is
flexible, and besides Lora and IP communication, HTTP/HTTPS/REST/MQTT is supported out
of the box to any end-point. Some models have support for ZigBee, while BLE and Bluetooth is
fully supported. As shown on the illustration, we have used the gateway with toothbrushes, blood
pressure and weight devices, as well as presence and occupancy sensors.

Besides telehealth and telemedicine devices and services, the CARIOT gateway
supports a range of telecare and personalized medicine devices and services. These
include traditional telecare and ambient assisted living services such as fall detection
andprevention, generalized support for trackinguser activity-levels and activities of daily
living using both wearables and ambient sensors. Furthermore, the CARIOT platform
has support for interfacing with ZigBee sensors, and thus more than 3,000 different
sensors.

The CARIOT gateway can in the CARIOT+ Care Coach ecosystem be substituted
by other data capture gateways, including the CAMI gateway platform developed by
the Swiss company Eclexsys, and the CAMINI gateway developed by Danish company
Aliviate, both of which are running the open source AdCAMI service developed by
Aliviate, for supporting telemedicine devices, such as blood pressure, oximeter, weight,
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temperature and more. Other commercial sensor gateways exist, including the Qual-
comm 2Net gateway. However, the Qualcomm 2Net gateway relies on the use of closed
silo cloud solutions, with a REST API providing access using a subscription-based
business model.

The CARIOT gateway features seamless service discovery on WiFi networks, using
the Bonjour and Avahi frameworks, as well as zero-configuration deployment when
using LoraWAN or 4G. The Bonjour zero-configuration service means a CAMINO
or OpenTele app can automatically detect the presence of a CARIOT gateway on the
network, and allow for easy connection. Also, the CARIOT gateway can be detected via
Lora presence or via a unique and proprietary IP-based MQTT discovery service.

The CARIOT gateway can be provided in an open-source version free for research
use, but its foremost strength is, that it allows absolute control of which storage location
and technology is preferred by the end-user organization, allowing for full HIPAA and
GDPRflexibility. Any third-party system can integratewith theCARIOTgateway,where
integration is possible using either Lora or IP-based protocols, includingREST&MQTT.

3.7 CARIOT+ Care Coach Ecosystem Architecture

The CARIOT+ Care Coach ecosystem utilizes a microservice architecture [12] with a
focus on open standards and open data connections. Microservice architectures is in
widespread use both in industry and academia [13]. In the Microservice architectural
style, a system is composed of independent and fine-grained services, each running in its
own process, often in a distributed system setting, and communicating using lightweight
protocols such as HTTP or MQTT [13, 14]. Microservices and microservice architec-
tures are intended to be simple and focus on accomplishing one taskwell, while retaining
the ability to work independently of each other (within practical limitations), which also
implies that they can be reused for different purposes [14]. Also, due to their heterogene-
ity, each service can be built using themost appropriate technologies for the task, making
it possible to combine different open source and commercial products into a single sys-
tem. As an example, the CARIOT+ ecosystem uses both C, Python, Java, HTML5, and
C#, running on both servers, PC’s, and embedded hardware. Furthermore, microser-
vices natively support so called “continuous delivery” allowing frequent releases and
fast feedback loops. As opposed to a Service-based architecture, where system vendors
rely on third-party services, e.g., on a Fitbit cloud service, the Microservice architecture
prescribes that the system owner has full control over all components in the system.

4 Discussion

The aim of this paper was to provide an overview of the various components identified
during three AAL projects as useful for supporting an open ecosystem for ambient
assisted living services for supporting open data and open science, and open innovation.
The paper was made in order to inspire the AAL and other research communities and
industry vendors to reuse existing frameworks when building new systems, including
those presented in this paper, and to a higher degree rely on open standards-based micro-
services using open and standardized communication protocols, rather than closed silo
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solutions. In addition, by sharing our findings, we hope to receive suggestions from the
community on other third-party platforms that would be useful for expanding on the
CARIOT+ Care Coach Ecosystem.

While there is naturally some amount of manual technical plumbing involved, the
CARIOT+ Care Coach ecosystem is fairly easy to configure and deploy, both on a cloud
server, on a private networked server, or even as an in-home-only system, providing
ultimate privacy settings. However, the technical difficulties in bringing heterogenic
platforms and technologies together should not be underestimated.

Thus, we will not argue against the need for large monolithic care applications and
services for some use cases, but with the CARIOT+ Care Coach ecosystem, we have
shown theway for a dynamic, flexible, and highly adaptable ecosystem that will allow for
the integrationwith other systems through the use of open standards and themicroservice
architecture pattern. However,morework is needed, in terms of creating a true standards-
based common inter-communication language for these services. Here, the HL7 FHIR
standard [20] appears highly relevant to employ combined with the emerging HEUCOD
recommendation [21]. However, HL7 FHIR is only slowly maturing into relevancy for
the AAL sector, and more work is arguably needed before it becomes an effective tool
for use within the AAL community.

Finally, we acknowledge the work of previous consortia to develop similar open
ecosystem architectures for ambient assisted living, including the UniversAAL and the
Reaal platforms [4, 10, 17–19]. The integration fromCARIOT+with these platforms has
not yet been achieved due to a range of dependencies that we were not able to satisfy, and
plain difficulties in running the open-source code provided by these frameworks. Thus,
we would recommend for the redesign of these platforms, and any similar platforms, to
be divided into smaller services as. microservices, which would allow easier reuse of
the platforms as part of new ecosystems, and we would call for creating dedicated and
low-cost hardware, such as sensor gateways, which will make it fast to start integration
efforts. In addition, we call upon added standardization support in the field. While there
are many standards for device integration and healthcare data integration, the CARIOT+
Care Coach ecosystem currently has to rely on industry standards including MQTT and
HTTP to create an effectivemiddleware. A tentative recommendation is being developed
as part of the HEUCOD project, called the HEUCOD recommendation [21], which is
currently supported by the CARIOT+ Care Coach ecosystem, but which need to be
further disseminated and developed in order to attract proper industry interest.

5 Conclusion

This paper has provided an overview of the CARIOT+Care Coach ecosystem. The paper
presented the various components used, and detailed how they could be used together,
either as part of the ecosystem or to help build other systems, or even become part of
third-party ecosystems, completely independent of CARIOT+.

However, as argued in the paper, the main quality of the approach of the CARIOT+
Care Coach ecosystem lies in the extensive support for open science and open data, as
the ecosystem does not rely on cloud services from third party vendors which could be
in conflict with legal and ethical regulations and requirements in the partner country,
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but rather support REDCap and OpenTele, which combined represents some of the
most used datastores for clinical research. Also, by ensuring full developer control of
all components, including the interfaces, endpoints, and connection; projects using the
CARIOT+CareCoach ecosystemwill not run the risk of sudden andunexpectedbreaking
changes from a third-party vendor, nor the risk of breaching GDPR regulations.
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Abstract. With the growing importance of the digital world, it becomes
more and more important to ensure people’s, especially young people’s,
security in the digital world as a whole and in the social networks, partic-
ularly. In this paper the authors introduce for the first time the developed
full-cycle methodology for detection and monitoring of the presence of
destructive impacts via their manifestation in young people profiles in
the social network. The research uses information technology methods
together with psychological methods. The paper describes the proposed
methodology and the techniques included in it as well as the results of
the experiments. The methodology should help to determine the features
of destructive impacts for further development of recommendations for
young people on how to identify and resist them.

Keywords: Destructive impact · Social network · Digital space ·
Young people · Detection · Monitoring · Machine learning

1 Introduction

Modern world started moving to the digital space before the COVID-19 pan-
demic but it enforced this process. In this space the social networks are impor-
tant means of information propagation and communication, especially for young
people. With the growing importance of the digital world, it becomes more and
more important to ensure people’s, especially young people’s, security in the dig-
ital world as a whole and in the social networks, particularly. It can be done by
understanding and learning of the destructive impacts, providing young people
with the means of resisting the destructive impacts, and creation of healthy dig-
ital environments. The authors understand the destructive impacts as “impact
that can provoke aggressive actions and aggressive behavior in relation to others
or yourself” [2].
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In this research the authors started from the understanding and learning of
the destructive impacts via their manifestation in young people profiles in the
social network, researching the young people’s vulnerability to such impacts, and
developing the mechanisms for detection and monitoring of the presence of such
impacts.

The research used information technology methods together with psycholog-
ical methods. The research was conducted using the data from the Vkontakte
social network [1] jointly with the results of the psychological tests.

The psychological tests allowed detecting changes in the individual’s psy-
chological portrait. Such changes can indicate vulnerability to the destructive
impacts and presence of such impacts.

Information technology methods allowed forecasting the results of the psy-
chological tests based on the information within young people profiles in the
social network to monitor the presence of the destructive impacts as well as to
analyse the individual’s environment to outline the groups in the social network
that propagate such impacts.

Previously the authors already published the selected research results,
namely, in [2] the common idea of the approach to detection of destructive
impacts was introduced, in [3,4] the technique for classifying the social network
profiles according to the psychological scales using machine learning methods was
described. In this paper the authors introduce for the first time the developed
full-cycle methodology for detection and monitoring of presence of destructive
impacts via their manifestation in young people profiles in the social network
that integrates the previous contributions. The contribution of this paper is as
follows:

– The developed full-cycle methodology for detection and monitoring of the
presence of destructive impacts via their manifestation in young people pro-
files in the social network.

– The techniques applied on the separate stages of the methodology.

The novelty of the paper consists in the new methodology for detection and
monitoring of the destructive impacts integrating the technique for the deter-
mination of the social network profiles’ classes according to the psychological
scale and the technique for the determination of the social network communi-
ties’ classes according to the psychological scale.

The methodology should help to determine the features of destructive
impacts for further development of recommendations for young people on how
to identify and resist them.

The paper is organized as follows. Section 2 briefly analyzes the related
research. In Sect. 3 the proposed methodology is introduced. Section 4 contains
the discussion and conclusion.
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2 Related Works

There are multiple papers considering impacts provided by the people, society,
and information processes on the person in the period of adolescence. These
impacts can be both positive and negative [5,7,8].

Negative impacts, such as aggression and destructiveness, are usually anal-
ysed considering the ideas of Erich Fromm [2,6,7,9]. They are also considered
in [10].

In [9,11] it is noticed that information processes that can potentially lead
to destructive behavior can be unfolded in the information streams that are
shared between people and various social groups, for example, in the information
streams of the Internet [2]. In [2] the authors supposed that the destructiveness
can be reflected in the communication system, including Internet space.

Due to the size of the Internet space it is almost impossible to analyse it
manually. Thus, to analyse information in the Internet space, and particularly
in social networks, machine learning methods are used.

For example, in [12] the authors use convolutional neural networks to iden-
tify psychological disorders in services of social microblogs. In [13,14] the authors
analyse the sentiments of Internet users based on the data extracted from short
messages using a deep neural network. In [15] the authors build a system for rec-
ognizing the psychological profile and character traits of a person using his/her
photos from the Facebook social network. In [16] the authors investigate the
level of emotional impact produced on a person when looking at the content
presented in digital images using a näıve Bayes classifier.

While a lot of research has been done in the social network’s data analysis
for different goals, they do not consider the detection and monitoring of the
destructive impact manifestation in the social network’s profiles.

3 The Proposed Methodology

The proposed methodology for detection and monitoring of presence of destruc-
tive impacts via their manifestation in young people’s profiles in the social net-
work incorporates the following stages:

1. Application of the technique for the determination of the class on the psy-
chological scale for the social network profiles. If some deviation from normal
values is detected for the profile, then it is sent for manual analysis.

2. Monitoring of the profiles and redefinition of their classes on the psychological
scale. If a deviation from the normal values exceeds the predefined threshold
then the features that lead to the deviation are outlined and sent for manual
analysis. The social network communities related to the appropriate profiles
are sent for automated analysis on stage three first.

3. Application of the technique for the classification of the social network com-
munities related with the appropriate profile on the psychological scale. The
communities that have a potentially destructive impact are added to the sep-
arate list and sent for manual analysis.
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4. Determination and construction of constructive stimuli to eliminate destruc-
tive impacts.

On the first stage of the methodology (determination of the class on the
psychological scale for the social network profiles) the following technique is
applied:

– Form the dataset of the labeled profiles from the Vkontakte social network.
For this goal the profiles of the Vkontakte social network were gathered.
Then testing of the profile owners using Ammon’s test was conducted [17].
This test was developed for the determination of constructive, destructive and
deficient manifestations of six personality Ego-functions (namely, aggression,
anxiety, external Ego-delimitation, internal Ego-delimitation, narcissism, and
sexuality). Mapping of the test results with the gathered profiles allowed us
to label the dataset.

– Apply the machine learning methods to determine the class on the Ammon’s
psychological scale automatically based on the information gathered from the
users’ profiles. The authors determined 100 features including the numerical
parameters, a set of words and the parameters specified based on image pro-
cessing. To train the software classifiers the obtained on the previous step
labeled dataset was used.

On the second step of the technique the experiments were conducted for the
460 labeled profiles using a 10-block cross-validation, 90% of the dataset were
used as the training sample and 10% - as the testing sample. The following clas-
sifiers were tested: the support vector machine (SVM), linear regression (LR),
multilayer neural network (MNN) with the ReLU activation function and con-
volutional neural network (CNN). The MNN showed the best accuracy for the
Ammon’s test results forecasting: 59,94% [4].

On the second stage (monitoring of the profiles and redefinition of their
classes on the psychological scale) the social network profiles are monitored for
timely detection of possible manifestations of destructive impacts. For this goal
the technique from stage one is applied. The information from the profiles is
gathered with given intervals and reclassified using trained machine learning
models.

On the third stage (classification of the social network communities related to
the appropriate profile) outlined in the previous stage communities are classified
on the psychological scale using the following technique:

– Form the dataset of the labeled communities from the Vkontakte social net-
work. For this goal the communities were extracted from the profiles gathered
on the previous stage. The first time the classes of the communities were deter-
mined considering the classes of users’ profiles that are part of the appropriate
community.

– Apply the machine learning methods to determine the community’s class
on the psychological scale automatically based on the information gathered
from the communities (i.e. the text content of posts). To train the software
classifiers the obtained on the previous step labeled dataset was used.
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On the second step of the technique the experiments were conducted for the
250 labeled communities using a 10-block cross-validation, 90% of the dataset
were used as the training sample and 10% - as the testing sample. The following
classifiers were tested: bag of words, weighted bag of words, continuous bag of
words, skip-gram and fastText - as basic classifiers, and max-wins, weighted
voting and soft voting ensembles - as combining ensembles. The soft voting
ensembles showed the best accuracy for the community class forecasting: 55,72%
[4].

The communities that were classified as potentially destructive or the com-
munities that are common for the profiles with a tendency to destructiveness are
sent for manual analysis.

The communities that were returned from manual analysis with approved
destructive content are added to the new dataset for further retraining of the
classifiers.

Stage four (determination and construction of constructive stimuli to elim-
inate destructive impacts) provides recommendations for young people on how
to identify and resist the destructive impacts. It is in the scope of further work.

4 Conclusion and Discussion

In the paper the methodology for detection and monitoring of the destructive
impacts in social networks was proposed. The accuracy obtained for the tech-
niques implementing the stages of the methodology is common for the tasks of
this class but it requires further enhancement in future work.

First of all it should be noticed that destructiveness itself is a rather complex
phenomenon, thus, searching for its features in the information space of social
networks is not a trivial task. But manual implementation of this process by
the experts is time-consuming and almost impossible because of the volumes
of information in social networks. Thus, the joint application of information
technology methods and psychological methods looks promising.

The manifestations of destructive impacts in the users’ social network profiles
do not necessarily indicate destructive impacts within the social network as soon
as these impacts can be external. That is why the third stage of the methodology
requires manual confirmation. Currently the authors form a dataset of commu-
nities obtained on the third stage for manual checking by the experts and plan
to use it in future work to enhance the community classification technique.

Detecting deviations in users’ profiles can help timely outline the profiles that
require attention and possibly preserve young people’s health. Besides, analysing
information that leads to deviations can help determine the features of destruc-
tive impacts and better understand their nature.

In future work it is planned to develop recommendations for young people
on how to identify and resist the destructive impacts.

Acknowledgement. The reported study was funded by RFBR, project number 18-
29-22034 mk.
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Abstract. The demographic trend causes a rising pressure on health and care sys-
tems. Information and communications technology (ICT) provides many appli-
ances that may support older people in prolonging independence while reducing
the pressure on health and care systems. Research provides insights into the needs
of older people as well as insights into the suitability and usability of ICT appli-
ances for older people. As a result, this work presents the GUIDed system that
aims at supporting the independence and quality of life of older people by using
augmented reality as the central element of the user’s interaction, whereby the
paper’s focus is placed on the technical development. The system is comprised of
five services that are related to older people’s daily activities or issues and social
needs. These include the intake of medication, navigation, communication, smart
home control and safety. Finally, a mobile application is included that allows older
people to access all the services in an Augmented Reality (AR) interaction mode,
while a conventional accessible user interface (UI) is also provided in the case an
older adult prefers this as an interaction method.

Keywords: Augmented reality · Assisted-living · GUIDed services ·Medication
planner · Smart home · Social communication ·Mobile application · Older adults

1 Introduction

The demographic trend predicts a rapidly aging population in advanced economies
including the European Union, which comes from advances in health care, higher
incomes, shrinking fertility, improved education and increased gender equality. One
effect of the rapidly aging population is the rising pressure on health and care systems
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[1]. Therefore, the need for self-care of older people will continue rising. Informa-
tion and communications technology (ICT) including smart home technology has the
capability to decrease or in a few cases almost eliminate older people’s dependency
on caregivers [2]. However, some research [3–5] shows that older people tend to be
fearful of adopting new technologies. Augmented Reality (AR), a technology that adds
computer-generated objects to the real world, enhances and facilitates the possibilities
of designing user-friendly services, which may lead to a reduction of fear and usability
issues, especially among older people, when adopting a new technology. Some authors
examined the acceptability of an AR-based virtual coach for home-based balance train-
ing with older people. Their results suggest that the participants in their study find the
AR system encouraging and stimulating [6].

Rosales and Fernández-Ardèvol describe that older people enjoy using mobile appli-
cations such asWhatsApp, amedium for exchangingmessages, images, audio or video1,
as they offer services that correspond to their needs while providing a good and intuitive
user interface (UI). They summarize the older people’s needs as: basic communication,
security and safety, support of personal interests including social interaction, personal
management such as pill management and entertainment [7].

TheGUIDedAALEUproject aims at supporting these needs by offeringfive services
accessible through a mobile application, while also providing the AR interaction mode
as an alternative UI layer in order to reduce usability issues. The first service represents
the “Medication Planner” service which supports users with taking pills by offering
the capability to set appointments and receive reminders. The second service, “Smart
City Navigation”, helps its users to navigate to places they select. The third and fourth
services, “SmartHomeControl” and “SmartHomeSafety”, support older people’s safety
and control needs. Furthermore, a smart home system is established that facilitates
the integration of many different smart home devices from different vendors. The fifth
service, “Social Communication”, helps the users stay connected to their family and
friends offering a medium for video calls in order to counteract loneliness. Furthermore,
the “call a stranger”-function offers the capability to get to know other users from the
GUIDed community that also use this system.

The goal of this paper is to describe the development of the GUIDed system from
the ICT perspective, which places AR as the key technological element that aims to
reduceusability issues.This includes the examinationof challenges faced and consequent
solutions adapted. Previous research, the experience gained from previous ICT projects,
literature reviews, technical documentations as well as insights from the development
process itself served as the input for this article’s examination.

The remainder of this article begins with describing related work examined in exist-
ing literature which provide recommendations that were followed in the design and
development process. These include the engagement of older adults in the design and
usability testing, and the consideration of best practices for design and development
of mobile applications and web applications suitable for older adults. Then a synopsis
of the GUIDed system’s architecture is presented. Next, each service is described in
more detail. Initially, the “Medication Planner” service is examined which shows the

1 https://www.whatsapp.com/?lang=en.

https://www.whatsapp.com/?lang=en
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implementation of a medication planner for pill taking. Secondly, the “Smart City Nav-
igation” service is described. It includes the integration of a system called “Mapbox”
for requesting routes by providing coordinates. Thirdly, the “Social Communication”
service is presented. It shows how a communication between two users can be estab-
lished over a peer-to-peer network using WebRTC2. Then, the last two services, “Smart
Home Control” service and “Smart Home Safety” service, are examined. These services
illustrate how cost-efficient and more open smart home systems can be designed by
using mainly open-source systems. Finally, this article concludes with a summary of the
work conducted for implementing and integrating the services and directions for future
research.

2 Related Work

2.1 Related Projects and Systems

In terms of EU funded projects aiming to offer ICT solutions for enhancing and
supporting the home living of older adults we have the following:

• The IOANNA (Integration ofAll storesNetwork&NavigationAssistant) project aims
at developing ICT-based solutions for seniors for everyday facilitation in shopping
management and navigation, focusing on assistive mobility and social engagement
through crowdsourcing [15].

• The FrailSafe project aims to better understand frailty and its relation to other health
conditions to develop a set of measures and tools, together with recommendations to
reduce its onset [16].

• The MedGUIDE project offers an approach to social networking and e-learning
focused on polypharmacy management, where seniors will be supported in their
medication adherence via sensor technology and smart pillboxes [17].

• The Many-Me project builds a social interactive care system to help people with
dementia, their relatives, informal and formal carers [18].

The above present the main projects and systems relevant to this work, while addi-
tional work is presented in the previous work of the authors that focused on the needs
analysis and requirements for the definition of the GUIDed app and system using a
co-design and participatory approach [13].

2.2 Lifestyle Problems Faced by Older Adults

Medication Reminders
Stuck et al. examined some of the most downloaded medication reminder applications
concerning their suitability for the usage by older people. Their findings reveal issues
including unintuitive navigation, poor visibility and a lack of transparency. Furthermore,
the authors inferred guidelines for application design from their findings. These include

2 https://webrtc.org/.

https://webrtc.org/
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the inclusion of older people in the design and usability testing phases of the development
process, as well es the compliance with standard age-specific design guidelines [8].

How Older People Struggle with Maps
In a recent research Yu and Chattopadhyay examined the accessibility of current mobile
maps from the perspective of older people. They classified the issues encountered by
older people into motor issues and non-motor issues. In this context, motor issues rep-
resent interaction problems where a user failed to successfully execute an intentional
action such as tapping or swiping. Non-motor issues include for instance the unwilling
ignorance of UI components due to inadequate visual saliency, ambiguous affordances
or low information scent. They concluded that non-motor issues were more critical as
they often resulted in frustration and resignation among users [9].

Social Needs of Older People
As loneliness tends to increase with age [10] communication applications such asWhat-
sApp or Viber have gained a strong popularity among older people. They enable them
to stay connected to their family and friends that are not nearby. Bruggencate et al.
examined the social needs of older adults. These include active involvement, respect for
individuality, stimulating social contacts including close and peripheral relationships,
and the sharing of knowledge [11].

Smart Home for Older Adults
Yusif et al. conducted a systematic review of empirical studies concerning the adoption
of Assistive Technologies (AT) including smart home. Their findings suggest that older
people are mostly concerned about privacy, costs of ATs, ease of use, suitability for daily
use and the general benefit, which some older people assess to be low. However, their
results also suggest that older people in general have a positive attitude towards ATs as
they see it as a means to maintain independence [12].

2.3 Previous Research in the Context of GUIDed

Mettouris et al. describe the user-centered design approach with the focus on the co-
creation aspect in the context of the GUIDed system. This includes the evaluation of
high-fidelity (Hi-Fi) paper prototypes (i.e., the designs) for the GUIDed services. The hi-
fi paper prototypes are based on the recommendations from the literature and the authors’
goal was to validate them and the proposed additional ARUI. The Hi-Fi prototypes were
tested by older adults and their caregivers using focus groups in four European countries,
namely Austria, Cyprus, Norway and Poland. The results show that the users found the
GUIDed system understandable and easy to use [13]. This represents an encouraging
finding considering older participants’ low technological literacy.

3 GUIDed System – Overall Architecture

The architecture of the GUIDed system is depicted in Fig. 1, which is described shortly
as follows, whereas more details are described in the report from the GUIDed EU
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AAL Project [14]. The architecture of the GUIDed system consists of three entities: the
Android client for the users, the cloud instance for configuring, relaying and processing
data and the Raspberry Pi 3B+ for the smart home services at the user’s home. The cloud
hosts a Drupal content management system (CMS) instance for configuring the five
services and saving user data (Services 1–5), a spring boot application for handling smart
home operations and smart home safety functions such as sending push notifications to
specific users when an alarm is triggered (S1, S2), as well as a WebRTC signaling
server to keep track of all connected and available GUIDed users and for establishing a
communication channel between two users within the “Social Communication” service
(S5). The GUIDed system exposes the services through REST APIs which enable the
use and manipulation of information through the mobile application. The Drupal CMS,
which is accessed over a web browser, allows users including older people to use a
mouse, a keyboard, bigger user interfaces and clearer navigation structures that simplify
the configuration process in contrast to using a mobile application.

4 Medication Planner Service

Compared to existing medication planner mobile applications that in almost all cases
perform data management and data access on the mobile application and interaction
through restrictive user interfaces, the “Medication Planner” service enables data man-
agement via the GUIDed CMS that offers usable and clear navigation interfaces, enables
data access for the mobile application via the exposed REST API and allows interaction
using either intuitive AR interfaces or standard UIs to serve all different older adults’
requirements and needs.

Specifically, the primary user (i.e., older adult) or secondary user (e.g., family, care-
giver) assisting the older adult can use the CMS accessible over a web browser tomanage
the drug and prescription data. This allows defining and managing medication, vitamins
and supplement data using larger user interfaces, with clearer navigation and easier
interaction, rather than administering data on the mobile application.

Moreover, Headless Drupal is used on the backend framework to expose the required
REST APIs that provide remote access to the medication data from the mobile appli-
cation. The mobile application provides the capability to the primary user to select the
“Medication Planner” service using the tiles-view, which loads the camera view of the
phone. The Android ARCore framework and the TensorFlow machine learning (ML)
model are initialised, which allow detecting respectively either a 2D image of a pillbox
or a 3D physical pillbox object. As soon as the 2D image or 3D physical pillbox object
is detected the REST API is invoked, which returns the matrix with the medication
information augmented on the camera view, including intake times and dosages of the
prescriptions. Furthermore, it allows to tick the checkbox when the medication is taken
(see Fig. 2). However, the checkbox is only enabled 15 min before and after the intake
appointment. The user can also click on the maximize-button to expand the augmented
matrix view and see the complete list of medication to be taken for the current day (see
Fig. 3).
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Fig. 1. High-level architecture for the GUIDed system

Fig. 2. AR medication planner pillbox detection - showing next intake information.

Fig. 3. AR medication planner pillbox detection – expanded view.
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5 Smart City Navigation Service

TheAR navigation service also requires the use of the CMS and the Android application.
The primary or secondary user can also use the CMS to manage the favourite places
(unique name of the place, the coordinates of the place, etc.) of the older adult.

Moreover, the exposed RESTAPIs provide remote access to the places data from the
Android mobile application. On the frontend, the tiles-based view is shown that allows
selecting the navigation service, which loads up the camera view in AR mode, presents
a dropdown menu with the user’s favourite, from which the user can select the location
to navigate (e.g., home) and then clicks the Go button that initiates the AR navigation
(see Fig. 4).

Fig. 4. Selecting the navigation place.

The implementation of the Android application is based on the ARCore technology
and the Mapbox APIs, which enable to detect the current location of the user, getting
navigation instructions and rendering this information as augmented visual cues (i.e.,
direction arrows), providing an augmented reality navigation experience to the users
(see Fig. 5). The user is also able to click the “Maps”-button on the top right, in case
the map-based navigation is preferred, to open the map view. The location of the user is
detected, and the user can select any location on the map as the destination. The route
is plotted, and the user clicks the “Start”-button to begin the map view navigation. This
enable users that are technology-oriented and accustomed to the map view to use this
mode of navigation.

6 Smart Social Communication Service

The Social Communication Service aims to address the issues of social isolation and
loneliness that older adults experience, by offering a sense of real-life physical presence
between the older adults and the communicating family members, healthcare providers,
friends and even a stranger (explained further below). This is achieved by providing
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Fig. 5. Navigating in augmented reality view.

a video calling service with a simple (yet functionally complete), minimalist design
and easy-to-use UI, that is also appropriate for use by older adults. Using the service,
older adults can remain in contact with family and friends while engaging in everyday
activities, such as eating together, drawing with the grandchildren, knitting and much
more.

The Social Communication Service differs from existing similar apps in the market
in three fundamental aspects: 1) it targets older adults, making thereby the appropriate
design decisions in terms of UI elements’ size and colors, 2) the workflow of the service
and the architecture of the various functionalities have been designed and developed
having in mind HCI (Human Computer Interaction) related parameters like usability
and ease-of-use, targeting at the same time older adults, and 3) it offers the “Meet
Others” functionality, an innovation of GUIDed (please see paragraph below).

Besides conducting video calls, the service offers a secondary functionality called
“Meet Others”. This functionality enables primary users, through the push of a virtual
button, to conduct video calls to another GUIDed primary user in a random fashion. The
remote user belongs in the GUIDed community, i.e., he/she is a GUIDed user as well,
and is randomly selected by the GUIDed system, provided that the preferred languages
of the two users match, and that the remote user has agreed to the communication request
at the moment of the call.

The GUIDed services, including the Social Communication Service were briefly
described in [13]. In that paper, the architecture and technical information about the ser-
vice were provided in detail. In this paper, the focus is on the “Meet Others” functionality
as an innovation in this service and of the GUIDed system overall.

6.1 Architecture

The Social Communication Service was developed using the WebRTC framework.
WebRTC is a free, open-source framework that enables Real-Time Communications
with audio and/or video, by providing web browsers and mobile applications with the
means for real-time communication via its APIs. The Social Communication Service
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includes twodifferent architecture designs: aClient-Server architecture betweenAndroid
devices (smartphone/tablets clients) and a signaling server that is used for setting up the
connection between two communicating users, and a P2P (Peer-to-Peer) architecture
between two Android devices for conducting the video call. It is important to note that
the signaling server does not retain any information about the two clients during a video
call, thus ensuring the user’s privacy and data security. All WebRTC clients’ data are
deleted as soon as the signaling process is terminated. Apart from the signaling pro-
cess, the server listens and handles any special case events e.g., client disconnection,
client reset and client network changes. More on the Social Communication Service
architecture and the WebRTC can be found in [13].

6.2 Workflow

The Social Communication Service can be divided into two main features, the video
call process and the process of adding new contacts to a primary user. The former is
mainly handled by the WebRTC API and the signaling server, as previously explained
in Sect. 6.1. The latter takes place through an appropriate Web UI on the GUIDed web
platform, where the primary user (active user) or a helping secondary user can add other
GUIDed users as contacts to the active user, by initiating a pending contact request to
another user. Users can check their pending contact requests and accept or decline each
request. In addition, adding a new contact to a primary user can be done during a video
call with a stranger in the “Meet Others” mode (more on this below).

Through the Android application, the user can enter the “Meet Others” mode by
clicking a virtual button on the contact’s list screen so that the process of finding a
suitable candidate begins. Based on the user’s preferred language, the algorithm run by
the Signaling Server will respond with a random GUIDed user that meets the language
requirement and is also currently online and available for a video call. Figure 6 shows the
incoming call from the “Meet Others” process. When both users agree to the video call,
it initiates. During the video call between the two strangers, there is an option to send
a contact request to the communicating user. Then, a pop-up appears on the receiving
user’s screen notifying him/her of the contact request and providing an accept/decline
option to immediately notify the sending user of the result. Figure 7 shows the workflow
for the “Meet Others” functionality.

7 Smart Home Control Service and Smart Home Safety Service

The GUIDed services “Smart Home Control” and “Smart Home Safety” offer solutions
to mitigate concerns related to ATs discussed in chapter two. Figure 8 summarizes the
concerns and their respective solutions via a non-formal mind map. On the left side
the model summarizes four issues for ATs: hard to use, high prices, vendor lock-in and
privacy. The right side of themodel proposes approaches to reduce or eliminate the issues.
The links between issues and solutions are depicted as green arrows. These approaches
were incorporated into the implementation of the services for the GUIDed system. In
order to make the usage of the system easier, the GUIDed system relies continuously on
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Fig. 6. “Meet Others” process: the receiving user’s incoming call.

Fig. 7. Sequence diagram for the “Meet Others” functionality.
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Fig. 8. AT’s issues and GUIDed’s respective solutions

accessibility for the user interface parts. Furthermore, the AR mode in the camera view
offers an additional way of operating smart home devices.

For the issues of high device prices and vendor lock-ins the GUIDed system incor-
porates different application programming interfaces (APIs) for operating smart home
devices. These APIs include deCONZ3, OpenHab4 and the ARE from the AsTeRICS5

project. This strongly reduces the dependence on vendor-specific or expensive devices
as it facilitates the integration of different technologies including devices with a specific
protocol such as ZigBee. Concerning privacy, the data collection is kept to a minimum,
which includes configuration data locally stored on a Raspberry Pi in the user’s home in
order to have the ability to control and read device states. However, for users that wish
to control their devices over the cloud, additional data related to the configuration and
states of devices would need to be stored which would be fetched or uploaded by the
Raspberry Pi for synchronization.

From a user perspective the two smart home services can be described as follows.
The “Smart Home Control” service allows users to control their home environment. It
provides features such as control of lights or power sockets. The “Smart Home Safety”
service monitors the users’ homes and alerts the primary user when a threat is detected.
Furthermore, push notifications are sent to linked users including primary and secondary
users. In the current implementation the “Smart Home Safety” service can track the
presence of smoke and carbon monoxide. Door or water leak sensors for example could

3 https://www.dresden-elektronik.com/wireless/software/deconz.html.
4 https://www.openhab.org/.
5 https://www.asterics.eu/.

https://www.dresden-elektronik.com/wireless/software/deconz.html
https://www.openhab.org/
https://www.asterics.eu/
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also be supported. Figure 9 shows the AR view for the services, whereas a user can also
choose a standard UI to check and operate devices.

Fig. 9. Augmented reality: smart home control & safety

7.1 Architecture

The Raspberry Pi is the central hardware component responsible for the “Smart Home
Control” and “Smart Home Safety” services, which together with a set of sensors and
actuators need to be installed in the user’s home. The Raspberry Pi connects over a REST
API to the proprietary Drupal instance running remotely on the cloud, and to the third-
party smart home systems deCONZ, OpenHab and ARE installed locally. Furthermore,
a proprietary front-end application (“Configuration Client”) is served by the Raspberry
Pi. It enables the configuration of smart home devices (naming, room configuration,
device type - e.g., light, smart home system - e.g., deCONZ).

8 Conclusion

This paper presented the GUIDed system including its five services from a technical
perspective. The services were chosen to support the daily activities of older people
supporting not only their independence but also incorporating their social needs. The
development was conducted after and while considering recommendations from the
literature including the results presented from the evaluation of the GUIDed Hi-Fi pro-
totypes [13]. In terms of the usability aspect, the recommendations include for example
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the consideration of the navigation, transparency and visibility of UI objects, which is
incorporated using design guidelines from the literature as well as the user feedback.
Moreover, AR was incorporated as the integral part and the differentiating point of the
GUIDed system compared to existing systems offering similar services. The described
results of the development process represent the GUIDed prototype. Future work will
test this prototype extensively as it will be installed in so-called living labs at the users’
homes. The feedback will provide valuable insights that will allow a profound evalua-
tion of the GUIDed system. To be more precise, the system will be examined on how
well recommendations from the literature and user feedback were incorporated. Most
importantly, the effect of AR on usability and user experience will be evaluated since
this is the main goal and the contribution of the prototype built in this work.
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Abstract. Concussions are an increasingly significant issue today, however, there
is still no single standard, objective criterion for diagnosing them.An objective test
with high sensitivity and specificity for concussions would provide a substantial
advance in concussion diagnostics, which can help in the prognosis, treatment, and
medical decision-making regarding the disorder. This research looks to fill the void
in concussion diagnostic techniques by synthesizing a specifically designed, small
molecule [18] F-radiotracer capable of binding to a biomarker of neuronal trauma,
thus allowing for the imaging of its upregulation using a PET scanner.

Keywords: Mild traumatic brain injury · Concussion · PET · S100B ·
Radiotracer

1 Introduction

A concussion is a traumatic brain injury resulting from the rapid acceleration or deceler-
ation of brain tissue within the skull, which results in physical, chemical, and metabolic
changes within the brain cells [1]. Globally, traumatic brain injuries (TBI) are a lead-
ing cause of death and disability in children and young adults [2]. Mild traumatic brain
injuries (mTBI) like concussions, cause neuropathological, neurophysiological and neu-
rocognitive changes to occur [3]. Despite the prevalence and severity of mild traumatic
brain injuries (mTBI), there is still no single objective standard for diagnosing them.
Presently, concussions are diagnosed using a variety of measures including neurological
examination, neurophysical evaluation and neuroimaging. Many of the neurological and
neurophysical tests are very subjective and can provide inconclusive results. Addition-
ally, symptoms of concussions are often observed in the absence of significant structural
damage [4] rendering neuroimaging techniques such as computerized tomography (CT)
and magnetic resonance imaging (MRI) ineffective in mTBI diagnostics.

An objective test with high sensitivity and specificity for concussions would pro-
vide a substantial advance in concussion diagnostics, which can help in the prognosis,
treatment, and medical decision-making regarding the disorder [5]. Early detection of
concussions would be invaluable given that individuals with concussions are acutely at
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risk for bleeding and axonal injury [6, 7]. Research is being conducted to develop new
neuroimaging techniques for neuronal trauma including functionalMRI, diffusion tensor
imaging, magnetic resonance spectroscopy, magnetoencephalographic (MEG) connec-
tivity and positron emission tomography (PET) [8–19]. However, these techniques have
not been applied clinically [20].

Investigations into molecular tests for concussions have also been conducted, in fact,
research in the field of TBI biomarkers has increased significantly over the past 25 years
[21–24]. Several biomarkers have been discovered that could provide diagnostic and
prognostic information about traumatic brain injuries [25]. S100B is one of the most
frequently assessed biomarkers of neuronal trauma [26–37]. S100B is the glial-specific
member of the S100 calcium-binding protein family and is responsible for producing
neurotrophin mainly in astrocytes of the central nervous system (CNS). It can act as an
extensive marker for glial cell integrity [38]. S100B is a useful neurobiochemical marker
of brain damage such as circulatory arrest, stroke and traumatic brain injury [39]. Studies
have shown that the levels of S100B in serum are increased in patients with TBI and
correlate with Glasgow Coma Scale scores and neuroradiological findings at hospital
admission [2]. It has also been found that S100B serum concentration a few hours post
mTBI is a suitable predictor for post-concussion syndrome in later times [40].

Positron emission tomography (PET) conducted with a radiotracer specific to a
biomarker of neuronal trauma, like S100B, could provide diagnostic and prognostic
information in concussion patients if employed correctly. PET is one of the most pow-
erful functional imaging tools used in nuclear medicine [41]. PET offers the ability
to noninvasively image biological functions in vivo while providing both qualitative
and quantitative information [42, 43]. This work looks to fill the void in concussion
diagnostics with the development of a PET diagnostic tracer for neuronal trauma.

2 Results and Discussion

2.1 Design

AutoDock Vina [44] was employed to select structures most likely to bind to the
biomarker of interest, S100B. AutoDock Vina is a program for molecular docking
and virtual screening built in the same research lab as the popular tool AutoDock4
[45, 46]. AutoDock Vina employs a scoring function that combines advantages of
knowledge-based potentials and empirical scoring functions [44].

An S100B structure (PDB: 3D0Y), obtained using X-ray diffraction at a resolution
of 1.5 Å, was selected from the RCSB Protein Data Bank (www.rcsb.com) [47]. Val-
idation of the virtual ligand screening (VLS) protocol was completed with a training
set comprised of 7 known ligands of S100B with Kd values in the range of 1 µM to
120 µM [48] along with 765 decoy ligands generated using the “make decoys” function
of ADatabase of Useful Decoys: Enhanced (DUDE) (http://dude.docking.org/) [49, 50].
AutoDock Vina performed very well in the validation yielding an area under the curve
(AUC) of a receiver operating characteristic (ROC) curve of 0.82, which is above the
generally accepted cut-off of an AUC of 0.7, to indicate the efficient concentration of
active compounds at the top of the ligand ranking.

http://www.rcsb.com
http://dude.docking.org/
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After validation, a library of 8573 ligands was screened against the S100B protein
structure (PDB: 3DY0) and then clustered into structurally similar groups using MOE
(www.chemcomp.com). Cluster 7930 appeared many times in the top 5% of the ligand
ranking (Fig. 1).

R1 = F, H
R2 = F, H
R3 = CH2CH3, COCH3

Fig. 1. General configuration of cluster 7930 ligands

2.2 Synthesis

Cluster 7930 (Fig. 1) is structurally like a known ligand of S100B (Fig. 2B), the scaffolds
were combined to come up with a new suggested structure for the radiotracer (Fig. 2A).
This structure was put through the AutoDock Vina VLS protocol and was found to bind
with a free energy of binding similar to that of the cluster 7930 scaffold (–6.1 kcal/mol).

a

b

Fig. 2. The suggested structure resulting from VLS (A), the known ligand of S100B used as a
reference for hit design (B).

Therefore, the proposed structure (Fig. 2A) was synthesized (Scheme 1). The
scheme begins with the combination of 4-aminoantipyrine (1) (Fisher Chemical,
01123-100, CAS: 83-07-8) and 4-nirobenzeenesulfonyl chloride (2) (Alfa Aesar,
A18512, CAS: 98-74-8). These reagents were combined in acetonitrile with potas-
sium carbonate to yield 1-Methyl-5-methyl-4-(p-nitrophenylsulfonylamino)-2-phenyl-
1, 2-dihydropyrazol-3-one (3), with an 83% yield. The hydrogenation of 3 resulted in

http://www.chemcomp.com
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the amine precursor 4-(p-Aminophenylsulfonylamino)-1-methyl-5-methyl-2-phenyl-1,
2-dihydropyrazol-3-one (4) in quantitative yields. The amine precursor (4) was then
combined with the fluoroethyl tosylate prosthetic group (7) to yield our desired com-
pound 4-[p-(2-Fluoroethylamino)phenylsulfonylamino]-1-methyl-5-methyl-2-phenyl-
1,2-dihydropyrazol-3-one (10) in moderate yields of 62%. The fluoroethyl tosylate pros-
thetic group (7) was synthesized by reacting 2-fluoroethanol (5) with tosyl chloride (6)
(72% yield). Therefore, the desired compound (10) was successfully synthesized with
an overall yield of 37% as pale beige crystals.

This synthesis was followed up with the radiochemical synthesis of the desired
compound, which differs from the non-radioactive synthesis only in the production of
the prosthetic group (Scheme 2).

For the radiolabelling of the radiotracer, the TR-24 cyclotron in the Thunder Bay
Cyclotron and Radiochemistry Laboratory was employed. The TR-24 cyclotron is a
medium energy (18–24 meV), high current cyclotron [51]. The automated synthesis
box used in this research is a General Electric Healthcare TracerLab FXN-Pro [52]. To
determine the success of the radiosynthesis, a radiochromatogram was carried out using
the LabLogic Scan-RAM Radio-TLC Detector (Fig. 3). The retention factor (Rf) in 9:1
dichloromethane:methanol of the radioactive product (Rf = 0.53) was similar to that of
the non-radioactive product (Rf = 0.54), which had been conventionally characterized,
indicating the successful synthesis of the desired compound with a radioactive-decay
corrected radiochemical yield of 58%. Good chemical and radiochemical purity were
also obtained.

2.3 Characterization

An enzyme-linked immunosorbent assay (ELISA) experiment was conducted to deter-
mine whether the radiotracer (10) binds to S100B. Three separate ELISA experiments
were carried out using the ELISA assay kit (R&D Systems Cat. #DY1820-05), 3 ng/mL
of S100B protein and concentrations of the tracer ranging from 0.0001 to 1000 µM.
A Dunnett’s Multiple Comparison Test of the repeated measures one-way ANOVA of
the ELISA experiments conducted concluded that the data from each experiment were
not statistically significantly different from one another (p < 0.05). The data from the
three experiments were averaged and used to generate a dose curve (Fig. 4) to calculate
the EC50 value of the tracer. The log(EC50) value was –1.659 with a 95% confidence
interval of –1.992 to –1.326, which translates to an EC50 value of 21.93 nM with a 95%
confidence interval of 10.2 to 47.2 nM. This EC50 value compared very well to the EC50
value of a known ligand of S100B, pentamidine isethionate (Millipore Sigma, P0547,
CAS 140-64-7) determined using an identical ELISA protocol (15.5 nM with a 95%
confidence interval of 9.5 to 27.5 nM).
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Scheme 1. The synthesis of a primary amine precursor (4) (Scheme 1A) and the fluoroethyl tosy-
late prosthetic group (7) (Scheme 1B), as well as their subsequent addition reaction (Scheme 1C)
to produce our desired compound (10) (Fig. 1A) with an overall yield of 37%.
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Scheme 2. The radiosynthesis of the [18] F-fluoroethyl tosylate prosthetic group (7*)
(Scheme 2A) and subsequent indirect radiolabelling of the primary amine precursor (4) to yield
the final radiotracer (10*) with a decay corrected radiochemical yield of 58%.

Fig. 3. The radiochromatogram of the desired radiotracer ran in 9:1 dichloromethane: methanol
and read using the LabLogic Scan-RAMRadio-TLCDetector. The retention factor of the radioac-
tive product was determined to be 0.53, which compares well to the retention factor of the
characterized non-radioactive product (0.54).
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Fig. 4. The dose-response curve of the three ELISA experiments averaged together plotting the
reference corrected absorbance of each concentration as a percentage of the negative control (just
S100B) against the logarithm of the concentration of the tracer. Each concentration was run in
triplicate and three experiments were conducted, therefore, nine measurements were utilized to
calculate each average value, except for the average values at concentrations 0.033 and 0.066µM,
since these concentrations were only run in two of the three experiments (n = 6 for those con-
centrations). The log (EC50) value was −1.659 with a 95% confidence interval of −1.992 to −
1.326.

3 Future Work

To continue the evaluation of the radiotracer, a cell-based assay will be carried out using
human astrocyte cells, which are known to produce S100B. To emulate a concussion
and an increase in S100B concentration, the astrocyte cells will be treated with the
anti-depressant fluoxetine hydrochloride (Millipore Sigma, F132, CAS: 56296-78-7).
Fluoxetine has been found to increase the expression of S100B in rats [53, 54]. It has also
been found that fluoxetine could increase adult neurogenesis by stimulating astrocytic
synthesis and release of S100B [55]. The treated cells (concussed) and untreated cells
(healthy)will both be subjected to varying concentrations of the tracer. The cellswill then
be lysed and ran through an ELISA experiment to determine whether binding occurred
in a concentration-dependent manner.

Upon successful completion of the cell-based assay, the tracer will move forward
into animal modelling using mice. High-intensity focused ultrasound (HIFU) will be
employed to administer the concussions. Shortly after the injury is administered, the
mice will be injected with the radiotracer and imaged using a micro-PET scanner to gain
more insight into the pharmacokinetics of the tracer.

4 Conclusion

In this work, virtual ligand screening on a well-studied biomarker of neuronal trauma,
S100B, yielded a very promising hit structure that wasmodified for ease of synthesis and
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radiolabelling. The suggested structure was synthesized and radiolabelled with adequate
yields (37% and 58% respectively). Subsequently, ELISA experiments were performed
and the tracer was determined to have an EC50 value of 21.93 nMwith a 95% confidence
interval of 10.2 to 47.2 nM, which is in line with known ligands of S100B. This work
has laid the foundation for the continuation of this project as outlined in the FutureWork
section (Sect. 3).

Therefore, with the successful completion of this project, there will be a more objec-
tive and sensitive test for mild traumatic brain injuries like concussions, which will
substantially improve diagnostics, prognosis, treatment, and medical decision-making
regarding the injury.
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Abstract. Digital health incorporates mHealth to provide digital transforma-
tion in healthcare. AI in mHealth has a significant impact on promoting self-
management. Our current healthcare system is reactive that is to react when
symptoms emerge a crisis occurs and then take steps. Proactive health in con-
trast is to predict risks and prevent them with supportive actions promptly. This
allows people to take control of their health and be aware of their surrounding
and wellbeing. To achieve proactive mHealth with the capability of predictions
and preventions. AI can contribute by applying reasoning and negotiation to the
available health data and recognizing patterns to automate processes and augment
healthier behaviors. In this paper, we systematically reviewed existing research
with AI in mHealth to establish proactive mHealth. This paper also explores the
level of proactiveness in existing systems. Our review identified that digital inter-
ventions and recommender system form the basis of proactive mHealth. We found
nine targeted groups most of them are for chronic disease management. With this
review, we also evaluated AI-techniques and data sources used in modelling these
systems.

Keywords: Artificial intelligence · mHealth · Proactive healthcare · Machine
learning · Digital health · eHealth · Digital interventions

1 Introduction

Healthcare sector comprises of several areas that work together to provide quality medi-
cal services to the public. Public health by definition is “The science and art of preventing
disease, prolonging life, andpromoting health through the organized efforts and informed
choices of society, organizations, public and private communities, and individuals” [1].
Healthcare today is facing several challenges various circumstances contribute to these
challenges, such as a public health crisis and emergencies. Another challenge is the
ageing population, which is a renowned factor for the development of multiple chronic
diseases like cardiovascular disease, diabetes, stroke, cancer, osteoarthritis, and demen-
tia [2]. This ageing population corresponds to a group of people with regular healthcare
need. Finally, some organizational challenges like the need for more healthcare profes-
sionals and the hospitals capacity to deal with the increase in hospital visits. For instance,
in Sweden, there are only 2.22 hospital beds per 1000 people [3] and the availability of
4.19 doctors per 1000 people [4].
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Traditionally healthcare system is based on a reactive approach. Which is to react
when symptoms appear, crisis occur then take actions. This reactive approach is damage
control [5]. Supporting patients after they became symptomatic with the disease has an
adverse effect on the healthcare system. Healthcare involves different processes e.g.,
screening, prevention, diagnosis, and treatment [6]. In this reactive design, the patient
is assigned a passive role which is to wait for a decision throughout these healthcare
processes this reduces patient empowerment and minimizes the possibilities of self-
management.

A definition of health was introduced by Huber as “The ability to adapt and to
self-manage, in the face of social, physical and emotional challenges” [7]. With the
rapid increase in mobile technologies [8] and the transformation of healthcare practices,
individuals are becoming more aware and concerned about their health [9]. A survey
conducted in U.S showed that 62% of smartphone owners search the internet for health-
related information [10]. The recent development and availability of smart devices pave
the way for the era of digital health.

Digital health incorporates eHealth andmobile health (mHealth) [11] to provide digi-
tal transformation in healthcare. eHealth does not onlymean electronic health but instead,
it indicates many other terms [12]. eHealth provides health services and information
delivered or enhanced through the internet and communication technologies, to improve
healthcare locally, regionally, and worldwide by using information and communica-
tion technology [13]. mHealth provides healthcare services using mobile and wireless
technology. mHealth combines wearable sensing technology and medical technology
for providing healthcare services [14]. Within digital health, mHealth incorporates all
available resources of telecommunication and wireless technology for the delivery of
healthcare and health information. WHO global observatory for eHealth (GOe) defined
mHealth as “medical and public health practice supported by mobile devices, such as
mobile phones, patient monitoring devices, personal digital assistants, and other wireless
devices” [15].

Healthcare is shifting from reactive to proactive [16] with the support of Artificial
Intelligence (AI), mHealth and Internet of things (IoT). Proactive healthcare is to predict
risks and react with supportive actions with the focus on the user-centric approach rather
than the traditional hospital-centric approach [17]. Every health problem can be easier
to manage in earlier stages. Proactive healthcare can allow supportive actions before a
crisis [17]. Predicting and preventing a situation on time enables care which empowers
and gives the user an active role.

mHealth provides pervasiveness which minimizes the dilemmas of healthcare deliv-
ery. It provides healthcare to anyone at any time anywhere. With the emergence of
cutting-edge technologies [18] in healthcare and AI, self-management or self-care is
becoming more relevant. It will contribute to shifting healthcare to a new norm with a
focus on the user.

Artificial Intelligence with “problem-solving, reasoning and decision making [19]
in mobile health can support healthcare by augmenting human capabilities to develop
awareness, promote wellbeing and self-care of healthy behaviors [20]. As healthcare is
evolving andwith the introduction of healthcare 4.0 to bemore proactive and user-centric
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[17] AI can help by applying reasoning and negotiation to the available health data and
recognize patterns to introduce automation and finally to make decisions.

With healthcare becoming more proactive and user-centric true potential lies with
AI to contribute to that by introducing AI-enabled proactive mHealth. AI with auto-
mated decision-making and predictive analytics can provide timely preventive measures
and transform future health applications [21]. Proactive mHealth applications can pre-
dict (early detect) and prevent a situation with adaptive supportive actions to improve
personalization and contribute to a healthy lifestyle.

This review paper investigates existing studies with a focus on AI-enabled proactive
mHealth. We also examine studies which establish proactive mHealth with properties
of prediction, prevention, and personalization. To our knowledge, there is no prior study
which presented a review with the focus on proactive mHealth. The methodology of a
systematic literature review (SLR) [22] is used for this review. We opted for an SLR
because it allows rigorous analysis of a topic with lower inclination.

2 Methodology

A systematic literature review (SLR) is conducted to investigate the current state-of-the-
art inAI-enabled proactivemHealth. AnSLR is “a systematic, explicit, [comprehensive,]
and reproducible method for identifying, evaluating, and synthesizing the existing body
of completed and recorded work produced by researchers, scholars, and practitioners”
[22]. SLR process has different stages identification, screening, eligibility, and selection.
The inclusion and exclusion criteria provide the basis of selection.

2.1 Search Strategy

The search strategy is to create a search string and look for all the available studies within
the relevant databases. In this study, we used the sources found in Table 1. The outcome
of the search provides studies for each stage of the SLR. A significant aspect of an SLR
process is string formation. A more precise string can provide better comprehensive
result.

Table 1. Databases for the search.

Databases

ACM Digital Library

ScienceDirect

IEEE Xplore

ISI Web of knowledge

Cite Seer

SpringerLink

Google Scholar

Wiley inter Science
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2.2 Search String and Stages of SLR

Table 2 shows the search string used for this SLR. Each scope provided synonyms which
are grouped to form the search string. The focus is to be more precise in finding studies
and grasping more by using refined keywords.

Table 2. Search string table.

Scope String

A = Artificial Intelligence “Artificial Intelligence” OR “AI” OR” Machine learning” OR
“Deep learning” OR “Artificial neural network” OR “ANN”

B = mHealth “mHealth” OR “mobile health” OR “eHealth” OR “m-health”
OR “e-health” OR “eHealthcare” OR “mHealthcare”

C = Proactive “proactive”

A ∧ B ∧ C ([A, A1] ∨ [A, A2] ∨ [A, A3] ∨ [A, A4] ∨ [A, A5]) ∧ ([B, B1]
∨ [B, B2] ∨ [B, B3] ∨ [B, B4] ∨ [B, B5] ∨ [B, B6]) ∧ C

After search string formation, a comprehensive search is conducted within the
databases. The first stage of SLR is the identification stage to recognize the studies
for the screening stage. Using the search string available studies are collected from
different sources (Table 1).

In the second stage of screening, gathered studies from the identification stage are
examined. Screening is based on the criteria for inclusion and exclusion (Table 3). Initial
screening is performed by analysis of the title and abstract of each study. The outcome
of the first stage of screening formulates a list of studies. This list is passed to another
stage of screening by analysis of introduction and conclusion. This more specific list
is selected for the third stage of eligibility where full-text analysis is performed. The
studies are then finally chosen for investigation in the final stage of selection. From the
final list, analysis is done and discussed by providing key finding and limitations.

3 Criteria Inclusion and Exclusion of Studies

Table 3 presents the criteria for inclusion and exclusion of studies. A study is selected
if it includes any of the given inclusion criteria and excludes all the exclusion criteria
(Fig. 1).
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Table 3. Criteria table.

Type Criteria

Inclusion* IC1 The paper is focused on mHealth or eHealth with Artificial Intelligence and
proactive healthcare
IC2 The paper illustrates user-centred self-management or self-care for proactive
healthcare with mHealth
IC3 The paper evaluates AI techniques for establishing proactive mHealth with
the focus on machine learning, deep learning, and artificial neural networks?
IC4 The paper introduces principles of proactive healthcare with personalization,
prediction, and prevention

Exclusion* EC1 The paper is not written in English
EC2 The paper was published before January 2008
EC3 The paper is more focused on clinical decision-making

*IC = Inclusion criteria
*EC = Exclusion criteria

4 Outcome and Results

Fig. 1. Results PRISMA flowchart

PRISMA flowchart shows each process of the review. After defining the criteria, we
started with extensive search to look for available studies using our search string.
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• In the identification stage, we found 1256 studies and 15 more studies were included
from references. These 15 studies were identified as relevant by keyword search
performed on each of the references in the papers selected.

• By initial identification, we excluded 997 studies in stage 1 which were not based
on our criteria of inclusion. 274 studies were selected to be screened. After reading
the title and abstract we excluded 197 studies and only selected 77 studies for stage
2. In stage 2 of screening, studies were examined by reading the introduction and
conclusion. At this stage, another 32 studies were excluded from the list.

• Finally, for the last stage before selection, only 45 studies were selected for full-text
analysis.

• After final stage, only 17 studies were selected, and 28 studies are excluded.

Table 4. Selected studies with analysis.

Studies Selection 
criteria

Outcome category Predictive 
(P1), preventive 
(P2) & person-

alized (P3)

Patient-
centered / 

User-centered

Self-manage-
ment/Self-care

AI Techniques 
for predictive ana-

lytics

Data sources

Nitish Nag [23] IC1, IC2 & 
IC4

Lifestyle P1, P2, P3 Deep learning (over-
view only)

Sensors, activ-
ity data, expert sys-
tems, and dietary 

habits
Shubhi A [24] IC1 Disease risk P1 Machine learning 

classification model
EHR, personal 

history and disease 
history

Michael V [25] IC1 & IC2 Cardiovascular disease 
(physical fitness)

Not specified Not specified

Mike B [26] IC1& IC2 Nutrition (Dietary ad-
vice)

P1 Not specified Physical activ-
ity (step counts), 

food consumption 
and medical history

Adrian A [27] IC1 Physical activity (Dia-
betes)

P1 Reinforcement learn-
ing

Step counts

Yvonne J [28] IC1 & IC2 COPD P1 No Implementation Not specified

Talko B [29] IC1 & IC3 Physical Activity P3 8 machine learning 
classification models

Step counts 
over the interven-

tion period
Robert S [30] IC1, IC2 & 

IC4
Review P1, P2, P3 Model (descriptive > 

predictive)
Not specified

Kashif N [31] IC1 & IC3 Review analysis of 
predictive models with 

mHealth

P1 Review of machine 
learning techniques

Review of 
available data 

sources
Bertalan M [32] IC1 & IC2 Discussion only Not specified Not specified

J. Rojas [33] IC1 & IC2 Sleep, Just-in-time 
adaptive

P1, P2, P3 Classifier model 
(MultiLayer Perceptron)

Sleep and activ-
ity

Mirza M [34] IC1 & IC2 Diabetes P1, P2, P3 AI model using 
adaptive-neuro fuzzy in-

ference

Heart rate, 
breathing rate, ac-
tivity. blood glu-

cose, BMI
Usman I [35] IC1 General public Not specified Not specified

Marianne M 
[20]

IC1 Decision-making P1, P2, P3 Focus on Reinforce-
ment learning

Not specified

Michelle Nicole 
[36]

IC1 Depression P1 Regression and deci-
sion trees

Phone sensors 
and GPS

Ramesh 
Manuvinakurike 

[37]

IC1 Weight management P1 Adaptive boosting Not specified

Morrison LG [38] IC1 & IC2 Stress management P1 Naïve Bayes    classifier User prefer-
ences

5 Analysis of Selected Studies

Table 4 presents the list of studies selected for this review paper. Each study is evaluated
based on several criteria. The first column “studies” lists the identifier (author name) of
the selected study. The second column “selection criteria” is based on Table 3 criteria of
inclusion and exclusion. Column “outcome category” provides detail about the targeted



100 M. Sulaiman et al.

outcome of the study. Next three columns assess the studies based on inclusion criteria
IC2 and IC4 from Table 3. Last two columns provide details about the type of AI
technique used and the data sources considered.

Most of the studies are focused on a particular group of people or chronic disease
management [25, 27, 28, 34]. The studies targeted diabetes [27, 34], cardiovascular
disease [25], chronic obstructive pulmonary disease (COPD) [28], nutrition [26], stress
management [38], weight management [37], sleep [33], depression [36] and to promote
physical activity [23, 29].

Only 4 studies are targeted towards individuals that do not possess any diagnosis of
disease [23, 26, 29, 33]. Most of the studies illustrate the importance of personalization
however studies [23, 29, 33] considered adaptive user preference into consideration.

Only two studies [29, 31] gave insight on details regarding the AI techniques used
for prediction. Studies [29, 33, 34] considered wearables as a data source. A brief intro-
duction of each of the selected papers is presented below in terms of purpose, outcome,
methodologies, and results.

Nitish Nag et al. [23] described the importance of proactive health and significance
of timely interventions by introducing a health navigation map which have a goal as
desired state and the current state of the user as a starting point. They also described a
P5 cybernetic multimedia health recommender system which has a personalized model
connected with sensors to predict a new situation, and then provide a precise solution.
Many different data sources are considered important. Some tools used for recognition
are Clarifai and EventShop. The need for AI techniques andmodels for predicting events
is depicted but no analysis on the available techniques to use. The primary focus of the
study is on nutrition recommendation using multimedia sources.

Shubhi A et al. [24] explained the importance of proactive health monitoring using
wearable sensors. The study focuses on health monitoring by first using a machine
learning model with different datasets and person’s electronic health record to identify
the disease risk, and monitoring need. The paper only focuses on recommending the
type of wearable device to the user based on the prediction of disease risk.

Michael V et al. [25] discusses the opportunities of providing proactive support for
cardiovascular disease (CV) by early detection. The paper reviews the current state-of-
the-art in mHealth to support CV. The main emphasis of the study is towards disease
prevention with early detection. The study reviews available systems with mHealth to
prevent CV disease no particular AI-techniques and are elaborated.

Mike B et al. [26] introduces eNutrition in the context of eHealth to provide designed
nutrition to the users. It was argued that available systems are not personalized and cannot
advise the user on what to eat, to keep track of the health information while giving
recommendations. An example of an AI-engine is presented which takes the input of
activity, preference, body data and consumption to give timely alerts to the user on what
to eat and what to avoid including the portion size. The paper discusses available models
and the gap but no information on modelling the AI-engine.

Adrian A et al. [27] is ongoing research targeting diabetic and mental health patients
to improve physical activities using adaptive interventions. The applications hold a user-
centered design (UCD) and provide interventions as an outcome of physical activity after
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6months. Step counts are gathered usingGoogle fit andAppleHealthKit. Reinforcement
learning is used as a technique for adaptive interventions.

Yvonne J et al. [28] discusses the importance of self-management in chronic patients
for improving life and health outcomes. The main focus is on chronic obstructive pul-
monary disease (COPD). The paper aims to describe in detail the whole process of
developing UCD digital interventions.

Talko B et al. [29] uses a machine learning model to provide personalized coaching
advice for an individual. They used step counts as a data source to train eight differ-
ent machine learning models. Random forest algorithm performed best with the mean
accuracy of 0.93, range 0.88–0.99 and the mean F1-score 0.90 with range 0.88–0.94.
The proof-of-concept showed, machine learning can automate the process of physical
coaching by predicting individual ability to reach their desired goal with timely inter-
ventions. Although the results of the study are promising but using step counts as a data
source limits the system for interventions.

Robert S et al. [30] defines mHealth future trends with machine learning and deep
learning in the current patient-centric model. A model of analytics is provided from
descriptive analytics to predictive analytics. The paper provides insights to mHealth 2.0
with machine learning tools and patient-centric mHealth application design. The study
lacks any implementation with these models.

Kashif N et al. [31] presented a review of available mHealth applications with pre-
diction models using machine learning. A cloud-based secure architecture of a mHealth
system is proposed which provides a platform for data acquisition and storage. They
used CV as a use-case for training a model to provide outcome-based on the seriousness
of the disease. The study gives great insight on available machine learning predictive
models used in mHealth applications.

Bertalan M et al. [32] discusses wellbeing as a fundamental part of digital health.
They introduced the definition of proactiveness as people are becoming more aware and
have an active role in their health, they will be able to enter healthcare at an early stage.
The paper emphasizes that digital health keeps people healthy instead of treating them
when sick. The future depends on using AI systems, but the paper does not give any
details on the type technologies to use for providing proactive health.

J. Rojas et al. [33] presented a personalized intervention system using mHealth and
AI. They highlighted the importance of just-in-time interventions for continuous treat-
ment and personalization based on lifestyle, environment, and genes. Two fundamental
issues related to interventions are further discussed. They proposed a model aiming
interventions for sleep. A Multilayer perceptron model was used instead of decision
trees with the accuracy of the classifier as 88% and F1_score 0.54.

MirzaMet al. [34] usedwearable devices for self-management of diabetes. The paper
discusses the importance of early detection of diabetes. Data sources includes heart rate,
breathing rate and volume, activity and manual data like blood glucose, BMI, and sex.
AI model using adaptive-neuro fuzzy inference was proposed. The results showed good
accuracy for the early detection of diabetes.

Usman I et al. [35] introduces earlier medicine and its importance. They discuss the
contribution of AI in the initiative of “prevention is better than cure”. In this study level
of interventions is divided as actionable, accurate, timely and individualized.
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MarianneMet al. [20] describes the importance of decision-making inmHealth using
AI. They established that smartphones andwearables hold the key in providing health for
anyone at any timewith timely interventions. The paper focuses on decision-makingwith
AI in terms of using Just-in-time adaptive interventions (JITAIs). Importance of decision
rules which takes user current state as input and then decide when and what to deliver as
an intervention. The study also provides the whole architecture of using AI with JITAIs.
They proposed that AI-technique like reinforcement learning (RL) improves precision
by learning optimal decision rules and RL also adapt and adjust to the user preferences.

Michelle N et al. [36] provided a machine learning intervention model to predict
mood, emotions, motivational states, and activities for patients with depression. Phone
data was used e.g., GPS and phone calls. The model with regression and decision trees
proved to be accurate for predicting location but performed below par when it comes to
predicting emotions. More parameters are needed for better accuracy.

Ramesh M et al. [37] developed an algorithm with adaptive boosting to focus on
changes in weight loss through personal health behavior. The model used finds relevant
stories based on demographics and emotional tone. The model provided an accuracy of
84%–98%. The outcome showed that there is an increase in efficacy for weight loss but
the medium for the stories did not affect behavioral change.

Morrison LG et al. [38] provided a naive Bayes classifier for predicting when to send
push notifications to the user and the best time for intervention. The study focused on
push notifications for stress management. The results showed no major difference on
outcomes of daily notifications and intelligent timely notifications.

6 Discussion

6.1 Principle Findings

This review systematically investigates existing studies with the focus on providing
proactive health using mHealth and AI.

Fig. 2. Levels of proactive health

The Fig. 2 provides the parameter for identifying the level of proactiveness from
each study. A “low” implies that the study only introduces the importance of proactive
health. A “medium” level indicates that the study provides details about managing a
situation or disease beforehand to avoid health risks. Finally, a “high” level presents the
prediction and prevention capability to promote wellbeing.
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Table 5. Key findings table.

Studies Level of
Proactiveness

Digital Interventions
/Recommender systems

Automated
decision-making /predictive
analytics

P4/P5
principles

Just-in-time-adaptive
Interventions
(JITAI)

Real-time
data from
wearables

Nitish Nag [23] Low ✓ ✕ ✓ ✕ ✕

Shubhi A [24] Low ✓ ✕ ✕ ✕ ✕

Michael V [25] Medium ✕ ✕ ✕ ✕ ✕

Mike B [26] Low ✓ ✕ ✕ ✕ ✕

Adrian A [27] Medium ✓ ✕ ✕ ✕ ✕

Yvonne J [28] Low ✓ ✕ ✕ ✕ ✕

Talko B [29] Low ✓ ✕ ✕ ✕ ✓

Robert S [30] Low ✕ ✕ ✕ ✕ ✕

Kashif N [31] Low ✓ ✕ ✕ ✕ ✕

Bertalan M [32] Medium ✕ ✕ ✕ ✕ ✕

J. Rojas [33] Medium ✓ ✕ ✕ ✓ ✓

Mirza M [34] Medium ✓ ✕ ✕ ✕ ✓

Usman I [35] Low ✓ ✕ ✕ ✕ ✕

Marianne M
[20]

Low ✓ ✓ ✕ ✓ ✕

Michelle Nicole
[36]

Low ✓ ✕ ✕ ✕ ✕

Ramesh
Manuvinakurike
[37]

Low ✓ ✕ ✕ ✕ ✕

Morrison LG
[38]

Low ✓ ✕ ✕ ✕ ✕

✓ represents yes, ✕ represents no

Table 5 presents key findings with different columns. Level of proactiveness is
divided into three parameters as shown in the Fig. 2. Remaining columns provide details
about different key findings that contribute to the discussion in this paper.

Ourmainfinding is that digital interventions and recommender systemsdetermine the
basis of providing proactive mHealth. Most of the studies found were focused on disease
management [25, 27, 28, 34]. With this review, we also found different implementations
for proactive health. UCD is also given importance due to the reason that proactive health
is user-centric, and it is away from the hospital settings.

Only one study [20] highlighted the importance of decision-making with AI and
mHealth. No particular study focuses on automated decision-making with AI and imple-
mented predictive analytics. Decision-making in mHealth has a significance. AI with
automated decision-making can be an important factor when it comes to prediction and
prevention of a situation. An AI-engine can provide automated decision-making to help
users make healthier choices promptly.

With this review, we also found the importance of timely interventions for proactive
health. Only two studies [20, 33] highlighted the importance of JITAI. Figure 3 pro-
vide details about JITAI challenges. Decision points show the time of intervention with
“when”. Intervention options give structure of intervention with “what” and tailoring
variables shows the target assigned as “whom”. So, moving forward challenge lies with
when to intervene, with what information and to whom.
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Fig. 3. JITAI points [39]

Only one study [23] highlighted the importance of P4 principles [40] for designing
health systems which is personalization, prediction, prevention and participatory.

Our review found 9 different use-cases of interventions: diabetes, CV, COPD,
nutrition, stress and weight management, sleep, depression, and physical activity.

We also found that existing studies used insufficient data sources. A few studies [29,
33, 34] used wearables but no study considered real-time data to represent the current
state of the user. Wearables can play a vital role to provide more information on the
current state of the user that can be very handy when it comes to interventions.

No existing system targeted the general population to improvewellbeing andpromote
health with proactiveness. A few examples targeted individuals [23, 26, 29, 33] but did
not consider multiple factors e.g., user preferences and surroundings.

Nearby surroundings or environment factor was not considered by any study. Threats
in the nearby environment can affect any individual. Timely intervention with a predic-
tion and prevention mechanism can promote health and save lives. Accuracy of such a
system depends on multiple data sources and sensors.

The selected studies also ascertained that mHealth implementation with sensors and
mobile apps are used for providing digital interventions.

This review also provided insight into the type of AI-techniques used for mHealth
applications to establish proactive health. A study [31] reviewed prediction models for
mHealth applications. Depending on the use-case different studies included techniques
for prediction. Only a few studies [23, 27, 29, 33, 36, 38] implemented a model and pro-
vided detailed results. A survey study was found [41] focusing on mHealth interventions
using machine learning but without focusing on proactive aspect.

A recent study [42] presented a review of machine learning applications for big data
analytics in healthcare. It explores the latest trends in using machine learning techniques
for analytics in healthcare. Another contemporary survey study [43] surveys digital
health role in nutrition support.

With this review, we conclude that there is no existing research conducted within
proactive health with AI and mHealth to predict and prevent a situation beforehand.
Which is targeted towards the general population tomake them aware in a timelymanner,
so they do not become sick. Considering the context (surroundings/environment) of
person. A system that is personalized and accounts for a person, not a patient. Automated
decision-making (ADM) will be the core part of such a system.
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6.2 Results and New Insights

The goal of proactive health is to make people proactive about their health, so they are
aware of their surroundings and their well-being. To early detect a situation or anomaly
and prevent it with actions in a timely manner for wellness promotion.

Fig. 4. JITAI [20]

Just-in-time adaptive interventions as shown in Fig. 4 can consider the current state
of the user (from sensors) into account and provide timely interventions. Personalization
of such interventions depends on user profiling and decision-making.

Theworld is currently experiencing a pandemic (COVID-19)which had an impact on
our everyday life [44]. Proactive mHealth with AI can automate processes and support
healthcare empowering people to take care of their health before becoming sick. An
example is of several people working in a closed space. A proactive system can early
detect a situation (e.g., fever alert) and proactively ask for symptoms and to provide a
decision (go home) also give an alert flag for a possible outbreak.

An AI-engine can provide automated decision-making on a user-level to support
self-care. An example is to identify someone in the risk of getting infected based on
their profile and no. of cases in the city and reach out with timely advice (stay home).
ADM can provide people with initial screening and advice on what steps to take.

AI systems are becoming intelligent and more automated in healthcare, in health
decision-making it is vital to have transparency. System performance and transparency
doesn’t go well together. AI systems opacity and black-box decision-making approach
directly influence trustworthiness. A novel concept of eXplainable AI (XAI) [45] is
introduced which proposes AI-techniques that are more explainable and do not affect
performance of the model. A system that is understandable by humans.

Environment factor along with health information gathered can lead to beneficial
outcomes for people in danger e.g., an avalanche, to identify risks in nearby environment
or an adverse effect on people’s health. A proactive system can provide interventions
based on individual or community level to save lives and promote wellness.

Real-time data from wearables like heart rate, activity, SpO2 etc. and user-profile
can equip the system to be adaptive with current state for timely interventions.

Adopting the precise technique depends on the type of datasets and the desired out-
come. Two studies [20, 27] opted for reinforcement learning for adaptive interventions,
the reason is it improves precision by learning optimal decision rules, adapts and adjusts
to user preferences.

Contribution for AI-Enabled Proactive mHealth. This review presented current
state-of-the-art when it comes to AI-enabled proactive mHealth. The study identified
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AI algorithms and techniques used in existing studies, along with the target group. The
SLR presents which studies considered proactiveness with prediction and prevention
capabilities. The analysis provides insights into data sources considered for modelling.
This study also explores the level of proactiveness in selected studies. The detailed review
of existing research prompted new insights for future work.

7 Limitations

For this review, broader search strings AI, machine learning, deep learning and ANN are
used, which might have excluded some studies with a more precise title.While assessing
the selected studies reliability in terms of data inputs (no. of people that participated) is
not considered. Instead, the selection is based on multiple parameters.

8 Conclusion and Future Work

This paper presents a review of existing research with AI in mHealth to establish proac-
tive mHealth. The review shows that proactive mHealth is complex and AI-enabled
digital interventions and recommendation systems form the basis of proactive mHealth.
The studies examined in this review show the effectiveness of being proactive but in the
context of managing a certain health condition. We conclude that there is no existing
research found for AI-enabled proactive mHealth that predicts and prevents a situa-
tion beforehand and targets the general population. A system that can consider multiple
parameters of wellbeing e.g., environment or surroundings, and provide timely inter-
ventions before someone becomes sick. Furthermore, it is personalized and accounts
for a person, not a patient. With this review, it is also concluded that the foundation
of proactive mHealth lies with AI to provide automated decision-making with predic-
tive analytics. P5 approach to mHealth and JITAI can contribute to the system design
and implementation. These all pieces fit together to form the framework of AI-enabled
proactive mHealth.

Future research must consider an iterative approach to establish AI-enabled proac-
tive mHealth first step is to select multiple parameters (attributes) and a target group.
Wearables and other sensors can be vital data sources. The next step is to identify these
data sources based on the parameters and collect data. Finally, choosing a precise model
which can not only provide timely intervention but can learn and adapt.
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Abstract. While the European population is aging, the number of people with
dementia is dramatically rising. With this comes an increased need for products
that help affected people to bemore independent and able to live in their own home
for as long as possible. ESticky addresses this need by providing a sophisticated
reminder system that replaces the old-fashioned sticky-notes by electronic versions
thereof, which can be programmed from near and far in a device-independent
manner via the internet and using a standard web browser. For this purpose, a set
of low-cost ePaper-displays are used, accompanied by a small and unobtrusive
base station. The displays can be placed at several strategically useful places in
a user’s home, to enable users and/or care persons to place reminders that will,
based on the user’s daily routines, most probably be read. Active displays even
enable the user to press a confirmation button to show that he or she has actually
read the reminder. The system is developed using a user centred design approach,
to take all stakeholders’ wishes and needs into account, in order to come up with
a system that is easy to use and provides good service to many people.

Keywords: Reminder system · Dementia · Older adults · Independence

1 Introduction

The number of people living with dementia worldwide in 2013 was estimated at 44
million. By 2030 this number is expected to reach 76 million and by 2050 rise up to 135
million [1]. It is also foreseen that by 2030 one in five people will be older than 65 years
of age and almost half of the people that are older than 84 will have dementia [2, 3]. In
Europe, data shows that the age-specific prevalence rates have been constant over time
and this trend is expected to continue in the future [4].
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Alzheimer Europe’s 2013: The prevalence of dementia in Europe report [5] estimated
that the average EU population who were living with dementia at the time was 1.55%.
The report further indicates the population for Italy being 1,272,317 (2.09% of the total
population), for Austria 145,431 (1.73% of the total population), for Cyprus 11,250
(1.07% of the total population) and for Poland 501,092 (1.31% of the total population).
The fact that this report shows that there are people living with dementia in the age band
of 30–59 is worth noticing. Even though the number of affected population within this
age band in comparison to older age bands is considerably less, it indicates that dementia
can also be experienced by younger adults too.

Studies in many countries have attempted to quantify the financial cost of dementia.
This has proven to be a challenging task but what is clearly agreed upon is that these
costs are large and growing. In OECD member countries, which include Italy, Austria
and Poland, a significant portion of health spending is linked with the direct costs of
dementia (e.g. nursing home care). A cross-country variation does apply nonetheless [5].
In addition to the direct costs of dementia there are also significant indirect costs too;
the outcome of the impact on families, carers and the wider community. As previously
mentioned, it is difficult to quantify the full cost because measuring and estimating
the indirect costs presents methodological challenges (e.g. quantifying with a monetary
value the cost of informal care). Hence, different approaches are used in different studies
leading to uncertainty on the resulting numbers. From a European perspective, it is
noticeable that we account for about a third of the annual global costs [5].

Insufficient support from professionals and health care services to stimulate self-
management abilities is often experienced in the early stages of the disease, while inter-
ventions for coping with dementia are rare. Moreover, medical treatment still remains
as the main focus of such interventions. Rather, an approach that adopts a more holistic
view of the person and their needs is required, as was also proposed in [6]. Most people
with dementia would prefer to continue living in their own homes. This situation would
have a positive impact on their quality of life while also keeping them closer to their
families. Furthermore, it would benefit them financially too, since formal care at home
can be expensive and in some cases not even possible [7]. Either way, the burden for both
family and paid caregivers is heavy. As the elderly population increases and the number
of younger adults’ decreases it will become even more unviable to expect younger adults
to assist older persons with their long-term care needs in general, including those due
to dementia. Long-term care workforce shortage, caregiver burden and high costs of
care have led to an increase of interest in the potential of Assistive Technology (AT) to
substitute for, complement, or supplement paid and unpaid caregiving for people with
dementia [8].

AT that supports people who are living with dementia varies greatly. Their goals are
commonly cited as maintenance of independence and providing a sense of autonomy,
relieving caregiver burden and contributing to better safety. From simple standalone
devices to more complex integrated systems, by helping a person remain independent
for as long as possible, it enables them to live longer in their own homes than would
otherwise be possible. Everyday living, monitoring, safety, communication, as well as
automated prompts and reminders are areas where AT can be especially helpful for
persons with dementia.



eSticky–An Advanced Remote Reminder System 111

Since the purpose of AT for memory impairment compensation is to offer reminders
or prompts, dementia has thus been equated to memory impairment. It must be noted
however that people living with dementia are not just forgetful, but their ability to
recall information, recognise objects and create new memories are also affected. As a
result, storing, retaining and recalling new knowledge is a problem. In turn, their ability
in learning and remembering how to use AT devices is likewise impaired. Existing
products that offer reminders seem to have neglected this aspect and hence their design
does not consider the type and range of cognitive impairments found with persons in
this population.

The eSticky project aims to design and develop small and novel eSticky displays
that provide reminders and prompts to people living with dementia. The novelty of the
product will lie in its design and its affordability, as well as in the combination of several
reminders into an integrated, remotely configurable and extendable system. Resembling
traditional sticky notes, the proposed eSticky displays will be affordable to the point that
a person living with dementia can purchase multiple displays and stick them in different
areas of his or her home. By having eSticky displays located in every room of the home,
family members and/or caregivers can predetermine, based on the normal daily routine
of the person living with dementia, in what area of the home it will be more effective
to set a reminder on the respective eSticky display. Reminders and prompts can be set
using the eSticky web portal. Let us assume that a person living with dementia has a
doctor’s appointment at 12:00. The evening before the day of the appointment a family
member uses the web portal to (remotely) set a reminder for 08:00 (the next morning)
on the eSticky display that is located in the kitchen and also sets a reminder for 11:00
on the eSticky display that is located in the TV room. These eSticky displays were
purposefully chosen by the family member since he or she is aware of the daily routine
of the person living with dementia. This routine usually entails that the person be in
the kitchen between 07:45–08:15 for breakfast and watch favourite TV shows between
10:30–11:30.

The user-friendly and intuitive design of eSticky makes it accessible to people with
disabilities and easy enough to use to enable people with beginning dementia to set their
own reminders.

2 IoT Importance for Older Adults

The Internet of Things (IoT) can improve older adults’ quality of life. Additional impor-
tant benefits resulting from their use include decrease of strain on national health systems
and decrease of system operational costs overall [9, 13]. As an aging society, the use
of such technology should be pursued for improved lifestyle, independence and home
health care and promotion [10, 11]. Coupled with the design and development of this
technology solutions and services, one needs to consider the five basic programs pro-
posed by the General Assembly of the United Nations in 1991 (UN, 1991) when care
is offered to older adults: independence, participation, care, self-fulfilment, and dignity
[12, 13].

The potential of the IoT paradigm in the context of assisted living for older and frag-
ile adults is discussed in [22]. Considering the peculiar requirements of this user group,
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the authors [22] evaluate the paradigm from functional and technological perspectives.
In their review of the state-of-the-art, the authors [22] mention that research on matching
users’ needs, values, habits and lifestyles are evident in the literature, especially in the
design of new IoT-based AAL systems [14–16]. One IoT platform that was implemented
to take care of older adults at their home is presented in Pires et al. [17]. In their study
[17], a smart TV was used to convey health-related information to the individual, using
an unobtrusive method (i.e., as additional commercials). Others [18, 19] have focused on
adopting user-centred design approaches for the design and development of an ehealth
platform to assist older adults in smart cities. An IoT architecture was modified to also
include an additional layer in [20] that would help address specific needs of people with
diverse disabilities. Efforts have likewise been directed towards standardisation, focus-
ing on effective user-centric IoT based AAL solutions [14]. Moreover, it was reported
that more promotion is needed in this regard, since lack of standards is seen as a major
challenge to the actual spread of IoT-based AAL systems in healthcare specifically. In
[21] it is reported that in addition to efficiency and security, system flexibility and learn-
ability are likewise key features of the user-centric IoT design that could significantly
increase the level of system usability.

The study in [23] investigates the effectiveness of an electric calendar, showing
the date and schedule automatically for older people, and to prove the characteristics of
appropriate users. The participantswere 27 older adults with orwithout dementia (9men,
18 women, 72–94 years old). The study design was a cross-over randomized controlled
trial, with 15 participants (55.6%) allocated to the first group to use the electric calendar,
and 12 participants (44.4%) to the second intervention group. The outcome measures
are daily behaviors and cognitive function assessed by the Mini-Mental State Examina-
tion andNeurobehavioral Cognitive Status Examination. Participants showed significant
increase in totalMini-Mental State Examination score after intervention period, whereas
there was no significant difference after no intervention. Daily activities related health-
care were improved. The participants with positive outcomes showed higher motivations
and around 18 points inMini-Mental State Examination. Most healthy older adults men-
tioned that electric calendars were useful, but unnecessary. Using the electric calendar
was effective in improving global cognitive function and daily activities.

3 End User Aspects

The main target group of eSticky (potential end users) are people with age-related
obliviousness, people with beginning stages of dementia and people with beginning
Alzheimer’s disease (only in an early or medium state), so-called primary users, who
can live independently in their homes or professional institutions for older people with-
out any special help. The stakeholders also include informal carers (e.g. familymembers,
so-called secondary users) and formal carers – care service providers offering 24/7 assis-
tance, retirement homes, nursery homes and their formal staff (healthcare professionals,
i.e. tertiary users). eSticky will be used directly by older people with memory problems
and their caregivers, families, etc. who will use it for the good of the primary users.

The main objectives of user involvement in the project are to:
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1. Define the process and procedures for the recruitment and involvement of older
adults.

2. Analyse the demand for assisted-living solutions based on data for the ser-
vices operated by experts (i.e., end-user oriented consortium partners) to drive
implementation.

3. Provide input about customer behaviour and attitude, purchasing processes, regula-
tory and other decision-making for validating the customer appreciation and eval-
uation of the solution, willingness to use it and willingness to pay for it (price
sensitivity).

4. Identify security, safety and privacy issues for data collection and monitor compli-
ance with the regulations.

In the initial phase, the project activity picked-up from the older adults and car-
ers/families to analyse the demands and needs and the platform specification, to guar-
antee that these demands and needs are respected in the hardware configuration of the
device and the adaptation of the software platform and services. For the evaluations that
are being conducted in the project, a total of 40 older adults will participate, in two coun-
tries, i.e. in Austria and Poland. In a full user-centred design approach (UCD), end-user
oriented partners will constantly monitor, discuss, evaluate and provide feedback based
on the system development activities, so as to guarantee the proper implementation,
integration and optimization of the platform.

To achieve it, the development of eSticky notes is user driven right from the begin-
ning of the project. First, themethodology has consisted of studying existing results from
requirements analysis conducted in other projects, where relevant and freely available.
For this purpose the other assistive technology (AT) tools, devices and past Active and
Assisted Living (AAL) projects from 2014–2018 were analysed pointing out the differ-
ences between various solutions and to confirm that there are a lot of prototypes and
products for older adults, including people with memory problems, but none of them are
similar to the eSticky solution. The end-user partners shared their research and analysis
of AAL and AT, and personal experience in the usage of AAL. Moreover, they anal-
ysed trends in business models of these systems. The important aspect of planning user
requirements was to define the process of recruiting users, policy for user involvement,
taking into account local cooperation organisations (national associations, centres and
non-governmental organisations), own contacts and communication channels of end-
user partners in Austria and Poland, as well as inclusion and exclusion criteria of users,
exit strategy, data collection methods, privacy design and ethical issues.

The next task has focused on choice and usage of investigative methods for user-
centred design to fulfil the goal of a product engineered for its users including: ethno-
graphic study, contextual inquiry, prototype testing, usability testing and other methods.
Generative methods may also be used in the project including: card sorting, affinity
diagramming and participatory design sessions. The goal of the user-centred design is
to make products which have very high usability. This includes how convenient the
product is in terms of its usage, manageability, effectiveness and how well the product is
mapped to the user requirements. The end-user partners provided the review of standards
for eSticky design (ISO norms, Universal design, Privacy by Design, World Wide Web
Consortium (W3C) standards, Web Content Accessibility Guidelines (WCAG), Mobile
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WebBest Practices, Design for All), review of business tools (like SWOT, PESTLE anal-
ysis, Business Model Canvas, Stakeholder analysis, User stories) and proposed different
materials and forms for work with users.

An analysis of usable products similar to the product being designed in eSticky
was also prepared, including the review of other electronic displays, watches and wrist-
bands, sound players, automatic and electronic pillboxes, providing the conclusions and
suggestions for further design process in the project.

Then, an initial user research was conducted to test the user interface (UI) mock-ups
and to help generate the requirements focus groups with primary and secondary users to
assess the prototype and field trials with primary users in the second testing phase. The
results from the focus groups have generated input for the development of the prototype
and will be continued to continuously improve the system, serving as a constant source
of feedback.

Finally, the integrated prototype will be installed in the user’s homes and field trials
will be conducted in order to define further requirements for the development of the final
product. The purpose of end-user involvement in the project is to create a solution that
will meet potential users’ needs and expectations. Nobody knows the requirements of
people with dementia better than affected people themselves do (and their families and
caregivers). Involving end users right from the beginning will allow eliminating basic
mistakes when designing, testing and implementing eSticky notes.

1. In the exploratory and creative phases of the innovation process, the wishes and
needs of the end-users serve as input to the development of the new solution and
design of the business plan.

2. In development phases, the end-users provide the feedback loops validating and
verifying the progress of the development work.

3. In business plan development, end-users provide input about customer behaviour and
attitude, purchasing processes, regulatory and other decision-making. End-users are
also crucial for validating the customer appreciation and evaluation of the solution,
willingness to use it and willingness to pay for it (price sensitivity).

Since this qualitative approach towards user-involvement takes a significant amount
of supervision, only a specified group of users can participate in the project. These are
spread across our 2 user sites in Austria and Poland and user partners make sure that as
many different user-profiles as possible will be included.

Since depending on users’ condition some of them will have reduced cognitive
capabilities, there are certain additional ethical issues that need to be taken care of. Legal
and ethical issues will be especially considered for the testing and evaluation phases of
the application with the end users. In these phases, data is obtained by monitoring the
behaviour of the elderly people while at home, and this data will be processed and
analysed. This will require the authorization by the end user and/or his family. The end-
user partners have produced a detailed “Informed Consent” process (signed by either the
users themselves or their legally assigned representatives) that guarantees transparency
and include information such as a description of the project and its aims, a specification
of the role of different end-users in the project, self-determination of the end-users (to
be able to turn off systems or services at their own discretion), contact person in the
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project (for ethical issues and related questions) and exit rights for individual end-users
(withdrawal possible at any time, without a reason and costs).

Moreover, one very important issue is that the privacy of the elderly people must be
respected. Therefore, user data will be (a) fairly and lawfully processed, (b) processed
for limited purposes, (c) adequate, relevant and not excessive, (d) accurate, (e) not kept
longer than necessary, (f) processed in accordance with the patient’s rights, (g) secure
and (h) not transferred without adequate protection.

It is worth underlining that the end-user partners have applied for ethical consider-
ations by ethical committees in Poland and Austria to ensure compliance with national
guidelines regarding Informed Consent and confidentiality. The consortium also acts in
compliance with the EU’s General Data Protection Regulation (GDPR) 2016/679 and
respective national regulations in Austria and Poland, where these are more restrictive
than the GDPR.

Another important goal of this project is that the system can be used by as many
people of the target group as possible. Therefore the consortium follows the “Design
for All” principle during all evaluation, design and implementation steps to fulfil this
criterion.

The eSticky UI mock-ups were tested so far by older adults and their caregivers
in two European countries, namely Austria and Poland. Due to the social distancing
measures imposed amid the COVID-19 pandemic, each end-user site implemented the
testing via small focus groups, one-to-one meetings or virtual meetings according to
their resources and national restrictions in place at the time of the recruitment. In total,
27 persons (age range: 34–67, gender: 9 men and 18 women) of primary, secondary
(some participants had both roles) and tertiary users (professional carers) evaluated the
UI mock-ups. The majority of users were from urban areas, some of them from rural
areas and had between little, medium and high IT literacy (but all users had at least a
little experience with IT systems). The end-user partners received so far quite positive
feedback and good opinions from the users in both countries, as well as the comments
and suggestions for improvement of the system. Section 5 summarizes the UI mock-ups
in detail and provides the conclusions from user feedback.

4 High-Level System Architecture

The high-level system architecture shows the relationships between the different sys-tem
components (Fig. 1):

1. Displays (passive): Passive displays simply show the reminder messages. The user
has no possibility of interaction with a passive display. The base station sends
messages to the displays (according to the database entries), which show these
messages with the determined display parameters.

2. Displays (active): Same as passive displays, only that the user can make simple
interactions here, i.e. he or she can press a button to confirm. The user’s answer
will then be sent to the registration server and stored in the database. Relatives or
carers can view this answer on demand via the web application. After confirmation
by the user, the message is deleted on all displays.
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Fig. 1. High-level system architecture

3. Base station: The base station includes the middleware, an image of the database
and a connection-service to interact with the registration-server. The base station
has a pre-configured admin-user-account for service purposes.

4. Middleware: Themiddleware controls the displays. It uses an image of the database
(located on the registration server). It registers new displays with a unique ID due
an automatic pairing process.

5. Database Image: Image of theDatabase, which is located on the registration server.
6. Connection Service: Sets up and keeps alive an https-connection to the registration

server.
7. Constant https-Connection: Connection between base station and registration

server, used to get image of the database, get notifications, when the database has
been updated and send users’ confirmation messages to be stored in the database.

8. Registration Server: Contains a connection service, the database and a webserver.
9. Connection Service: Maintains the communication with the base stations.
10. Database: Stores all the messages and their schedule as well as the assignment to

which displays every message will be sent. The users’ confirmations will also be
stored here.

11. Webserver: Delivers the web app that lets the secondary users configure the system
(set user-friendly name for registered displays, user management, etc.), maintain
the message schedule (incl. setting the message and its parameters) and view the
primary users’ confirmations. Special attention is paid to responsiveness, usability
and accessibility (WCAG 2.1 AA) when implementing the GUI.When a secondary
user changes something, it is stored in the database and the respective base station
is notified via the connection service.

12. Secondary User: Relatives and carers (and also primary users, if their dementia
still allows it) can communicate with the web application via different end devices
(e.g. PC, tablet, smartphone). They can create newmessages, parametrizemessages
(view), create schedules for themessages, select the displays onwhich themessages
should appear and view the primary users’ confirmations.
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13. Admin: The admin configures all system relevant settings:

• A user-friendly name for the registered display-IDs
• User administration (user name, password, rights and roles).

5 UI Mock-Ups and Conclusions from User Feedback

With primary end user’s needs in mind, a first set of UI mock-ups was designed by
the technical and the design team. The goal was to design a UI, which is intuitive and
guides an end user through the system configuration and message creation in an easy
way. Although it was clear at the time of mock-up creation that further design steps
were going to be needed, the mock-ups were created in a way that allowed the users
to experience the planned basic structure and user guidance of the eSticky system, thus
enabling them to give valuable feedback for further enhancement of the UI.

5.1 Description of UI Mock-Ups

When the system is started for the first time, the user chooses a language on a welcome
page, before setting up the components. Once the user has given the base station a user-
friendly name, he or she can login or register to the system depending if they already
have an account or not. In the case of registration, users have to enter their first name,
last name, email address and a chosen password. Afterwards the user, who is now the
administrator of the base station, has to pair the displays with the system. Further, it is
possible to add other supervisors to this base station by inviting them via their email
address. Once this walkthrough has been completed, the login page appears. The users
that have been invited via their email address get an email with a confirmation link,
leading to the eSticky system to join the base station via login or registration.

After successful login, the message list is shown. The user can add a new message
to the system via a “create”-button, which leads to a configuration page for a message.
Here the user can enter the text for the message, the text colour, background colour, enter
a start date as well as the repetition settings and decide if the message should be active
or passive. If the message is active, only the active displays will be shown at the bottom
of the page, where the user can choose on which displays the message is supposed to
be shown later. If the message is passive, however, all displays will be shown, since
active displays can serve both purposes. After submitting the message, the user will
be linked to the message list again, where the message will be shown now and can be
edited or deleted. When the user chooses to edit a message, the user will be linked to the
same configuration page again, with the only difference that the fields are now prefilled.
Furthermore, a preview of the message will be shown in this view, to give the user an
idea of how the message will look like on the display.

As an alternative to the message list, the user can choose a calendar view in the main
menu on the top of the page. In this view, the user can select a display and a week and
then gets an overview of all the messages scheduled for that week, sorted by day and
hour (see Fig. 2).
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Fig. 2. Calendar view

Just like in the message list, messages can be added, edited and deleted here. The
blue dots on the monthly calendar (left hand side) point out the days with at least one
message already set for the display selected at the top.

The main menu item “monitor status” links to a page that shows all displays that
are currently connected to the user’s base station. This view includes the battery life,
connection status and current message status of each display to give a quick overview
of the connected components. This view also includes the possibility to edit or add a
display. When a user decides to edit a display, he or she gets the same view as in the
beginning when the initial display pairing took place.

A settings-view can also be shown if selected in the navigation. This page shows the
whole information about the accounts that are registered for this base station. Editing an
account is also possible here. The displays are also shown again on this page, split into
active and passive and with a warning to check the display status in case this is necessary
(i.e. low battery).

When a user logs out, the login page is shown again. When a user, who is already
registered on the eSticky system for more than one base station, logs in, a page is shown
after login where the user can choose to which base station he or she wants to connect.
This is mainly relevant for professional careers, who might want to administer eSticky
messages for several primary users.

5.2 Evaluation of User Feedback on Mock-Ups

The UI mock-ups were shown and explained to 27 users in Poland and Austria and
quantitative aswell as qualitative feedbackwas gathered and evaluated. Then conclusions
were drawn on what changes have to be applied to the UI in order to meet user’s needs
and wishes. Some suggestions were outside the scope or possibilities of the project,
like e.g. the wish to be able to use own photos on the displays, instead of icons (the
envisaged low-power and low-cost e-paper displays do not provide enough colours and
good enough quality for displaying photos). However, many of the user’s suggestions
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will be taken up and implemented in the actual system prototype. In addition, a detailed
manual will come with the system to clarify things that cannot be made implicitly clear
in the UI. The following list gives an outline of the most important changes planned:

• The pairing process has been considered too complicated by many users. Therefore,
either the displays will be shipped readily paired, or, in the ideal case, a possibility
will be found how to do without pairing.

• Buttons need to have a consistent look and feel throughout the system andmust always
provide textual descriptions along with icons. Also the positioning of buttons needs
to be adapted in some views.

• An explanation of what the “active” and “passive” message types (and display types)
mean will be given directly in the interface.

• An icon-overview will be added instead of the search field.
• Most users had troubles understanding the many options for message repetition and
activating and deactivating those options. Since providing so many possibilities is not
possible without a certain extent of complexity, a decision has been taken, in the light
of usability, to reduce the amount of options for message repetition, only allowing
daily, weekly, monthly and yearly repetitions, as well as a choice of specificweekdays.

• In the calendar view the distinction between active and passive messages will be made
clearer by adding an “A” in the corner of every active message. A confirmed message
will be marked by green colour and a check mark, while a “!” and red colour signal
that the message has expired without being confirmed.

• Horizontal scrolling will be avoided at all times.
• Generally, text size (compared to icon size) was an issue for some users. Text will be
larger in the next version of the UI.

• Users asked for light signals and sounds to attract the user’s attention. There is an
ongoing discussion about adding sound and LEDs to the displays. The main issue
here is the power consumption, which must not interfere too much with long battery
lifetime. Therefore, the final decision on this issue is still pending. It depends on the
outcome of further tests.

• To allow messages of a certain length, but also to allow large messages for people
with vision impairments, different font sizes for the message text will be possible in
future.

6 Middleware and Connectivity

The aim of the middleware is to forward the appropriate messages to the corresponding
displays, according to a predefined schedule. The middleware runs on the base station
that is situated at the home of the primary user. It connects to the webserver to acquire
message updates for the particular primary user, as well as the messages’ schedule. The
middleware consists of 3modules: the reasoner, the scheduler and the sender. In addition,
it also interacts with a local MySQL database (DB) where it stores the messages as they
arrive from the webserver in order to send them to the displays at the appropriate time
for each message. In addition, the local DB also serves as a means to support the system
for several hours in case of internet connection failure, as the messages will be retrieved
from there and sent to the displays according to their initial (prior to internet connection
failure) schedule.
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6.1 Components

In the following paragraphs we describe the components that compose the middleware.
Figure 3 shows the system workflow.

Reasoner
TheReasoner Component retrieves the user-scheduledmessages from thewebserver and
stores them in the middleware’s local DB. A set of appropriate REST calls are issued
to receive new messages, as well as updates for existing messages. Other information
retrieved include details about how the messages should appear on the display of choice
(i.e., the “designs” of the messages, see Fig. 3). All retrieved data are stored into the
middleware’s local DB on the base station. The messages will be sent to the displays
at the appropriate point in time, decided by the Scheduler Component based on the
messages schedule. There is a distinction between “complex” and “simple” messages,
where complex messages are “iterative”, meaning that they appear more than once on a
display. Simple messages define a single appearance on the display.

Scheduler
One of the major roles of the base station is to decide when and where messages need
to be sent. This task is being handled by the scheduler which is responsible for figuring
out what messages are in line to be displayed, which monitors will display them and
when these messages should be sent. The scheduler accomplishes this task by regularly
checking the DB table containing the messages as inserted by the reasoner beforehand.
If any messages are to be displayed in a specific time span, then the scheduler will
retrieve them and place them in a queue. The messages in the queue will be sent to the
appropriate displays and will be handled by a different module, namely the sender. Once
a message is placed in the queue, the scheduler marks the message as “in queue” and
moves on to the next messages.

The sender is the module responsible for sending the messages in the queue. It is a
simple and fast module that is able to read the messages, connect to the corresponding
display and send the messages, logging at the same time any errors.

Having two separate modules for the scheduler and sender is considered a preferred
approach, as opposed to having a single module doing all, as this process is very sen-
sitive when it comes to punctuality through long time periods and needs to be able to
recover from any unexpected issues/failures that may occur. Having two different mod-
ules ensures that, in case the sender fails to send amessage to a display for any reason and
stalls (e.g. network or connectivity problems), the scheduler will continue functioning
as normal, ensuring that no other messages are lost due to issues. Additionally, if these
modules were to be combined in one, a possible delay would become a possibility as
well. As the sending procedure may be time consuming compared to other functional-
ities of the system after the continuous use of the system through time, a delay could
accumulate which may result in missed messages. This possibility is eliminated by the
separation of the two modules.
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Fig. 3. The Middleware’s workflow

7 Alternative Displays Solutions

An important requirement of the project in terms of the hardware components was to
find an appropriate solution to facilitate the displays that will be placed in the local envi-
ronment, i.e. the end user’s house. Prior to defining the final design, that is based on the
ESP32 microcontroller, the consortium was also considering two alternative solutions
from the market. Both solutions satisfied the specifications of the project and provided
pre-programmed displays that can be easily set up in the end user’s house. The speci-
fications for the displays included among other, long battery life to avoid recharging in
time intervals that are less than 6 months. That would allow for a technician or a family
member/healthcare professional to undertake this task. The first solution was rejected
due to the fact that it required an extra device, a hub that was responsible for connect-
ing with the displays and sending them the messages to be displayed. This process is
facilitated by the base station. In addition, some displays did not support the decided
communication protocol, while those that did, were extremely energy consuming. About
the second solution, while it did not require any extra devices and all of the displays
supported the communication protocol, it did not provide enough support in terms of
maintenance, configuration and programming of the displays.

8 Conclusions

The development of the eSticky system as it is going on at themoment has been described
in this paper. The background has been given and the user involvement thoroughly dis-
cussed. After an outline of the high-level system architecture, thework that has happened
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on user interfaces has been described, as well as the conclusions drawn from user feed-
back to the UI mock-ups. The middleware was clearly described in its functionality and
technical decisions in terms of hardware outlined.

In conclusion, the user feedback so far has been good and promising for future
system uptake, provided that some adaptations are made to the UI, which are already in
progress. The system is quite safe towards internet connection failure, saving its status
from before the failure on the local database. The final system shall be very easy to use
and will enable users to remind themselves or be reminded in a convenient way that is
fit to ensure longer independence for the elderly end users.
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Abstract. We present the concept and technical realisation for a cup
that moves and lights up so as to bring itself to the attention of a person
with dementia, to trigger taking a sip as a response. The concept is aimed
at people with dementia in home or resident care who still have the ability
to act, but tend to mentally drift away and thus require external impulses
and triggers. The cup moves and lights up in regular intervals if it has not
been picked up recently. Once it is emptied, it alerts a caregiver to refill.
Moreover, the degree or level of movement and light can be configured,
depending on the person’s needs and reactions. This paper describes the
core idea and focuses on the technical aspects of building a prototype on
Technology Readiness Level (TRL) 3.

Keywords: Dementia · Dehydration · Elderly care

1 Introduction

In elderly care, a general concern is to prevent dehydration of elderly residents
[7,21]. The elderly often do not perceive being thirsty and therefore do not
drink enough. For people with dementia at severe stages, this becomes even
more problematic. In the authors’ previous fieldwork in an elderly care home,
where staff was shadowed and assisted in their daily work by project members, it
was observed that a resident would take a sip, put down the cup, and then stare
into space again, until a staff member would move the cup towards their hand.
The resident then smiled, looked at and took the cup up again to drink. This
procedure was repeated until the cup was emptied, posing a significant workload
to staff. The resident appeared to need an external trigger that brought the cup
to their awareness again, while still being able to associate the act of drinking
with the cup and to drink without assistance.

This observation motivated the concept of the ‘dancing cup’ which brings
itself to attention (as illustrated in Fig. 1). The concept goes beyond existing
products that integrate blinking lights as a reminder to drink [1,3,4,6]. It is
based on the hypothesis that the movement of the cup itself (Fig. 1b), along
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Fig. 1. Envisioned use of cup, prototype design and current working prototype

with slight sound produced by the cup’s vibration, provides a stronger trigger
than simply integrated lights. Moreover, it does not interfere with the habituated
appearance of a cup or glass, and thus may be more appropriate for people with
dementia, where it is important that objects look familiar and can be recognised
[10,14].

The use of familiar objects can support daily practice, since patients will
still be able to spontaneously relate to and use familiar-looking objects, even
if dementia prevents them from understanding the function of new unfamiliar
objects [10,11]. The cup aims to support the person’s remaining ability for action,
a principle in elderly care where it is aimed to keep residents active and involved
as this can delay the (inevitable) decline [12,22] (see [9,14]). Staff at the facility
where the research team did observations and interviews had described this as
an important strategy, e.g. preferring to accompany slow walking residents to
the dining area instead of pushing them in a wheelchair, even if the latter would
be faster.

Feedback from care staff as well as from geriatrics experts confirmed that
they find the concept promising, and would like to see it tested. Therefore it was
decided to create a working prototype that would both serve to better illustrate
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the concept and to enable user tests. In the current paper, the focus is on the
technical realisation, including initial expert feedback that influenced the design.
Figure 3 shows our current prototype in action.

In the following sections, the effect of dehydration on elderly people is dis-
cussed as well as investigated solutions for the issue (Sect. 2); the prototype and
its intended use is described in Sect. 3; the cup functionalities, their implemen-
tations and reasoning behind them are specified in Sect. 4; the achieved results
are discussed in Sect. 5 and finally conclusions and future work are considered.

2 State of the Art

Dehydration affects 20–30% of older adults and increases reported health issues
[23]. Dehydration is even more perilous for people with dementia, as it poses one
of the main, often less thought of, causes of death. More people with dementia,
once they reach a late stage in the disease, die from cachexia or dehydration
rather than of any other cause of death [19]. Dehydration has been found to
be more severe in people with advanced cognitive impairments [20]. According
to [24], on average 5.5 billion dollars are spent in the USA annually to treat
hospitalisations caused by dehydration.

Dehydration in the elderly happens for multiple reasons. Fluid reserve is
decreased compared to their younger selves, liquid loss is more frequent and the
sense of thirst is not as intensive [18]. A combination of these reasons, among
others, can co-exist in a person causing severe dehydration.

Most of the solutions that encourage people to drink have taken the form
of augmented bottles or cups (e.g. [2–5,8,15,16]), while others take the form
of add-ons to be combined with existing objects (e.g. [1,6,25]). The most com-
mon method seems to consist of grabbing the attention with a visual trigger
through light effects (e.g. [1,3,4,6]), via an audio signal (e.g. [8]), or through a
combination of both (e.g. [2,15,16]).

The option of using vibrations to attract attention has been utilised in Ozmo
[5], a bottle that reminds you to drink by vibrating (which might constitute
rather an audio or haptic signal). Visible movement as an attention trigger has
been explored more explicitly with the Bionic water drinking reminder [25], an
additional attachment to a cup, shaped as a butterfly, which uses a vibration
motor to flap its wings when triggered, to attract attention. However, the cup
itself does not move.

Several of these products offer additional functions, such as monitoring water
consumption (e.g. [3–5,15,16]), the frequency of drinking (e.g. [2]), or keeping
the temperature (e.g. [3,4]). Some products are paired with applications that
allow to monitor daily fluid consumption, record hydration history and calcu-
late personal hydration goals (e.g. [3–5]). Most existing products are general
consumer products, and very few are aimed for elderly and persons affected by
illnesses and offer specific functions for care, such as Drink Smart [15,16], a cup
connected to a digital care documentation, or Droplet [2], a dementia-friendly
mug that alerts caregivers with flashes.
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3 Product Description and Envisioned Use

Through a few iterations and feedback from experts in geriatrics and elderly
care, a prototype was designed (Figs. 1b and 1c) as a proof of concept as well
as demonstrator for planned user tests (Fig. 1d). As a general design constraint,
the shape and look needed to be recognisable as a cup and look familiar, so that
it can evoke spontaneous use as response from elderly residents with dementia.
The cup is small enough in diameter and light enough to be handled easily. The
possibility of adding a supplementary handle for residents with limited hand
functionality was added as an option (Fig. 1c), based on recommendations from
elderly care experts.

The cup consists of two parts. The lower part will be made of coloured
polyamid and houses all electronic components and sensors. A coloured cup is
considered easier to perceive, as intense colours aid visual perception in peo-
ple with dementia. At the moment, the cup is made from a photopolymer
(VeroWhite) for a Stratasys Objet30 Prime 3D printer to enable iterations within
tests and development. Detailed consideration was given to the upper part, which
holds the beverage. A food-safe and transparent material is used to facilitate dif-
fusing of the coloured light (Figs. 4b and 7) as well as to keep the appearance of
a regular cup or glass.

The envisioned scenario of use is that care staff places the cup in the field of
view of its user (usually on a table) and activates it via a switch. If the cup is not
picked up for a (predetermined) time, it will start to move and blink, thereby
alerting to its presence. This would then attract the attention of the resident,
who perceives and recognises the cup, thereby prompting them to drink. The
activation (movement and light) is executed in spaced-out intervals, to enable
the intermittent drinking and avoid overly disturbing the resident. If the cup
is not picked up, the activation will be repeated after a predetermined time
has passed. If a pickup is detected, the cup stops moving and will restart the
countdown for a subsequent activation at a later time.

The device can be configured and personalised according to the individual’s
needs via physical sliders (Fig. 2). Geriatric experts recommended providing the
ability for configuration, because of the differences in each stage and form of the
disease, where each individual might react differently, impacting on how strong
the visual and/or movement signal needs to be (or what would be too much).
They also stressed that such controls need to be simple and physical-tangible
(not via a mobile app), since any caregiver (or temporary help) should be able to
do this, and care staff often have little affinity with technology. The configurable
parameters are the intensity of movement, intensity of blinking and light colour.

If the resident picks up the cup, this is detected by an accelerometer. The
cup then ceases to move, so that they can drink. When the cup is empty, the
cup will repeatedly flash on and off in a predetermined colour to alert the stuff
for refill as well as aid in liquid intake monitoring.
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Fig. 2. Activation and configuration switches

4 Detailed Overview of Functionalities

We now describe the cup functionalities and details of the mechanical and elec-
tronic realisation. This is structured along the core functionalities of our pro-
totype: Grabbing attention (Sect. 4.1); Water Level Detection (Sect. 4.2); Acti-
vation, De-Activation (Sect. 4.3); Pick up Detection (Sect. 4.4); Configurability
(Sect. 4.5).

4.1 Grabbing attention

Two actions are implemented to attract the attention of the residents; movement
(and the implicit sound from its production), and coloured light impulses that
create visual stimulation. These occur in bursts, to enable drinking in between
those phases and to avoid over-stimulation. Ideas for sound output as an explicit
signal were discarded and we aim for fairly subtle motor sounds. This is because
care experts advised that if the cup is used e.g. in the social setting of a care
home’s dining area or sitting/common room, this could overstimulate and annoy
people (including the staff), in particular if several such cups are in use.

The movement (dancing) of the cup is generated using a small 3V DC motor
mounted in the bottom of the cup (Fig. 4a). A plastic lever is attached to the
motor shaft. The end of the shaft holds a small steel puck which acts as an
unbalanced Eccentric Rotating Mass (ERM) which generates instability resulting
in a centripetal force, forcing the cup to rotate, and a centrifugal force away from
the centre of the motor shaft. The motor rotates the lever arm at a variable speed,
depending on the measured water contents of the cup (see Sect. 4.2), generating
the needed forces/vibrations to correctly rotate the cup, without spillage. With
the eccentric rotation of the motor and of the cup itself, the cup moves on the
table, changing its position and thus visually stimulating the resident. To avoid
moving too far from the resident and prevent the cup falling off the table, the
motor changes direction of rotation between activations, thus moving in opposite
directions in consecutive bursts. The specific speed of the motor at the respective
water levels was determined based on lab-tests (see Sect. 4.2).
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(a) Placement of PCB 1 in
cup

(b) PCB 1, side A.
Battery, interface with
switches, USB port

(c) PCB 1, side B. Micro-
controller, motor driver,
battery driver

(d) Placement of PCB 2
in cup

(e) PCB 2, side A. Ac-
celerometer, touch sensor
interface

(f) PCB 2, side B. LED
ring, capacitive sensor

Fig. 3. Prototype components

As a complementary way of attracting attention, the cup subtly blinks
(Fig. 4b when activated, using an Adafruit Neopixel ring (Fig. 3f). The colour
and intensity of the light can be configured according to individual’s needs as
explained in Sect. 4.5, see (Fig. 2a). As a default, the colour red was chosen, as
studies show that red or similarly intense hues increase liquid intake in people
with dementia by ca. 80% [13].

4.2 Water Level Detection

Two approaches for water detection methods were explored, a capacitive sensor,
that roughly detects the presence (not quantity) of water and a strain gauge
bridge, which is also able to measure quantities. As it works contact-less, a
capacitive sensor can be embedded in the plastic shell, (Fig. 5a), and thus does
not require waterproofing. The current version of the prototype works with a
capacitive sensor.

An additional method for detection is currently in the final stages of develop-
ment. The strain gauge method measures the weight of the water content in the



Bibo the Dancing Cup 133

Fig. 4. Cup attention grabbing functions (dancing and blinking) (Color figure online)

cup. This information can be used to adjust the RPM of the motor making the
cup dance/rotate. The more water the cup contains, the faster the motor will
spin (the more RPM the motor has), enabling movement even with the added
weight.

The cup is comprised of a top and a bottom half, where the bottom contains
the electronics. The top half, which contains the water, is fitted with a flexible
bottom made of food-approved plastic, and has four strain gauges glued to it
(Fig. 5b). The strain gauges circuit is set up as a full Wheatstone bridge. [17],
Physically this appears as strain gauges in pairs in two circles (see Fig. 5b). A pair
of strain gauges in this case, is two strain gauges placed with an equal distance
from the center of the flexible bottom mirroring each other, which makes up
the full Wheatstone bridge. A full Wheatstone bridge is needed to neutralise the
effects of temperature changes which the strain gauges are sensitive to. The strain
gauges deform due to the increased weight of water in the cup, thus changing
resistance, making it possible to algorithmically correlate changes in strain gauge
resistance to change in weight. To determine the weight of the cup content, the
voltage output from the strain gauge Wheatstone bridge is correlated to a unit
of weight. To do this, a steel cylinder (Fig. 5c) is fitted with a 1 mm thick
PETG plastic bottom (Fig. 5b), with the four strain gauges mounted on it. The
Wheatstone bridge is connected to a micro controller which collects the data.

4.3 Activation and De-activation, Charging

The activation of the cup is done in two steps. First, a button is pushed on the
cup’s bottom (Fig. 2a). Once switched on, the LED ring blinks briefly, its colour
indicating the battery status. After the cup flashes with a green light, indicating
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Fig. 5. Water level detection methods

sufficient battery power, the cup can be placed in front of the user, and is then
activated by touching the two opposite finger recesses simultaneously (Fig. 6a),
thus preventing unintentional activation.

The main process then starts and will continue only if the cup contains
fluid and is not grabbed. Once the battery is low, this stops and the LED ring
starts to blink red. The cup must then be switched off by pressing the ON/OFF
button at the bottom of the cup and placed on its induction charging base
(Fig. 6b). Although less effective than USB-charging, induction was chosen for
its practicality and ease of use.

4.4 Pick up Detection

The “dancing” of the cup should not continue when taken in hand. The
accelerometer (Fig. 3e) enables monitoring any movement in elevation and
change in inclination; two parameters innate to handling a drinking cup, first
lifting the cup from the table and then inclining it to drink. Together, these
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(a) Cup touch activation (b) Charging Platform

Fig. 6. Cup secondary activation method and inductive charging platform

parameters make it possible to detect if the cup is picked up, and then to stop
the motor and the LED signal. If the cup is taken up before the movement even
starts, the whole cycle is reset once the accelerometer does no longer detect any
movement.

4.5 Configurability

Geriatric experts and care staff, who provided feedback on our concept, recom-
mended that it should be quick and easy for the care staff to reconfigure the three
key parameters - LED colour, LED brightness and motor speed - according to the
resident’s needs. As care staff may not be familiar with technological applications
and since there are usually different staff members involved, including tempo-
rary helpers, we discarded the idea for a mobile app, prioritising work-efficiency
and user-friendliness, and opted for on-product analogue/physical configuration
modalities. To save space, we chose three slide switches (Fig. 2a), with four posi-
tions for configuring LED colour (Red, Yellow, Green, Blue), LED brightness
and motor speed. After each colour change, the LED ring blinks in the selected
colour as feedback (Figs. 7a and 7b); after an LED brightness change, the LED
will blink with the currently selected colour in the chosen intensity (Figs. 7c
and 7d); and a change in motor speed is shown with a blink in white colour
with different intensities, to indicate the intensity of the movement (a decision
to refrain from movement in the configuration process was taken). Following
recommendations by care staff, we plan to conceal these switches with a safety
strip (Fig. 2b) to avoid inadvertent changes of the configuration by the elderly
residents.

5 Results

At its current state, the prototype was tested for functionality in the lab. The
previously described capabilities have been implemented. The achieved results
for the three main functionalities (visual signals, movement and water level detec-
tion are discussed in the following sections.
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5.1 Visual Signals

As shown in Fig. 7, the different hues and light intensities diffused through the
cup are clearly visible. The light bursts are not intense, but fade in and out, as
advised by care experts. This is because intense and rapid blinking is feared to
startle and overstimulate patients.

Fig. 7. Light colours and intensities (Color figure online)

5.2 Movement

The cup rotates in opposite directions in subsequent turns. This leads to dis-
placement in a constrained area and ensures that the cup does not fall off the
table, given that it is placed within a minimum predefined distance from the
edge before activation.

To quantify the movement, structured experiments were executed. The cup
containing 150 ml of water, fitted with an ArUco marker, was activated and
left to translate freely, as it would in a normal activation. A stationary camera
placed above the area was used to record the movement (Figs. 8a and 8b). The
Aruco marker was detected and used to extract the exact position of the cup
relative to the camera. This process was repeated 10 times to acquire sufficient
measurements. The translation of the cup depends, as expected, on the intensity
of the motor rotation set by the configuration switches (Sect. 4.5). The movement
was tested in two different surfaces, a wooden coffee table and linoleum flooring
(Figs. 8c and 8d). The heatmap illustrates the positions of the cup on the surface
and the frequency of the occupation of the specific position. The translation was
found to be confined to an area of 0.08m2 for the highest intensity of movement
on the coffee table and much lower on linoleum flooring (0.01m2).

Considerations on controlling or restricting the movement of the cup have
been made for later development. Firstly, a beacon to detect whether the cup
has moved over a “movement safe area” threshold is considered. In case where
the cup covers a larger distance than initially allowed, the cup should seize
activation and alert the staff for repositioning. Additionally, the investigation of
a controlled movement generation through additional motors is intended.
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(a) Experimental Setup - top (b) Experimental Setup - side

(c) Cup positions and their frequency
- coffee table

(d) Cup positions and their frequency
- linoleum flooring

Fig. 8. Movement quantification experiments

5.3 Water Level Detection

The current prototype includes a capacitive sensor for water detection. The
strain gauge method is however developed and planned to be included in a future
second prototype, to test both possibilities. In laboratory tests, the strain gauges
have proven to enable inferring the volume of water in the cup, with relative
accuracy. Some instability is observed when less than ca. 50 ml is in the cup.
To obtain a reliable reading of the cup contents, 1000 readings from the gauges
are taken (which lasts ca. 2.5 min). This poses no issue as it is performed before
and during the intermittent break from ‘dancing’. Spikes and noise are removed
using interpolation, as mentioned in Sect. 4.2, and a mean value is calculated.
The linear regression coefficients are then used to infer the cup content and the
appropriate motor speed. Less samples could also suffice if needed; as a minimum,
700 samples have proven adequate.
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Fig. 9. Linear regressions of voltage-water level measurements (5 repetitions) and cal-
culated mean

The relation between voltage and water level was determined as follows: two
test procedures were performed as preparation for water level detection. In the
first, approximately 40 ml of water was added in the test setup, then the cup took
1000 measurements/samples with a frequency of 4 Hz, this took approximately
2.5 min. Then another 40 ml was added, and the procedure was repeated until
the cup was full (i.e. six times). The next procedure was the reverse, where 40 ml
was removed with a sample interval of 1000 samples. The data for each test was
then linearly interpolated to eliminate spikes and outliers caused by contact with
the cup, sudden shaking of the surface, etc. The process was repeated multiple
times in different days and times of the day, for thorough data collection and to
ensure that climatic changes were not of effect.

A mean measurement value is calculated for each sample set of each water
level, and a linear regression model is fitted to the readings. Each procedure
is fitted separately to obtain linear model coefficients. The mean coefficients
are then calculated. It was observed that a stable linear function can describe
the relation between voltage and water level, with a small instability when the
water is below 50 ml. The coefficients are plotted, along with the calculated mean
coefficients (Fig. 9). The mean coefficients can then be used real-time in the cup
to output the water level depending on the measured voltage. This calculation
is used to adjust the rpm of the motor (Sect. 4.1).
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6 Conclusion and Outlook

So far, our work has focused on creating a working prototype. The movement
as well as the light stimulation have been implemented and initial tests in lab
conditions for the movement and the water level detection have been carried out.

We are now at the stage were it is possible to test our idea, that such a
“dancing” movement of a cup can trigger the attention of people with dementia
and activate them to drink. Initial discussions with domain experts indicate this
to be a promising idea. In such tests, we will need to determine the range of
motion and visual stimuli that are acceptable for people with dementia (which
stirs them out of their stupor but does not frighten them) and the need for
personalisation or adaptivity.

In the future, investigations of different rotational bursts leading to different
movement patterns as well as a variety of materials for the bottom of the cup
(used for noise dampening and movement control), will be carried out. The water
level detection functionality will be included and finally the behaviour of the cup
will be tested on different surfaces to determine the adadptability of the cup on
different tabletops.
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Abstract. Robot technologies for care homes and people affected by
dementia has become a popular research field. However, such technolo-
gies have not become mainstream in care homes yet, due to specific issues
related to the well being of their residents. For instance, although exist-
ing robot vacuum cleaners can provide meaningful support to hygiene
practices in care homes, their appearance and loud noise can negatively
affect residents. Building on these insights, we developed a playful alter-
native design. By testing our design in a care home, we have found that a
robotic vacuum cleaner can be accepted by residents affected by demen-
tia, when it has a playful appearance and movement pattern, to elicit
positive feelings and provide predictability of its actions.

Keywords: Elderly care · Mobile cleaning unit · Robotic pet

1 Introduction

In 2018, around 9.1 million people over 60 were diagnosed with dementia in EU
states [12]. Dementia describes a variety of brain disorders which progressively
lead to brain damage, causing deterioration in memory, thinking, behaviour and
the ability to perform everyday activities [12]. Many of these individuals can still
live at home, but when reaching a later stage of the disease, most will eventually
move to a residential care facility.

Dementia affects not only its victims, but also caregivers and families, caus-
ing physical, psychological, social, and economic challenges [22]. Moreover, the
number of people working in elderly care is decreasing. The job requires long
working days and shifts, physically hard labour, often at relatively low wages
and with too little time for caring for residents [4,11,18]. According to Riek
[17], there is a substantial health-care shortage, because far more people need
care than healthcare workers are available to provide. Therefore, researchers in
healthcare robotics have proposed multiple robotic solutions for providing health
support. Amongst other things, robots may help people with cognitive impair-
ments, support caregivers, and aid the clinical workforce [17].
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Fig. 1. Our Sanne prototype moving across the shared room during tests. Left in the
door: one researcher steers Sanne through the room. On the opposing side of the room,
another researcher takes field notes.

A common and time-consuming task in care homes and hospitals is cleaning
the floors. In the care home where we conducted our study, a robotic vacuum
cleaner had been trialled. The caregivers reported that the residents, most of
whom are at later stages of dementia, were overwhelmed by the robot, because
they could not perceive it easily due to its dark colour, and felt unsettled by its
unpredictable movement pattern and noise level. Therefore, the cleaning robot
could not be used any further.

The project reported here focuses on developing a mobile cleaning unit with
a playful design, to be used at care homes for people with dementia. We inves-
tigated the design of a robotic appliance, which has the functional purpose of
cleaning the floors autonomously, but also a social purpose for residents. We
aimed at a vacuum cleaner that does not elicit the feeling of being overwhelmed
and may even lead to amusement. We designed our robot in the form a toy cat,
so that it could serve as a pet-like companion (Fig. 1). Residents’ reactions to the
robot were investigated through in-situ observations in two Danish care homes.
The focus of our analysis was: whether a playful, zoomorphic design for such a
robot, with a playful moving pattern, will be accepted by people with dementia,
without them getting scared or overwhelmed. In our study, we define residents’
acceptance as a positive user experience, characterised by an open, possibly
playful attitude towards our prototype [15]. In the following section (2), the
background of our study and related work are discussed, while the design pro-
cess is presented in Sect. 3. The user study and findings regarding the reaction
of residents are described in Sects. 4 and 5. Hence Sect. 6 proposes a critical
discussion of our results and future work, and Sect. 7 the conclusion.



A Playful Cleaning Robot for People with Dementia 143

2 Background and Related Work

The estimated number of cases of dementia will almost double by 2050, growing
from 1.57 to 3.00% of the European population [8]. Studies show a positive effect
on cognition through preventive interventions, a healthy diet, physical exercise,
and cognitive training [22]. Nevertheless, there is no cure or disease-modifying
treatment for dementia yet.

Although dementia mainly affects older people, it is not a normal part of
ageing [22] and comes with different challenges for each patient. Dementia has
different stages, characterised by different signs and symptoms. The late stage
of the disease comes with behaviour changes and difficulties in recognition of
humans and objects, causing an increased need for assisted self-care [22]. The
participants of our study were almost all in this later stage, therefore their needs
have to be considered when designing technology for care homes.

According to current literature [3], ageing adults affected by dementia
experience changes in their perception of the environment and corresponding
behaviour. This occurs in different ways, in some cases people may lose con-
trol of their emotional responses to environmental stimuli, leading to erratic
behaviour and emotion, or show indifference to their surroundings [21].

In the study of dementia, it was found that laughter and humour can bring
significant benefits to people affected [21]. Laughter has been acknowledged as a
supportive method to complement clinical treatment, improving quality of life.
Another important aspect for well-being is the use of familiar objects to sus-
tain daily practices [3,6]. Dementia causes cognitive impairments, which hinder
people from understanding the function of new unfamiliar objects. Neverthe-
less, when interacting with own objects and perceptually similar ones, people
are able to spontaneously relate to and use those objects in their daily practices
[3], whereas perceptually unfamiliar objects were not easily understood by the
same study participants [3]. It seems that by using certain objects for many
years, people internalise their physical use and context [3,5], so that despite of
dementia they can still actively relate to these. This can be explained as an effect
of implicit memory, an unconscious memory generated by previous experience
of repeated task performances, not linked to specific episodes [10]. Repeated
exposure to objects results in perceptual priming that is resilient to cognitive
impairment and can support people affected by dementia in performing their
daily practices [10]. Thus, the design of novel technologies and artefacts for resi-
dents in care homes should take into account perceptual familiarity, so that novel
artefacts fit with residents’ previous experiences and sociocultural context.

When designing a mobile robotic unit, we have to be careful to not trigger
fear of falling [2]. Falling is acknowledged as “the second leading cause of death
from unintentional injury” [2]. Dementia is known for leading to unconscious
wandering, agitation, and perceptual difficulties, which in combination with the
physical fragility associated with ageing might cause people to experience serious
injuries [6]. As a consequence, ageing people affected by dementia, manifest a
strong fear of falling [2,6].
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The design of assistive robots for care homes typically includes automated
mobile units, which are in charge of carrying things around, monitoring safety,
engaging people in physical exercise, even including exoskeletons and wearable
devices aimed at improving physical mobility [17]. Thus, no matter whether care
home residents will actively use such robots, or just encounter them in their daily
environment, fear of injuries should be considered as a key factor in such designs
for the residents’ safety.

Building on these insights, we aimed at designing a mobile floor cleaning unit,
which could be perceived as nonthreatening, in relation to three main aspects:
humour, familiarity of objects, fears of falling and injuries.

3 Designing Nonthreatening Robotic Cleaners

The work presented here is part of a larger research project on care home tech-
nologies. In this context, interviews and (participant as well as non-participant)
observations at care homes were conducted. The researchers also visited the
cooperating two care homes of OK-Fonden in Odense, Denmark1. Here, the
inspiration and motivation for the reported work was gathered. This was com-
plemented via a number of (online) interviews and meetings. When the design
was finished, the pandemic situation allowed to test the prototype at the care
homes of OK-Fonden.

3.1 Development Process

This research followed the Human-Centred Design approach (closely related to
User-Centered Design), which aims to create usable and useful systems and prod-
ucts by focusing on users, their needs, and requirements [13,14,19]. During the
initial stage of the project, the setting, the care staff and a clinical clown, whose
role is to activate and engage the residents, were observed. The goal was to gain
a first-hand understanding of the user group and context of use, identifying rel-
evant users and stakeholders [9]. This yielded insights into the daily life in the
care home, the activities, behaviour and challenges for residents and staff. It
revealed the omnipresent problem of keeping the floors clean and the mentioned
problems when using a vacuum cleaning robot. This robotic vacuum cleaner was
hard to perceive for residents due to its dark colour and minimalist round shape,
which, according to the staff, made it look like a black hole moving across the
floor. Moreover, its movement pattern was unpredictable for the residents, mak-
ing them restless. Therefore, the acquired robotic vacuum cleaner was discarded
after only a few months, because of its negative impact on the residents.

The clinical clown was a source of inspiration for investigating patterns of
movement and appearance of our robotic vacuum cleaner. She dresses as a cow
and uses a slow and predictable as well as playful movement pattern to app-
roach people. This was reported as being especially important for residents with
dementia, who are not frightened by such a slow and playful approach pattern.
1 https://ok-fonden.dk/.

https://ok-fonden.dk/
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After discussing requirements among the researchers, it was decided to design
a playful interactive mobile cleaning unit. Given the positive effects documented
of laughter and humour on people with dementia [21], we experimented with a
playful, zoomorphic look for our prototype, to elicit positive emotion and laugh-
ter. The concept prototype is nicknamed “Sanne”, short for’sanitizing unit. As
according to [9] interviews with management and staff members of the care
home, the board of OK-Fonden and a hygiene expert of a hospital, provided
feedback to this idea as well as additional insight into residents’ and stakehold-
ers’ needs. Staff argue that residents are cognitively and emotionally affected by
colours; red and orange are stimulating due to its vibrant chroma [1,7], while
white and black can be hard to perceive. On the other hand, blue and green
were described as pleasant and relaxing, but easily ignored by residents. There-
fore, it was suggested to colour our prototype red and orange to make it easily
visible for residents. Potential shapes of the cleaning unit were also discussed.
A staff member reported that the residents of this care home felt uncomfortable
and’unnatural’ while interacting with a toy resembling a seal, which sparked the
idea to use the form of a domestic animal, which should be familiar to residents
and can be expected of moving around (cp. [3,6]). The size of the cleaning robot
was also decided in collaboration with the staff. According to a hygiene expert,
the floor itself is considered potentially infectious and unhygienic, and thus the
body of the robot (especially the head that might be touched by residents) needs
to be at least at 20–30 cm height, to avoid contamination. On the other hand,
the robot should still be able to drive under furniture (Fig. 1).

During the design process, the stakeholders continued to contribute feedback
and ideas. After the first digital sketches, use cases and user scenarios were
created, also considering potential challenges. Hence, a short video of animated
sketches was created and distributed, to gain additional feedback. Finally, the
first prototype was created based on our understanding of the users, tasks, and
environment [13].

As mentioned, the shape of a cat was chosen as a familiar pet. The robot cat
was intentionally designed to look toy-like, to avoid deceiving the residents about
its nature as an inanimate object. Orange was picked because of its activating
nature, and being easy to perceive to reduce the risk of tripping.

3.2 Proof of Concept Prototype

Our Sanne prototype was developed with the TurtleBot2, a modular robotic unit
widely used in teaching and research environments, due to its small size and flex-
ible design. We selected the TurtleBot, mainly because it was within the desired
size limits, price tag, and it can support a fast, modular prototyping process.
The TurtleBot is equipped with a raspberry Pi, raspberry pi Camera, and 360◦

2D LiDar among other sensors. These will be vital for further development, e.g.
autonomous navigation in the care home environment.

2 https://www.robotis.us/turtlebot-3-waffle-pi/.

https://www.robotis.us/turtlebot-3-waffle-pi/
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A 3D-printed cover with the design of an orange cat was mounted on top of
the TurtleBot. This first prototype weighs around 4 kg, is 80 cm long from head
to end, 40 cm wide and around 40 cm tall, so to be able to move under furniture,
while avoiding contamination from the floor, as pointed by the hygiene expert.
Moreover, the staff should be able to move it, if stuck in furniture and in case
of malfunction. For research purposes, Sanne had a camera mounted behind her
ears, so to record reactions of residents and staff (Fig. 2).

(a) 3D sketch of prototype (b) Animated prototype
for videos

(c) 3D-printed prototype
used in the study

Fig. 2. Different stages of development of the Sanne prototype

Currently we are still experimenting with acceptable movement patterns,
regarding speed and quality of movement when approaching residents, so to be
seen, and to avoid scaring and intruding in residents’ activities. In the tests,
Sanne slowed down when approaching residents and moved faster when further
away. In addition, a ‘wiggling’ movement was used when Sanne was close to res-
idents, by driving back and forth and sideways, to make Sanne look playful and
attract residents attention. This pattern was inspired by the clown’s movement.

For the study, we utilised a Wizard of Oz setup, which is a common method
used for exploring how humans react to autonomously moving objects and robots
before having fully functioning prototypes [16,20]. This means that we remote-
controlled the movement of Sanne, enabling us to flexibly react to emerging
situations and adjust on-the-spot to the residents’ needs.

4 The Study

The evaluation of our proof-of-concept prototype was conducted in the field,
that is at our partner care home. Our study focused on the perception of Sanne,
residents’ acceptance towards our robotic prototype, and on movement patterns
suitable for a care home. We tested the mentioned movement pattern while
observing the residents’ reactions in relation to their current activity level.

We conducted our test in two care homes of our partner institution, OK-
Fonden, in 6 different house units. In total, 30 residents (16 females, 14 males)
participated in our study. Their age and names were not recorded, as for our
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study the state and effects of the dementia disease were more relevant than
personal information. The process of the study was approved by OK-Fonden’s
management. Informed consent was obtained from the patient’s relatives for
their participation. For presentation here, participants have been anonymized
via drawings based on the recorded videos. Our tests took place on three days at
different times and lasted 30 to 70 min. To investigate if and how the residents’
activity level might influence their perception of Sanne, we showed them our
prototype before and during lunch, which qualify respectively as low and high
activity levels. In total, 2:50 h video footage were gathered in total. One camera
was mounted on top of the robot’s head, approximating Sanne’s field of view, to
record close-ups of the residents. A second camera was installed in the room, to
record the space and document other eventual interactions between the residents
and how Sanne might affect these.

As the researchers did not speak Danish fluently, a staff member of the care
home was present to help communicating with the residents and intervene in
any unexpected situation. The researchers wore a care staff uniform, to blend in
and not raise too much attention. They also had to wear a face shield and keep
distance from the residents, and were tested negative, due to hygienic restrictions
related to the Covid-19 pandemic as shown in Fig. 1.

One researcher controlled the robot via a remote control, according to the
Wizard-of-Oz method, to simulate that the robot was moving autonomously.
This researcher stayed in the background and tried to hide the remote control,
to avoid that the residents might notice it. A second researcher stayed close
to the residents, to take notes of their reactions and their words Fig. 1. The
present care staff were sitting or standing next to the residents, talking to them
or supporting them in daily activities.

Later, we conducted a series of follow-up semi-structured interviews, the first
with the staff of the care home and the second one with its management. Both
interviews lasted 30 min and were recorded. These interviews focused on the tests
and staff’s regular daily practices and challenges. The aim of these interviews was
to gain an understanding on whether the care givers noticed any unusual moods
or reactions, caused by Sanne’s presence in the home. Since Sanne is supposed
to ease the daily work of the care staff in keeping the home clean, we asked them
how they perceived Sanne, to comment on her potential and which difficulties
they could foresee. The interview with care home management focused on the
general concept of Sanne and how the user tests were experienced.

5 Findings

The recorded video footage provided the key data for our analysis. It was cut,
labelled, translated, and categories were assigned to identified occurrences, such
as: residents’ reactions to Sanne, their activity level, and how they became aware
of Sanne during the test. In total, 37 situations were identified, analysed (also
referred to as reactions), and organised into a logbook. We focused especially on
occurrences in which the residents noticed Sanne and were led to act in different
ways than usual.
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Fig. 3. Positive reaction, luring with hand

5.1 Reactions to Sanne

The residents’ reactions were categorised into positive, neutral, negative, and
non-reaction. Positive reactions towards the robot include situations in which
the residents showed interest in Sanne by asking questions, talking about or to
her, smiling at her and luring Sanne to come closer or touching her (Fig. 3).
Situations where residents only noticed and visibly accepted her presence or
commented briefly, but did not further interact or relate to Sanne, were cate-
gorised as neutral reactions. Negative verbal comments, a perceptibly worsening
mood or a rejecting gesture were categorized as negative reactions. Situations, in
which residents could not perceive Sanne because of their activity level or health
condition, as well as situations where they did not show any interest, ignoring
Sanne, were labelled as non-reaction (both types are counted as non-reaction as
it is not always possible to tell whether Sanne was intentionally ignored or not
visible from the point of view of the resident).

16 out of 37 reactions were positive, only one was negative. 11 residents
reacted neutral, and in 9 situations, no reaction was discernible (Table 1).

The four reaction types were subcategorised according to the kind of reac-
tion (Table 1). Residents who reacted positively, were either talking to or about
Sanne, luring and/or touching her. In three situations, Sanne was touched by
residents, they either scratched her head or touched her ears. Before every touch-
ing situation, the participants talked to Sanne or lured her. While talking to her,
some participants altered their voice to reach a higher tone, reminding of the
tone used while talking to children or pets. Luring the robot was done either
by whistling, reaching with the feet towards Sanne, or via a hand luring gesture
(Fig. 4).

Residents who showed neutral reactions either just observed Sanne or listened
to a caregiver, or employee talking about her and agreed to what was said. In
three of the 11 neutral situations the conversation sounded like this:

Caregiver: Look, the cat is coming over there.
Resident: What is it doing?
Caregiver: It’s supposed to wash our floors, wouldn’t that be nice?
Resident: Yes, of course!
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Table 1. Occurrences of reactions to Sanne and sub-types of reactions

Reaction Situations Sub-type Situations

Positive 16 Talking 5

Talking and luring 5

Luring 3

Talking, luring and touching 2

Talking and touching 1

Neutral 11 Observing 7

Listening and agreeing 3

Listening 1

Negative 1 Kicking 1

Non 9 Not interested 5

Not possible 4

Fig. 4. Close up on lure gesture with hand

The one negative situation observed was labelled as such because the resident
followed Sanne and kicked her (Fig. 5). Nevertheless this situation was ambigu-
ous, as he did not show visible rejection, fear or anger and continued to follow
Sanne. The resident appeared negative concerning our study in general, as he
also kicked a researcher to clear his way. Kicking is usually done to show dislike
or to keep something at distance, and was therefore categorised as negative.

In some cases, no reaction was observed, this happened typically when resi-
dents were focused on other activities and did not notice Sanne. Some seemed to
see her, but did not appear interested, so that it was not possible to determine
if they would accept her or not.

5.2 Attention

As another key finding, we consider how the residents became aware of Sanne’s
presence. During the user study, at least one caregiver or employee of the care
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home was present, which led to conversations about Sanne. To determine whether
Sanne will be able to drive through the care home by herself without needing
somebody to introduce her or to make the residents aware of her, we analysed
how many people were able to perceive her without any help. There are four
different categories of the attention level (Fig. 6).

From 37 situations, 26 residents were able to notice and reacted to Sanne
independently. In those, no help was needed from a caregiver, employee, or other
resident to perceive the robot and to react. Semi-dependent were residents who
either needed help to shift their attention towards Sanne or to react. Only three
residents needed this partial help.

1. Caregiver: Look who is coming here!
Resident: Oh yes, is it walking on wheels?

2. (Resident observing Sanne on the floor)
Caregiver: Do you think its cute?
Resident: Yes.

The category Dependent summarises the situations where residents needed
help to notice Sanne and react to her. The caregiver or employee lead the con-
versation about the robot, and it is not clear whether the resident would have
noticed Sanne without any help. Situations like this were observed four times.

Caregiver: Look there! Resident: Ah.
Caregiver: What do you think about it, is it nice? Resident: Yes.

The last category describes situations, in which the residents did not pay any
attention towards Sanne, in spite of the effort of a caregiver or other residents.
This lack of attention was observed four times and assigned to the reaction
category Non and subcategory “Not possible”.

5.3 Influence of Activity Level

The third aspect of our analysis deals with whether the activity level of the
residents might have influenced their reaction to Sanne. Activity levels were

Fig. 5. Negative reaction, kicking



A Playful Cleaning Robot for People with Dementia 151

Fig. 6. Attention towards Sanne

categorised in low, middle, and high. A high activity level is represented by
situations in which residents are busy during a meal, talking to somebody, or
focused on an activity such as handicraft. Instances in which residents were
watching TV, reading a magazine, walking through the care home, or having a
small snack or drink, were categorised as a middle activity level, as these did not
require intense focus from the residents. Situations where people were only sitting
or standing somewhere were categorised as low level activity. The prototype was
tested before lunch (low to middle activity level) and during lunch (high activity
level). From 16 positive reactions to Sanne, only one resident had a high activity
level, while 11 residents had a low level. Six of the 11 neutral reactions happened
during high activity levels. In general most (19 of 37) situations were observed
during the residents had a low activity level (Fig. 7), including also the largest
number of positive reactions.

6 Discussion

A key finding from our study is that 73% of observed residents showed to
have accepted Sanne, which means that at its current state, our prototype
was accepted and tolerated by most residents. Only one negative situation was
observed and 24% of observed situations had no discernible reaction to the robot
(non-reaction). These cases of no reaction were considered a positive finding,
since the residents did not appear scared or annoyed, but simply went on with
their activities, ignoring Sanne. The observed negative situation was, as reported
by the caregivers, explainable with the fact that the resident never liked animals
in his life. Moreover, by previously kicking one of the researchers, this resident
indicated to be annoyed by anyone or anything standing in his way. Even though
some residents might not like cats or the chosen colour for Sanne, we can argue
that our prototype did not cause any fear, disturbance, or anxiety. Since Sanne
is primarily intended to clean the floor, and only secondarily to provide an
opportunity to interact or play with her, the residents do not necessarily have to
respond and should be able to ignore her. Our research question “Can a playful
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Fig. 7. Activity level

robotic vacuum cleaner, like Sanne, be accepted by people with dementia?” can,
therefore, be answered positively at this current state of development.

Another key finding is that Sanne is perceived as cat-like, indicated by
11 out of 16 positive reactions ending with touching her. The behaviour of luring
and touching could be counted an implicit behaviour, comparable to a playful
interaction with pets. Nonetheless the residents clearly appeared to be aware
that Sanne is not a real living cat, as some commented on her body being hard
and knocking on her head, showing that the design of Sanne evokes behaviours
that allude to cats as well as toy pets, without misleading people affected by
dementia.

70% of the Residents Were Able to React to Sanne Independently. This
shows that the robot could be used in an everyday situation, moving around the
care home without needing help from caregiver to be introduced or be supervised
during interactions. In this way, our prototype should be able to fulfil the purpose
of keeping the floors clean and relieving care staff of this task, as the residents
could perceive, accept, and some even liked to interact with Sanne, opposite to
what happened with the previous commercial robotic vacuum cleaner.

58% of Residents with a Low Activity Level Reacted Positively to
Sanne. The most significant reactions to Sanne occurred during low activity
levels. When residents were focusing on a task and thus had a higher activity
level, they only reacted neutral or very briefly to the robot. This shows that
people can easily ignore Sanne, which might fit the purpose of cleaning the
floors without causing unnecessary distraction. Finally this finding can provide
clues for caregivers to find a suitable time to use the robot for actively cleaning
the floor (for example during lunch or another activity) and for using it as an
entertainment and talking point for residents.
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6.1 Future Work

According to our study, Sanne might become a source of danger to those residents
who have difficulties to attend to more than one thing at a time, or to anything
that is not in their line of sight, a known issue for late stages of dementia [2].
In one instance, a resident was walking up and down the hallway and did not
notice the robot on the floor, if the researchers would not have controlled the
robot, a tripping incident might have occurred. Therefore, further investigation
is required to develop a safety protocol for Sanne, fine tuning her movement
pattern, establishing a safe distance and acceptable warning signals for residents
in transit.

The observed negative situation revealed that Sanne should be able to react
to residents’ rejections. Actions like kicking or utterances like “Go away” can
be interpreted as warning signals, which Sanne should be able to detect and to
shut off or drive away in response, avoiding further annoyance.

At the current stage of our research, it is not possible to make any claims
on the noise level of Sanne, as the tested prototype did not yet have a vacuum
cleaning function. According to experiences reported by the caregivers with their
previous cleaning robot, loud noise can negatively affect the residents, therefore,
it is our plan to further investigate this aspect during in-situ workshops.

As the residents touched Sanne in 69% of the positive reactions, the tactile
properties of the shell material should be further explored. Currently Sanne is
made of 3-D printed plastic, which is not particularly pleasant, hence we aim to
find a soft-feeling material, which invites touch but is also hygienic, so that it
does not summon more work from the care staff for disinfecting the robot.

7 Conclusion

In our study, we explored the design of a non-threatening robotic vacuum cleaner
for care homes, addressing in particular the needs of people affected by late
stages of dementia. Our study was conducted through a Human Centred Design
methodology. Therefore, we engaged in a close partnership with two care homes
located in Odense, Denmark.

Our study demonstrates that people at late stages of dementia can accept
a robotic vacuum cleaner, if it carries playful qualities in its appearance and
movement pattern. Based on our conversations with staff, we gave our prototype,
which we call Sanne, the appearance of an orange red-striped cat and a movement
pattern, which supports visibility and predictability, avoiding fright and tripping.

Our results show that residents responded positively to our prototype, as
most of them tried to engage with our prototype to play as if it was a pet or a
cat-like toy. Only one negative response was observed, which was a rejection, but
not accompanied by fright or accidents. Other residents simply ignored Sanne, as
she was not in their field of view or they were engaged in activities. We consider
non-responses as positive, as people are entitled to interact with Sanne or not
according to their wish. These occurrences mean that there might be a risk of
tripping, therefore, our next step in development will focus on exploring a safety
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protocol to avoid accidents while Sanne is cleaning the floor or simply sharing
space with residents.
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Abstract. Molecular tumor boards are an emerging platform for mul-
tidisciplinary oncology care specialists to assess treatment options based
on the patient’s individual molecular tumor profile. However, they
require complex manual preparation, e.g., data retrieval from widespread
knowledge bases. We define clinical process models and a software pro-
totype supporting the adoption of virtual molecular tumor boards across
multiple clinical sites. Together with real-world experts, we created soft-
ware prototypes to optimize the individual steps of preparing, conduct-
ing, and follow-up after molecular tumor boards. Thus, our Web-based
prototype supports oncologists in selecting individual treatment options
more effectively.

Keywords: Virtual tumor board · Molecular tumor board · Cancer
therapy · IT-aided clinical processes · HiGHmed

1 Introduction

The heterogeneity of cancer diseases demands multidisciplinary collaboration
and adequate software tool support for medical professionals in their daily rou-
tine [16,35]. The wide adoption of Tumor Boards (TBs) as the defacto standard
for oncology decision-making shows the importance of joint medical expertise:
A group of trained practitioners discusses each patient’s cases individually by
jointly assessing all available patient data to support the treating doctor in find-
ing the best treatment option [15,21]. Recent advances in molecular diagnostics
like Whole Genome Sequencing (WGS) make even more fine-grained molecu-
lar data available for oncologists enabling evidence-based decision finding [36].
c© Springer Nature Switzerland AG 2021
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Fig. 1. Several patients arranged in the MTB dashboard using Kanban methodology.
From left to right: The backlog contains non-annotated cases, followed by already
researched molecular profiles, patients scheduled for an upcoming MTB, and those
that require a follow-up. Each card represents an individual patient case.

However, at the same time, it is getting increasingly complex for oncologists to
gain insights from this sheer amount of data due to the lack of adequate tool
support. This work reports on observed challenges with conducting Molecular
Tumor Boards (MTBs) that include the patient’s molecular profile as an essential
basis for personalized treatment recommendations [15]. We further contribute a
prototype for software support for “Virtual MTBs” [4,24].

At the moment, TBs and MTBs among hospitals vary due to missing stan-
dardization, and, to the best of our knowledge, no standardized process models
exist in the literature. Tools for MTB support are divided into two categories:
Clinical Decision Support Systems (CDSS) and management support systems.
CDSS focus on the preparation process and either leverage Artificial Intelli-
gence (AI) to extract relevant information or store expert experiences such as
variant-treatment combinations [32,34]. Annotation and publication databases
play a crucial role in the preparation phase but need to be queried individually.
Online services aim to link medical publications and data from disease-specific
databases to support the information-seeking process for researchers and clini-
cians [30]. In contrast, the literature rarely reports management support systems,
i.e., tools supporting look-up of patient data, tracking of case progress along the
tumor board process, creating presentations, documentation, and follow-up of
patients. Therefore, we contribute by our “MTB Assist” software tool to address
these open issues. A screenshot of its dashboard is depicted in Fig. 1. Our work
was created in the context of the HiGHmed consortium, one of the four consortia
funded by the Medical Informatics Initiative of the German Federal Ministry of
Education and Research [11].

The remainder of the work is structured as follows: After setting our work in
the context of related work in Sect. 2, the methods of our involved engineering
process are described in Sect. 3. Section 4 describes the results of the require-
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ments engineering, followed by our contributions in Sect. 5. We evaluate our
findings in Sect. 6 and conclude our work with an outlook in Sect. 7.

2 Related Work

Nowadays, MTBs are being established increasingly at hospitals and cancer care
centers [9,15,17,21,31]. They are often part of clinical studies, e.g., the MAS-
TER program in Heidelberg [18]. Although MTBs are of growing importance
for the improved care of cancer patients in clinical practice, there is no com-
mon definition of and standard for implementing them available [29,36]. As a
result, the processes for preparation and conducting of MTBs vary from hospi-
tal to hospital [3]. Thus, the reproducibility and quality of MTB findings may
vary. To the best of the authors’ knowledge, only informal descriptions of MTB
implementations were published at the time of writing [12,15,23].

Therefore, we define a formal description of the process using Business Pro-
cess and Notation (BPMN) in Sect. 5.1. Nowadays, patient data is typically
stored across distributed data silos such as hospital information systems (HIS) or
local workstations in a hospital setting, hindering collaborative real-time access
and making manual data aggregation necessary [5,22]. Moreover, apart from
essential meeting tools, dedicated software tools for preparation, conducting
meetings, documentation, and follow-up are not reported in literature [14,27].

3 Methods

In the following, we share details about the incorporated methods and engineer-
ing approaches. For our work, we followed an engineering approach that incorpo-
rated the Design Thinking (DT) methodology. Design Thinking methodology is a
method to identify and solve problems which includes an empathizing, ideation,
prototyping, and testing phase iteratively [25]. Therefore, we conducted inter-
views with subject-matter experts from hospitals in Germany to identify current
limitations and define a clinical process model for adopting MTBs in the clin-
ical setting. Furthermore, we described specific requirements for software tools
to enable beyond-hospital collaborations between oncologists to contribute to a
shared clinical knowledge for genetic annotations.

Observations and Personas: We visited MTBs of two major German university
hospitals and interviewed subject-matter experts to empathize with the practi-
tioners. The interviewees (n = 8) were identified through purposive sampling. We
were able to define three personas involved in our observed MTB processes: the
treating physician, MTB research expert, and moderator. Personas are an instru-
ment to help identify the user’s needs and desires [7,25]. Based on the personas
requirements, we defined clinical process models using Business Process Model-
ing and Notation (BPMN) version 2.0 for individual clinical steps as outlined
in Sect. 5.1 [8]. The process models were evaluated several times together with
subject-matter experts in oncology meetings within the HiGHmed consortium.
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Rapid Prototyping: Prototyping is a powerful way to evaluate ideas at an early
stage, which aids in proving underlying assumptions [10]. Therefore, we drafted
whiteboard sketches to align ideas and present iterative software prototypes to
selected medical experts. Based on their feedback, we designed a software tool
supporting oncologists in preparing, conducting and following up MTB cases.
Our interactive “MTB Assist” prototype is a Web application that allows easy
access via Web browsers without local installations and configuration as part of
AnalyzeGenomes.com [26,30]. The software consists of a graphical user inter-
face (Angular 6), a backend server (Python-Flask), and an in-memory database
management system (IMDB) to enable real-time data analysis.

Evaluation: “MTB Assist” was evaluated based on user tests with selected anno-
tators (n = 2) from a major German cancer center with regular MTBs. The inter-
viewees were identified through purposive sampling. The evaluation incorporated
two iterations. Each test participant was first introduced to the purpose of the
MTB support tool, then asked to simulate the whole MTB process. Along with
the test, we adapted the Think-Aloud method to encourage the interviewees to
talk about their impressions and actions [6].

4 Requirements Engineering

In the following, we share our observations from the DT empathizing phase.

4.1 Observations

For each participating patient in an MTB, treatment options are researched from
different medical knowledge databases based on a list of genetic variants [3].
The annotation includes druggability options, drug evidence levels, and ongo-
ing clinical studies [18,37]. MTB meetings are conducted in a conference room
with external practitioners who receive feedback on their cases. Each case is
introduced by summarizing the patient’s medical history, then discussed, and
treatment suggestions are written down. Due to the breadth of existing and
unharmonized knowledge bases and primary literature, information seeking is
tedious and may result in missed treatment recommendations. Historical cases
are a valuable source; however, those cases often are not indexed and are difficult
to retrieve. Also, it is hard to keep track of the current preparation state, i.e., “is
annotated,” “needs a follow-up” when preparing multiple cases. Once treatment
recommendations are researched, presentation slides are assembled by copying
results into an MS PowerPoint template. This time-consuming process needs to
be repeated for each patient and tumor board. Often, multiple information sys-
tems are used to access data highlighting the need for a unified interface. The
consultation of relevant data interrupts the meeting, although participants must
focus on discussing the case. Whenever a question cannot be answered due to
missing details, the patient’s discussion is postponed to the next meeting. All
MTBs attendees must be given the possibility to prepare each case to have rich
discussions and fewer postponed meetings. Strong digital collaborations between
the participants require differing permissions to a patient’s case sub-resources.
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4.2 Software Requirements

Based on our observations from Sect. 4.1, we derived the following functional
software requirements for a Web-based software support tool [20].

F1 Automatic Import of Patient Data: Relevant case data shall be imported
automatically from the respective HIS.

F2 Visual Clinical Process Overview: Provide a graphical overview of the prepa-
ration progress with a list of cases in the queue.

F3 Variant Annotation: Enable users to create and save annotations of genetic
variants into a database with a unified structure including entries, sources,
medication, evidence level, and appropriate reasoning.

F4 Genetic Variants Ranking: Calculate a relevance score for individual genetic
variants based on their pathogenicity.

F5 Parallel Entry Extraction: Inform about the availability of entries in anno-
tation sources for a genetic variant.

F6 Similar Patient Case: Identify similar cases based on their molecular profile.
F7 Collaboration: Case information such as annotations can be shared to obtain

feedback from peer researchers and clinicians.
F8 Case Presentation: Automate the process of slide creation with a one-click

solution containing relevant information per patient case for MTB discus-
sion.

F9 Documentation: Provide a documentation system for treatment recommen-
dations linked to the case.

In addition to the functional software requirements, we also identified non-
functional requirements as follows:

N1 Usability: The software shall have a design being easy and intuitive to use
by trained and non-trained medical end-users.

N2 Maintainability: For the IT staff, it shall be easy to add new components,
e.g., data sources, enhance existing functions, e.g., calculation of relevance
scores, and roll-out updates or bug fixes to all users promptly.

N3 Minimal Setup Effort: Medical professionals as users of the software should
have minimum efforts to install, set up, and configure it before using it.

5 Contributions

In the following, we share our contributions, i.e., the clinical process models for
conducting MTBs and the proposed software support prototype.

5.1 Clinical Process Model

Together with subject-matter experts from oncology, we defined clinical process
models for MTBs to support their adaption in clinical settings. The process
models aim to support the standardized implementation of MTBs in clinical
settings and are available in the appendix. The process addresses the identified
MTB processes: a) preparation of a case for the MTB, depicted in Fig. 3, and b)
MTB meeting, depicted in Fig. 4.
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Fig. 2. The browser plugin assists in keeping track of annotations from arbitrary
sources, which matches clinical practice.

5.2 Software Prototype

The clinical processes identified in Sect. 5.1 are supported by our prototype
“MTB Assist” to address software requirements outlined in Sect. 4.2 as follows:

Import of Patient Case Data: Case data can be added to the system either
manually (see Fig. 5) or by querying the local clinical data repository. Case-
related data is stored in an in-memory database to enable real-time data analysis.

Patient Overview: The dashboard depicted in Fig. 1 implements the Kanban
methodology to manage the current state of each case in the MTB process [1,2,
19]. Kanban is an agile method that improves communication and coordination,
visualizes the work in progress, and reduces process times.

Variants View and Literature Sources: All functional genetic variants, gene loca-
tions, and affected proteins are shown in Fig. 7. Amongst others, the following
knowledge sources are PubMed, ASCO, CIViC and historical cases.

Relevancy Scores: Mutations can be sorted by a relevance score calculated using
functional analysis through hidden Markov models obtained by VarSome [33].
The score indicates the functional effects of protein missense mutations. Fur-
ther scores may be implemented [13]. Interactive figures help to assess driver
mutations as depicted in Fig. 8.

Similar Patients: Historical data enables reusing existing clinical knowledge,
also from other hospitals. We defined three levels of patient similarity: Weak
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similarity is given by characteristics such as age, gender, diagnosis. In addition,
similar patients can be matched by alterations occurring in the same gene. The
third level of similarity is given with all available structured patient and tumor
characteristics using artificial intelligence (AI) techniques [28].

Annotation Plugin: Our tool either supports the annotator through a browser
plugin for Google Chrome as depicted in Fig. 2 or a structured form as depicted
in Fig. 6.

Detail View: Traditional tumor boards use only clinical, pathological, and radi-
ological data for a patient. This data is displayed next to the variant view,
allowing to assess whether a researched treatment option is recommendable to a
patient and in order to prepare the presentation in which the patient’s medical
history is revisited.

Presentation View: All cases can be opened in presentation mode in favor of
manual-created MS PowerPoint slides.

Access Control: An access control system allows assigning subjects and partici-
pants to groups, limiting access to individual patients.

6 Evaluation and Discussion

In the following, we evaluate our findings and discuss their applicability with
regards to multi-site virtual tumor boards.

Firstly, we need to consider how to establish the required clinical processes
for such MTBs. Our defined MTB process models presented in Sect. 5.1 were
created and validated with subject-matter experts from multiple German hos-
pitals. Thus, they built upon best practices from hospitals conducting MTBs.
Furthermore, subject-matter experts were able to provide feedback on how to
adapt these processes. We found out that for some hospitals there will be selected
specifics. Therefore, our clinical process models aim to be flexible and open to
include these hospital specifics as well.

The models are open to participants from remote entities via a conferencing
system. Inter-institutional information exchange is the basis for the identification
of similar historic patient cases. Therefore, the search for selected non-identifiable
attributes should be supported, such as gender, age group, primary diagnoses,
selected genetic changes.

Our interviews revealed that the quality of an MTB highly depends on the
work of the MTB research expert. By leveraging our software tool “MTB Assist”,
the burden on they are reduced in the long term because the system grows
through multi-center use and allows the combination of annotation from all sites.
Thus, we expect that the most time-consuming step, the research for patient-
specific annotations, will reduce over time.

Our tool forms the foundation for building up a single multi-site knowledge
base, which contains amongst others point-of-care data, annotations for molec-
ular variants, assessed treatment options, and clinical trials enriched by selected
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clinical data. We consider it as a management support system that helps to
implement standardized MTB processes.

The feedback from medical professionals revealed that our proposed “MTB
Assist” provides suitable IT-aided process support for the preparation and con-
duction of tumor boards. For example, the linkage to primary annotation knowl-
edge bases supports reproducible decision-making. Accessing public annotations
from distributed databases for genetic variants via a single user interface was
considered time-saving. Our interview partners highly appreciated the modular
fashion of source inclusion for the annotation. However, the correct selection
of sources remains challenging, and comprehensive tool support is missing [3].
The drug auto-complete option in the annotation view was considered helpful
because it avoids inconsistencies. However, it lists only approved medications,
and it does not contain recent drug candidates available from clinical trials. Dur-
ing our interviews, we found out that Microsoft Internet Explorer and Mozilla
Firefox are the most common Web browsers in hospitals, which limits the func-
tionality available for plugin development.

We consider the combination and sharing of clinical knowledge between med-
ical experts – even across institutional borders – as an enabler for a more coop-
erative decision-making process in oncology. In addition, the idea of displaying
selected data from similar patients has been perceived as a unique advantage
because it is not available in clinical practice, yet. The ability to automatically
turn assembled case data into a screen presentation was an essential feature. It
releases medical professionals from composing slides using Microsoft PowerPoint
and making additional time for medical investigation available.

7 Conclusion and Outlook

With the Design Thinking methodology, we assessed current limitations in con-
duction multi-site MTBs. We identified current state-of-the-art processes and
defined clinical process models in BPMN. MTBs can be streamlined with IT
support; thus, we designed a software support tool that addresses critical man-
agement challenges. Our contribution includes the clinical process models from
Sect. 5.1 that can be used as a prototype for a standardized implementation
of MTBs in hospitals across Germany. Finally, we demonstrate how software
tools like our proposed MTB planning software prototype can support the IT-
aided clinical process. Our prototype addresses oncologists’ requirements and
combines fragmented knowledge. The Web-based software tool supports more
efficient and effective treatment planning. Our contributions open up opportu-
nities for future work. For example, future work can assess the implementation
of OpenEHR structures into an MTB management tool.

Acknowledgments. Parts of this work were generously supported by a grant from
the German Federal Ministry of Research and Education (01ZZ1802).
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A Appendix

Fig. 3. Process model for MTB preparation. For inclusion to an MTB, a patient must
be approved. Approval may be given when state-of-the-art therapies have failed. Next,
molecular analysis is ordered, and lab technicians sequence the tumor to retrieve the list
of genetic variants. The research expert then creates a case in the MTB tool by merging
all relevant patient data from different sources. The identified genetic variants can be
used to query similar cases. Variants are ranked based on their therapeutic relevance
according to external sources like Var-Some. The research expert selects the most rel-
evant variants and annotates them with identified therapies by literature review. Tool
support is given by generating search queries automatically, leveraging named-entity
recognition to highlight genes/drugs, and generating text summaries. The variant, drug,
evidence level, source, and explanation are annotated to the case. Suitable therapy sug-
gestions are ranked considering the medical history of the patient, the evidence level,
and the feasibility of therapy. Additional information is drawn from historical cases to
include existing clinical knowledge and improve preparation efficiency. The patient’s
de-identified case data can be made available to other researchers. The patient is sched-
uled for one of the upcoming MTB meetings, and the presentation view including all
necessary information can be started right away.
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Fig. 4. Process model for MTB meeting. During the meeting process, a patient case is
introduced, and its medical history is presented briefly. Consequently, the moderator
starts to follow up on any open questions from the last MTB meeting. Next, the
moderator presents a prioritized list of treatment suggestions and available studies,
including eligibility criteria and location. Afterwards, all attendees are guided through
the discussion and are invited by the moderator to comment on the case and provide
more suggestions that influence the treatment decision. Successively, the group agrees
on the most appropriate treatment recommendation, which will be documented.
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Fig. 5. Screenshot showing a dialogue to manually create a patient by an identifier,
demographics and diagnosis in “MTB Assist”.

Fig. 6. Screenshot showing a modal form to add an annotation to a case. The dialogue
adds a drug, evidence level and reasoning to the selected mutation.
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Fig. 7. Variant view for a selected case. Amongst others, it depicts altered genes, e.g.,
KRAS, SETBP1, LRRK1, type of variant, relevance, primary sources, similar cases,
and the role of the gene according to the Cancer Gene Census database.

Fig. 8. Screenshot showing functional genetic variants sorted by their calculated rele-
vance score. The graph shows the score that is calculated by the appearance of gene
mutations in multiple sources: To account for source quality, we put a higher weight
on specific sources, making those mutations stand out more by appearing higher up in
the list and having a bigger circle inside the diagram. We value sources from CIViC
higher since entries are most likely created by MTB research experts or equivalent pro-
fessionals. Historical cases are valued highest since entries stem from known experts in
the field.
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Abstract. The present work describes the initiative of the Centre Hospitalier
de Valenciennes (CHV) and the Pôle de Recherche et Innovation en Mobilité
et Handicap (PRIMOH) which create a joined Living-Lab for the prevention of
falls in the elderly. Local authorities, social services and networks, companies,
local associations, elderly structures, researchers, health practitioners and elderly
people have started cooperating within the Living-Lab in order to propose new
health protocol, new technologies, newmethods to support the preventionof falls in
the elderly population. This approach focuses on the real needs of the users, taking
into account the experiences of each participant, professional or individual. Elderly
people, physicians, nurses, helpers, services, experts discuss and share knowledge
and feedbacks to improve the care associated with falling. The originality of the
method is that users are involved from the very beginning of each project, they
even decide which project the Living-Lab should carry out. The paper provides an
overview of the methodology that was followed and describes the current projects
centered on the reduction of fall in the elderly.

Keywords: Living-lab · Elderly · Prevention of fall

1 Introduction

Living-Labs have been described in the literature since 2006 and address a wide ranging
variety of fields [1]. Various definitions can be found about Living-Lab but they mostly
converge to a real world environment for research and innovation including end-users
and stakeholders [2]. In the field of health, Living-Labs have been mainly used for
testing new technologies and acceptability for the patients [3–5]. Only a few have other
purposes such as education or specific training [6]. The method of Living-Lab has been
documented and referenced in several books [7, 8].

In the field of fall prevention, many interventions have been tested and carried out
to reduce the number of falls in the elderly. Results are sometimes found to be effective
[9] and sometimes no proof can be shown for the reduction of the number of falls [10,
11]. To our knowledge, there is no study showing the use of Living-Lab methodology to
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design fall prevention programs, to improve the process of the diagnosis and treatment
after falls or to encourage the elderly to participate in activities.We believe that including
the elderly in projects aiming to keep them active, to reduce falls and use technologies
that improve their quality of life may have a positive impact on their health and on their
long-term involvement in the activities.

2 Living-Lab

Our Living-Lab is located in the city of Valenciennes in the Hauts-de-France region. It
was funded over the first year by the Nord local council to develop innovative solutions
for the mobility and the autonomy of senior citizens. It is now self-supported by the
Centre Hospitalier de Valenciennes (CHV). The CHV has a large department of geron-
tology including residences with various levels of assistance and services, several health
services such as a mobile geriatric team, day hospital and geriatric hospitalization unit,
several type of geriatric consultations including cognitive impairment, oncogeriatrics,
pre-surgery assessment etc. Therefore CHV geriatrics services is highly interested in
improving the elderly people’s care especially in the term of fall prevention, falls being
one of the most common reasons for admissions and for dependency. The first partner
of our Living Lab is PRIMOH which is a research group within the University Poly-
technique Hauts-de-France with a main focus on developing innovation around mobility
and disability. PRIMOH federates a large range of professionals including researchers,
public and private health institutes, companies, local authorities and users.

Falling is a well-known issue throughout the world since global population is aging
fast. Many scientific papers have been published on programs which aim at reducing the
risk of falls. However in all of these the papers, the initiative comes from researchers,
caregivers, health administration. It never comes from the elderly themselves. We have
chosen to address the issue of falling from a different point of view, and we started by
involving the elderly right at the beginning of the project. We think that if the elderly are
actors of their own program and are personally involved in activities it may improves
falls reduction and long term health.

Different phases are necessary to build a Living-Lab. The first one is to create a com-
munity of participants including stakeholders and users. The partners which have already
joined the Living-Lab are: the teams of the CHV gerontology department, research labo-
ratory (LAMIH UMR CNRS UPHF 8201), local geriatric networks, elderly residences,
the regional network for autonomy (CLIC), local neighborhood association (Maison de
Quartier), the Senior initiative of the city (Council of senior citizens), local associations
for mobility as well as companies dealing with the development of technologies for
seniors. The elderly are recruited within the partner residences, the associations and
networks.

The second phase aims at organizing workshops with volunteers on the topic they
feel concerned about and based on real-life issues. The purpose of the workshop is to
set the participant in a creative and innovative environment. The collaboration between
people with different backgrounds and experiences results in unexpected and interesting
ideas. Involving the users and as many stakeholders as possible generates solutions with
real possibilities of applications, taking in consideration the barriers, the life context, the
needs and the expectations of the users.
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The third phase consists inworking on the ideas proposed by the community of users.
That work includes organizing more workshops to select and define an idea and then
discuss the possible actions and initiatives necessary for the implementation of this idea.
It also includes broadening the spectrum of partners to reach out to more stakeholders
and more end-users.

The Living-Lab currently encompasses those three phases. The upcoming phases
will include the implementation of the selected ideas, testing and evaluating of the
actions/initiatives and developing more projects.

3 Projects

The Living-Lab develops several axes within various project are emerging:

Axis 1 Fall Prevention
Axis 2 Technologies for senior citizens
Axis 3 Events for information, education and initiation
Axis 4 Local issues working group

3.1 Axe 1: Fall Prevention

Finding a way to progress and evolve in the field of fall prevention is at the core of
the Living-Lab. Many publications demonstrate the effectiveness of interventions in
laboratory settings. The idea is to transpose those interventions in real-life settings. We
take into account the recommendations of the professionals and the needs, expectations
and motivations of the elderly and we try to bridge the gap between what should be
done theoretically and what is really done in daily life. We organize workshops twice
a month with elderly people and with geriatric professionals to identify the issues, the
barriers and the obstacles for the prevention of falls in order to work out ideas to improve
prevention. As an example: one of the project developed in fall prevention was adapted
physical activity. During theworkshops, the seniors discussed about feeling a decrease in
balance; being afraid of falling and willing to do something about it. Using the living-lab
methodology, the seniors designed the program including walking and balance exercises
but they suggested to use dance and social games. The performance were evaluated with
clinical tests to acknowledge the progress. The covid 19 sanitary crisis interrupted the
program and biased the tests results. However, an increasing number of seniors were
taking part in the sessions and would enjoy pursuing the activity.

3.2 Axe 2: Technologies for Senior Citizens

This is the display of the Living-Lab: we can test and evaluate devices targeting seniors.
We select the devices which seem interesting for improving their mobility and autonomy
and we offer to test them within our community of users. Currently, four start-ups,
centered on technologies for seniors are working with us on developing protocols for
testing and evaluating their products (Fig. 1). Two types of assistive robots are being
evaluated for their benefits in improving the cognitive and physical stimulation and
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improving social interaction in elderly. The cognitive stimulation with virtual reality is
also being tested, the system is a capsule bringing additional inputs such as warmth cold
and smell to the virtual experience. Finally, touch pads are used to propose computer
experience to the elderly with social calls, games and internet search for information.

We also welcome start-ups and student projects to help them develop their products
for seniors. Thanks to the close collaboration with the university (UPHF), the students
can test their ideas in a real-life settings with feedbacks from real end-users.We organize
demonstrations and initiations to technologies for seniors and caregivers every 3months.
If the technologies are accepted by the elderly and caregivers, the living-lab further
develop the project either to evaluate the product or to evaluate the effects it has on
users.

The projects of the living-lab offers innovative testing linked to research. The projects
are set in real life which harden the data collection because it is not a controlled envi-
ronment of a laboratory. Therefore, there is very few restriction for the inclusion of the
population and the questionnaires and evaluations scales are extremely simplified to be
quick and understood by everyone. The projects request a great deal of adaptations to
stick to the rigor of research and fit in the real life environment.

Fig. 1. Testing of technologies for seniors.

3.3 Axe 3: Event for Seniors

This is the “sharing” part of the Living-Lab, we offer the opportunity to try the innova-
tions in real conditions, through events with demonstrations and initiations. Feedbacks
and satisfaction questionnaires are collected after each event. For example, with the
objective of mobility and autonomy, we are trying to keep the seniors active. An event is
planned in the spring of 2022 to encourage the elderly to practice activities (Printemps
de la Forme 2022). Conferences, workshops, initiations, activities, tests of technologies
will be organized, according to the needs expressed by the elderly in the Living-Lab’s
workshops. Partners are associated for the organization of the event with the main objec-
tive of responding to the needs of the users. Others events are planned and will center on
nutrition (Silver Fourchette) and inter-generational exchanges (Activités avec tes ainés).

3.4 Axe 4: Local Issues Working Group

This is the practical aspect of the Living-Lab. Research and innovation take time, several
workshops and lots of background work are necessary to work out applicable solutions.
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Several months are needed to fully develop an idea. Meanwhile, it is necessary for the
elderly and for the caregivers to remain enthusiastic about joining the workshop. Being
aware of the influence of their input on the evolution of the research, helps. Therefore,
we organize monthly workshops to work out local issues. For example, in one of the
residences, the library was closed for lack of users and staff to handle the book loan. The
residents wish the library reopened and the workshops aim at preparing the re-opening
and the management of that library. Other projects are planned such as re-thinking the
organization of the animation of a residence and finding ways to reach out to isolated
senior citizens.

All the project are ongoing, the Living-Lab has already organized over 50 workshops
since its opening in September 2019.

4 Discussion

All the projects presented in this paper are currently running, therefore the results are
not yet available, however the form of the results can still be discussed. The evaluations
present challenges for several reasons: the health condition of the elderly is rapidly
changing, and influences their participations and the results to the evaluations. The
questionnaires and scales must be short and clear to keep them focused for the duration
of the test. The data collection should fit the elderly capacities but should also remain
meaningful for research purposes.

The Living Lab started on September 2nd 2019, it is thus relatively new. The initial
funding ended after one year. However, the Living-Lab was able to continue its action
by applying to other grants and finding partners to finance projects. The large amount of
projects that have started and the number of partners who are interested in the Living-lab
method are very encouraging for the long-term development of this Living-Lab.

The Living-Lab method already shows its efficiency in our projects regarding the
amount of information gained in the workshops. It increases the collaboration between
services and networks and it brings opportunities for education, formation and infor-
mation to the participants. It allows the new services and technologies to reach a
larger amount of people. It favors citizens’ and professionals’ involvement in projects,
makes them leaders and actors of their health and it increases users’ and stakeholders’
satisfaction.

Themotivation of the participants in the workshops shows the success of this Living-
Lab. The workshops are organized according to the Living-Lab method: we create the
environment and situations that favor creativity and innovation, we encourage the par-
ticipation of anyone who feels concerned about the topic and is willing to share ideas.
Together, they work on each other’s ideas to complete and improve the propositions.

Specific attention is directed toward ethics and the protection of data. The results of
the workshops belong to the participants throughout the community of the Living-Lab.
The participants do not surrender their rights and intellectual property. They agree to
share their ideas on behalf of the Living-Lab community and have access to the data that
was generated.
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Projet Innovation AMI 2 Autonomie. We greatly acknowledge the partners for trusting us with
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Abstract. The digitalization of society bringsmany opportunities and challenges,
especially on how we organize the welfare society in the future. This becomes
especially pertinent as we are heading toward a global increase of older people,
which will strain healthcare and bring the challenge of building sustainable solu-
tions. In this paper, we argue that the unsustainable solutions within healthcare
are due to them being defined and ‘solved’ with a single approach or approaches
used in silos. We advocate that a more sustainable solution could be achieved
by combining systems thinking and design thinking perspectives throughout the
entire process—from problem definition to solution offering. A benefit of such
combined perspectives is the ability to develop a shared context among all stake-
holders, which helps uncover unique tacit knowledge from their experience. This
will serve as a solid foundation to generate unconventional ideas that will lead to
sustainable and satisfactory solutions.

Keywords: Systems thinking · Design thinking · Healthcare · Sustainability

1 Introduction and Background

The ongoing evolution from an industrial to digital society leads to radical changes
in the way we offer and organize the welfare society. In these settings, technological
developments are convergingwith the demographic changes, thus we are heading toward
a global increase of older people and vast technological innovation trends [1].

The average global life expectancy has increased by more than five years in the last
two decades, according to the World Health Organization (WHO) [2]. Sweden has the
highest life expectancy, 81 years for men and 84 for women [3]. It is estimated that by
2060, the life expectancy will increase by at least five years for both genders, meaning
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that one in four inhabitants will be 65 or older [4]. In addition, according to WHO, 15%
of the entire world population [4] lives with some disability, which will increase the total
number of people needing care in the future. Furthermore, Sweden’s Social Service Act
encourages older people and those with disabilities to live independent lives in their own
homes, which puts a strain on healthcare [3].

Digitalization leads to profound changes in howwe consider older adults as patients,
citizens, and consumers. Digitalization is a process that creates newmodels and concepts
that lead to new services and new ways of delivering services. It is characterized by
digitizing already in use or new artifacts integrated into healthcare and daily life. For
the aging population, this will lead to new opportunities but also new challenges. The
ability to leverage the adoption rate of these technologies is to understand how older
people are using (or not using) the digital tools today, the potentials and pitfalls in future
development as well as how they can proactively participate in the design and innovation
of digital tools and services they will be using. Especially since the older population is
increasingly becoming adept at internet use [5].

Evidence shows, however, that despite investments done in using digital solutions in
healthcare, relatively few solutions have been efficiently implemented into the welfare
practices so far [6]. Most solutions within healthcare fail to progress and impact the
real-life environment; they remain within the academic and research environment as a
proof-of-concept [11, 12]. The sustainable adoption of interactive e-health technologies
is a complexmatter that must consider the healthcare sector’s entire value chain, together
with the well-being of the patient and the feasibility of the proposed technology [1].
This requires a holistic understanding of the context, actors involved, and understanding
human needs and system requirements. To gain such understanding, in this paper, we
argue that a combination of the Design Thinking (DT) and Systems Thinking (ST)
approaches is a way forward for sustainable adoption. By applying such a combined
perspective, we can research the broader implication of the innovation (through the
means of ST) as well as their novelty and ease of use (through the means of DT) within
the healthcare sector.

2 Current Challenges within Healthcare

A crucial challenge within healthcare is to constantly improve and maintain the health
and well-being of older people by using interactive technologies mainly because the
relation between the care of the older people and interactive technologies is linked to
another challenge, which is how to influence this community to adopt innovation [7].

One of the main reasons for the lack of the adoption of digital technologies is the
inability to consider the innovation from a holistic perspective and to account for its
short- and long-term consequences for different stakeholders in the healthcare sector
[8]. This challenge requires active users and stakeholders to map, analyze, and enhance
the user experience with interactive technologies focusing on welfare, accessibility, and
adoption. This is a matter of designing rewarding, multifaceted user experiences, which
consider how a solution is used and how it is communicated, delivered, supported, and
followed up.

Another challenge is how to manage the healthcare system (e.g., through gover-
nance models) to increase the efficiency of care and reduce inequity. The management
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of e-health systems plays a crucial role in their sustainable adoption and operation. The
sustainable management of healthcare systems requires that we monitor and evaluate
specific technologies’ performance while ensuring that the implementation of technolo-
gies will also support the entire e-health system and lead to desired effects [9]. This
presents a challenge since an efficient system should improve collaboration, alignment
of work activities, and interoperability of different co-operating systems, thus ensuring
the most prudent use of the limited human and technological resources [10].

3 The Need for Systems Thinking and Design Thinking

The described challenges indicate that the healthcare and well-being sector is a complex,
diverse, and heterogeneous socio-technical system consisting of various stakeholders
and technologies, numerous interactions between them, and different powers between
stakeholders. Such a complex system is open, i.e., it interacts with its environment and
responds to external changes. The diversity and versatility of a complex, open system
are essential for system adaptability, but they also increase the system’s uncertainty
and interactions with the environment. Considering that an open system does not have
an established equilibrium, new connections can continuously emerge. Moreover, the
effects of the interactions are unpredictable, and can be non-linear. Therefore, small
internal or external changes can lead to significant outcomes, or vice versa [10, 11].

Systems Thinking (ST) is a particular way of treating and approaching such complex
situations. Based on foundational features of ST highlighted by [12], we can identify
three generic imperatives of ST in practice: understanding inter-relationships (the holis-
tic ‘thinking’), engagingwith numerous perspectives (joined-up thinking ‘practice’), and
reflecting on boundary judgments (thinking in practice). With ST in mind, managers,
practitioners, and designers explore how the functionality of a system performs inwhole-
ness and not how the parts perform independently. Furthermore, ST focuses very much
on stakeholders and their interactions to gain a rich understanding of the context.

In combination with ST, we also need the Design Thinking (DT) perspective, which
is defined as a human-centered approach to innovation that integrates people’s needs
with the potential of technology [13]. DT helps to understand the needs and redefine
problems to identify alternative possibilities that might not be instantly apparent with
our initial level of understanding, thus bringing novelty and innovation potential. Using
DT, a researcher is encouraged to challenge the current context and assumptions by
continuously extending the limits of what might be possible [14]. ST offers the ability
to dissolve complex issues from a systemic worldview, whereas DT helps in looking at
complex issues from various angles and perspectives.

4 Using ST and DT to Address Identified Challenges

Considering the complementing strengths of ST and DT, their combination could help
in several aspects, such as (1) identifying relevant stakeholders and developing a shared
context among them; (2) making better sense of the problems being addressed; (3)
fostering a unique idea generation process; and (4) designing sustainable solutions.



182 M. Ferati et al.

4.1 Identifying Relevant Stakeholders and Developing a Shared Context

Within DT, stakeholders are typically observed by the researchers. Their needs and
abilities are carefully studied along with the context where they conduct their activities.
The researchers typically try to include a broad spectrum of stakeholders to gain a
multiple angle understanding. Included stakeholders, however, are typically studied and
observed separately, and the collected data is analyzed in parts [14]. This causes a struggle
to see the interrelation and interdependence among stakeholders [13].

Another crucial and often forgotten aspect is the power balance among various stake-
holders in the healthcare domain.Not all stakeholders carry the same power. For instance,
there are often power imbalances between older care recipients and care professionals.
Moreover, nurses could have the best knowledge in the day-to-day activities; however,
they do not have the decision capacity that typically someone at a political and manage-
ment level with a budget power has. Such disbalance needs to be handled appropriately
in the design and development process by recognizing and leveraging the qualities and
powers of all stakeholders involved.

At this point, ST facilitates researchers to combine the knowledge from all stake-
holders and develop a shared context among them. This shared context should reside
with the researcher and should be propagated further to all stakeholders to help them
understand each stakeholder’s role within the system. This is important, considering that
stakeholders are also regarded as designers within the DT approach, and if they are going
to develop ideas and designs, they should have access to all knowledge.

4.2 Making Sense of the ‘Problem’

The main benefit related to the combination of ST and DT is that designing digital
solutions in healthcaremust dealwith inherently ‘wicked’ problems. It is very seldom the
case when the problem is apparent, and the solution is merely available through applying
rules or technical knowledge. Creating a solution that fits in a more profound situational
or social sense is often a complex task, and the ‘problem’ is often not understood until
a solution (even preliminary) is developed and tested. Systems analysis lacks the ability
for clear problem identification, but instead, DT, by implementing a fast-paced cycle
of idea generation, prototyping, and evaluation, supports a process where problems are
discovered through the iterative assessment and testing of solutions [15].

DT is a powerful tool when it comes to approaching a real problem from different
perspectives to solve it most effectively. What makes DT suitable to be used in com-
bination with ST is its highly non-linear and recursive process and the fact that this is
intended to be initiated already in the fuzzy front-end of the innovation process. The
intent is to support designers in ‘failing sooner’ to succeed sooner, by plotting several
alternative courses of action, testing them, learning from failure, and iterating.

4.3 Fostering a Unique Idea Generation Process

A significant reason to combine ST and DT shall be found in the ability of the latter to
stimulate a rather unconventional style of reasoning, which is abductive thinking. The
underlying assumption for abductive thinking endeavors is that one cannot find a solution
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to problems with the similar thinking mindset that created them; the solution does not
derive from the problem. Instead, designers shall constantly rethink and reconsider theory
conjectures and transform them into opportunities.

As highlighted by Vianna et al. [16], human beings are design thinkers by nature,
mainly because abductive thinking allows for the evolution of artifacts in our civiliza-
tion: from primitive civilizations to vernacular design and traditional craftsmanship.
The ability to foster this ancestral idea-generation process makes DT particularly use-
ful to ‘think outside the box’ when generating solutions. Looking at how the problem
is ‘explored,’ one also notices how DT differs from ST (or rather complements it) by
adopting an abductive mental process. The questions posed by a DT team are not defined
‘a priori’ (i.e., being taken from a standard protocol) but rather formulated ‘on the fly’
(i.e., they differ for each interaction) using information gathered from the observation
of the context pervading the problem.

4.4 Designing Sustainable Solutions

Ultimately, for a solution to be sustainable, it should be acceptable by its stakeholders.
While ST helps in the identification of stakeholders in the broader sense, DT ensures
their proper involvement in the design process of a solution. This contributes to stake-
holders tolerating initial design flaws by helping them take ownership and consequently
diminish resistance towards the emerging solution [17]. Also, the participatory design
approach and rapid prototyping using agile development principles could help focus on
value creation for the end-users [18]. These prototypes should be specially tailored to
the specificities of the user contexts and their health and well-being. The aging popu-
lation involved in these efforts will not be considered an end-user but rather a partner
and co-designer in the project. The application of DT methods and tools helps mitigate
the challenges that the aging population faces when adopting innovation and learn more
about the expectations and requirements from the different solution stakeholders. While
the ST approach tackles the interactions among the stakeholders through a holistic view-
point, the DT brings problem restructuration to the solution space by considering these
interactions to reach a sustainable innovation.

5 Conclusion

In this paper, we proposed a combination of Systems Thinking and Design Thinking
perspectives to tackle current challenges within healthcare. As a complex and open
socio-technical system, healthcare is characterized by high uncertainties due to unpre-
dictable and non-linear development, which a creative and iterative design approach
should address. We argued that the unsustainable solutions within healthcare are due to
them being defined and ‘solved’ with a single approach or approaches used in silos. We
advocate that a more sustainable solution could be achieved by combining and simul-
taneously using the Systems Thinking and Design Thinking approaches throughout the
entire process – from problem definition to solution offering. This will establish a solid
foundation for generating relevant and sometimes unconventional ideas that will lead to
sustainable and satisfactory solutions.
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Abstract. Nowadays, serious and entertainment games are developed
with the latest technologies for sound and graphical content. However,
they are often not accessible to Visually Impaired People (VIP) as they
frequently are based on a visual interface. This paper proposes to over-
come this limitation via the implementation of the force-feedback prin-
ciple. The Force-feedback Tablet (F2T) is designed as a 2D actuated
support with a mobile thumbstick mounted on it. F2T allows the explo-
ration of a tactile environment with original haptic force feedback applied
on the finger. Based on the advantages of these effects, F2T is used to
create different 2D interactive environments such as paintings, maps,
text and especially to develop unique gameplay elements, which may be
combined with spatialized audio cues. As a result, this paper proposes
to explore possibilities offered by a new force-feedback based device to
develop serious and entertainment games accessible to VIP.

Keywords: Haptic · Tactile perception · Force feedback · Games ·
Visually impaired people

1 Introduction

In our current digital society, 2D and 3D e-data are becoming increasingly ubiqui-
tous in culture and education. Accessing such information is difficult for Visually
Impaired People (VIP) as it mainly relies on graphical content or image data
without readily accessible textual descriptions with a screen reader.

Many electronic touch-stimulating devices have been developed to convey
refreshable tactile information. However, most of these devices have some seri-
ous drawbacks, impeding their large scale adoption by VIP [1], for example
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their prohibitive cost [2], the lack of technological maturity (e.g. [3,4]), or the
lack of efficient stimuli for tactile communication (e.g. [5,6]). To overcome some
of those limitations, we propose the Force Feedback Tablet (F2T), an original
force-feedback based haptic device which uses force-feedback effects to easily
communicate digital and graphical content to VIP [7]. The F2T design is easily
scalable, making possible to develop devices that can be attached to screens of
different sizes (such as tablets or smartphones) and to explore the content of an
image displayed on a screen.

The F2T control software uses a set of images containing different tactile
properties that are used to control the force feedback on the device, allowing
different kinds of mechanical resistance which are applied to end-user’s fin-
ger/forearm.

Moreover, F2T can generate haptic and kinesthetic effects allowing inter-
active applications that can be exploited for serious and entertainment games.
They are useful for serious and entertainment games. The domain of video games
becomes to be an increasingly important part of cultural and educational devel-
opment, but it is still difficult for VIP to access as it mainly relies on vision.

Several audio games were proposed for ludic (e.g. [8–10]) or educative [11]
purposes for VIP, but they provide a limited experience of the environment. To
increase the experience of the environment and raise the space awareness impor-
tant especially for VIP autonomous mobility, several haptic and force feedback
devices such as joysticks, robotic arms or haptic gloves, were proposed for serious
and entertainment games. However, their high prices and specialized uses limit
them for professional training serious games; general public devices only propose
simple haptic effects such as gamepad vibrations [5].

Through a set of demonstration environments, this paper proposes the new
methods to use the F2T tactile and kinesthetic effects for gameplay elements in
serious and entertainment games. The use of F2T original haptic and kinesthetic
effects can also provide new sensorial channels to sighted users and improve their
experience of the virtual environment. Through some applications, the possibility
to use the kinesthetic effects of the F2T is demonstrated for learning and motor
rehabilitation.

The paper is organized as follows: Sect. 2 presents the tablet F2T. Section 3
presents different potential usages of the F2T to support serious and entertain-
ment games. Section 4 presents the planned experiments. Finally, Sect. 5 recalls
the main research contributions and offers some future development perspectives.

2 F2T: A Force Feedback Tablet

2.1 Related Works

Force feedback devices aim to simulate physical properties of virtual objects by
applying a kinesthetic feedback to the user. This feedback can simulate virtual
objects and their tactile properties. Nowadays, some applications of force feed-
back devices are available on the market (aiming video games, 3D design and
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virtual reality training,...). These devices are made for 3D exploration of vir-
tual objects and often take the form of robotic arms, 3D mice or gloves which
make them cumbersome, expensive and unpractical for 2D data access. Several
solutions are proposed to develop haptic screens based on this principle.

Solis et al. proposed a 2D system using a 2 degrees-of-freedom arms integrated
to a desktop which allow interacting with screen’s content [12]. Besides, many
2D haptic systems use a pantograph architecture [13,14]. The arm’s position is
determined by measuring motor angles. Each system requires a high backdriv-
ability to manipulate easily the devices’ arms. This backdrivability implies no
reduction gears and high-torque motors. The position is estimated using encoders
on motor axes, requiring the end effector to move to get the user’s intentions.
This approach limits the possibilities of interactions with the user. Moreover, this
device cannot provide a consistent maximum force and velocity on the usable
surface, and the complex control model is necessary to move arms properly. Gen-
erally, the specific pantograph arms architecture makes these devices bulky for a
limited available surface. It cannot be considered as an alternative for a portable
system used by the VIP. Saga and Raska proposed a 2D version of the SPIDAR
architecture, that consist of a mobile element moved by actuated pulleys and
tensed wires [15]. Despite being less cumbersome than pantographs, this archi-
tecture requires at least four motors and still requires measuring movement from
the user, limiting the interaction possibilities of the device.

Consequently, we present a novel force feedback architecture, named F2T,
which provides edge and texture effects, high interactive capabilities, and a high
resolution dynamic display of 2D data in Sect. 2.2.

2.2 F2T Principle

The Force Feedback Tablet (F2T) uses the force feedback principle to convey
haptic and kinesthetic information deduced from images [16]. A prototype imple-
menting F2T architecture is shown in Fig. 1. The F2T consists of a 2D frame
with a mobile support actuated through two orthogonal motorized axes, allowing
the support to be moved on the X and Y axes. The thumbstick is controlled in
speed to follow user’s movements, while measuring the user’s intended movement
independently from the actual movement of the support. Two encoders measure
the thumbstick position in the frame (Fig. 2a). According to the current position
of the thumbstick, the device gets haptic properties at the same position from
images, and it generates offsets in the motion control to induce force feedback
simulating haptic effects from image extracted property, while the user explores
the surface (Fig. 2a & b). The already implemented haptic effects are presented
in Sect. 2.3.

2.3 Haptic Effects

We implement and test a set of five haptic effects that can be used to represent
elements displayed of a surface. They are: friction, edge and relief, flow, rail, and
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Fig. 1. Prototype of the F2T. The thumbstick is actuated with two high-torque elec-
tric gearmotors, and its position is obtained using magnetic encoders mounted on the
motor’s axes

Fig. 2. a) Thumbstick position on an image (here, a map), b) The haptic properties at
the current position are obtained from the image to add offsets in the motion control.

attractors. The design of the F2T also allows building a guiding system, which
can move the user’s finger through a predefined path.

– Friction effect reduces the finger’s speed according to friction coefficients.
Solid and fluid friction can be simulated to represent rough or viscous areas
(Fig. 3a-b).

– Edge and relief effects represent object’s edges and height variations
(Fig. 3c). When the slope of the object’s edge is small, the user’s finger will
be either slowed down or accelerated depending on the direction of the image
gradient. This effect can be used to explore a bas-relief or to guide the users
along a trench, maintaining their finger on a path. Besides, when the gradient
is strong enough, the movement will stop. In that case, the user’s finger can
slide along the object’s edge which makes that the user easily recognizes the
object’s shape. This effect also allows representing walls separating areas.
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Fig. 3. Examples of color-coded representations of the haptic effects are used to sim-
ulate image properties. a) fluid friction, b) solid friction, c) elevation (Color figure
online)

– Flow effect adds an offset to the finger’s movement. The offset value and
direction can be defined at each point of the surface. It is thus possible to
represent dynamic environments with mobile parts (e.g. vehicles or conveyors)
or dynamic physic elements (e.g. wind, water flow) as shown in Fig. 4a.

– The rail is an effect with no equivalent in the real natural world (Fig. 4b).
This effect is based on a vector field defining a predefined direction in each
point, reducing the component of the movement that is perpendicular to
the direction defined at the current touched point. Therefore, movements
following the direction are not modified while movements in other direction
will be more or less slowed down (depending on the direction and the norm
of the vector).

– Attractors are areas or points generating an attractive or repulsive force
on the user’s finger (Fig. 4c). The force strength, profile, and range can be
predefined for each attractor. This effect can be used to simulate magnetic
paths, holes, bumps, or even gravity fields.

These different effects are cumulative and can be combined to simulate com-
plex haptic properties.

The force feedback principle also allows a guiding system to move the user’s
finger through a predefined path. This specific mode guides the user through the
surface to help understanding its spatial structure.

The current F2T software also allows generating spatialized and contextual
sounds. The sounds can be localized around the user’s position, and they can be
enabled when moving over a predefined area or by fulfilling predefined conditions.
The localized sound sources use the open 3D sound library OpenAL [17] to
modify sound properties according to the relative position of the user.
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Fig. 4. a) and b) images encoding vector fields that can be used for flow and rail effects,
c) attractor image

3 Development of Serious and Entertainment Games
for VIP

Based on the F2T’s effects, we can define the elements to develop serious and
entertainment game for VIP. They are: environment description (in Sect. 3.1),
gameplay effects (in Sect. 3.2), localized and contextualized sounds (in Sect. 3.3),
guiding system (in Sect. 3.4), multi-player interactions (in Sect. 3.5) and exam-
ples of applications and environments (in Sect. 3.6).

3.1 Environment Description

The visual experience is fundamental for shaping space awareness [1] and mobil-
ity experience; therefore the design of the environment allows acquiring such
fundamental knowledge.

The different haptic effects can be combined to represent an environment
that can be explored through touch and sound.

The edge effects can be used to set walls and non-flat surfaces, and thus to
model indoor and outdoor environmental structures. This effect can also be used
to dig a ‘trench’ keeping the user’s finger in the center of a path to help following
it (e.g. for rehabilitation purposes).

The friction effects allow setting surfaces of different nature to differentiate
areas, and to use these properties in gameplay mechanisms: fluid friction can
slow the user down when moving in viscous areas or deep water. Solid friction
can indicate cluttered areas, the lower speed simulating the difficulties for the
user to move in such areas.

3.2 Gameplay Effects

Gameplay effects are based on the active effects of the F2T: flow, rail, and
attractors. They can be integrated to define the dynamic properties of the envi-
ronment.
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Flow effect can be used to define dynamic properties of the environment,
such as water flow of a river or strong wind, or mobile parts of elements, such as
vehicles or conveyors. This effect can be enhanced by using appropriate sounds
to help identifying the mobile elements intuitively.

Rail effect helps the user to keep its direction and orientation, or on the
contrary, be used as an invisible force pulling away the user of its objective.

The F2T also provides distance effects through attractors. These elements
generate an attractive or repulsive force within a predefined range of distance.
Such elements can be used as obstacles or traps that can be detected from a
distance using this force. An attractor with a long-range and weak force can also
help the user to localize an element in the environment through the direction
and intensity of the force that it generates.

Moreover, the actuation of the mobile support also allows directly modify-
ing the movements and behaviors of the thumbstick. Modifying the thumbstick
movements makes it possible to simulate physical properties of the controlled
avatar, such as its mass, aerodynamics, and inertia. It can also modify the avatar
speed, such as slowing it down when manipulating or carrying a heavy object,
or to simulate tiredness or wounds, and increasing the avatar speed when using
a vehicle or specific equipment.

3.3 Localized and Contextualized Sounds

Sound is one of the important elements to understand the environmental context
and object’s location around VIP. Therefore, the F2T software uses localized and
contextualized sounds to develop audio-haptic applications. The specific sound
can help to identify elements perceived through haptic effect by providing an
audio context. Localized sounds are punctual sound sources placed in the envi-
ronment; they allow the creation of an immersive sound environment. Contextu-
alized sounds are background sounds that are played when entering a predefined
area of the surface, that helps the users to localize themselves or to change the
ambiance at certain points of the game.

3.4 Guiding System

The guiding system can be used as a narrative tool when combining with synchro-
nized audio-description, which presents the story and the spatial organization of
the environment. It can also be used to define automatic movements generated
by the environment. Automatic movements can be exploited in different ways
for games and gameplay mechanisms:

– Set the actual position of the player when changing area, in the case of a
fixed-screen game. In this kind of game, the player moves in a fixed area
that changes when the player reaches a border of the screen. The player’s
position is updated to match with the new area. This mechanism allows the
development of multi-screen games and avoiding positioning problems.
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– Game-conducted movements, such as teleportation, or physical effects (e.g.
jumping and falling).

– Proprioceptive effects added to the player’s movements (e.g. vibrations).

3.5 Multi-player Interactions: Collaborative or Competitive Haptic
Games

A multiplayer game (Fig. 5) allows building an individual network. This can
help VIP to improve social interaction capacity. To do that, the F2T actuation
offers original features for multi-player games as the position and movement of
the thumbstick are known for each player. It is possible to set a shared motion
control on multi-devices, allowing players to manipulate their thumbstick as
if they manipulate the same object. This feature allows new possibilities for
collaborative haptic games.

Fig. 5. Multi-player system through local or internet network. A single computer can
control multiple F2T devices, making multiple player to interact with the same envi-
ronment in local multiplayer games, in a similar way than a game console with multiple
connected gamepads. A local or internet network enables online games.

3.6 Applications and Environments of Serious and Entertainment
Games

After presenting the important elements to develop a serious and entertainment
game for VIP, this section proposes demonstration interactive environments to
illustrate the possibilities of the F2T: a maze, a trapped area, and an adventure
game panel environment.

In the maze environment (Fig. 6), walls are encoded using the edge effect.
The walls cannot be crossed. Instead, the thumbstick of the F2T can slide along
the walls, allowing the user to discover and explore the structure of the maze.
The user can freely (or in guided mode) explore the maze, using the position of
their finger from the tablet’s corners to localize themselves.
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Fig. 6. Maze environment. Green areas are walls that cannot be crossed. It is however
possible to slide along these walls to explore the maze. The blue line indicates the
movements of the thumbstick over the explorable surface of the F2T. (Color figure
online)

Fig. 7. Trapped environment. The punctual attractors and their influence areas are
displayed as concentric circles. The blue discs indicate the areas where the attraction
force is too strong to move away (event horizon). The cyan line (thumbstick movements)
shows how the points attract the finger. The player has to quickly react before it is too
late. (Color figure online)

The trapped environment (Fig. 7) is an area covered with attractor points
with different range areas and attraction profiles. However, the attraction force
is defined such that below a certain distance to a point (event horizon), the
attraction force is strong enough to capture the player. The player’s aim is thus
to find its way to cross the surface without falling into a trap, by feeling the
attraction force before it becomes strong.

The adventure game panel (Fig. 8) represents a subsection of the global map
of a top-view fixed-screen display adventure game, where the players can move
from one subsection to the other by walking to the boundaries of the current
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one, like the first ”The Legend of Zelda” game. This subsection represents a
path crossing the area from West to East, with a crossroad leading to the south.
These paths are encoded using the rail effect, helping the players to orientate
themselves. On the north, a river is represented with fluid friction simulating the
avatar moving in water. On the south, a forest is represented with solid friction,
indicating that it is difficult to move in these areas. Tree trunks are modelized
with edge discs, constituting obstacles of the forest. Localized sounds of rivers
and birds help the players to orientate and identify the surrounding elements.

Fig. 8. Adventure game panel, with a path and an intersection, a river in the north, and
a forest environment in the south. Left image encodes haptic properties: red encodes
fluid friction, with higher friction while the river becomes deeper, blue encodes solid
friction to simulate the difficulties of moving in a forest environment, and green encodes
edges of tree trunks. Right image encodes rails of the paths, making them easier to
follow. Each pixel encodes the rail direction through red and green channels’ values.
River and forest localized sounds are added to help the player to spatialize and identify
the surrounding environment. (Color figure online)

We also propose an educational/rehabilitation example application based on
handwriting. This application uses the F2T guidance and interactive function-
alities to help the users drawing shapes (e.g. letters). Such an application can
help children to facilitate handwriting and reading learning (e.g. assistance to
children with dyslexia). Moreover, it can help in successful motor rehabilitation
and to relearn synchronizing arm movements (Fig. 9). This application uses three
effects:

– Guiding mode to indicate the drawing movement,
– Rail effect to partially guide the user while drawing the letter,
– Edges variations and conditional sounds to let the users draw the letter by

themselves while indicating them when the finger is moving away far from
the true drawing.

In these applications, we use the thumbstick cap to play. However, the thumb-
stick cap can be easily replaced by other interface elements, such as a stylus with
the tip attached to the pin of the thumbstick. Such stylus can be used for educa-
tional and/or motor rehabilitation applications, or for applications requiring a
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Fig. 9. Top left image shows the path used by the guiding system to draw the letter
‘a’. The three other images encode the rails that are successively loaded while the users
are drawing with their finger. The rails image are successively loaded to constrain their
movements to match with the correct movements.

high precision. After introducing the applications of serious and entertainment
games for VIP, Sect. 4 presents the planning of experiments to validate these
applications.

4 Planning of Experiments

To obtain feedback from the users trying a video game, some experiments are
planned. The goal of these experiments is to verify the impact of haptic per-
ception in the tested environment. The evaluation is done with semi-structured
questionnaire to check for global satisfaction and the added value for the follow-
ing points:

– learning gestures,
– quality of haptic simulation of the environment,
– quality of realistic perception of the environment,
– contribution of haptic and kinesthetic effects,
– gaming experience.

The experiments are intended to be inclusive so the tests will be done with per-
sons visually impaired or not. The questionnaire will be the same for everybody.
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5 Conclusion

The F2T is an inexpensive and versatile device for general e-data accessibility.
This versatility could facilitate the dissemination of the device to VIP as well as
sighted public, and then allow the development of game applications.

The haptic effects produced by the F2T make it possible to perceive vir-
tual environments through sensory channels, that are not used in traditional
video games. Haptic and kinesthetic channels make these virtual environments
accessible to VIP, and enhance the experience of these environments for sighted
people. Moreover, the kinesthetic effects also bring valuable help in learning
environments for training motor and cognitive rehabilitation.

It is possible to give an insight on how to move in a given environment. One
can imagine applications in scenography and choreography. Moreover, one can
learn drawing gestures and acquire experience and speed practicing on F2T.

In future work, we will improve the game engine of the F2T software to add
mobile elements, similar to sprites in visual games, to make it possible to use
mobile elements and non-playable characters in the games. We also intend to
develop interfaces with the existing popular game engines to facilitate the devel-
opment of games. All the proposed games will be tested with visually impaired
participants.
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Abstract. After a stroke, a great number of patients experience persistent motor
impairments such as hemiparesis or weakness in one entire side of the body. As a
result, the lack of use of the paretic limb might be one of the main contributors to
functional loss after clinical discharge. We aim to reverse this cycle by promoting
the use of the paretic limb during activities of daily living (ADLs). To do so, we
describe the key components of a system composed of a wearable bracelet (i.e.,
a smartwatch) and a mobile phone, designed to bring a set of neurorehabilitation
principles that promote acquisition, retention and generalization of skills to the
home of the patient. A fundamental question is whether the loss in motor function
derived from learned–non–use may emerge as a consequence of decision–making
processes for motor optimization. Our system is based on well-established reha-
bilitation strategies that aim to reverse this behaviour by increasing the reward
associated with action execution and implicitly reducing the expected cost of
using the paretic limb, following the notion of reinforcement–induced movement
therapy (RIMT). Here we validate an accelerometer-based measure of arm use
and its capacity to discriminate different activities that require increasing move-
ment of the arm. The usability and acceptance of the device as a rehabilitation tool
is tested using a battery of self–reported and objective measurements obtained
from acute/subacute patients and healthy controls. We believe that an extension
of these technologies will allow for the deployment of unsupervised rehabilitation
paradigms during and beyond hospitalization time.

Keywords: Stroke ·Wearables · Learned non-use · Hemiparesis · ADLs

1 Introduction

Stroke is currently the third cause of death and the main cause of adult disability world-
wide. Themassive health cost associated, especially under the scope of a global financial
crisis, and recent research on post-stroke recovery dynamics, calls for the need for new
strategies that can extend and reduce the charge of rehabilitation approaches [1]. The
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dramatic loss of neural tissue following a stroke leaves up to 70% of patients experienc-
ing persistent cognitive and motor impairments, such as hemiparesis [2, 3]. Importantly,
some patients seem to show a substantial decline in function after six months [4]. Several
studies suggest that this deterioration might be driven by a lack of use of the paretic limb
at home despite residual capabilities, which results in a long–term cycle of ceased neural
representation, and thus, a loss of motor function, known as learned non–use (LNU) [5].
LNUmight emerge as a consequence of decision–making processes for motor optimiza-
tion [6] dependent on factors determining hand selection, such as the expected cost and
the probability of success of using either effector (i.e., paretic or non-paretic limb). Han
proposed a functional model in an attempt to understand the relationship between use
and function (i.e., recovery) after stroke [7, 8]. A key prediction from the model was
that if spontaneous recovery, or training, or both, bring performance beyond a certain
threshold, the repeated spontaneous use of the arm instantiates a virtuous cycle in the
form of motor learning that promotes performance and future spontaneous use.

Building on this basis, different strategies have tried to overcome LNU by promoting
the use of the paretic limb during Activities of Daily Living (ADLs). For instance, Con-
strained–InducedMovement Therapy (CIMT) proposes to restrict the use of the patient’s
less affected arm by impairing its movement (e.g., by using a mitt) [9]. On the other
hand, recent approaches such as Reinforcement–Induced Movement Therapy (RIMT)
aim to invert the strategy by decreasing the expected cost and increasing the probability
of success of using the paretic effector [10], which brings reduced demands and incon-
veniences for the patient, offering positive reinforcement. Despite the promising results,
these treatments are still limited to short intervention sessions, and the generalization
to the performance during ADLs is yet poorly understood. Although conventional reha-
bilitation strategies (i.e., Occupational Therapy) aim to embed recovery into ADLs, it
often results in the acquisition of compensatory strategies to gain independence. Given
this situation, reviews on the outcomes of conventional therapy are discouraging, sug-
gesting that recovery outcomes five years post-stroke resemble those after two months
[11]. However, recent interventions that capitalize on neurorehabilitation principles [12]
show that patients are still sensitive to treatment beyond one year [13]. In this context,
we could consider post-stroke recovery a re-learning process in which the enhanced
spontaneous biological recovery that follows the lesion [14] might be helped by activat-
ing experience-dependent plasticity mechanisms to promote the neural representation
of behaviours that enhance the functionality and independence of the patient. Limited
resources, together with a poor understanding of recovery dynamics, call for the need
for 1) continuation of therapy at home and 2) longitudinal monitoring that can take place
beyond healthcare facilities.

The application of wearable devices to the rehabilitation field offers several advan-
tages to these ends. Their design allows for a personalized gamified intervention and
the deployment of frequent and spaced delivery of multimodal feedback during the
performance of ADLs, which may facilitate the shift of attention towards the affected
limb, thus biasing the effector selection to the weaker arm. Previous results suggest
that monitoring the amount of arm use and providing knowledge of progress promotes
the integration of the paretic limb in the performance of ADLs [15]. This effect might
emerge by increasing the value of using the paretic effector and permitting the patient
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to set implicit goals. However, those approaches are not suitable for real-world envi-
ronments (e.g., patients using it at home regularly), as they rely on bi– or tri–axial [16]
accelerometer–derived measurements to obtain a robust assessment of upper–extremity
activity. Here, we argue that these strategies are unsuitable for an effective deployment
at the home of patients and present results from a system based solely on a smartwatch,
including a personal phone to present positive reinforcement, embedding recovery into
ADLs. To do so, we infer the body activity that was gathered using additional sensors
[15, 16] using a novel approach that takes into consideration a normalized account of the
steps recordings. Moreover, our approach relies on commercial wearable solutions in
opposition to specialized accelerometry sensors which are costly for general use (Table
1).

Table 1. Comparison of system features with Price’s review [16] on stroke arm monitoring,
previous [15] and current work.

Price et al. 2014 Ballester et al. 2015 De la Torre et al

Minimal requirements 2 Wrist 1 hip (N = 3) 2 Wrist
(N = 2)

2 Wrist (tri-axial) 1 Wrist (tri-axial)

Time/day 4–60 h 10–19 h 10 h

Storage 2–15 s epochs 60 s epochs 6 s epochs

Sampling ~32 Hz 50 Hz 50–100 Hz

2 Methods

2.1 Equipment

The wearable Rehabilitation Gaming System (RGS–Wear) is a wearable system for the
continuous monitoring and reinforcement of arm use in hemiparetic stroke patients. The
components of the system are a smartwatch (i.e., Fossil Gen 5) and a smartphone (i.e.,
Android personal phone of the patient). Data recordings are sent through Bluetooth to
the paired smartphone, which communicates with a dedicated SQL database via Wi-Fi.
Thewatch is worn in the paretic limb. The accelerometer and gyroscope data are sampled
at 100 Hz for each directional component (x, y, z).

2.2 Measurements

The system provides two different kinds of measurements: 1) Arm Use Evaluation:
a longitudinal behavioural indicator on paretic limb’s use during ADLs, allowing to
provide feedback to the patient and set personalized goals (i.e., treatment). 2) Exercise
for Arm Function Evaluation. to assess the degree of motor function along different
recovery stages (i.e., monitoring), supposed to correlate with clinical scales [17].
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Arm Use: To extract a meaningful quantification on the isolated use of the arm, we
compute the mean squared sum of the acceleration over a six-seconds window.

β =
√
a2x + a2y + a2z

α = β − δ

AU =
∑N

0 an
N

(1)

Arm Use (AU) calculation from accelerometer recordings.
In Eq. 1, β represents a rough proxy of the amount of movement of the paretic limb.

As this movement might be partially attributed to confounding causes (e.g., whole–
body movements, swing, walking), it requires some corrections. Thus, δ represents a
proxy of the whole body activity (i.e., not attributed to the functional movement of the
arm) extracted from the steps and normalized after a calibration for each individual. N
represents the number of recordings per log, stored 24/7 every twominutes.We transform
Arm Use (AU) data into Arm Points (APs) to provide a comprehensive measure to the
patient. To do so, the transformation works as follows:

APcostinitial =
∑N

n AUi

k

if
∑

AUcount > APcost : AP+ = 1,AUcount = 0 (2)

Arm Use is transformed into Arm Points to provide a comprehensible metric to the
patient.

Where APcostinitial represents the amount of Arm Use to score one Arm Point and
is updated depending on user’s performance. AUcount represents the amount of AU up
to that timestamp and is restarted each time the user achieves an AP.

Exercise: Based on [17], we implemented a circle drawing exercise that the patients
must complete every two days. The exercise consists of six horizontal and six vertical
circles, three clockwise and three anti-clockwise in each block. The rationale behind this
activity is to obtain an assessment of motor function that can predict clinical scores (i.e.,
Fugl Meyer Assessment of Motor Recovery for upper limb). The exercise takes a total
of two minutes on average. We use the magnetometer and gyroscope data to correct for
potential sensor drifts.

Feedback: The RGS–Wear provides hourly feedback on Arm Points (Eq. 2) and steps
as a percentage of the same time interval during the previous day. This information is
shown accompanied by haptic stimulation. The patient also has access to the history of
APs and steps in the smartphone interface of the app.
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2.3 Participants

For the validation of the accelerometer-based measurement of AU, we recruited eight
right-handed volunteerswithout neurological impairments (5males, 3 females,mean age
= 30 ± 8.25). To explore the usability of the system in stroke population, we recruited
four stroke patients (three from the rehabilitation department of Hospital Sant Joan de
Déu, one from INA Memory Center, Barcelona; 2 males, 2 females, mean age = 64
± 10.13) with mild–to–moderate upper limb hemiparesis and absence of any major
cognitive impairment. All the participants signed informed consent.

Validation and Usability: To test the capacity of the system to isolate arm activity, we
instructed participants to perform a battery of ADLs. Each activity was performed for
fiveminutes, with resting periods of twominutes in between. Participants had to perform
each activity twice: 1) wearing the smartwatch on the Dominant (D) Arm 2) wearing the
smartwatch on the Non–Dominant (ND) arm. Bimanual execution was encouraged. We
divided the battery of proposedADLs depending on their level of demand: 1) Low. Using
phone and laptop, 2) Med. Brushing teeth and dishes 3) High. Organizing shelves and
brooming. We expected to distinguish between these levels based on our AU measure.
Moreover, we expected to see a low AU during walking due to the subtraction of body
activity from Eq. 1. Otherwise, measurements during walking, without actively using
the arm, would resemble high–intensity activity scores.

To assess the usability of the device in stroke population, we designed a user-
experience battery to quantify the degree of independence of patients when interacting
with the system (i.e., wearing the watch, navigating the app, understanding graphs…).
The UX consisted of 10 statements that were reported using a 5–point Likert Scale,
ranging from Strongly Disagree to Strongly Agree.

3 Results

We found a significant difference (p = 0.0002) in AU between low– (µ = 0.46u, std
= 0.32) and med–intensity ADLs (µ = 1.15u, std = 0.33). This difference was also
significant (p< 0.01) betweenmed– and high– (µ= 1.62u, std= 0.4) intensity activities.
Importantly, the AU registered while walking (µ= 0.73u, std= 0.18) was significantly
lower than med– (p < 0.05) and high–intensity (p < 0.01) ADLs. The system was able
to detect D vs. ND-Arm differences in the high–intensity activities such as Brooming
(D Arm µ = 1.68, std = 0.17, ND Arm µ = 1.077, std = 0.23 p < 0.05) or Organizing
Shelves (D Arm µ = 2.1, std = 0.18, ND Arm µ = 1.64, std = 0.39 p < 0.05). We
suspect that a higher sample would have allowed reporting significant differences in all
the ADLs battery, as the rest of the activities follow this trend. We used mannwhytney-u
tests (Fig. 1).

Overall, the patients’ ratings were above 3 (neutral), suggesting that the design
was generally accepted. We noticed that the ratings that refer to the interaction with
the hardware (i.e., navigating or opening the app in the watch) were notably lower.
However, the system was specifically designed so that patients’ don’t need to access
the watch except for exercise performance. We thus believe that the system will still be
effective in encouraging and monitoring Arm Use during ADLs in patients that are not
familiar with digital technologies in future interventions.
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Fig. 1. Left. A. Arm Use in different ADLs classified depending on the level of demand. B.
Differences in AU between the Dominant and Non-Dominant Arm in the most demanding ADLs.
Right. C. Usability Questionnaire results for the 10 items regarding patients’ perceived difficulty
when using the RGS-Wear system. Responses range from 1 (Strongly disagree) to 5 (Strongly
agree).

4 Conclusion and Discussion

In previous studies, we have shown that frequent exposure to direct feedback about
Arm Use promotes the incorporation of the paretic limb into activities of daily living
in stroke population [15]. However, this approach was limited by the need of using
two simultaneous bracelets and phone measures during the recording time. As we aim to
record the use of the arm duringADLs through long periods of time (i.e., chronic stages),
the solution should be as noninvasive as possible. This is important given the fact that
patients might struggle with the formation of new habits and feel overwhelmed with the
introduction of new technologies [19]. Thus, the optimal strategy should include just
one smartwatch for the recording of activity, and not depend on recordings of the phone,
which they might not carry the whole time (e.g., leaving it at the table, sofa, etc.). Here,
we show how the use of a unique smartwatch can provide with specific information
on the use of the arm during different ADLs, which opens the way for the integration
of these interventions beyond healthcare facilities. Based on a grounded computational
model of motor recovery [7, 10], we suspect that hand selection in the performance
of ADLs might be modulated by two parameters: 1) expected success and 2) cost of
using either effector. Through our system, we can integrate adaptive difficulty theory
knowledge to boost the use of the paretic effector in two ways: 1) providing explicit
goals and feedback (i.e., positive reinforcement) to the and 2) implicitly adapting the
cost of achieving these goals by modulating specific parameters to provide an optimal
level of challenge [18], which might promote user’s adherence and, in turn, functional
recovery.

The adoption of wearable–based approaches might help us to provide an innocuous
alternative of Reinforcement–Induced Movement Therapies that is naturally implanted
in patients’ life. Moreover, the continuous monitoring of a behavioural indicator (i.e.,
Arm Use as a case of study) might help us to empirically test the hypothesis whether
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function and use reinforce each other along acute and chronic stages of stroke recovery.
Future work aims at validating the impact of RGS–Wear in arm use in an ongoing
longitudinal clinical study in collaboration with 3 EU hospitals, in the context of the
RGS@Home EIT Health Project.
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Abstract. In recent years, social networking sites and online communities have
served as alternate information sources for patients, who use social media to share
health and treatment information, learn from each other’s experiences, and provide
social support. This research aimed to investigate what patients with Inflammatory
Bowel Disease (IBD) are talking about on Twitter and to learn from the experi-
mental knowledge of livingwith the disease they share online.We collected tweets
of 337 IBD patients who openly tweeted about their disease on Twitter and used
the Natural Language Understanding (NLU) module by IBMCloud to apply cate-
gory classification and keywords extraction to their tweets. To evaluate the results,
we suggested a method for sampling the general population of Twitter users and
forming a control group. We found statistically significant differences between
the thematic segmentations of the patients and those of random Twitter users. We
identified keywords that patients frequently use in the contexts of health, fitness, or
nutrition, and obtained their sentiment. The results of the research suggest that the
personal information shared by IBD patients on Twitter can be used to understand
better the disease and how it affects patients’ lives. By leveraging posts describing
patients’ daily activities and how they influence their wellbeing, we can derive
complementary knowledge about the disease that is based on the wisdom of the
crowd.

Keywords: Thematic analysis · Inflammatory Bowel Disease (IBD) · Twitter ·
Natural Language Understanding (NLU) · Sentiment analysis

1 Introduction

1.1 Overview

In recent years, social networking sites and online communities have served as alternate
information sources for patients. Patients everywhere use social media to share health
and treatment information, learn from each other’s experiences, and provide social sup-
port. Particularly chronically ill patients, who use online environments to support daily
self-management, exchange experiential knowledge about their disease that extends far
beyond medical care. Mining these informative conversations may shed some light on
patients’ ways of life and support the research of chronic conditions.

© Springer Nature Switzerland AG 2021
E. Pissaloux et al. (Eds.): IHAW 2021, CCIS 1538, pp. 206–220, 2021.
https://doi.org/10.1007/978-3-030-94209-0_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-94209-0_18&domain=pdf
http://orcid.org/0000-0001-7572-4327
http://orcid.org/0000-0002-2071-7338
http://orcid.org/0000-0002-0471-6538
https://doi.org/10.1007/978-3-030-94209-0_18


IBD Patients on Twitter 207

Inflammatory Bowel Disease (IBD) is a chronic condition that affects patients’ lives
daily. IBD patients are forced to adhere to strict dietary regimes and maintain a calm
routine. Changes in nutrition or physical activity, currently tested by trial and error, result
in a long and excruciating process for the patients [1–4]. By collecting and analyzing
patients’ data on social media, we can learn from their personal experience and support
existing medical knowledge regarding the disease.

This research aimed to investigate what patients with IBD are talking about on
Twitter and to learn from the experimental knowledge of living with the disease they
share online. We wished to identify lifestyle-related treatments IBD patients endure to
maintain their disease and to determine their sentiments towards them.We collected and
analyzed tweets by IBD patients in the purpose of identifying lifestyle-related keywords
and their influence on the patients.

We used Twitter API to collect tweets of 337 IBD patients who openly tweeted about
their disease on Twitter. Using the Natural Language Understanding (NLU) module by
IBM Cloud [5] we applied category classification to the tweets and identified themes
discussed by IBD patients on Twitter. To account for the general Twitter population,
we compiled a control group of random Twitter users and compared their thematic seg-
mentation with the one of the IBD patients. Our analysis showed statistically significant
differences between the thematic segmentations of two groups:while IBDpatients talked
more about health, fitness, and nutrition in comparison to the general population, the
latter increased to refer politics and society.

Based on the thematic segmentation, we derived a collection of patients’ tweets
related to health, fitness, or nutrition, and investigated the index terms they contained.
We used the keywords extraction feature of the NLU module to extract keywords from
the tweets and calculate their sentiments within the text. We performed several text
cleaning procedures to refine the extracted keywords and obtained the aggregated senti-
ment of each keyword. Visualizing the keywords and their mean sentiment with word-
clouds showed that patients’ sentiment turned more negative when they talked about
their disease.

To adhere to ethical norms and maintain user privacy, we only publish aggregated
results that do not reveal the specific users. The examples containing direct quotes from
tweets are presented in this research after obtaining informed consent from their authors.

The study suggests that the personal information shared by IBD patients on Twitter
can be used to understand better the disease and how it affects patients’ lives. By applying
text mining and statistics to patients’ tweets, we can learn about the different treatments
they try and identify helpful treatments. For example, one might expect that sentiment
towards a relaxing activity like yoga will be positive, while sentiment towards alcohol,
which can irritate the stomach, will be negative. Therefore, findings from such research
can provide complementary knowledge about the disease that is based on the wisdom
of the crowd.

1.2 Related Work

Twitter and Health. Twitter is a powerful tool for disseminating health-related infor-
mation and an accessible platform for patients in need of immediate social support
or relief [6]. Health-related tweets range from a simple toothache to more severe and
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chronic diseases such as diabetes, asthma, or cancer [7–9]. Even a sensitive disease
like the Human Immunodeficiency Virus (HIV) is being discussed on Twitter [10–13].
Communication patterns regarding who tweets about what and why vary by disease [7].

During the past years, text mining and social network analysis have been used to
detect mentions of health on Twitter [13, 14] or to track the spread of the covid-19
pandemic and its symptoms [15, 16]. Regarding chronic conditions, previous research
has focused on analyzing patients’ tweets and uncovering their Twitter community [17–
19]. While relatively large amount of research was dedicated to diabetes or cancer,
research regarding IBD is only just starting to consolidate.

Inflammatory Bowel Disease and Its Social Implications. Inflammatory Bowel Dis-
ease (IBD) is a chronic inflammation condition of the digestive system characterized by
flares and remission states. The two primary diseases identified with IBD, Crohn’s Dis-
ease (CD) and Ulcerative Colitis (UC), are usually diagnosed in young patients (in the
age range of 15–30 years). The incidences of IBD are rapidly increasing, and it has
evolved into a global disease [20–23].

There are nomedications or surgical procedures that can cure IBD.Treatment options
can only help with symptoms, and they affect each patient differently. They involve not
only prescription drugs but also lifestyle change solutions, such as diets and therapies.
Symptoms include abdominal pain, diarrhea, and fatigue; severe cases may result in
hospitalization or surgical interventions [4, 24]. As chronic bowel diseases, both CD
and UC require a day-to-day care of drug consumption and special nutrition.

Patients describe IBD as an embarrassing disease, which causes immediate disrup-
tion of daily activities. They experience difficulties adjusting to the changes it entails
and consider themselves different from their peers. Since IBD is identified with fre-
quent bowel movements, people do not hasten to share their disease with others [1–4].
According to IBD patients, part of the embarrassment can be attributed to a lack of
public awareness. Outsiders cannot see that a person’s stomach hurts or that his bowels
are scarred. The disease is invisible, and others might doubt that it exists [25, 26].

Twitter and IBD. Exploring the entities that engage in IBD-related discussions on
Twitter reveals that IBD patients are the most common type of users who talk about
IBD on Twitter [27, 28]. IBD patients use Twitter for sharing personal experiences and
for seeking social support. They exchange thoughts about symptoms and medications
and recommend treatments to one another [29]. By sharing their disease on Twitter,
patients fight disease invisibility and raise public awareness about IBD [30].

The embarrassment caused by IBD and the need to confide in people who undergo
similar experiences help explain the creation of IBD-related communities on Twitter. By
overcoming space and distance, Twitter users form a community that disregards physical
boundaries or immobility. The sense of common ground can help break down barriers
and enable conversation, increasing a person’s willingness to share [31, 32]. It may be is
easier to consult other patients who can relate and better understand the situation based
on personal experience. One can identify more closely with users’ stories like herself
and embrace their advice more easily [33]. When people disclose health information on
Twitter, they expose themselves to a large variety of opinions and reduce uncertainty
about their disease [34].
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Studying the social structure of different chronic patients on Twitter reveals that IBD
patients tend to be more emotional and negative than other patients [35]. A topic analysis
of tweets posted by IBD patients shows that patients usually express a negative sentiment
when they talk about the disease and its symptoms but address more positively the diets
and drugs that help maintain them [36]. Analyzing the sentiment of tweets posted by
UC patients shows a strong correlation between the frequency of support tweets and
overall positive sentiment tweets. Patients who provide and receive social support are
more likely to post positive tweets [37].

2 Methods

2.1 Data Collection and Preparation

Patients’ Group. In previous research [38], aiming to identify patients with IBD on
Twitter, we identified 337 IBD patients, who publicly declared their disease on Twitter
in a tweet written in English. On November 12th, 2020, we used Twitter Search API to
collect the Twitter timelines of those patients. The Search API allows one to collect up to
3,200 of a user’s latest tweets. If the user has less than 3,200 tweets, onemay collect their
full timeline using the API, but if the user tweets frequently and has more than 3,200
tweets, one may only collect their latest. We wanted to investigate the original content
shared by patients, so excluded retweets (RTs) from the search. The process resulted in
a collection of 628,301 tweets by IBD patients, sporadically written since the creation
of Twitter in 2006.

To enable further analysis of the tweets, we cleaned their text by removing all screen-
names (identified by the @ character) and URLs and turning all text to lowercase. We
chose not to omit emojis, special characters or punctuation, since they were valuable for
sentiment analysis. Examples of the cleaning process can be found in Table 1.

The purpose of the analysis was to understand what IBD patients are talking about on
Twitter, to identify the lifestyle-related treatments they endure to maintain their disease
and to determine the patients’ sentiments towards them. We chose to use the Natural
Language Understanding (NLU) module by IBM Cloud [5] to apply category classifi-
cation and keywords extraction to the clean tweets. After text cleaning, 78,140 (12.4%)
of the tweets contained less than three words and were therefore too short for language
processing. The remaining dataset of 550,161 longer tweets was given as input to the
NLU module for category classification.

Control Group. To evaluate the results, we wished to form a control group of Twitter
users that will enable to compare the results of the patients with those of the general
Twitter population. Since demographic data are not available on Twitter, we used Twit-
ter’s Sampled Stream API to collect a group of random users to account for the general
population.

Twitter’s Sampled Stream API streams about 1% of all tweets in real time [39].
We used it to stream users who wrote new content in English (and not just retweeted),
over three days (Sunday May 23rd, 2021; Tuesday May 25th, 2021; and Thursday May
27th, 2021) and three day-periods (7AM, 12PM, 8PM UTC) to account for different
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daytimes/working hours over the world. We filtered out organizations and spammers
and reached a control group of 57 private accounts of random English speakers from all
over the world.

We repeated the process we applied for the patients and performed a similar category
analysis for the control group: we collected their timelines (97,439 tweets overall),
cleaned all the tweets, removed those with less than three words after cleaning, and used
the NLU module to classify the 78,665 remaining tweets into categories.

Table 1. Three examples of text cleaning and category classification.

Original text Text after cleaning Text category, likelihood
1

As soon as I can 
eat reliably and 
have energy I'm 
making a couple 
cheesecakes.

as soon as i can eat 
reliably and 
have energy i'm 
making 
a couple cheesecake
s.

/food and drink, 0.717184
/society/social institution/divorce, 0.671966
/food and drink/food, 0.650148
/society/social institution/marriage, 0.618626
/pets, 0.578122
/family and parenting, 0.549967
/family and parenting/children, 0.537206
/health and fitness/weight loss, 0.533751
/food and drink/vegetarian, 0.530938
/food and drink/cuisines, 0.527833

2 @bottomline_ib
d great poll. I do 
have the odd 
binge, but IBD 
has changed 
what I can 
drink. No more 
red wine or ale 

great poll. i do have 
the odd binge, but 
ibd has changed 
what i can drink. no 
more red wine or 
ale 

/food and drink /beverages /alcoholic bever-
ages /cocktails and beer, 0.84566
/health and fitness /disease /ibs and crohn's 
disease, 0.80538
/food and drink /beverages /alcoholic bever-
ages /wine, 0.80134
/food and drink /beverages /non alcoholic 
beverages /soft drinks, 0.54913
/food and drink /food allergies, 0.53412

3 I am living 
proof that yoga 
can help #uchi-

i am living proof 
that yoga can help 
#uchicagoibd #stu-

/society /senior living, 0.922317

/religion and spirituality /hinduism, 0.902807

2.2 Category Classification

Patients’ and Control Group. The category classification of the NLU module aims to
identify the theme of the text. Given a text, the NLU module provides a list of possible
categories and subcategories and their corresponding likelihood. The likelihood score
represents the confidence of the classification, and only those with confidence level
higher than 0.5 are returned. Themodule uses a predefined list of 23 high-level categories
with a different number of subcategories in each group, to which it classifies the text, if
applicable. The returned list of possible classifications is sorted based on their likelihood,
from largest to smallest (see examples in Table 1).
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We used the module to apply category classification to each tweet in our dataset. For
the sake of our analysis, we only addressed the module’s first and most likely classifica-
tion and returned all classifications to their high-level categories (they are marked with
grey background in Table 1).We repeated the process for all the tweets in our dataset and
aggregated the results. We obtained a segmentation of the themes discussed by patients,
over the 23 categories, and a similar segmentation for the control group. In each group,
we derived a segmentation for all the users together and for each of them separately.

Comparing the Groups. After obtaining a segmentation of the categories discussed in
each group (patients vs. control), we used a Dirichlet regression [40] to compare the
segmentations of the two groups. The Dirichlet regression approach was suitable for the
compositional data we gathered [41].

For each user, we obtained their category segmentation and an annotation of the
group they belonged to patients or control. Using the ‘DirichletReg’ package in R [42],
we fitted a Dirichlet regression model to the data: the dependent variable was the seg-
mentation of each user over the 23 categories and the independent variable was the group
membership – whether the user belonged to the patients’ group or to the control one.

Aiming to test whether the groupmembership influenced the category segmentation,
we trained the model twice and compared two statistical models: the full model (with
the group indicator as an explanatory variable) and the null model (without the group
indicator). In the fullmodel, each of the 23 categorieswas represented by an intercept and
by the group variable, resulting in 46 parameters overall. In the null model, each category
was represented only by an intercept, and it therefore contained 23 parameters overall.
Finally, we used a likelihood-ratio test (LRT), Akaike information criteria (AIC) and
Bayesian information criteria (BIC) to compare the results of the two obtained models.

2.3 Keywords Extraction

The next goal was to identify the lifestyle-related treatments patients endure to maintain
their disease and to determine their sentiments towards them. Since we were interested
in keywords that reflected on patients’ lifestyles, we utilized the obtained segmentation
from the Category Classification stage to focus our analysis on keywords related to
health and nutrition. We grouped together all tweets that were categorized by the NLU
module as related to “health and fitness” (53,598 tweets) or “food and drink” (30,747
tweets) and added all other tweets that explicitly mentioned IBD by containing at least
one of the keywords: crohn, colitis or #IBD (additional 1,228 tweets). Overall, 85,573
tweets were selected for further analysis of keywords extraction.

The keywords extraction feature of the NLU module recognizes words and phrases
that are of high importance within the text and calculates their sentiments. Given a text,
the NLU module returns a list of keywords, sorted by diminishing relevance to the text,
and their corresponding sentiment. For each keyword, the module provides a score on
the closed line segment [−1, 1] representing the keyword’s sentiment within the text: -1
for extremely negative sentiment and 1 for extremely positive sentiment; A score of 0
means that the keyword was mentioned in a neutral context.

As can be seen in the examples in Table 2 below, the extracted keywords can be very
specific and may include adjectives. We wished to group together different variations
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of similar keywords and obtain their aggregated sentiment. Therefore, we performed
several steps to refine the keywords and achieve this goal:

1. Articles and Pronouns: we omitted definite and indefinite articles, demonstrative
adjectives and pronouns and possessive pronouns from all keywords.

2. Quantity:we erased the beginning of keywords containing the combination “_____
of _____” to reflect on quantity (e.g., “300g of almonds” or “3 cups of coffee”) and
kept the part following the “of” (resulting in almonds and coffee, respectively).

3. Adjectives: we wished to include phrases like “red wine” or “sweet potato” for
which the adjectives define their meanings, but to avoid phrases like “amazing cake”
or “yummy chocolate” for which the adjectives should be considered in sentiment
calculation only. Notice how the first word in all four examples is an adjective,
and therefore Part of Speech tagging was not suitable to perform the differentiation
between the phrases. Rather, we combined lists of adjectives from several sources
and created a designated adjective list, suited for our unique task. Based on the list
we eliminated adjectives that reflected on the quality or quantity of the objects (like
awful, big, yummy, etc.) and kept the ones that altered the meaning of the objects
and were therefore crucial for our analysis (like hot, spicy, red, green, etc.).

4. Lemmatization: we used spaCy library for NLP in python to apply lemmatization
to the text and return the keywords to their basic form.

After completing the keywords refinement, we grouped together identical keywords
and calculated the average sentiment for each of them.Wewanted to avoid rare keywords
that hardly appeared in our dataset, so we chose to include only keywords that were
mentioned at least ten times.We alsowanted to avoid a single patient sealing a keywords’
fate by praising it or denigrating it, so we only included keywords that were mentioned
by at least five different patients.

We examined the frequently mentioned keywords used by patients in four different
groups: keywords from all tweets, keywords from tweets related to health and nutrition,
keywords from tweets related to food and drink, and keywords from tweets related to
IBD. There was an overlap between the “health and fitness” category and the tweets
related to IBD, as 88.8% of the tweets that explicitly mentioned IBD were classified
by the NLU module as related to health and fitness. For each group we generated a
word-cloud that visualized the frequent keywords within the group. We obtained the 25
most frequent keywords in each group and compared the results using six Independent
Samples t-tests, one for every two groups.

3 Results

3.1 Category Classification

Patients’ Group. The NLU module was used for category classification over 550,161
tweets written by IBD patients. 7,964 of the tweets were ignored by the NLU module
since they did not contain enough data for category classification and another 4,830
tweets were classified as written in languages other than English. Overall, a category
was successfully retrieved for 537,367 tweets (97.7%).
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Table 2. Two examples of keywords extraction and refinement.

Text after cleaning Extracted keyword, sentiment Fixed keyword, sentiment
1 as soon as i can eat reliably 

and have energy i'm mak-
ing a couple 
of cheesecakes.

couple of cheesecakes, 0.86
energy, 0.86

cheesecake, 0.86
energy, 0.86

2 great poll. i do have the odd 
binge, but ibd has changed 
what i can drink. no more 
red wine or ale 

odd binge, -0.45
red wine, -0.83
great poll, 0.96
ibd, -0.45
ale, -0.83

binge, -0.45 
red wine, -0.83
poll, 0.96 
ibd, -0.45
ale, -0.83

15.8% of the categorized tweets were classified as “art and entertainment”, which
turned out to be the most frequent category. 11.9% were classified as “society”, 10.0%
as “health and fitness”, and 9.6% were classified as “sports”. The classification contin-
ued with the category “law, govt and politics”, which accounted for 7.9% of the tweets,
followed by “family and parenting” with 5.7%, “food and drink” with 5.7%, and “tech-
nology and computing” with 5.0% of the tweets. The next four categories: “style and
fashion”, “automotive and vehicles”, “business and industrial”, and “pets” accounted
for 4.0%, 3.3%, 3.2% and 3.0% respectively. The rest of the tweets were classified into
11 small categories (of size ranging between 0.2% to 2.5%), that accounted together for
15% of the tweets. All the 23 high-level categories suggested by IBM were detected
within the patients’ tweets, and the full category segmentation can be found here.

In the context of lifestyle, it is interesting to examine three categories: “health and
fitness”, which captures tweets related to diseases or physical activity; “food and drink”,
which captures tweets related to nutrition; and “religion and spirituality”, which captures
tweets related to spiritual, relaxing activities like yoga and meditation. The “health and
fitness” category turned out to be the third largest category discussed by patients. The
segmentation show that they talk about these subjects 10% of the time. “Food and drink”
was also a dominant category, holding 5.7% of the tweets as the 7th largest category. The
“religion and spirituality” category, on the other hand, was one of the smaller categories
with only 2.5% of the tweets.

Control Group. The NLU module was used for category classification over 78,665
tweets written by users from the control group. After eliminating tweets that did not
contain enough data or those classified as written in languages other than English, a
category was successfully retrieved for 73,817 tweets (93.8%).

Comparing to the patients’ group, the two largest categories of the control groupwere
again “art and entertainment” and “society”, which accounted for 16.3% and 14.7% of
the tweets, respectively. Even though the classification stayed the same, both categories
increased in the control group’s segmentation.

Continuing to the third largest category, we noticed a difference between the groups
in the classification itself: holding 10% of the patients’ tweets, “health and fitness” was
the third largest category within the patients’ group; with only 4.8% of the random users’
tweets, the same category dropped to the 6th place in the control group’s segmentation.

https://www.bgu.ac.il/~mayast/IHAW_Appendix.pdf
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The third largest category within the control group was “law, govt and politics”, which
held 10.8% of the tweets.

The “Food and drink” category dropped three places in comparison to the patients’
group: from the 7th place with 5.7% of the patients’ tweets to the 10th place with only
3.9% of the random users’ tweets. The findings show that patients talk more about health
and fitness in comparison to the control group, who talk more about politics and society.
The full category classification of the control group’s tweets can be found here.

Comparing the Groups. Observing the differences between the categories discussed
by patients and those discussed by random users, we used a Dirichlet regression to
check whether these differences were statistically significant. We obtained a category
segmentation per user and tested whether the group of the user (patients or control) was
a statistically significant explanatory variable.

The group indicator was found to be statistically significant by three different statis-
tical measures: the likelihood-ratio test (χ2(23) = 218.93) comparing the two statistical
models showed P< .01 and both AIC and BICwere smaller for themodel with the group
variable. Table 3 presents the analysis of deviance between the two statistical models we
compared: model 1 (the full model), containing the group of the user as an explanatory
variable and an intercept, and model 2 (the null model) containing an intercept only.

Table 3. Analysis of deviance table between the two regression models: model 1 with the group
indicator as an explanatory variable and model 2 without.

Model Deviance N. parameters Difference (LRT) df Pr (>Chi) (P-value)

1 – full −46766 46

2 – null −46546 23 219.83 23 < 2.2e-16***

Figure 1 and Fig. 2 visualize the results of the Dirichlet regression we performed.
Figure 1 shows the predicted category segmentation for each group: the patients’ pre-
dicted probabilities are represented by green circles and those of the control group by red
triangles. Already we can notice the difference between the two groups when it comes
to health and fitness, as the predicted probability for this category within the patients’
group is higher than the equivalent within the control one. We can see that the control
group, on the other hand, talk more about politics and society comparing to the patients’
group. Figure 2 shows the scaled difference between the predicted values of the patients’
group and the predicted values of the control group, in each category. Again, we can see
how patients talk more about health and fitness or even food and drink and less about
politics and society, in comparison to the control group.

https://www.bgu.ac.il/~mayast/IHAW_Appendix.pdf
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Fig. 1. Predicted probability of each category, by group: patients’ group is marked with green
circle and the control group with red triangle. (Color figure online)

Fig. 2. Scaled differences between the predicted values of the patients’ group and the predicted
values of the control, in each category.

3.2 Keywords Extraction

Out of the 85,573 patients’ tweets that were selected for keywords extraction, the NLU
module was able to identify keywords in 82,778 tweets (96.7%), and a total of 218,592
keywords was extracted. After completing the refinement process and aggregating sim-
ilar keywords, 64,020 different keywords were found. However, only 2,553 keywords
were mentioned at least ten times in our data base, and only 2,335 keywords were also
mentioned by at least five different patients.

Figure 3 shows four word-clouds of frequently mentioned keywords that were gener-
ated over four different groups: keywords from all tweets, keywords form tweets related
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to health and nutrition, keywords from tweets related to food and drink, and keywords
from tweets related to IBD. The size of each keyword reflects the number of times it
was mentioned by the patients – the larger the keyword, the more frequent it was. The
color of each keyword reflects the average sentiment it was given by the patients – green
for positive sentiment, red for negative sentiment, and gray for neutral. Since an average
sentiment of exact 0.0 is improbable, we decided to consider all scores on the closed
line segment [−0.05, 0.05] as neutral sentiments.

All Health and fitness

Food and drink IBD-related

Fig. 3. Word-clouds of frequently mentioned keywords by four groups.

General words like “people”, “day”, “time” and “thing” were frequent among all the
four groups and usually appeared in a negative context. However, the rest of the most
frequent words were different between the three groups “All”, “health and fitness” and
“IBD-related”, and the remaining group “food and drink”. While the “food and drink”
group captured words related to nutrition in a positive sentiment, all the other three
groups captured phrases related to IBD that mainly had a negative sentiment.

The Independent Samples t-tests between the average sentiments of the “food and
drink” group and those of the other groups showed that the sentiment in the “food and
drink” group was indeed more positive compared to the other groups (all three tests
showed P < .01). No statistical differences were found between the average sentiments
of the other three groups.

Looking at the clouds in Fig. 3, we can see that the “food and drink” cloud is
composed of relatively many green keywords, while the other three clouds are much
redder. Words related to IBD are dominant in all three of them and they appear in red. It
means that patients tend to use a negative sentiment when they talk about their disease.
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4 Discussion

4.1 Principal Results

This research aimed to discover what IBD patients are talking about on Twitter and to
learn from the personal experience they share in their tweets. A collection of tweets
written by IBD patients was obtained and classified into thematic categories using the
NLU module by IBM Cloud. It was found that the segmentation of topics discussed by
IBD patients differ from the one discussed by the general population of Twitter users.
While the random Twitter users frequently referred to politics and social affairs in their
tweets, the IBD patients dedicated a considerable amount of their tweets (10%) to health
and fitness. Only a small fraction (2.5%) of the patients’ tweets related to religion or
spirituality, which is surprising since relaxing physical activities like yoga, meditation
or mindfulness are considered helpful to maintaining the disease.

To further investigate patients’ discussion on Twitter, keywords extraction with sen-
timent analysis was applied to all tweets related to health, fitness, or nutrition. Using
the NLU module, keywords from lifestyle-related tweets were identified and classified
as positive, negative, or neutral, to reflect on the way patients deal with their disease.
The analysis showed that the keywords were used in a more negative sentiment when
the patients talked about their health.

Unlike previous research related to patients’ sentiment on Twitter [35–37], we
focused our research on entity sentiment rather than the sentiment of the entire tweet.
The entity sentiment analysis can be used for characterizing patients’ sentiment towards
the different treatments they try. In our previous research [38] we investigated the sen-
timents towards lifestyle-related keywords from a predefined list which only contained
single words. In this research we extended the analysis to index terms of both words and
phrases that were extracted directly from the text.

This research suggests that there is room for collaboration between physicians and
engineers regarding the understanding of chronic diseases. Due to the chronic nature of
the disease and the fact that it involves bowel movements, IBD patients are compelled
to follow a special nutrition and maintain a calm routine. By collecting and analyzing
patients’ personal experiences on social media, we can monitor patients’ lifestyles and
support medical knowledge regarding IBD. We can identify and assess complementary
treatments of diets and physical activity and maybe ease patients’ processes of finding
the right treatments for them. Although such analysis should not strive to replace doctors
or draw conclusions of clinical nature, it may provide complementary recommendations
for healthy lifestyles based on the wisdom of the crowd.

4.2 Limitations and Future Work

The NLU module by IBM Cloud was used in this research for category classification
and keywords extraction as a proof of concept. We did not evaluate its results, nor did
we compare them to similar tools available in the market like the Natural Language
AI by Google Cloud. Future research should consider performing similar analysis with
different natural language processing tools and comparing their results. Even train-
ing designated algorithms on data from lifestyle-related tweets, like those used in this
research, can benefit the analysis.
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The control group used in this research was composed of only 57 random users,
while the test group was larger and contained 377 IBD patients. The use of Twitter
Streaming API is free, and one can quickly collect many random users to increase the
control group. However, the rest of the analysis – collecting all their tweets and using
the NLU module to extract keywords from each one – is time consuming and costly. In
future work, we intend to continue the process and increase the control group to at least
100 users.

The collection of timelines for the patients’ groupwas done inNovember 2020,while
the collection of timelines for the control group was done inMay 2021. The periodic gap
between the collected data may affect the category segmentations. Another adjustment
needed to balance the two groups is to collect the users’ timelines over the same time
periods.

4.3 Conclusions

This research provided thematic analysis and keywords identification in tweets by
patients with IBD. The analysis showed that patients differ in the content they share
on Twitter from other users, and that the information they share can be used to derive
insights regarding their disease.

The methods presented in this research, that were applied to IBD, can also help
to explore other medical conditions. Research of other diseases involving strict dietary
guidelines, like Celiac Disease or diabetes, can use the analysis of patients’ tweets to
better understand patients’ difficulties with adhering to their new lifestyles. Research of
diseases considered embarrassing, like HIV, can use such analysis to learn more about
the constant struggle of patients living with the disease.

Therefore, the contribution of this research is twofold: It provides an analytical
contribution to the fields of text mining and social media and a practical contribution
by better understanding chronic conditions and promoting a healthy lifestyle of chronic
patients.
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Abstract. There are many novel cell-based technologies currently under devel-
opment in university laboratories across the United States. These technologies
include genetic engineering, synthetic biology, and nano-sized drug delivery, and
are intended to treat patients at the cellular level. The early-stage designers of
these technologies are often researchers working in laboratory groups associated
departments of biomedical engineering. Although these groups play a critical role
within the context of healthcare, they are rarely considered as having a fiduciary
relationship with patients and a duty to provide trustworthy technologies. In this
short paper, part of the results of a laboratory ethnography of cellular biomedical
engineers is presented. Based on observations, interviews, and document analysis,
the design practices of laboratory developing novel cellular technologies is con-
sidered. Using the conceptual tenets of Value Sensitive Design (VSD), the values
of responsibility, transparency, and wellbeing are implicated in this analysis. The
principles of translational medicine are also found to strongly influence cellular
biomedical engineering laboratory activities.

Keywords: Biomedical technology · Values in design · Translational medicine

1 Introduction

There are many novel cellular technologies currently under development in university
laboratories across the United States. These technologies often fall under the labels
of genetic engineering, synthetic biology, and nano-sized drug delivery. All of these
tools are designed with the intent to eventually treat patients at the cellular level. One
important group of designers of these novel technologies are biomedical engineers who
work in laboratory groups affiliated with academic biomedical engineering departments
[1]. Although many types of novel technologies are developed in these spaces, this
project only focuses on groups which develop cell-based technologies, and are referred
to here as cellular biomedical engineering laboratories.

Little is known about how novel cellular technologies will ultimately impact the
wellbeing of patients once they are regularly used. Although the implicit assumption is
that developing these technologies will result in better care for patients, what we do not
know is how much cellular biomedical engineers actually think about potential negative
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impacts early in the design process. Could possible future problems be controlled for at
the R&D stage?

Researchers in the areas of human-computer interaction (HCI), values and design,
and social informatics, all draw attention to the importance of understanding how values
influence technological design practices [2, 3]. Where values can be thought of as those
things people regard as important in their life, and have a type of moral import in
how they relate to what is considered right and wrong (i.e., ethical) within a particular
context [4]. Scholars concerned with values and design think about not only the use of
technologies impacting society, but also how social and technical dynamics influence
the design of technologies well before they are ever used in society. This approach is
based on position that humans have values that shape their design practices, and that
the resulting technologies come to embody those values [5]. The implication of this is
that the way a technology is designed ultimately enables certain uses and actions; all of
which have consequences whether they be positive or negative.

The designers of technology centered in this study are cellular biomedical engineer-
ing laboratories whose members engage in a complex network of scientific activity [6].
This complexity comes from a set of social and technical elements, at both the institu-
tional and individual levels, and where the network is comprised of multiple actors in
constantly shifting relationships [7].Althoughuniversity-based biomedical engineers are
not commonly seen as actors within the context of healthcare, they do play an important
role to develop safe and secure novel cellular technologies to use with patients.

The results of this studybegin anoverdue conversation about the role cellular biomed-
ical engineering laboratories have in the design of novel technologies intended for clin-
ical application. This paper focuses specifically on how values active within laboratory
spaces influence the design of cellular technologies long before they are ever used to treat
patients. This study uses VSD to examine how the values of responsibility, transparency,
and wellbeing are implicated in laboratory design practices. This paper also considers
the principles of translational medicine to inform part of the analysis.

2 Methodology

The results of this study come from hundreds of hours of observing the R&D practices
of biomedical engineering laboratories located at universities in the United States. Each
laboratory was in the process of developing a type of cell-based novel technology related
to genetic engineering, synthetic biology, and/or nano-sized drug delivery platforms. A
representative sample of semi-structured interviews were conducted, and the content
of hundreds of documents were analyzed. Data were coded using NVivo qualitative
software and analyzed using a modified grounded theory approach [8].

2.1 Data Gathering

Laboratories were targeted for recruitment based on information about their research
agendas as indicated on their university-supported group websites. Those contacted met
two criteria: the technology in development was designed for use at the cellular level;
the technology was intended for future clinical use. A total of 8 cellular biomedical
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engineering laboratories from 5 publicly-funded R1 institutions agreed to participate.
Over 250 h of observation were completed. Interviews took place at the end of the
study and 26 members (from a possible 56) agreed to be interviewed. Observation
notes, reflectionmemos, and interview transcripts were coded usingNVivo. Two existing
conceptual frameworks emerged as important for inclusion in this study (making for a
modified grounded theory approach) and play a critical role in the findings.

2.2 Conceptual Frameworks

The Roadmap of Translational Medicine
Cellular biomedical engineering laboratories express a strong desire to make their
projects translational. This is in reference to the notion of translational medicine which
seeks to move scientific knowledge from “bench-to-bedside” [9]. This concept high-
lights the desire to translate early-stage R&D projects from the basic science stage, to a
stage of care providing positive impacts on society. Part of the reason cellular biomedical
engineers care about translation is because the National Institutes of Health (NIH) value
translational goals. The NIH invests $37 billion annual in medical research, and more
than 80% is disbursed to universities, medical schools, and other research institutions
[10]. In 2003, the NIH created a conceptually linear five-stage translational roadmap
based on the principles of translational medicine [11] (See Fig. 1).

Fig. 1. NIH translational roadmap (simplified and adapted) [12]

The NIH translational roadmap provides a high-level depiction of the R&D practices
of biomedical researchers and indicates the major milestones associated with each stage.
Cellular biomedical engineering labs start their projects at the T0 stage of translation
and this directly impacts what they value as a part of their design practices.

Value Sensitive Design
VSD emerged from the fields of HCI and information systems design. It provides a
systematic way to study sociotechnical systems to discover, analyze, and operationalize
values within the context of particular design projects [13]. Rather than just focus on how
the use of a technology implicates certain values, this perspective argues values must
also be considered as a critical component in their design process [14]. This approach
validates the sociotechnical nature of technological design and realistically accounts for
constraints while attempting to avoid potential negative future-use impacts.

Emerging cellular biomedical technologies are not yet regularly used within clinical
settings; therefore, usingVSDas a conceptual approach at this early stage of development
grounds an initial assessment of the values active within these spaces. The use of a
values heuristic is advocated by some VSD scholars [15] and includes: human welfare,
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ownership & property, privacy, environmental sustainability, universal usability, trust,
autonomy, informed consent, accountability, freedom from bias, and identity.

Using this heuristic provides a starting point to consider which values may be impli-
cated when designing a novel technology and should not be thought of as fixed nor
exhaustive but rather serves as an analytical guide [16].

3 Findings and Values Implications

The purpose of this section is to identify the values implications found within university-
based biomedical engineering laboratories as they design cell-based novel biomedical
technologies. The wellbeing of future patients will be better protected if the values
implications found here become routinely considered bymembers of cellular biomedical
engineering laboratories.

3.1 Implication #1: Applying the Technology Label

The results of this study reveal that cellular biomedical engineers resist the label of
“technology” to describe their novel technological developments. Although they recog-
nize, to some extent, that their laboratory design activities contribute to the making of
new biomedical technologies, the boundary for when something becomes a technology
is often drawn around the laboratory walls. Specifically, laboratory developments are
said to become technologies once they are used to achieve clinical objectives. Although
providing this utility is positive, as it implies improving patient wellbeing, waiting for a
technology to be used before it is labeled as such minimalizes the role cellular biomed-
ical engineers see of themselves as designers of technology. It decreases the amount
of responsibility these researchers perceive to have to design ethical (i.e., not harm-
ful) biomedical technologies, and it supports the notion that negative impacts should be
assessed once a technology is used outside the laboratory context.

The type of distancing cellular biomedical engineers invoke between themselves as
designers of technology and the technologies they develop also reflects an internalized
devaluing of early-stage laboratory design practices. Cellular biomedical engineers are
stage T0 researchers engaged in what stakeholders understand as basic scientific lab-
oratory activities. However, university-based biomedical engineering laboratories are
located within colleges of engineering. This results in value clashes between basic ver-
sus applied research activities; the latter of which better align with engineering practices.
Cellular biomedical engineers come to internalize this value hierarchy due to their stage
T0 lab location along the translational roadmap, and it reinforces their perception as
non-critical actors in developing ethical novel biomedical technologies.

3.2 Implication #2: The Meaning of Translation

The way in which the concept of translational medicine is used within biomedical engi-
neering communities also supports the basic versus applied hierarchal values system.
For example, in interviews with members of cellular biomedical engineering laborato-
ries, they often described their laboratories as being translational. Using this term in this
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capacity was ultimately found to serve more as a stand-in for the term applied than it
did as a representation for the provision of clinical care. Although a subtle distinction,
it demonstrates how university-based biomedical engineers get trained to think about
their work within the translational framework. This implicitly encourages laboratories
engaged in basic scientific practices to aim for the production of tangible products. The
goal of translation for basic biomedical research should be the result of positive patient
health impacts at the end of the development process, but the expectation becomes that
biomedical innovations should be made marketable as quickly as possible. This expec-
tation motivates some laboratories to describe their research as translational, and sends
the message that cell-based laboratories are committed to producing tangible outcomes
based on their research projects.

Cellular biomedical engineers, as stage T0 researchers, have yet to engage with
the necessary clinical stakeholders (e.g., hospital personnel, patients) who can usher
biomedical technologies into the clinic. Describing a cellular biomedical engineering
laboratory as a translational misidentifies the actual stage of technological development
happening within the lab. These laboratories do not consider patient impacts in the way
that using the term “translation” suggests. They instead prioritize the wants and needs
of translational intermediaries, like the FDA or manufacturers, which get involved in the
development process well before clinical actors. The term translation gets conflated to
mean the design of a “product” rather than the provision of “healthcare”. The pressure
laboratories experience to ensure that their novel technologies are marketable and can
be upscaled adversely impacts their relationship with translation. The term translation
is ultimately used in a way that hinders the transparency of its intended meaning.

3.3 Implication #3: The Invisibility of Patients

The results of this study found that the eventual patient use of novel cellular technology
is not what serves as the primary driver for a particular project. The specifics of how
a novel technology will be used by physicians to treat patients in clinical settings is
largely unknown. Cellular biomedical engineering laboratories are removed from the
clinical context both physically and epistemologically. Cellular biomedical engineers
do not work with patients given their stage T0 locations along the translational roadmap.
The perception that cellular biomedical engineers have of who serves as the imagined
end user of their novel technologies is adversely impacted by their distance from clinical
realities.

Cellular biomedical engineers often see industry partners and governmental regu-
lators as the actors responsible for considering how a novel cell-based technology will
ultimately be used. This perception defaults to an implicit assumption among researchers
that intermediaries are responsible for managing any potential negative impacts from
their use. More importantly, this assumption also serves to distance the relationship that
cellular biomedical engineers believe they have to worry about potential social impacts.
The reality is that these groups of researchers, as designers of technology, have a respon-
sibility to design novel cell-based technologies where patients are the intended primary
user. Designing novel biomedical technologies for the needs of patients will help avoid
potentially negative social impacts related to their use.
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4 Conclusion

The results of the study presented here provide some initial insights into the laboratory
activities and design practices of biomedical engineers as they develop novel cellular
technologies. This paper serves as an entry point into a conversation about the role
values play in the earliest stages of biomedical technological development. Although
the values of responsibility, transparency, and patient wellbeing were considered here, a
more comprehensive analysis of the values implications found in all kinds of biomedical
engineering laboratories should be examined in future studies. Such studies should also
focus on suggesting specific values interventions which could be integrated into labora-
tory design practices. These proposed interventions should provide holistic solutions and
address challenges at both the laboratory level and institutional level. Although potential
solutions go beyond what a single laboratory or even a single institution can achieve on
their own, if all actors within the broader network work on issues collectively, this will
better protect the wellbeing patients in the future.
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Abstract. Acoustic sounds produced by the human body reflect
changes in our mental, physiological, and pathological states. A deep
analysis of such audio that are of complex nature can give insight about
imminent or existing health issues. For automatic processing and under-
standing of such data, sophisticated machine learning approaches are
needed that can extract or learn robust features. In this paper, we intro-
duce a set of machine learning toolkits both for supervised feature extrac-
tion and unsupervised representation learning from audio health data.
We analyse the application of deep neural networks (DNNs), includ-
ing end-to-end learning, recurrent autoencoders, and transfer learning
for speech and body-acoustics health monitoring and provide state-of-
the-art results for each area. As show-case examples, we pick three
well-benchmarked examples for body-acoustics and speech, each, from
the popular annual Interspeech Computational Paralinguistics Challenge
(ComParE). In particular, the speech-based health tasks are COVID-19
speech analysis, recognition of upper respiratory tract infections, and
continuous sleepiness recognition. The body-acoustics health tasks are
COVID-19 cough analysis, speech breath monitoring, heartbeat abnor-
mality recognition, and snore sound classification. The results for all
tasks demonstrate the suitability of deep computer audition approaches
for health monitoring and automatic audio-based early diagnosis of
health issues.

Keywords: Computer audition · Digital health · Health monitoring

1 Introduction

Diagnosis of disease, ideally even before symptoms are noticeable to individuals,
facilitates early interventions and maximises the chance of successful treatments,
especially for mental health. Whilst early diagnosis cannot enable curative treat-
ment of all possible diseases, it provides the considerable chance of averting irre-
versible pathological changes in organ, skeletal, and nervous systems, as well as
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chronic pain and psychological stress [8]. Research in machine learning for audio-
based digital health applications has increased in recent years [6]. Substantial
contributions have been made to the development of audio-based techniques for
the recognition of various health conditions, including neurodegenerative diseases
such as Alzheimer’s or Parkinson’s [20], psychological disorders such as bipolar
disorder [16], neurodevelopmental disorders such as Fragile X, Rett-Syndrome, or
Autism Spectrum Disorder [17], and contagious diseases such as COVID-19 [15].
In the proceeding section of this paper, we first introduce seven health-related
corpora for speech and acoustic health monitoring tasks (Sect. 2). In Sect. 3, we
then introduce a set of contemporary computer audition methods and analyse
their performance for various early digital health diagnosis and recognition tasks.
The last section concludes our paper and discusses future work.

2 Speech and Acoustic Health Datasets

In this section, we introduce seven health related speech and audio datasets
which have been used in recent editions of the INTERSPEECH Computational
Paralinguistics ChallengE (COMPARE) [18,19,22]. We further provide informa-
tion about the important characteristics of each dataset and the used partitions
for the machine learning experiments (cf. Table 1).

Cambridge COVID19 Sound Database – Speech & Cough. This dataset
which was used for a sub-challenge in the 2019 edition of the INTERSPEECH
ComParE contains two speech and cough subsets from the Cambridge COVID-19
Sound database [3,11]. The audio files were resampled (in some cases, upsam-
pled) and then converted to 16 kHz and mono/16 bit, and further normalised
recording-wise to eliminate varying loudness. For the COVID-19 Cough (C19C),
725 recordings (one to three forced coughs) from 343 participants were provided,
in total 1.63 h. For the COVID-19 Speech (C19S), 893 speech recordings from
366 individuals were used, in total 3.24 h.

Upper Respiratory Tract Infection Corpus (URTIC). This corpus is pro-
vided by the Institute of Safety Technology, University of Wuppertal, Germany,
and consists of recordings of 630 subjects (382 m, 248 f, mean age 29.5 years,
std. dev. 12.1 years, range 12-84 years), made in quiet rooms with a micro-
phone/headset/hardware setup (sample rate 44.1 kHz, downsampled to 16 kHz,
quantisation 16 bit). To obtain the state of health, each individual reported a
binary one-item measure based on the German version of the Wisconsin Upper
Respiratory Symptom Survey (WURSS-24), assessing the symptoms of common
cold. The global illness severity item (on a scale of 0 = not sick to 7 = severely
sick) was binarised using a threshold at 6.

Düsseldorf Sleepy Language (SLEEP) Corpus. This corpus [21] contains
speech recordings of 915 individuals (364 f, 551 m) at different levels of sleepi-
ness (1–9 KSS, 9 denotes extreme sleepiness). The participants performed various
pre-defined speaking tasks and read out text passages. Moreover, spontaneous
speech is collected in the form of elicited narrative content. The sessions which
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Table 1. Number of instances per class in the all partitions for each dataset.

# Training Development Test Σ

Speech-based datasets for health monitoring

COVID-19 Speech (C19S) Corpus [3,11,23]

No COVID-19 243 153 189 585

COVID-19 72 142 94 308

Σ 315 295 283 893

Upper Respiratory Tract Infection Corpus (URTIC) [19]

C 970 1 011 895 2 876

NC 8 535 85̇85 8 656 25 776

Σ 9 505 9 596 9 551 28 652

Düsseldorf Sleepy Language (SLEEP) Corpus [21]

1–9 (Karolinska Sleepiness Scale (KSS)) 5 564 5 328 5 570 16 462

Acoustic datasets for health monitoring

COVID-19 Cough (C19C) Corpus [3,11,23]

No COVID-19 215 183 169 567

COVID-19 71 48 39 158

Σ 286 231 208 725

UCL Speech Breath Monitoring (UCL-SBM) Corpus [18]

Speakers 17 16 16 49

Heart Sounds Shenzhen (HSS) Corpus [22]

Normal 84 32 28 144

Mild 276 98 91 465

Moderate/Severe 142 50 44 236

Σ 502 180 163 845

Munich-Passau Snore Sound Corpus (MPSSC) [19]

Velum (V) 168 161 155 484

Oropharyngeal lateral walls (O) 76 75 65 216

Tongue (T) 8 15 16 39

Epiglottis (E) 30 32 27 89

Σ 282 283 263 828

lasted roughly one hour per participant were further held between 6 am to 12 pm
in order to acquire high variability in the levels of perceived sleepiness. Using
this dataset, the sleepiness of a speaker can be assessed as regression problem.
Continuous recognition of sleepiness is of high relevance for sleep disorder mon-
itoring.

UCL Speech Breath Monitoring (UCL-SBM) Corpus. This corpus con-
tains spontaneous speech recordings that took place in a quiet office space, and
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recordings from a piezoelectric respiratory belts worn by the subjects. All signals
were sampled at 40 kHz; speech was downsampled to 16 kHz and breath belts to
25 Hz in post-processing [18]. All 49 speakers (29 f, 20 m) reported English as a
primary language ages range from 18 to approximately 55 years old (mean age
24 years; std. dev. ˜10 years). Breathing patterns also provide medical doctors
vital information about an individual’s respiratory and speech planning [4].

Heart Sounds Shenzhen (HSS) Corpus. The HSS corpus, provided by the
Shenzhen University General Hospital, contains heart sounds gathered from 170
subjects (55 f, 115 m; ages from 21 to 88 years (mean age 65.4 years, std. dev.
13.2 years) with various health conditions, such as coronary heart disease, heart
failure, and arrhythmia. The acoustic signals were recorded using an electronic
stethoscope with a 4 kHz sampling rate and a 20 Hz–2 kHz frequency response.
Three types of heartbeats (normal, mild, and moderate/severe) have to be clas-
sified Table 1. Automatic machine learning based approaches could help moni-
toring patients with unclear symptoms of heartbeat abnormalities.

Munich-Passau Snore Sound Corpus (MPSSC). The MPSSC is intro-
duced for classification of snore sounds by their excitation location within the
upper airways. The corpus contains audio samples of 828 snore events from 219
subjects (cf. Table 1). The number of recordings per class in the corpus is unbal-
anced, with 84% of samples from the classes Velum (V) and Oropharyngeal
lateral walls (O), 11%, Epiglottis (E)-events, and 5% Tongue (T)-snores. This is
in line with the probability of occurrence during normal sleep [12].

Table 2. Results for all seven introduced corpora. The official challenge baselines
and the winners of each sub-challenge are provided. UAR: Unweighted Average Recall.
PCC: Pearson’s correlation coefficient. ρ: Spearman’s correlation coefficient. *: [2] was
a separate submission and not as a part of the sub-challenge.

Speech-based health monitoring Acoustic health monitoring

C19S URTIC SLEEP C19C UCL-SBM HSS MPSSC
Approach UAR [%] UAR [%] PCC ρ UAR [%] UAR [%] UAR [%]

Dev Test Dev Test Dev Test Dev Test Dev Test Dev Test Dev Test

Baseline systems of the ComParE [23, 19, 21, 22, 2]

openSMILE 57.9 72.1 64.0 70.2 .251 .314 61.4 65.5 .244 .442 50.3 46.4 40.6 58.5
End2You 70.5 68.8 59.1 60.0 N/A 61.8 64.7 .507 .731 41.2 37.7 40.3 40.3
auDeep 62.2 64.2 N/A .257 .321 67.6 67.6 N/A 38.6 47.9 44.8 61.3
Deep Spectrum 56.0 60.4 N/A N/A 63.3 64.1 N/A 44.1 46.1 44.8 67.0*
Fusion of Best – 71.1 – 71.0 – .343 – 73.9 – .621 – 56.2 – 55.8

Winners of each sub-challenge from left to right: [10, 14, 9, 5, 13]

baseline won 65.8 72.0 .367 .383 69.9 75.9 .640 .763 baseline won – 64.2
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3 State-of-the-Art Methodologies and Results

This section provides results from the winners of each sub-challenge (cf. Table 2).
Further, the results are compared with the performance of four machine learn-
ing and deep learning baseline systems of ComParE, namely openSMILE1 [7],
End2You2 [24], auDeep3 [1], and Deep Spectrum4 [2]. Each of baseline sys-
tem utilises a different methodology to extract or learn features from the audio
signals. In particular, openSMILE is designed to extract expert-designed fea-
tures such as pitch, energy, and prosody for specific speech and audio tasks.
The End2You approach utilises an end-to-end learning paradigm to extract
features from raw audio with a convolutional network and then performing the
final classification using a subsequent recurrent network. auDeep makes use
of recurrent sequence-to-sequence autoencoders for unsupervised representation
learning, and Deep Spectrum applies transfer learning techniques with pre-
trained image convolutional networks for deep feature extraction from audio
plots.

4 Conclusions and Future Work

We have carefully selected seven (three speech-based and three body-acoustics-
based plus one ‘inbetweener’ – breathing) medical datasets for audio-based early
diagnosis of various health issues (cf. Sect. 2), and demonstrated the suitability of
(deep) computer audition methods for all introduced tasks (cf. Sect. 3). For data
of a more complex nature (e. g. SLEEP or C19C), we showed that unsupervised
learning of representations provides better results compared to other baselines.
For the regression task UCL-SBM, End2You (composed of convolutional and
recurrent blocks) outperforms other systems showing its suitability for modelling
time-continuous data. Further, we recommend the application of transfer learn-
ing approaches (e. g. Deep Spectrum) for audio health monitoring tasks where
the data is scarce as such models are pre-trained on larger datasets. As a next
step, more holistic views on audio-based health monitoring will be needed that
do not focus on ‘healthy’ vs ‘sick’, but target the big picture of health state
synergistically. With this and more data or data-efficient strategies, audio-based
health monitoring in every-day life appears around the corner.
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