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Abstract. This paper presents the development and study of a model for for-
malizing the process of making a diagnosis using artificial intelligence methods.
Currently, various artificial neural networks and expert systems have been created
and are used for diagnosis. Analysis of these works has shown that these methods
show good results, but have a number of drawbacks, the most significant of which
is the complexity of organization and the significant time required to train a neural
network. Thus, the problem is to develop new algorithms that have a probability
of making an accurate diagnosis, comparable with artificial neural networks and
expert systems, while having a shorter training time. One of the ways to solve this
problem is to develop amodel for diabetes diagnosis based on an artificial immune
system. The purpose of this work is to develop and study of a model for formal-
izing the process of diagnosis using methods of artificial intelligence. The paper
reviews a model of the diagnosis process: pre-diabetes (impaired glucose toler-
ance, impaired fasting glycemia), type I diabetes, type II diabetes. The problem of
diagnosing the disease can be regarded as a classification problem. In this paper,
the process of diagnosis was examined as a division of test data and patient history
into four classes corresponding to one of the diagnoses: pre-diabetes (impaired
glucose tolerance, impaired fasting glycemia), type I diabetes, type II diabetes.
An artificial immune system and Kohonen artificial neural network were used to
solve this problem.

Keywords: Diabetes mellitus · Artificial neural network · Artificial immune
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1 Introduction

At presentation a diagnosis, the medical practitioner has to process a large amount of
information. This increases the physician’s information load, which leads to physical
and psychological fatigue, errors in selecting and administering treatment, or delaying
the process of making an accurate diagnosis. Therefore, it is clear that there is currently
a trend toward increasing the number of diagnostic medical information systems (MIS)
being developed. In addition, Government Decree No. 555 of May 05, 2018 “On the
Unified State Health Information System” promotes the growth of health information
system implementations.

MIS helps medical workers, facilitates their work, and improves the quality of
medical services [1–7].
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This paper discusses algorithms that allow for differential diagnosis of type I and
type II diabetes mellitus, impaired glucose tolerance, and fasting glycemia disorders.

The optimal treatment regimens for patients with diabetes mellitus (DM) have
become an increasingly urgent task over the years. In spite of the efforts of health
care organizations in many countries, the number of people with diabetes is steadily
increasing. The disease is the fourth leading cause of premature death in the world.
Today it affects about 422 million people, which is 6.028% of the world’s population.
In Russia about 8 million people suffer from diabetes. Over the last decades, physicians
have recorded a steady increase in the incidence of diabetes in all age groups. In the past
the disease was more widespread among the people older than 40 years old, today even
children and teenagers suffer from it. Researches show that each age group is specific
in its own way about the course of the disease. The causes of the disease are not fully
investigated. However, scientists believe that the main source of this trend is a sedentary
lifestyle and a negative environmental situation.

There are a number of domestic and foreign studies that tried to diagnose type I
or type II diabetes mellitus, and they used artificial intelligence technologies as their
basis. Among them are the works of E.A. Pustozerov, T.A. Obelets, Kiran Tangod, O.P.
Shesternikova, Dilip Kumar Chubi, O.M. Alade, J. Vijayashri, J. Jayashri [8–15].

The analysis of theseworks has shown that thesemethods showgood results, but have
a number of drawbacks, the most significant of which is the complexity of organization
and the long time required to train a neural network. Therefore, the problem is to develop
new algorithms that have a probability ofmaking an accurate diagnosis, comparable with
artificial neural networks and expert systems, while having a shorter training time. One
of the ways to solve this problem is to develop a model of diabetes diagnosis based on
an artificial immune system.

1.1 Objective of the Work

The objective of this work is to develop and investigate a model for formalizing the
process of diagnosis using artificial intelligence methods.

1.2 Materials and Methods

Let’s consider a model of the diagnosis process: pre-diabetes (impaired glucose
tolerance, impaired fasting glycemia), type I diabetes, type II diabetes.

The problem of diagnosing the disease can be regarded as a classification problem.
In this work, the process of diagnosis was considered as a division of test data and patient
history into four classes, corresponding to one of the diagnoses: pre-diabetes (impaired
glucose tolerance, impaired fasting glycemia), type I diabetes, type II diabetes.

An artificial immune system and Kohonen artificial neural network were used to
solve this problem.

Artificial immune system represents an idealized version of its natural counterpart
and reproduces the key components of the natural process: selection of the best antibod-
ies of the population depending on their affinity to the antigen, cloning of antibodies,
mutation of antibodies [16–23, 24].
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In the proposed artificial immune system, a vector g, is considered as an antigen,
which components are real and Boolean values reflecting the data obtained during the
collection of anamnesis and clinical examinations of the patient whose diagnosis needs
to be determined. g = (g1, g2 . . . g15), where g1 is the patient’s gender, g2 is a Boolean
variable reflecting the fact that the patient had a child over 4 kg, g3 – is age, g4 – is
weight, g5 – is height, g6 – is body mass index, g7–g9 are Boolean variables reflecting
whether the patient had relatives with diabetes, polydipsia and polyuria, g10 – is fasting
plasma glucose level, g11 – is plasma glucose level 2 h after use of oral glucose tolerance
test, g12 – is glucose level at random determination, g13 – HbA1c, g14 – is insulin, g15
– C - peptide.

The antibody is a vector, l = (l1, l2 . . . l16), where l1–l15 is a sequence of real and
Boolean values similar to the antigen, l16 – is the patient’s diagnosis that corresponds
to such indicators. The components of antibody and antigen vectors we will call genes.
Antibodies belong to one of four classes, according to the diagnosis: type 1 or type 2
diabetes, impaired glucose tolerance, impaired fasting glycemia. The task of the immune
system is to determine which class the antigen belongs to.

The learning algorithm of the artificial immune system can be represented as follows.

1. The user enters the name of the diagnosis to be taught to the system in the text field
and initiates training.

2. A group of antibodies li, i = 1 . . . n, is created, each of which receives the name
of the diagnosis entered by the user. The values of the vector components of each
antibody are set randomly.

3. An antigen g = (g1, g2 . . . g15) is randomly selected from the training dataset, with
values corresponding to the diagnosis entered by the user.

4. The antibody-antigen affinity function is calculated according to the following rule:
5. A = k/15, where k – is the number of antibody genes xi, satisfying the condition
6. |li − gi| ≤ α, i = 1, . . . , 15, α = 0, 05.
7. For t antibodies with affinity to the antigen exceeding the set threshold p, a cloning

procedure is applied, in which m copies of each antibody are created.
8. Amutation operator is applied to antibody clones, consisting of randomly selecting

genes and making random changes in their values.
9. The affinity of antibody clones is calculated.
10. Destroying l (l > mt) antibodies with the lowest affinity.
11. Population number is restored by generating randomly n − l new antibodies.
12. Steps 4–9 are repeated until the population stabilizes over a number of cycles.
13. Steps 3–9 are repeated until all antigens from the training sample have been used.
14. All antibodies from the population are added to a separate group to be used for

further diagnosis.

The described process is repeated if the immune system needs to be trained for other
diagnoses.

The diagnosis is obtained on the basis of the following sequence of steps:

1. A vector containing the data of the patient to be diagnosed is presented to the system
as an antigen.
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2. A number of antibodies belonging to different classes of possible diagnoses are
randomly selected from the population of antibodies.

3. The number of antibodies in the selected population belonging to class d1
i is counted,

where i = 1,…,4.
4. Steps 4–10 of the previous algorithm are repeated for the selected population until

its stabilization for a certain number of cycles is achieved.
5. The number of antibodies in the selected population belonging to the class number

id2
i where i = 1,…,4 is selected.

6. For each class we calculate the rati vi = d2i
d1i

, i = 1, . . . 4.

If only one of these relations is greater than 1, the class number corresponds to the
diagnosis; otherwise, steps 2–6 are repeated, but only antibodies of classes for which
vi > 1 are included in the population.

The diagnosis problem can be considered as a classification problem. The classifi-
cation problem was solved using the Kohonen neural network.

In the Kohonen network the number of inputs of each neuron is equal to the dimen-
sionality of parameters of the classified object. In our case, we will classify the results
of analysis and patient data. As defined earlier, patient data contains 15 parameters, i.e.
each neuron has fifteen inputs. The number of neurons is equal to the number of diag-
noses that can be given to patients. In this paper, the patients will be divided into four
groups:

1. patients with type I diabetes mellitus;
2. patients with type II diabetes mellitus;
3. patients with impaired fasting glycemia;
4. patients with impaired glucose tolerance.
5. The training algorithm for the Kohonen network consists of the following steps.
6. Network Initialization.
7. Assigning small random values to the weights of the network Wij, i = 1, n, j =

1,m. The following values are set: α0 – the initial learning rate and D0 – the
maximum distance between the weight vectors (columns of the matrix W ).

8. Presenting the network with a new input signal X from the training sample.
9. Calculating the distance from input X to all neurons of the network:

10. dj =
n∑

i=1

(
Xi − WN

ij

)2
, j = 1,m

11. Selection of the neuron k, 1 ≤ k ≤ m with the shortest distance dk from the input
to the network neurons.

12. Adjustment of weights of the k-th neuron and all neurons that are at a distance not

exceeding DN : WN+1
ij = WN

ij + αN

(
Xi − WN

ij

)
.

13. Decreasing values of αN ,DN .

Steps 2–7 are repeated until the weights stop changing (or until the total change of
all weights is less than the value set by the user).

After the network is trained, the diagnosis is made by feeding the test vector to the
network input and calculating the distance from it to each neuron, followed by selecting
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the neuron with the shortest distance as the class indicator. The number of the selected
class corresponds to the diagnosis of the patient.

1.3 Results

The accuracy of diagnosis using an artificial neural network and an artificial immune
system was compared.

Data from186patientswith knownfinal diagnoseswere used to organize the software
package. The training sample included 100 records, the control sample included 86
records.

Patients’ diagnoses that were obtained during the work of the program complex were
compared with the known final diagnoses, and then the percentage of coincidence with
those obtained during the work of the program was calculated (Table 1).

Table 1. Comparison of diagnosis results

Method Percentage of correct
diagnoses

Linear classifier (neural network with 1 layer) 88%

Kohonen neural network 92%

Artificial immune system with initial population n = 80 95%

Artificial immune system with initial antibody population n = 100 96%

Artificial immune system with initial antibody population n = 200 96%

As can be seen from the results of the experiments, the best results were shown by
the artificial immune system with an initial population of more than 100 antibodies.

A software package that implements the developed algorithms and models was
developed. The development environmentC++Builder andParadoxDBMSwere chosen
to implement the tasks. The functional diagramof the software product is shown in Fig. 1.

The software package is divided into 2 parts, the user (patient) part and the admin-
istrator (doctor) part. The first part of the system is for the work of the administrator
(doctor), it is designed to accumulate and store information, set up training and making
a diagnosis using the artificial neural network and artificial immune system. The second
part provides the user’s (patient’s) work and is intended for making a diagnosis. The
structural diagram of interaction between the main modules is shown in Fig. 2.
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Fig. 1. Functional diagram of the software package.

Fig. 2. Block diagram of the interaction between the modules of the software package.
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1.4 Summary

The following main results are obtained in this paper.

• A formal model of the diagnosis process was developed.
• Diagnosis algorithm was developed: prediabetes (impaired glucose tolerance,
impaired fasting glycemia), type I diabetes, type II diabetes, distinguished by the
use of artificial immune system.

• The algorithm and model of Kohonen neural network, allowing to solve the problem
of prediabetes state (disorder of glucose tolerance, disorder of fasting glycemia), type
I diabetes, type II diabetes were developed.

• Comparison of the effectiveness of diagnosis using neural networks and artificial
immune system was made.

• A software package implementing the described algorithms was created.
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