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Preface

International Russian Automation Conference (RusAutoCon) took place during
September 5–11, 2021, in Sochi, Russian Federation. The conference was orga-
nized by South Ural State University (national research university). The interna-
tional program committee has selected 230 reports.

The conference was divided into eight sections, including

1. Process Automation;

2. Modeling and Simulation;

3. Control Theory;

4. Machine Learning, Big Data, Internet of Things;

5. Industrial Robotics and Mechatronic Systems;

6. Computer Vision;

7. Industrial Automation Systems Cybersecurity;

8. Diagnostics and Reliability of Automatic Control Systems;

The international program committee has selected totally 48 papers for pub-
lishing in Lecture Notes in Electrical Engineering (Springer International
Publishing AG).

The organizing committee would like to express our sincere appreciation to
everybody who has contributed to the conference. Heartfelt thanks are due to
authors, reviewers, participants and all the team of organizers for their support and
enthusiasm which granted success to the conference.

Andrey A. Radionov
Conference Chair
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Development of an Automatic Process Control
System for Biological Wastewater Treatment

Yu. V. Bebikhov, Yu. A. Podkamenniy, and A. S. Semenov(B)

Polytechnic Institute (Branch), Mirny Ammosov North-Eastern Federal University,
bldg. 1, 5, st. Tikhonov, Mirny 678175, Russia

Abstract. This paper describes the upgrade of the existing wastewater treatment
facilities in the town of Mirny, which consists in adopting an automatic process
control system (APCS) for the second stage of biological wastewater treatment.
Upgrading the existing biological treatment process was necessary due to the qual-
itative and quantitative changes in households’ wastewater, as well as due to the
need to adopt an automatic process control system using state-of-the-art wastewa-
ter treatment technology. The existing wastewater treatment facility design docu-
mentation has undergone major revisions regarding solutions, electricity delivery,
and comprehensive automation. The paper describes the structure and computer-
ization of the system; it also shows the automation diagrams and explains which
solutions were chosen for the upgrade and why. The paper further dwells upon the
development of the operator GUI. The paper also highlights the positive outcomes
in the form of using less manual labor. The system is highly reliable and error-
proof, as it contains an alarm system, is capable of issuing alerts, can lock the
actuators in order to protect its integrity, self-diagnose the malfunctions, process
data, generate and archive reports. In order to complete the implementation of the
biological wastewater treatment APCS, there are plans to compose a blue paper
on the tertiary treatment process that keeps suspended matter on the inner surface
of self-washing disc filters. This reduces the amount of filtered particulate matter
as well as chemical and biological consumption of oxygen and phosphates; as a
result, wastewater fees become lower.

Keywords: Automatic control system · Process · Biological treatment ·
Wastewater · Software · Controller · Operator · Energy efficiency · Reliability

1 Introduction

Most of the wastewater systems used today in Russia are undergoing reconstruction as
of writing this paper [1–3]. The reasons are many: stations have better performance,
but the equipment is often outdated and worn-out, while wastewater contains ever more
pollutants as people increase their usage of household chemicals [4–6]. Household habits
have changed as well, and wastewater now often contains large-sized contaminants such
as cotton pins, wet wipes, etc. [7–10].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. A. Radionov and V. R. Gasiyarov (Eds.): RusAutoCon 2021, LNEE 857, pp. 3–13, 2022.
https://doi.org/10.1007/978-3-030-94202-1_1
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Wastewater treatment facilities in the town of Mirny receive wastewater from
pipelines that deliver it to the intake tank of the first pumping station, where it is pre-
filtered using automated grates; then such wastewater goes into sand traps that remove
sand to further transport it for disposal. Once the sand traps are done, wastewater is
gravity-drained into the tank of the second pumping station that delivers it to the biolog-
ical treatment unit, which consists of several treatment tanks in three parallel lines that
connect a primary sedimentation tank, a double-passage, four-section aerated lagoon, a
secondary sedimentation tank, and a purifiedwater tank (listed in the order of placement).
Primary and secondary sedimentation tanks are squared tanks that have conical bottoms
and a central pipe; submersible pumps remove sediments from the cones and transport
it to the dehydration unit; dried sediments go to the landfill. Bio-treated wastewater is
further disinfected by UV radiation.

Since the recent tightening of the regulations on treated wastewater to be discharged
into water bodies, the conventional wastewater treatment process developed per SNiP
2.04.03-85 [11, 12] is no longer capable of regulation-required performance, which is
why it was necessary to find a new solution.

2 Goals and Objectives

The goal hereof was to develop an automatic process control system for biological
wastewater treatment, as it was necessary to upgrade the existing treatment facilities
due to qualitative and quantitative changes in households’ wastewater. To that end, the
researchers addressed the following objectives: propose an advanced wastewater treat-
ment technology, describe the structure and computerization, develop the automation
diagram and choose the hardware, and create an operator GUI integrating the station
information system.

3 Research Results

3.1 Solutions in Use

Since biogenic contaminants are mainly removed by biological treatment facilities, it is
recommendable to split the nitrogen and phosphorus removal procedures into biological
simultaneous nitrification–denitrification (SNdN) in aerated lagoons and chemical depo-
sition of phosphorus in secondary sedimentation tanks [13–15]. To continue the upgrade
effort, it was decided to revise and update the existing design documentation in sections
covering the solutions, electricity and mechanics, and comprehensive automation.

When making changes to the documentation on Mirny’s wastewater treatment facil-
ities capable of treating up to 19,000 m3 a day, the authors opted for enhanced biological
SNdN and phosphorus removal plus prefermentation in primary sedimentation tanks;
this is an advanced wastewater treatment technology that has some fundamental differ-
ences from the conventional process. For SNdN, polymer loads that had been used as
biocenosis support were removed from the existing aerated lagoons and replaced with
fine-bubble disc diffusers with variable-frequency drive-equipped air blowers to provide
surface-wide oxygenation.
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Nitrification zones of aerated lagoons contain six dissolved oxygen control systems
provide cascaded control over the air blowers. The implemented SNdN process consists
in creating an anoxic environment in the denitrification zone and supplying wastewater
to it. Figure 1 shows how the selected SNdN technology removes organic nitrogen.

Fig. 1. SNdN process.

During denitrification, nitrites are reduced biologically (Stage 3) to molecular nitro-
gen, and so are nitrates (Stage 3b); this nitrogen is blown from wastewater into the
atmosphere. Denitrification is provided by heterotrophic facultative anaerobes that feed
on the organic substrate and oxygen contained in the nitrates. The presence of dissolved
oxygen switches them to aerobic metabolism; therefore, in order to oxidize the organics,
denitrifying bacteria use oxygen not from nitrites or nitrates, but the dissolved oxygen,
i.e., the process is similar to aerobic biological treatment. The environment that contains
chemically bonded oxygen rather than dissolved oxygen is referred to as anoxic envi-
ronment. Anoxic environment is a result of using mechanical mixing instead of aeration
in order to keep activated sludge suspended.

The conventional biological wastewater treatment process is not capable of effective
phosphorus removal, which is why it was decided to use chemical phosphorus deposition
in secondary sedimentation tanks in order to reduce the concentration of phosphates in
purified water [16–18]. In order to prevent possible release of suspended matter from
secondary sedimentation tanks, the design should provide for appropriate placement
state-of-the-art disc mesh filters.

Once the design documentation was revised, the engineering team purchased and
installed the following APCS equipment: 2 automated workstations, 8 automation cab-
inets, 1 coagulant dosing unit, 4 automatic samplers, 27 electrically actuated valves, 6
oxygen meters, 6 sludge/sediment level sensors, 6 excess sludge flow meters (Fig. 2).

Fig. 2. Novel biological treatment technology: N is the nitrification zone (aerobc conditions); D
is the denitrification zone (anoxic conditions).
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3.2 Structure and Computerization

The design provided for a hierarchical, two-tiered control system. The lower tier com-
prises local control systems based on programmable controllers and provides automatic
local control in real time as well as data collection and processing according to the signal
lists; data is then communicated to the upper tier [19, 20].

Lower-tier solutions control the parameters and status of the actuators on site; provide
automatic process control; issue alerts and emergency alarms while logging the events;
enable equipment diagnosis; monitor the system operations. Staff receives process status
data on a mimic panel that shows the process parameters in dynamics.

The facility’s system receives data generated by the PLCs,AWS’s, and other software
and hardware; data is composed of discrete and analog signals from sensors in the process
zone; parameters of analog signal software processing; current values of parameters,
process messages, and reports; patterns and history of the process (shown on screens or
printed); signaling of parameter deviations (alerts and emergency alarms).

The upper tier communicates data according to the functional hierarchy; data consists
of: core process parameters; data exchanged with the adjacent automation systems;
readings and data reportable to the management.

Archiving and archival data collection is a function that logs events and reports
them to control-room personnel and other staff, including process history, automation
events, and operator’s actions. The archive is filled when changes occur. The archives
contain such data as events (including alerts and alarms), reports on customer-approved
emergency and contingency algorithms, aswell as hardware and software package (HSP)
logs. Archival data can be rendered as tables, graphs, logs, whether on monitors or in
printed format. This data can further be used for calculations and other tasks.

Data is mainly shown to the control-room personnel on color displays as mimic pan-
els, histograms, tables, and text messages. Mimic panels are callable library fragments.
The content of each fragment must be specified by technologists when developing soft-
ware applications. This content comprises static and dynamic data such as measurement
results, status change, actuator events, flows, etc. Dynamic data is rendered as change
in numbers or color, or as flashing. Data follows a general-to-particular hierarchy. The
workscreen shows the core data that provides an overview of the situation. Should any
parameters deviate from the normative values, or should any status change, the mimic
panel must change color or start flashing to be noticed by staff. In that case, staff should
be able to ‘zoom in’ the mimic panel. Each fragment shows its name, current time, as
well as equipment, valve, and stream designations according to the process diagram.

The alarm system is designed to alert the control-room personnel on any process dis-
ruptions or malfunctions in the diagnosed equipment. All the signals are visualized on
monitors. Alarms include alerts on any process parameter deviations beyond the accept-
able limits as well as emergency alarms should such deviation constitute an emergency.
Any and all alarms are accompanied by appropriate light signaling on monitors.

Event logging includes changes in the status of controlled objects, the timing of
parameter deviations beyond the acceptable limits, issued alarms, malfunctions, actions
on the part of relay protection and automations, as well as switching of equipment and
automations by operational controls. The onset and completion of an event should be
logged chronologically. The system must be able to display and/or print time-specific
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event logs upon the technologist’s request. Beside event logs, technologists must be able
to request time-specific status logs for controlled objects. Operating parameters logs
must be printable or displayable on the control-room personnel’s request. Such requests
(queries) specify the ‘before’ and ‘after’ timepoints.

Each table line contains the following data: parameter ID and short name, unit of
measurement, current value in physical units (as digits), and the parameter-assigned
timestamp.

Data is recorded in printed forms. These forms are designed in special software to
match the existing reporting format and then added to the form library. The user can
make a call to show or print a form.

The upper tier collects, receives, and processes analog and discrete data in HSP,
generates and runs discrete control actions, makes decisions on whether to trigger pro-
tections or initiate emergency shutdowns, and runs various control functions (laws). The
upper tier controls the units of the system in a variety of operating conditions, monitors
the parameters, and handles emergencies. It consists of a control cabinet (CC) and a
power cabinet (PC). CC receives and measures temperature and current signals, con-
trols a single facility, and generates commands to switch different units on and off. PC
receives commands from the CC to switch on and off the units within a single facility.
The upper tier is Logix-based. It is powered from the biological treatment unit control
cabinet (BCC), which has automatic circuit breakers as well as pulsed Class 2 surge
protections (SP). The workstation and the monitor of each AWS are powered via an
uninterrupted power supply (UPS) that keeps the AWS up and running for at least 10
min after a power outage. UPS also stabilizes and filters the power input to provide an
extra layer of surge protection.

Workstations, UPS’s, power sockets, and data outlets are mounted in a server rack
under the desktops.Upon desktops standworkstationmonitors, peripherals, and a printer.
The monitors are fitted with basic speakers to issue alerts or emergency alarms.

Each AWS can be used as an engineering station with the provided USB key. Backup
power sockets and data outlets are provided to set up a mobile engineering station for
the commissioning crew.

The operator remains in full control of the process should upper-tier equipment fail
as long as no system-wide failure occurs; thus, an AWS failure, a UPS failure, a lower-
tier network switch failure, or a triggered automatic circuit breaker are tolerable when
isolated.

The lower tier and the field tier of the system remain functional even if two AWS’s
fail. The printer is connected to the network to print MS Excel reports or screenshots of
the visuals from each AWS.

The BTU cabinet contains backup network switch ports to expand the system and
connect to a higher-level network.

The upper tier of the APCS uses servers, AWS’s, and engineering stations. Figure 3
shows the APCS flowchart.

Mid-tier runs automatic controls, startups and shutdowns, provides logic and
command-based controls, initiates emergency shutdowns and protections. It uses PLCs.

The lower tier (the field tier) collects data on the process parameters and equip-
ment status; it also effects the control actions. Core lower-tier hardware and subunits
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Fig. 3. Flowchart of the automatic process control system

are: sensors and actuators, distributed input/output stations, starters, limit switches, and
frequency converters.

The core idea behind developing this system was to replace the existing obsolete
process controls and tomake amore reliable system that hasmore extensive and advanced
automated controls, enhances process control, and is fail-safer. TheAPCS stabilizes core
process parameters, provides timely and accurate reporting to the staff, and protects the
equipment in case of a looming emergency.

The upper tier of the core system enables technologists and engineers to interact with
the controlled equipment, arranges all system operations, and prepares data arrays for
use by administrative and engineering staff other than control room personnel. Besides,
the upper tier enables the APCS engineer to interact with the serviced HSP. It consists
of the technologist’ AWS and the APCS engineer’s AWS.

Upper-tier computers and controllers are connected to a doubled Ethernet network.
Logix Allen-Bradley provides a single integrated architecture for discrete control, drive
control, servodrive control, and continuous process control; it usesRockwellAutomation
controllers that must have at least 20% redundant inputs/outputs to potentially expand
the system’s functionality [21, 22].

For this particular case, the recommended option is to use ControlLogix controllers
with the following minimum requirements: at least two backup slots on the bus to install
additional modules; 1756-IF16 4…20 mA analog input modules equipped with 20-
pin RTB 1756-TBNH screw clamps; 1756-IV32 discrete input modules equipped with
36-pin RTB 1756-TBCH screw clamps; 1756-IV32 discrete output modules equipped
with 1756-OB32 36-pin RTB 1756-TBCH screw clamps; 1756-OF6CI analog mod-
ules equipped with 20-pin RTB 1756-TBNH screw clamps. The following connectivity
modules aremandatory: 1756-DNB (DeviceNet), 1756-CNB (ControlNet), 1756-ENBT
(Ethernet 10/100Mbit/c), MVI56-MCM (Modbus-RTU, ProSoft). The main controller
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must be equipped with two connectivity modules: CNB and ENBT. The developer esti-
mates the required controller power source capacity and selects a controller processor
module with aminimum of 1.5Mb ofmemory. Use packaged Series 1492 terminals with
fuses, including connection cables, to connect inputs and outputs in controller cabinets.

For electric drives, the system has actuator locking dependencies to prevent jamming
in case of an unscheduled shutdown or another emergency. HSP user develops the logic
behind the locking dependency. The complete control system also has additional inputs
and outputs to execute the corresponding locks in the designed hardware circuit.

3.3 Automation Diagram and Choice of Hardware

The automation diagram is the core design document that defines the structure and the
extent of process automation at the facility, as well as which automations and hardware,
including computers, the facility is to be equipped with.

When designing an automation system, the automation diagram (AD) becomes the
main document defining the functional layout and the extent of automation; it also
describes the functions of the automation system and how they pertain to the facility.

AD design effort follows this algorithm: define and outline the automation prob-
lem, research the facility (object) to automate, develop an automation system, choose
the hardware, choose the auxiliaries, install automation on boards and in cabinets, and
prepare the documentation.

The automation diagram shows the process and engineering equipment, the pip-
ing (pipelines, gas lines, and air ducts), automation hardware or control circuits,
communication lines between separate automation hardware pieces or circuits.

Analysis of the process as an object of automation produced the functional diagram
and the production mimic panel.

When outlining the optimization problems, constraints should be specified on all
the process parameters and variables, as well as on process-affecting changes. Unit-
specific functions enable the system to work as intended. Computer hardware is tasked
to control equipment startups and shutdowns, monitor its status and prevent overloads,
keep it within a certain range of parameters, stabilize some specific process parameters,
and optimize the qualitative and quantitative readings from some specific units.

The recommendation is to consider the following in order to choose specific automa-
tions: (i) for easier purchasing, configuring, maintenance, and repair, use identical
automations to control identical process parameters; (ii) prefer mass-produced automa-
tions; (iii) when controllingmultiple identical parameters, usemultipoint and centralized
controls; (iv) to automate complex processes, use computers and control units; (v) accu-
racy class must match the process requirements; (vi) for local control, use simple and
reliable instrumentation, as it will often have to perform in an aggressive environment;
(vii) to automate the hardware operating in aggressive environments, provide special
instrumentation or protect the instruments if they are not designed for heavy-duty use.

Nearly all the lower-tier instruments have 4–20 mA output and are installed in open-
air; they are therefore designed to work at −40 ºC to +90 °C and are watertight.

To cable sensors to secondary hardware and to the automation system cabinet, run
shielded cables (with earthed shields) on the cabinet side.
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To control the process, use sensors that provide standard 4…20 mA output via
ModBus RTU interfaces in order to connect the controller to smart devices: heat meters,
electrical grid controls, as well as DeviceNet/ControlNet-connected devices.

The selection and quantity of sensors must provide complete control over the process
equipment status and flows.

Electricity delivered from external grids must have a low voltage of ~380/220 V
±15% at 50 Hz (solid-earthed neutral, TN-S earthing).

For startup protections, use TeSys magnetic starters from Schneider Electric.
DANFOSSmainpumphas variable frequencydrives (VFDs) connected to the control

system via Ethernet/IP interfaces in order to control the process. VFD power electronics
contains an automatic input circuit breaker (uses special fast-acting fuses), a magnetic
starter, an input filter, and a converter.

Electrical power is measured by the following solutions: voltage and electric power
qualitymeasurementswith LCD-equipped switchboard indicators; currentmeasurement
on each smart starters; controllers calculating the power of each electrical unit and
metering electricity for each consumer.

3.4 Operator GUI Development

PLCs are programmed in an integrated production control system using RSLogix 5000
software.

Purified wastewater level stabilization loop controls wastewater flow to the station.
Control systems based on this principle are simple and least inertial. Such a system
controls an LT level sensor and a PLC that sets a value to the wastewater feed controller.
This PID controller is highly accurate in steady state. Figure 4 shows the automatic
purified wastewater level control system (LCS) coded in FBD.

Fig. 4. Automatic purified wastewater level control system.

Operator’s AWS is based on FACTORYTALK VIEW, an integrated industrial
process control system.
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FACTORYTALK VIEW provides a single line of programming, i.e., a single tool
to develop all the APCS modules. Single-line programming enables developing human-
machine interfaces, resource accounting systems, industrial controller programs, and
WEB interfaces within a single project. To that end, FACTORYTALK VIEW has a set
of specialized editors.

The main mimic panel is Biological Treatment Unit and Release of Structures, see
Fig. 5.

Fig. 5. Biological treatment unit and release of structures.

To further implement the APCS, the authors plan to research and compose a blue
paper on tertiary treatment; develop the mathematical methods, models, algorithms, and
software; and perform the startup and commissioning of the tertiary treatment process.
This effort will include the purchase and installation of self-washing disc filters accord-
ing to the design. They will retain suspended matter on the inner disc surface. Fine
particulate matter removal rates will go up as the filters become clogged. Once pre-
configured maximum pressure difference is reached, suspended matter will be removed
automatically from the filtering surface. This also reduces the amount of filtered partic-
ulate matter as well as chemical and biological consumption of oxygen and phosphates;
as a result, wastewater fees become lower.

4 Conclusions

Controlling such a complex facility in practice is difficult, as the problem is multidimen-
sional. This is why the automation problem is usually split into several subproblems to
create a tiered control system referred to as an integrated APCS. In tiered systems mate-
rial flow control subsystems serve as the lower-tier high-frequency cascade. Drainage
systems in large cities or at large industrial production sites often contain dozens or even
hundreds of such subsystems. The quality of control over material flows in such systems
has substantial impact on the accuracy of running the control actions in the APCS, and
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therefore the upper-tier control over the processes. Besides, flow instability worsens
the operating parameters of many units and structures, resulting in non-productive use
(waste) of reagents and energy. Treated water, sludge, or sediments are strongly aggres-
sive to equipment that runs measurements or control actions. In this light, the reliability,
durability, and energy capacity of flow control systems largely determine the operating
performance of the entire integratedAPCS.However, to date, wastewater treatment facil-
ity control effectiveness is yet to be researched as a function of subsystem structure and
material flow control methods; therefore, evidence-based synthesis of such subsystems
has not yet been developed.

Therefore, research and development ofmaterial flowalgorithms and control systems
remains relevant for improving the efficiency and performance of wastewater treatment
APCS.

The system presented herein can serve as a baseline for further research seeking to
comprehensively automate water supply and drainage systems.
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Automation the Processes of Wood Processing
by Drilling, Due to the Development

a Mathematical Apparatus for Accounting
the Interrelated Feed Drive and Drive of Cutting

V. P. Lapshin(B), I. A. Turkin, and V. U. Omelechko

Don State Technical University, 1, Gagarin Sq., Rostov-on-Don 344000, Russia

Abstract. The article is devoted the issues of mathematical modeling of cutting
processes, which today represent a rather complex and nontrivial scientific prob-
lem that requires the use the newest methods for synthesizing models based on a
synergistic concept and reflecting the interconnection parameters and coordinates
state of processing processes, as well as the use of modern software packages
to assess the adequacy. By the synergetic concept modeling process, we mean
the construction of such models that would reflect the formation reactions to the
shaping movements the tool in a woodworking machine in the coordinates of the
cutting process, such as processing speed and feed rate. Our goal of modeling in
the work has been achieved, a model of the dynamics the cutting system has been
developed in two versions, the first option takes into account only the moments
and forces associated with the formation of the cutting force in the processing
zone, and the second model includes an additional moment of resistance associ-
ated with the accumulation of chips in the chip channel drill. The paper presents
the results of modeling the obtained models in the MATLAB environment, these
results confirm the adequacy of the developed models.

Keywords: Drilling · Cutting force · Dynamics of the processing process

1 Introduction

The modern economy today needs new approaches to solving old problems, which can
increase the efficiency of solving old problems. In the case of woodworking, we can
talk about the introduction of new management principles, ensuring a higher quality
of processing on old woodworking machines and centers. However, the introduction of
such methods and principles is not possible without the development of mathematical
models of the cutting process, including wood drilling processes.

Not looking that the technologists describing the process of wood processing by
drilling [1–14] have formed in sufficient detail a mathematical model that forms a system
of moments, there is currently no general model of the dynamics cutting process, taking
into account the drive part of cutting. At the same time, when forming the control
cutting process on a CNC machine, it is required to synthesize the feed and cutting
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control, taking into account the relationship between the drives, a general, consistent
mathematical model cutting process is provided… With this such problem has already
been solved, that is, the models have already been formed and modeling these models
has been carried out, the results of the work, in sufficient detail, this is all described in
[3–9]. In this regard, the purpose of our work is to synthesize a mathematical model that
reflects the process of wood drilling by drilling. As the tasks of studying the formation of
the model itself, as well as a qualitative study of this model, numerical modeling in the
MATLAB/Simulink environment, the purpose of numerical modeling was to assess the
degree adequacy developed mathematical model to the real of wood drilling processes.

2 Research Methodology

At the heart woodworking machine is a modern electric drive. The electric drive itself
is a device that converts electrical energy into mechanical, the model of such a system
based on a DC electric drive with a collector is given in the expression (1) [3–5]:

⎧
⎨

⎩

di
dt = 1

LU − 1
Lceω − 1

LRi

dω
dt = 1

J cmi − 1
J f (ω)

(1)

where U is the voltage supplied to the motor collector, i is the current consumed by
the motor, R, L are the parameters of the electrical part of the motor, J is the parameter
characterizing the inertial properties of the motor rotor, the reduced inertial moment
of all rotating masses, ω is the rotational speed of the motor rotor, f(ω) - external,
applied moment resistance, cm, ce - mechanical and electrical constants of the motor.
For modeling, we denote the variable ω as x1, and the variable i as x2, in addition to this,
the following notation for the constants is introduced: a11 = 1

J , a12 = cm
J , a21 = ce

L ,
a22 = R

L , b = 1
L after that from the systems (1), we obtain the following system:

⎧
⎨

⎩

dx1
dt = −a11f (x1) + a12x2
dx2
dt = −a21x1 − a22x2 + bU

(2)

The static equations for system (2) will take the form:

{
0 = −a11f (x01) + a12x02
0 = −a21x01 − a22x02 + bU

(3)

where x01, x02 - the values coordinates of the state system at the equilibrium point.
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In Eqs. (2) and (3), f(x1) the functional dependence, the values the coordinates state
system at the equilibrium point reflecting the connection of resistance from the cutting
side, the shaping movement the tool, in our case we talking about drilling holes. When
describing this functional dependence, we must start from two processes that perform
when the drill penetrates into the part, the first process is associated with the drilling
process itself, when the leading cutting edges drill cut off part thematerial due to rotation,
and the second process is associated with the fact that the cut material must be removed
from the cutting area. The removal of such material occurs due to its movement along
the chip channel drill, while the more the drill penetrates into the workpiece, the deeper
cutting is in this channel, therefore, this additional moment increases as the drill sinks
into the workpiece.

Taking into account the given structure of the construction of spiral (screw) drills,
we will develop a mathematical model structure of the moment of resistance to cutting,
relying on this system of construction, known in [1, 2].

According to [2], the circumferential cutting force is found asF = 1000P/Vs, where
P is the cutting power (kW), Vs is the average cutting speed (m/s). The final expression
for calculating the circumferential cutting force F = 500Fcf D

Vs
n . Or, after conversion

in mm/s and rad/s F ≈ 10πFcf D
V
ω
, V is the feed rate in mm/s, Fcf - specific value the

cutting force (MPa), and ω is the speed of rotation spindle with the drill fixed in it in
rad/s. Axial force on the drill, find how Foc = (0.25 + 0.07D)F .

Moment of resistance to the main movement M = RF , where R is the radius of the
twist drill (mm).

Based on these considerations, the general model the cutting system, taking into
account the influence on the processing process of two drives, the drive providing the
main movement (cutting) and the feed drive, will take the following form (4) where x1
is the rotor speed driving motion drive in the machine,

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

dx1
dt = −a11f1(x1, x3) + a12x2
dx2
dt = −a21x1 − a22x2 + b1U1
dx3
dt = −a31f3(x1, x3) + a32x4
dx4
dt = −a41x3 − a42x4 + b2U2

f1(x1, x3) = 10πFcf DRKv
x3
x1

f3(x1, x3) = (0.25 + 0.07D)10πFcf DKv
x3
x1

(4)

x3 is the rotor speed drive providing the feed in the machine, x2 and x4 are the currents
consumed by the drives that provide cutting and feed, respectively,Kv is the transmission
ratio of the gearbox and screw pair in the feed drive.

Based on the above model the processing process, the process itself is a kind of
interconnected andmutually supportive systemof drives, combined processes of forming
a force reaction from the side the processed material, shaping movements of the tool.
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It should be noted here that the mathematical model given in system (4) reflects
only the case of processing when the effect of chips in the drill’s chip channels is not so
significant, that is, it does not have a noticeable effect on the dynamics of the processing
process. In a real machine, when carrying out deep drilling operations, the accumulation
of chips in the chip channel of the drill has a significant effect on the cutting process
[2]. So, in the work of Glebova I.T. it is indicated: “Difficulties in drilling are associated
with the removal of chips from the hole being machined. At a several depths of drilling,
the volume of the forming chips begins poor the removed from the holes. The chips are
compacted, briquettes are formed in the chip flutes drill, and the drill is jammed in the
holes” [2, 15–17].

When drilling, both in metals and in wood, the calculated drilling value is considered
associated with the hole diameter. The formula for such a relationship usually looks like
this m = t/d0, where t is the drilling depth (mm), and d0 is the hole diameter (mm).

In the case of metalworking, it is customary to consider values of no more than 3,
3.5, and in the case of drilling in wood, m should be less than 10 [6, 18, 19]. Based
on these considerations, from a certain value the influence the chips accumulated in the
chip channels on the cutting dynamics becomes critical.

To take into account the friction the chips in the chip channels, an additional integral
operator is introduced into the system of Eqs. (4), taking into account the effect of drilling
on the formed cutting resistance moment and the formed axial force in the direction of
feed:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dx1
dt = −a11f1(x1, x3) + a12x2
dx2
dt = −a21x1 − a22x2 + b1U1
dx3
dt = −a31f3(x1, x3) + a32x4
dx4
dt = −a41x3 − a42x4 + b2U2

f1(x1, x3) = 10πFcf DRKv
x3
x1

+ Km
d0

t∫

0
x3dt

f3(x1, x3) = (0.25 + 0.07D)10πFcf DKv

· x3x1 + Km
d0

t∫

0
x3dt

(5)

where Km is the coefficient characterizing the influence of the accumulation of chips in
the drill’s chip channel on the dynamics cutting process. It should be noted here that the
coefficient can be both linear and non-linear.

In this work, we will consider a linear case in modeling, then the Km coefficient
is such that at m = 9 the value of the component describing the increase in cutting
resistance becomes comparable or even greater than the moment of cutting resistance.
In this case, the amplification factor can be provided by the effect of compaction the
wood in the chip channels (briquetting).

Taking into account the above material, the general mathematical system can be
represented by the system of equations (3) for the case of shallow drilling and the
system (4) for the case of drilling deep holes.
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3 Simulation Results

Before modeling the cutting control system, we will conduct a preliminary analysis
the static analysis the system of differential equations (4) with the determination of a
possible equilibrium cutting mode [4]. In this case, with static, we mean a mode that will
be established in the system after the end of transient processes, that is, such a mode in
which all derivatives the state is equal to zero. In this case, the equations of system (5)
will take the following form:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0 = −a11f1(x1, x3) + a12x2
0 = −a21x1 − a22x2 + b1U1

0 = −a31f3(x1, x3) + a32x4
0 = −a41x3 − a42x4 + b2U2

f1(x1, x3) = Kf 1
x3
x1

f3(x1, x3) = Kf 2
x3
x1

(6)

where Kf 1 and Kf 2 the corresponding constants.
After reduction and transformation, system (6) can be represented as:

⎧
⎪⎨

⎪⎩

b1U1 = a21x1 + a22a11
a12

Kf 1
x3
x1

b2U2 = a41x3 + a42a31
a32

Kf 2
x3
x1

(7)

Or, after highlighting x3 in the first equation

x3 = x1(
b1a12

a22a11Kf 1
U1 + a21a12

a22a11Kf 1
x1)

After substitution into the second equation of system (7), we get:

a41a12a21
a22a11Kf 1

x21 + (
a42a12b1
a22a11Kf 1

U1 + a42a31a12a21Kf 2

a32a22a11Kf 1
)x1

+(
a42a31a12b1Kf 2

a32a22a11Kf 1
U1 − b2U2) = 0

(8)

Equation (8) has a solution for:

(
a42a12b1
a22a11Kf 1

U1 + a42a31a12a21Kf 2

a32a22a11Kf 1
)2 − 4(

a42a31a12b1Kf 2

a32a22a11Kf 1
U1 − b2U2) · (

a41a12a21
a22a11Kf 1

) � 0

(9)
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For the convenience of further reasoning, consider the case of cutting with two
identical motors providing cutting and feed. Let as such an electric motor be a DC
motor with the following design parameters: a11 = a31 = 6.5, a12 = a32 = 4.8,
a21 = a41 = 12, a22 = a42 = 9.3, b1 = b2 = 14, Y1 = Y2 = 220 (taken from [17, 18]).

For the case of drilling with a drill with a diameter of D = 10 mm, with the gear
ratio of the reducer and the screw pair in Kv = 0.01 and, accordingly, with the feed Sz
= 1 mm/rev, when drilling pine Fud ≈ 0.47 N/mm2 (taken from [1]). Based on this, Kf1
= 7.38 N/mm, and Kf2 = 7 N/mm. Then Eq. (9) will look like this numerically:

1.55x21 + 319.4x1 − 159 = 0 (10)

Let’s check the correctness of our reasoning by directly simulating the system of
Eqs. (4), for this development the system research program in the MATLAB/Simulink
environment, the simulation results, for the case the previously given parameters the
drives and drilling elements, are presented in Fig. 1, 2.

Fig. 1. Results of modeling the system of equations; transient characteristics of angular
frequencies of rotation of rotors of electric drives, providing cutting (x1) and feed (x3), respectively.
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Fig. 2. Currents consumed by electric drives, providing cutting (x2) and supply (x4), respectively.

In the case of simulation, the cutting control system shown in Fig. 1, 2, the electric
drive providing the feed will turn on after turning on and reaching the set cutting speed,
the electric drive ensuring the rotation the spindle with the drill fixed in it. The feed
rate itself, in connection with the transformation the angular motion into translational,
through the gearbox and the helical pair, will have a significantly lower value in mm/s.

To clarify the processing process and the possibility of automatic stopping the pro-
cess, we modernize the system of Eqs. (5) by adding a logical condition to it that stops
the feed drive when m values close to 9 dimensions the drilled hole are reached. The
results of modeling the modernized system of equations are shown in Fig. 3, 4.
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Fig. 3. The results of modeling the system for the case of a systemmodernized in terms of supply;
a) transient characteristics angular frequencies rotation of rotors, electric drives, providing cutting
(x1) and feed (x3), respectively.

Figure 3, 4 the results of modeling the system for the case of a systemmodernized in
terms of supply; a) transient characteristics angular frequencies rotation of rotors, electric
drives, providing cutting (x1) and feed (x3), respectively, b) moment of resistance on the
drive, providing cutting, axial force from the process side, on the drive providing feed,
graph of real feed in providing mm, respectively.

As can be seen from Fig. 3 and 4, this is valid when the feed reaches approximately
90 mm. At the same time, the moment of resistance to cutting stops its growth, and the
axial force stabilizes. In a real cutting system, after this, the operation of removing the
drill from the workpiece begins, after which the chips accumulated in the chip channels
are removed and the drill is cleaned.
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Fig. 4. Moment of resistance on the drive, providing cutting, axial force from the process side,
on the drive providing feed, graph of real feed in providing mm, respectively.

4 Conclusion and Discussion of the Results

Equations The article presents an in-depth analysis of two systems, offering two types
of mathematical model the drilling system. The section presents two models developed
in the Simulink environment the MATLAB system that solve these problems. In the
case the first model, both the statics and dynamics the cutting process were assessed,
the main regularities were identified and it was determined that the force the interfering
machining process (we are talking about the axial component the cutting force) is not
large enough, and in this regard, it is small affects the dynamics the drilling process. The
analysis the second equation the dynamics machining process shows that the process of
accumulation of chips in the chip-leading channels the channel has a decisive influence
on the dynamics the machining process. It is this process that has a significant effect on
the stability the chips in excess of a certain one, the system loses its stability and the
option of losing both the drill and the entire spindle assembly is possible.
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In general, it can be stated that the research task, the achievement, the developed
mathematical model the drilling control system, the presented system (5), set in the intro-
duction, is quite adequate for the process of processingwood by drilling onwoodworking
equipment.

Acknowledgments. Authors wishing to acknowledge assistance or encouragement from col-
leagues, special work by technical staff or financial support from organizations should do so in an
unnumbered.
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Abstract. This study analyzes modern hardware solutions for high-performance
data processing. High performance of computing systems is achieved by using
appropriate architectural solutions and modern electronic devices, which are con-
stantly being improved andmodernized. The tables provided in this study describe
the latest high-performance computing and storage systems. Modern hardware
solutions have been analyzed that break the exaFLOP barrier. Problems associated
with achieving super high performance have been formulated.

Keywords: Electronic devices · Computing · Supercomputing systems

1 Introduction

The volumes of transmitted and processed data have been growing rapidly in recent
years, inevitably requiring advances in computing technology in terms of performance
and reliability. Consequently, this leads to changes in the structure and scale of data
processing devices, as well as to the emergence of data processing centers (DPC) [1–3].

Handling large amounts of data requires high computational performance of
processing devices and a sufficient level of reliability.

High performance of computing systems is achieved by using appropriate architec-
tural solutions and modern electronic devices, which are constantly being improved and
updated.

Computing performance is typically measured in FLOPS (floating-point operations
per second), as well as its derivatives. Currently, systems with a computing perfor-
mance exceeding 10 teraFLOPS are considered supercomputers (10 * 1012 or ten tril-
lion FLOPS; for comparison, an average modern desktop computer has a performance
of about 0.1 teraFLOPS) [3].

Many benchmarks exist for the evaluation of supercomputinig systems. Perform-
ing a number of these benchmarks allows adequately assessing the supercomputer’s
characteristics in various application conditions.

Themost commonly used benchmark is LINPAK,which is based on solving a system
of linear algebraic equations using the Gauss method. This is the standard benchmark
for evaluating supercomputer performance.
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2 Problem Statement

2.1 Modern Supercomputers

The LINPAK benchmark is used to rank the world’s top supercomputing systems (Table
1) [4].

China and the United States are leading by the number of systems included in the
TOP-500 in 2020. A serious supercomputer race has unfolded between these countries—
212 and 113 supercomputers were included in the November ranking, respectively.

In 2020, almost all the countries on the list of the TOP-500most powerful computing
systems in the world have increased their supercomputer capacities. Japan made an
extreme leap [5].

According to the LINPAK benchmark, the most powerful computing system is the
Japanese Supercomputer Fugaku—its performance exceeds four hundred petaFLOPS
(400 * 1015 FLOPS).

A supercomputing system is a computing system with a performance many times
higher compared to mainstream computers due to parallel data processing. Parallel data
processing implies simultaneous operation of many independent CPUs [2, 3].

Such powerful computational abilities of modern supercomputing systems are due
to the cluster architecture that has been used for more than 15 years.

Cluster architecture means that the supercomputers are built by combining serial
computing components using high-speed local area networks controlled by special
software.

The performance of cluster solutions is improved by various accelerators, most
often—GPUs. The utilization of GPUs in conjunction with a standard processor archi-
tecture significantly not only increases the graphical performance, but allows solving a
wide range of problems in various fields.

The most advanced solutions in this area are AMD Instinct MI100 and Nvidia A100
GPUs.

AMD Instinct MI100 is the world’s fastest GPU for high-performance computing.
AMD CDNA-based MI100 GPUs is a significant leap in processing power and connec-
tivity offering up to 3.5x higher performance for high-performance computing (FP32
Matrix) and up to 7x higher performance for artificial intelligence (FP16) tasks compared
to the previous generation of AMD GPUs.

ThisGPUprovides theoretical peak computational performance for double-precision
numbers (FP64) up to 11.5 teraFLOPS (Fig. 1) and an increased computation per-
formance for double-precision numbers up to 74% for high-performance computing
applications [6].

The developer, AMD, plans to launch a supercomputing system “El Capitan Super-
computer” in 2023 using these GPUs, as well as certain modern CPU solutions. The
computing power of the designed system will be at least 2 exaFLOPS [7].

However, supercomputing systems are not limited to cluster solutions based on x86-
64 processors in combination with CPUs.

One of the most promising approaches is the use of ARMv8-a CPUs with scalable
vector extension technology (SVE). Such CPUs have proven well in the Supercomputer
Fugaku system bringing it to the top of the TOP-500 supercomputers rating for 2020
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Table 1. Ten top best computing systems from the TOP-500.

No. Rmax
Rpeak
(PFLOPS)

Name Architecture,
processor type,
network

Manufacturer Location
country, year

Operating
system

1 415.530
513.855

Supercomputer
Fugaku

A64FX 48C, Tofu
interconnect D

Fujitsu Kobe Research
Institute,
Japan, 2020

Linux
(RHEL)

2 148.600
200.795

Summit Power System
AC922 POWER9,
Tesla V100,
Infiniband EDR

IBM Oak Ridge
National
Laboratory,
USA, 2018

Linux
(RHEL)

3 94.640
125.712

Sierra Power System
S922LC
POWER9, Tesla
V100, Infiniband
EDR

IBM Livermore
National
Laboratory,
USA, 2018

Linux
(RHEL)

4 93.015
125.436

Sunway Taihu
Light

Sunway MPP
SW26010,
Sunway

NRCPC National
Supercomputer
Center in
Wuxi, China,
2016

Linux
(Raise)

5 63.460
79.215

Selene Nvidia DGX
A100, AMD
EPYC 7742 64C
2.25 GHz, Nvidia
A100, Mellanox
HDR Infiniband

Nvidia Nvidia
Corporation,
USA, 2020

Linux
(Ubuntu
20.04.1
LTS)

6 61.445
100.679

Tianhe-2 TH-IVB-FEP
Xeon E5-2692,
Matrix-2000, TH
Express-2

National
University of
Defense
Technology
(NUDT)

National
Supercomputer
Center in
Guangzhou,
China, 2013

Linux
(Kylin)

7 44.120
70.980

JUWELS
Booster
Module

Bull Sequana
XH2000, AMD
EPYC 7402 24C
2.8 GHz,
NVIDIA A100,
Mellanox HDR
InfiniBand/ParTec
ParaStation
ClusterSuite

Atos Julich
Research
Center,
Germany, 2020

Linux
(CentOS)

(continued)
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Table 1. (continued)

No. Rmax
Rpeak
(PFLOPS)

Name Architecture,
processor type,
network

Manufacturer Location
country, year

Operating
system

8 35.450
51.721

HPC5 PowerEdge
C4140, Xeon
Gold 6252 24C
2.1 GHz,
NVIDIA Tesla
V100, Mellanox
HDR Infiniband

Dell EMC Eni, Italy, 2020 Linux
(CentOS)

9 23.516
38.746

Frontera Dell C6420, Xeon
Platinum 8280
28C 2.7 GHz,
Mellanox
InfiniBand HDR

Dell EMC University of
Texas at
Austin, USA,
2019

Linux
(CentOS)

10 61.445
100.679

Dammam-7 Cray CS-Storm,
Xeon Gold 6248
20C 2.5 GHz,
NVIDIA Tesla
V100 SXM2,
InfiniBand HDR
100

HPE Saudi Arabian
Oil Company
(ARAMCO),
Saudi Arabia,
2020

Linux
(RHEL)

Fig. 1. Performance comparison for AMD MI100 and Nvidia A100.

[4]. This system is based on 152 thousand A64FX CPUs. Each processor has 48 cores,
which gives the supercomputer 7,299,072 cores. The peak performance of the system is
514 teraFLOPS, which is 2.56 times faster than the system that took the second place in
the list. Furthermore, the Fujitsu supercomputer has the highest energy consumption in
the top ten consuming about 28 MW [8].
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This CPU type is also considered for the Tianhe-3 computing system developed in
China (NUDT). The expected performance is 1.29 exaFLOPS [9].

In 2019, representatives of the U.S. Department of Energy (U.S. The Department
of Energy), which is the customer, have officially confirmed that Intel and Cray work
together on theAurora supercomputer “capable of sustaining1 exaFLOPSperformance”,
which will start its operation at Argonne National Laboratory in the end of 2021.

Aurora’s 1 exaFLOPS performance, meaning 1018 (quintillion) floating-point oper-
ations per second, will be provided by the new, classified next-generation Intel Xe
architecture, which characteristics are still a rumor.

The design of theAurora supercomputer is based on two hundred unifiedCray Shasta
cluster systems, united by the Cray Slingshot Interconnect and the Shasta software stack.

Each Shasta system is based on new generation Intel Xeon Scalable CPUs, Intel Xe
computing architecture, new generation Intel Optane Data Center Persistent Memory,
as well as the Intel One API software stack [10].

However, a rumor appeared in 2020 that Intel’s one-year delay with the transition to
the 7-nm technology, which postpones the release of the Intel Xe Ponte Vecchio GPU,
leaves in a doubt the possibility of launching the exaFLOPS-level Aurora supercomputer
on schedule [11].

HPE unveils high-performance Cray systems—HPE Cray supercomputers represent
one of the most important technological advances in decades. It opens up fundamentally
new opportunities for finding solutions to questions arising in the modern world. HPE
Cray supercomputers open a new era of supercomputer development, which in turn
will become the beginning of a new stage in scientific progress, giving impetus to new
discoveries and achievements.

The developers have completely redesigned and created an entirely new solution to
meet various requirements. Hardware and software innovations are addressing the chal-
lenges that arise with the growth of the number of cores, computing node architectures,
and the expansion of workflows due to the widespread adoption of AI technologies.

Due to rapidly changing tasks, it is crucial to be able to choose the right architec-
ture for their execution. With HPE Cray supercomputers, multiple CPU options can be
deployed, as well as a mix of different CPUs with a unified management and applica-
tion development infrastructure. Flexible choices appear of single or multi-socket nodes,
GPUs, FPGAs, and other new processing components such as dedicated GPUs for AI.

HPE Slingshot is a newly designed, high-performance switch for supercomputers.
It supports Ethernet connectivity and has advanced adaptive routing, unique congestion
control, and granular QoS. Support for both IP routing and remote memory operations
expands the range of applications beyond traditional modeling and simulation.
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3 Discussion

3.1 Supercomputers in the Russian Federation

Russian supercomputers are regularly included in the rating of the world’s top super-
computers. At the end of 2020, the Russian computer Christofari is ranked 40th in the
TOP-500. At the same time, the computing systems of Rosatom (the most powerful
according to some sources) are not included in this list.

At the end of November 2020, one of the top experts in the field of supercomputers
in the Russian Federation, the head of the Institute of Software Systems (ISS) of the
Russian Academy of Sciences, revealed that the Russian Federation is 12.5 years behind
USA and 9.5 years behind China in terms of available real computing power.

In the summer of 2020, the rumor appeared about the Rosatom’s intention to make
its own “child”, the Russian Federal Nuclear Center—All-Russian Scientific Research
Institute of Experimental Physics (RFNC-VNIIEF), the only supplier of supercomputer
modeling systems for departments and state companies for 2020–2024 [5].

The 33rd edition of the TOP-50 of the most powerful supercomputers in the CIS is
presented in Table 2.

The total peak performance among all rating systems was 29.9 PFLOPS. In just six
months, two new supercomputing systems appeared on the list and three more systems
were updated.

The leader of the list is the Christofari supercomputer developed by SberCloud
and NVIDIA, and installed in Sberbank, demonstrating a peak performance of 8.8
PFLOPS. The second position was retained by the Lomonosov-2 sypercomputing sys-
tem developed by T-Platforms and installed at Moscow State University named after
M.V. Lomonosov with the peak performance of 4.9 PFLOPS. A supercomputer manu-
factured by T-Platforms and Cray with a peak performance of 1.3 PFLOPS takes third
place in the rating and is installed in the main data center of the Federal Service for
Hydrometeorology and Environmental Monitoring.

The newcomers to the rating were supercomputers installed at the Ioffe Physical-
Technical Institute (peak performance of 92.2 teraFLOPS) and the Higher College of
Informatics of Novosibirsk State University (196.7 teraFLOPS). Both supercomputers
are used to solve scientific and research problems.

49 out of 50 systems in the updated ranking are based on Intel processors. The
number of hybrid architectures using GPUs for computing has decreased from 27 to 26.
The number of supercomputers using the InfiniBand network communication protocol
decreased from 33 to 32, while the number of supercomputers using only the Gigabit
Ethernet network communication protocol for node interaction remained equal to 8. The
number of systems on the list based on Intel Omni-Path technology has increased from
5 to 6 [12].
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Table 2. Leaders of TOP-50 CIS supercomputing systems.

No. Name
Installation
location

Nodes
CPU
GPU

Architecture:
number of nodes: node
configuration network:
computing/service/transport

Rmax
Rpeak
(teraFLOPS)

Developer
Application
area

1 Cristofari
SberCloud
(Oblachnye
tekhnologii
LLC)
SberBank,
Moscow

75
150
1200

75: NVIDIA DGX-2
CPU: 2x Intel Xeon
Platinum 8168 24C 2.7 GHz,
1536 GB RAM
GPU: 16x NVIDIA Tesla
V100
EDR Infiniband/100 Gigabit
Ethernet/10 Gigabit Ethernet

6669.0
8789.76

SberCloud
(Oblachnye
tekhnologii
LLC)
NVIDIA
Cloud
provider

2 Lomonosov-2
Moscow State
University
named after
M.V.
Lomonosov,
Moscow

1696
1696
1856

160: CPU: 1x Intel Xeon
Gold 6126, 96 GB RAM
GPU:2x NVIDIA Tesla P100
1536: CPU: 1x Intel Xeon
E5-2697v3, 64 GB RAM
GPU: 1x NVIDIA Tesla
K40M

2478.0
4946.79

T-Platforms
Science and
education

3 FSBI Main
Computer
Center of
Roshydromet,
Moscow

976
1952
n/a

976: CPU: 2x Intel Xeon
E5-2697v4, 128 GB RAM
Aries/Aries + Gigabit
Ethernet/Aries + Infiniband

1200.35
1293.0

T-Platforms
Cray
Research

4 Politekhnik -
RSK Tornado
Supercomputer
Center, St.
Petersburg
Polytechnic
University, St.
Petersburg

784
1568
128

2: CPU: 2x Intel Xeon
Platinum 8268, 768 GB
RAM
GPU: 8x NVIDIA Tesla
V100
3: CPU: 2x Intel Xeon
E5-2697v3, 128 GB RAM
64: CPU: 2x Intel Xeon
Platinum 8268, 192 GB
RAM
36: CPU: 2x Intel Xeon
E5-2697v3, 128 GB RAM
56: CPU: 2x Intel Xeon
E5-2697v3, 64 GB RAM
GPU: 2x NVIDIA Tesla K40
623: CPU: 2x Intel Xeon
E5-2697v3, 64 GB RAM
FDR Infiniband/Gigabit
Ethernet/Gigabit Ethernet

910.31
1309.0

RSK Group
Of
Companies
Science and
education
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4 Conclusion

A number of challenges arise on the way to exoFLOP performance levels:

1. Power usage. If the current trends in technology development persist, the exaFLOP-
level system based on computational elements will have a power consumption of
about 100MW in the foreseeable future. The current energy efficiency of supercom-
puting systems is approximately 1 GFLOPS/W, while values of 40–75 GFLOPS/W
are required for exascale systems.

2. RAM and storage systems. In many aspects, modern technologies do not yet meet
the requirements of exaFLOP-level computations in terms of data storage volumes
and access speeds, which is true both for RAM and long-term data storage systems.
Exascale systems need about 128 PB of RAM, combined into a single address space
and having a multi-level architecture.

3. Parallelism. Due to the slowdown in the growth of the clock frequency, the only way
to increase the peak performance of computing systems is to use parallel computing.
Currently, no computing system architecture exists capable to efficiently handle such
a number of cores. Modern application development technologies and their current
implementations (OpenMP, TBB, Cilk+, MPI, CUDA, OpenCL, etc.) are also not
ready for the efficient use of such numbers of computing resources.

4. Reliability. The fast increase in the number of components leads to a decrease in
the mean time between failures (MTBF). Currently, 20% of the processing power of
supercomputer systems is lost due to failures and recovery from them, with typical
recovery times ranging from 8 h to 15 days. For exascale systems, this time shall be
between a few minutes and 1 h.

5. Heterogeneity. The architecture heterogeneity allows using the computing capabil-
ities of high-performance and energy-efficient specialized devices, such as GPUs
or FPGAs, which replace VLSIs, while maintaining the functionality of a general-
purpose system. However, such a heterogeneity can be used effectively only with
a software model providing a unified approach to the development of software for
various hardware configurations.

Increasing the computational performance and achieving an exaFLOPS level is one
of the most urgent directions in the development of science and technology, which will
allow solving the most complex problems of modeling, design and development.
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Abstract. We posed a problem and developed an algorithm for the neural net-
work parametric identification of nonlinear dynamic models of objects with a
computational experiment, the formation of training samples on its basis and the
subsequent sequential training of two neural networks. Neural networks perform
bijective mapping of object parameters into the original model to the output vari-
ables of the second neural network. Sequential training or sequential bijective
identification of a neural network consists in preliminary training of the first neu-
ral network based on experimental data and using its synaptic coefficients to train
the second neural network. An example of parametric identification of a nonlinear
dynamic model will be a 600 W high pressure sodium lamp. The computational
experiment was carried out in the MATLAB environment. The computational
experiment technique and the results of experimental studies are presented in the
article. Taking into account the good approximating ability of neural networks,
the proposed algorithm can be considered as an effective method for parametric
identification of nonlinear models.

Keywords: Parametric identification · Nonlinear object · Neural networks ·
Bijective mapping

1 Introduction

Quite a lot of approaches and methods have been developed for the identification of
nonlinear objects [1, 2]. However, they do not allow us to directly evaluate the parameters
of a nonlinear dynamicmodel.Modern heuristicmethods forminimizing the discrepancy
between the calculated and experimental data on the parameters of the model [3] make it
possible to quickly obtain results of acceptable quality but do not guarantee the finding
of an unambiguous solution to the identification problem. The use of neural networks for
this purpose [4–19] shows that parametric identification is in principle possible.However,
in the case of nonlinear objects, an “individual” approach is required in choosing the
type, structure, composition, and algorithm for training the network which in general is
a rather complex problem.
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2 Statement of the Identification Problem

A mathematical model of a dynamic nonlinear system is given:

F(x, ẋ, y, u, θ) = 0, (1)

where x, (x)˙ are vectors of state variables and their derivatives, y, u are vectors of output
and input variables; θ is the vector of model parameters.

Experimental waveforms of system variables are given (1)

xe = x(t); ye = y(t); ue = u(t). (2)

Using the model of a dynamic nonlinear object or system (1) and experimental data
(2), it is necessary to find the mapping

[
xe, ye, ue

] ⇒ θ̂ , (3)

where θ̂ is an estimate of the model parameters that minimizes the discrepancy E_m
parameters θ taken relative to their nominal values θn: θo = θ/θn

Em = min
∣∣
∣θo − θ̂o

∣∣
∣ (4)

3 Two-Dimensional Neural Network Approximation of the Inverse
Operator of Parametric Identification

The parametric identification algorithm consists in mapping a set of model parameters
θ into an estimate of these parameters θ̂ through a particular identification procedure.
Traditionally, this procedure is carried out in three stages [20, 21]. At the first stage, an
array of input variables of the U model is formed which has statistical characteristics
close to the characteristics of white noise. This condition is necessary to improve the
convergence of the model estimates during identification. At the second stage, the initial
parameters of the model are mapped into a set of model state variables X and output
variables Y using a physical (on the object) or computational (on the model) experiment.
In the third stage, the sets of input U and output X, Y variables are mapped using the
identification procedure to the estimate of the set of model parameters θ.

Without reducing the generality of reasoning wewill assume that the dynamic model
under study is completely observable, otherwise an array of state variables X should be
used as the set of output variables.

In this formulation, the identification problem is the inverse of the problem of mod-
eling the dynamic model under study. The primal problem is to find an array of output
variables Y from the given arrays of input variables U and parameters θ of the model.
The inverse problem, the identification problem on the contrary is to find an array of
model parameter estimates (θ̂) from the arrays of its input U and output Y variables that
can be represented by the following structures (Fig. 1).

Obviously, when solving any inverse problem questions arise about the existence,
correctness, and physical realizability of the inverse operator that provides an array of
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Fig. 1. Block diagrams of modeling and identification of dynamic models.

estimates of the parameters of the model θ. In solving such problems, the method of
regularization of A. N. Tikhonov is widely used.

In this case, to improve the accuracy and convergence of estimates it is proposed to
use themethod of two-dimensional neural network approximation of the inverse operator
that implements the identification procedure.

The first neural network based on a training sample of output U, output Y variables,
and state X variables grouped into a training sample.

Pr = [X ,Y ,U ];
Tr =Y ;
X =X (t);Y = Y (t);U = U (t), (5)

where X, Y, U are arrays of calculated data including all the model variables obtained
in each of the N experiments of the experiment plan. The resulting training arrays Pr Tr
are mapped to the array of synaptic and weight coefficients of the first neural network
Wk.

[Pr,Tr]
Training−→ Wk (6)

The secondneural network based on a training sample consisting of an array of synap-
tic coefficients and an array ofmodel parameters θ obtained as a result of a computational
experiment (6) calculates an estimate of the model parameters �̂.

Pc = Wk;
Tc = �,

(7)

Taking into account the powerful approximating capabilities of neural networks, we
should expect high accuracy of parametric identification.

4 Algorithm of Parametric Identification

The following algorithm is proposed for obtaining a mapping (3). On the mathematical
model (1) by varying the parameters of θ is conducted an experiment (e.g. full factorial
experiment 2N where N is dimension of vector θ) and a sample of the parameters of the
� model is formed and samples with an array of inputs Pr and an array of outputs Tr s
formed to build simulated models:

Pc = [X ,Y ,U ];
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Tc = Y ;
X = X (t);Y = Y (t);U = U (t), (8)

where X, Y, U are arrays of calculated data that include all the model variables obtained
in each of the N experiments of the experiment plan.

On the sample Pr, Tr the simulated model is constructed and the matrix of its
parameters Wr is formed. As a simulated model a neural network is used in which the
synaptic coefficients Wr play the role of identifiable parameters although any dynamic
model can be used.

A new training sample is formed for training a static neural network:

Pc = Wk;
Tc = �,

(9)

1. The second static network is being trained and the estimation of the vector of
parameters θ model (1) is calculated in each of the N experiments.

2. Experimental waveforms (2) hat did not participate in the training experiments are
fed to the input of the obtained simulated model (the first trained neural network)
and the vector of parameters of the simulated model (synaptic coefficients of the
dynamic network) Wr for the current state of the object is calculated.

3. The obtained coefficients are fed to the input of a static neural network and the
estimation of the vectors of model parameters for the current state of the real object
�̂ is being calculated.

5 Forming a Model of a Nonlinear Object

As an example, the parametric identification of a high-pressure sodium lamp of the type
high-pressure sodium arc lampwith a power of 600W is considered [8, 9, 12, 13, 15–17].

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dx1
dt = 1

L

[
Us −

(
1

x2x3
+ R

)
x1

]
,

dx2
dt = AlU 2

0 x
2
2

(
x1

U0x2x3

)2−1

1+k1
( |x1|
U0x2x3

−1
) ,

dx3
dt =

[
k2 + k3

( |x1|
U0x2x3

)k4
][

1 + k1
( |x1|
U0x2x3

− 1
)

− x3
]
,

(10)

where x1 is the lamp current; x2 is reduced conductance of lamp that takes into account
the average electron concentration; x3 is a dimensionless quantity that takes into account
the electron mobility; L, R are respectively the inductance and active resistance of the
limiting choke; Us, U0 are respectively the supply voltage and the rated voltage on the
lamp;Al is a factor determined by the design of the lamp; k1–k4 are electrical coefficients
determined for a particular type of lamp.

The lamp parameters are given in Table 3, the choke parameters R = 14 �; L =
0.062 H [8, 10–12].

The solution of Eqs. (9)was carried out in theMATLABenvironment. The calculated
and experimental waveforms of the lamp voltage and current are shown in Fig. 2.
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Fig. 2. The calculated and experimental waveforms of the lamp voltage and current.

A close agreement between the calculated and experimental data confirms an ade-
quate description of the object by the system of Eqs. (9). Therefore, to demonstrate
the effectiveness of the proposed notification method, we will later use experimental
waveforms (Fig. 2) obtained by numerical solution of the system of Eqs. (9).

6 Parametric Identification of a Nonlinear Object Model

Parametric identification was carried out in accordance with the proposed algorithm:
An experiment was conducted in which the parameters of the model (7) were

randomly changed in a limited range (Table 1).
A numerical solution of the system (7) was carried out in each experiment and a

training sample (5) was formed based on the calculated voltage Ul and current Il of the
lamp, which in this example has the form:

Pr = [Ul, Il];
Tr = Il; (11)

where Ul, Il are arrays of waveforms of currents and voltages on the lamp obtained as a
result of solving system (9) in each of the experiments specified in Table 1.

Sample (10) was used to train a two-layer forward neural network with 2 neurons in
a hidden layer and with linear activation functions in each layer. Thus, the first neural
network has 2 synatic connections in the hidden layer, 1 in the output layer, and 2
shift coefficients. The network was trained using the Levenberg-Markwart method with
Bayesian regularization. The learning error in each experiment was almost zero. The
maximum error value did not exceed 2 × 10–10 A.

A new training sample is formed for training the static neural network from the
obtained synaptic coefficients of the dynamic neural network. Table 2 shows the synaptic
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Table 1. An experiment plan.

Experience number/variable U0 Al K1 K2 × 104 K3 × 104 K4

1 136,2374 5,5335 0,6680 1,5546 3,2885 1,5107

2 135,7986 5,5887 0,6029 1,6960 3,0672 1,5979

3 147,5063 5,5083 0,6133 1,5694 3,1564 1,5831

4 145,7572 5,5269 0,6423 1,7191 3,3771 1,5418

5 148,1105 5,5645 0,6376 1,5764 3,1713 1,5482

6 131,4503 5,5425 0,6313 1,5646 3,0715 1,5423

7 139,4691 5,5091 0,6266 1,5615 3,1124 1,5440

8 131,1343 5,5602 0,6387 1,8664 3,0005 1,5462

9 136,7500 5,5091 0,6576 1,7733 3,2186 1,5426

10 143,2692 5,5582 0,6541 1,8480 3,1059 1,5318

coefficients of the network obtained as a result of training a dynamic neural network
according to Table 1 and the subsequent numerical solution (7).

Table 2 was used for training a static neural network which was chosen as a three-
layer direct transmission network with linear activation functions in each layer. The
networkwas also trained similarly using the Levenberg-MarkwartmethodwithBayesian
regularization. The relative learning errors in each experiment are shown in Fig. 3.

Table 2. Training sample of a static neural network (synaptic coefficients of a dynamic neural
network).

Experience
number/coefficient

1 2 3 4 5 6 7 8 9 10 Ex.

iwIl 0,1766 0,6514 0,4177 0,1359 –0,2045 0,0802 –0,0223 –0,3555 0,5468 –0,6127 –0,0652

1,6867 –0,6473 –0,8001 1,7077 –1,5911 –1,2301 2,6223 –2,3779 0,7177 1,5596 1,0806

0,0735 –0,0824 –0,2155 0,1276 –0,2188 0,2594 –0,1059 0,3422 1,3720 –0,0132 0,1374

–0,3327 –0,3907 0,3008 –0,3238 0,0329 –0,5883 0,0777 –0,6251 0,5716 0,1266 0,2285

0,0716 –0,6689 0,3082 –0,0062 0,0953 –0,0249 0,0138 –0,0822 –0,2940 0,0153 0,6529

0,3149 0,7860 0,5773 –0,4153 0,5312 –0,0028 –0,0305 –0,0315 0,0006 0,4952 –0,5880

iwIl –0,1726 0,1492 –0,8230 0,3497 –0,2942 0,1310 0,1631 0,1926 –0,2865 0,8928 –,0615

1,8399 1,7404 –0,4187 –1,2906 0,6604 0,4250 –0,4964 –1,0430 1,0078 0,3248 –1,3381

–0,0719 –0,0189 0,4246 0,3284 –0,3147 0,4235 0,7739 –0,1854 –0,7189 0,0193 0,1297

0,3252 –0,0895 –0,5926 –0,8332 0,0473 –0,9608 –0,5675 0,3386 –0,2995 –0,1845 0,2156

–0,0699 –0,1532 –0,6072 –0,0159 0,1370 –0,0406 –0,1005 0,0445 0,1540 –0,0224 0,6162

–0,3077 0,1800 –0,1375 –1,0687 0,7640 –0,0046 0,2226 0,0171 –0,0003 –0,7217 –0,5549

Iw2 0,7162 –0,1006 –0,3167 0,7157 –0,9204 0,8455 –0,8275 0,4559 0,4969 –0,8803 0,4002

0,7329 0,4394 –0,6683 –0,2781 0,6400 –0,5178 –0,1132 0,8415 0,9483 –0,6041 0,4241

b1 –0,0740 –0,7109 –0,5874 0,1046 –0,2845 0,7231 –0,8304 0,3004 0,3473 –0,7435 –0,3563

0,7870 0,3743 –0,1682 0,7948 0,1287 0,4130 –0,4933 –0,6826 0,4390 –0,7484 –0,5076

b2 0,3909 0,3720 –0,8988 –0,3189 0,7151 –0,2607 0,6461 0,9997 –0,5413 –0,1565 –0,0727
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Fig. 3. The errors in calculating the parameters of the analytical model (7) obtained after training.

The experimental values of the lamp current and voltage were fed to the input of the
first neural network and the vector of its parameters was calculated (the last column of
Table 2).

Calculated vector of parameters of the dynamic neural network was fed to the input
of the trained neural static, and calculated estimation of the model parameter vector θ̂

of the real object (Table 3) [20–22].

Table 3. Estimates of the nonlinear model parameters obtained as a result of identification.

Characteristics U0 Al k1 k2 k3 k4 Rms
deviation

U0

Unit V 1/J – 1/s 1/s – V A

Calculated data 4.38 5.5 0.6 1.5 × 104 3 × 104 1.5 10.44 0.697

Identification 126.72 5.48 0.53 1.5907 ×
104

2.3676 ×
104

1.42 4.38 0.659

We can note a good agreement between the calculated data of the model (7) and the
data obtained as a result of identification. In addition, the root-mean-square deviation
from the experimental values of current and voltage is less during identification.

7 Summary

1. The problem of parametric identification of nonlinear models of an object is posed,
which consists in obtaining the mapping of experimental data of an object in the
parameters of its model in its parameters using neural networks.

2. The algorithm of parametric identification is developed. It consists of carrying a
computational experiment on a given nonlinear model, forming training samples
based on the results of the experiment, then training dynamic and static neural net-
works, and calculating estimates of the parameters of the nonlinear model based on
experimental data using trained networks.
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3. A combination of two neural networks is proposed in which, during training and
subsequent work, the synaptic coefficients of the first neural network are fed to the
input of the second neural network.

4. In such a network the experimental data is displayed in themodel parameters sequen-
tially. The experimental data is first displayed in the synaptic coefficients of the first
neural network. Then the synaptic coefficients of this network are fed to the inputs
of the second neural network the output of which is the required parameter of the
nonlinear model.

5. Experimental validation of the proposed method of neural network parametric iden-
tification on the example of a high-pressure sodium lamp model showed that the
root-mean-square deviation of current and voltage from the nominal values does not
exceed 4% for voltage and 10% for current.

6. Taking into account the good approximating ability of neural networks the pro-
posed algorithm and neural networks can be considered as an effective identification
method.
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Abstract. This paper substantiates methods of applying the theory of statistical
hypotheses in tasks of automating technological processes. Automated system
operations are considered to be multi-alternative in terms of the theory of statis-
tical hypotheses: two hypotheses of the correct mode and two hypotheses of the
erroneous operation of the system. This paper provides general expressions for cal-
culating the probabilities of thesemodes for two statisticalmodels of the controlled
parameter of the technological process and standard models of the metrological
spread of the measuring channel. Herewith the accuracy class of the measuring
channel should be expressed as a reduced error. A program has been developed
for the statistical evaluation of the operating modes of the automation system for
symmetric and asymmetric statistical models of the controlled parameter spread
and several models of the metrological evaluation spread of this technological
parameter.

Keywords: Statistical hypothesis · Automation · Probabilistic model ·
Technological process · Decision making · Criterion · Modeling

1 Introduction

If we consider that the functioning of a technological process automation system is the
management of a complex technical system, then the theory of statistical hypotheses is
the most acceptable one [1–4]. The main advantages of this method are its versatility
and simplicity of the mathematical apparatus. From the point of view of operating the
automated technological process, two alternative hypotheses can be distinguished: H0 -
the systemoperates in a normalmode (the controlled technological parameter does not go
beyond the permissible limits and the measuring channel evaluates this) and hypothesis
H1 - the system operates in an emergency mode (the controlled technological parameter
goes beyond limits and the measuring channel evaluates this). Let us elaborate on this
in greater detail. We introduce the following parameters:

• Controlled parameter AN;

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. A. Radionov and V. R. Gasiyarov (Eds.): RusAutoCon 2021, LNEE 857, pp. 43–56, 2022.
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• Allowable technological spread AN: ± θ;
• Density of distribution of the technological parameter: ω (A);

• Assessment of the controlled parameter:
∧
A

• Metrological scatter (absolute error): ± �;

• Conditional distribution density: q (A / AN) = q (
∧
A).

Figure 1 shows the conventional designations of the modes of operation of the
automation system in the form of zones relative to the controlled technological parameter
AN.

The boundaries of the zones are determined by the parameters θ and �. Let us have
a closer look at the qualitative differences in automation system behaviour in various
zones. Hypothesis H0 is applicable in zone 1. Zones 2 and 3 implement hypothesis H1.
Zones 4 and 5 are characterized by the uncertainty of accepting any of the hypotheses.
Let us calculate the prior probabilities of finding the operating modes of the automation
system in each zone. These probabilities will be determined by the joint probability
density distribution ω (A) and q (A / AN).

Fig. 1. The boundaries of the zones of the operating modes of the process automation system.

2 Derivation of Expressions for Calculating Prior Probabilities
for the Functioning of the Process Automation System

Let us carry out the derivation of expressions, taking into account the number of the zone
into which the estimate AN of the nominal value AN of the controlled physical quantity
of the technological process can fall. Figure 1 shows the numbers of zones considering
the type of distribution density of the controlled physical quantity AN → ω (A) and the

conditional probability density of assessing the controlled physical quantity
∧
A → q (A /

AN)= q (
∧
A) by the measuring channel of the process automation system. This operation

is valid for the metrological characteristics of the measuring channel that is considered
by the system as a form of accuracy class within the reduced error [5–8].

In accordance with the figure, we write down the boundaries of the zones.
Zone 1: from (AN − θ − �) to (AN − θ + �), the width of the first zone: 2 (θ − �).
Zone 2: − ∞ to (AN − θ − �). Zone 3: from (AN + θ + �) to + ∞.
Zone 4: from (AN − θ − �) to (AN − θ + �).
Zone 5: from (AN − θ − �) to (AN − θ − �), the width of the fourth and fifth zones

is 2�.
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Fig. 2. The boundaries of the zones of the operating modes of the process automation system.

2.1 Calculation of the Prior Probability of Hitting the Estimate AN
of the Controlled Values AN into Zone 1

The sought value is determined by combining the probabilities of events: the controlled
value of the technological process AN is within the boundaries of the first zone, the true
value of AN is in the fourth zone, and the estimate AN is in the first zone, and, finally,
the last event is associated with the location of AN in the fifth zone, and the estimate AN
is in the first zone. Let us move on to calculating the probabilities of the listed events.
The probability of the first event is determined by the type of distribution ω(A) [9–12].

P11 =
AH + �−�∫

AH−�+�

ω(A)dA. (1)

To calculate the conditional probability of the second event, we will use Fig. 3.

Fig. 3. Alignment of distributions in zone 2.
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The probability of finding the nominal value AN in the fourth zone, and the estimate
AN in the first zone, is determined by the ratio (we denote this within the limits of all
integral expressions AN = AH):

P12 =
AH−�+�∫

AH−�−�

ω(A)[

A+�∫

AH−�+�

q(
∧
A )d

∧
A ]dA. (2)

The probability of finding the nominal value AN in the fifth zone, and the estimate
AN in the first zone, is determined by the ratio obtained similarly to expression (2):

P13 =
AH+�+�∫

AH+�−�

ω(A)[

A+�−�∫

A−�

q(
∧
A )d

∧
A ]dA. (3)

Thus, the probability of getting the estimate into the first zone in the general case
has the form:

P1 =
AH+�−�∫

AH−�+�

ω(A)dA +
AH−�+�∫

AH−�−�

ω(A)[

A+�∫

AH−�+�

q(
∧
A )d

∧
A ]dA

+
AH+�+�∫

AH+�−�

ω(A)[

A+�−�∫

A−�

q(
∧
A )d

∧
A ]dA

(4)

2.2 Calculation of the Prior Probability of Hitting the Estimate of the Controlled
Values AN into Zone 2

The probability of the estimate falling into the second zone is determined by two events:
P21 is in the second zone, P22 - AN is in the fourth zone, and the estimate is in zone 2.
The sought values of the probabilities of these events can be found using Fig. 1 and the
method by which expression (3) was obtained:

P2 =
AH−�−�∫

−∞
ω(A)dA +

AH−�+�∫

AH−�−�

ω(A)[

AH−�−�∫

A−�

q(
∧
A )d

∧
A ]dA (5)

2.3 Calculation of the Prior Probability of Hitting the Estimate of the Verified
Values AN into Zone 3

The probability of getting the estimate into the third zone is determined by two events:
P31 is in the third zone, P32 - AN is in the fifth zone, and the estimate is in zone 3. The
sought value of the probability of these events:

P3 =
+∞∫

AH+�+�

ω(A)dA +
AH+�+�∫

AH+�−�

ω(A)[

A+�∫

AH+�+�

q(
∧
A )d

∧
A ]dA (6)
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2.4 Calculation of the Prior Probability of Hitting the Estimate of the Controlled
Values AN into Zone 4

The sought value of the probability of getting the estimate into the fourth zone is deter-
mined by the sum of the probabilities of three events: the nominal value of AN is within
the boundaries of the fourth zone, the value of AN is in the first zone, and the estimate
is in the fourth zone. And finally, the last event is associated with the presence of AN
in the second zone, and the estimate in the fourth zone. Let us move on to calculating
these probabilities. According to Fig. 1, we have:

P41 =
AH+�+�∫

AH−�−�

ω(A)dA =
2�∫

0

ω(A)dA (7)

P42 =
A+�∫

AH−�+�

ω(A)[

AH−�+�∫

A−�

q(
∧
A )d

∧
A ]dA. (8)

P43 =
AH−�−�∫

A−�

ω(A)[

A+�∫

AH−�−�

q(
∧
A )d

∧
A ]dA. (9)

Result:

P4 = P41 + P42 + P43 =
2�∫

0

ω(A)dA +
A+�∫

AH−�+�

ω(A)[

AH−�+�∫

A−�

q(
∧
A )d

∧
A ]dA

+
AH−�−�∫

A−�

ω(A)[

A+�∫

AH−�−�

q(
∧
A )d

∧
A ]dA

(10)

2.5 Calculation of the Prior Probability of Hitting the Estimate of the Verified
Values AN into Zone 5

The sought value of the probability of getting the estimate into thefifth zone is determined
by the sum of the probabilities of three events: the value of AN is within the boundaries
of the fifth zone, the controlled value of AN is in the first zone, and the estimate is in
the fifth zone, and, finally, the last event is associated with the presence of AN in the
third zone, and the estimate are in the fifth zone. The calculation of these probabilities,
according to Fig. 2, is as follows:

P51 =
AH+�+�∫

AH+�−�

ω(A)dA =
2�∫

0

ω(A)dA (11)
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P52 =
AH+�−�∫

A−�

ω(A)[

A+�∫

AH +�−�

q(
∧
A )d

∧
A ]dA (12)

P53 =
A+�∫

AH+�+�

ω(A)[

AH +�+�∫

A−�

q(
∧
A )d

∧
A ]dA (13)

The total probability P5 according to expressions (11–13) is in the following form:

P5=
2�∫
0

ω(A)dA +
AH+�−�∫
A−�

ω(A)[
A+�∫

AH +�−�

q(
∧
A )d

∧
A ]dA

+
A+�∫

AH+�+�

ω(A)[
AH +�+�∫

A - �

q(
∧
A )d

∧
A ]dA

(14)

The technique used and the obtained general expressions (4), (5), (6), (10) and (14)
allow us to calculate the prior probabilities of the functioning of the automation system
of the technological process within the framework of the theory of statistical decisions
[13]: the probabilities of the correct automation system operation, in which the decision
made coincide with the actual operating mode of the technological equipment, where
both the specified operating limits of the controlled parameter change according to the
measuring channel estimates, and the operational malfunction when these parameters
go beyond the permissible technological tolerances 2θ and the probabilities of the priori
probabilities of standard distributions, often used in metrological practice, within 2�.
To find the desired values of the probabilities, one can use the results presented in [14]
or apply the convolution method [15].

3 Modeling

Based on the value of the expressions (4), (5), (6), (11) and (14), a programwas developed
and the operating modes of the process automation system were modeled within the
framework of the theory of statistical hypotheses. Below are the simulation results for
the normal probability density of the statistical model of the controlled value, uniform
and triangular statistical models for estimating the controlled parameter [16, 17] (Fig. 4).

On the control panel, you can set the number of tested devices (input from20 to 1000),
the nominal valueA (input from0 to 1000), the error value of theworking tool (input from
1 to 50), the distribution law of the error values of the working tool (normal, Rayleigh),
ratios θ

σ
and θ

Δ
(input from 1.1 to 10), as well as the distribution law of the error of an

exemplary tool (uniform, Simpson, antimodal 1, antimodal 2) (Figs. 5, 6 and 7).
For the program to work, the.NET Framework version 4.0 or a later version must be

installed on the computer.
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Fig. 4. Modeling results: a) normal and uniform; b) normal and triangular (Simpson) distributions.
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Fig. 5. Control panel

Fig. 6. Histogram of the distribution model of the controlled parameter
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Fig. 7. Histogram of models of distribution of metrological characteristics of the measuring
channel a) equal; b) triangular (Simpson) distribution.
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Fragment of the program
Microsoft Visual Studio Solution File, Format Version 12.00
# Visual Studio 2013
VisualStudioVersion = 12.0.21005.1
MinimumVisualStudioVersion = 10.0.40219.1
Project("{FAE04EC0-301F-11D3-BF4B-00C04F79EFBC}") = "Metr", "Metr\Metr.csproj", "{2DB30441-

AAEC-4060-8F58-308AFB38A51C}"
EndProject
Global
GlobalSection(SolutionConfigurationPlatforms) = preSolution

Debug|Any CPU = Debug|Any CPU
Debug|x86 = Debug|x86
Release|Any CPU = Release|Any CPU
Release|x86 = Release|x86
EndGlobalSection
GlobalSection(ProjectConfigurationPlatforms) = postSolution
{2DB30441-AAEC-4060-8F58-308AFB38A51C}.Debug|Any CPU.ActiveCfg = Debug|Any CPU
{2DB30441-AAEC-4060-8F58-308AFB38A51C}.Debug|Any CPU.Build.0 = Debug|Any CPU
{2DB30441-AAEC-4060-8F58-308AFB38A51C}.Debug|x86.ActiveCfg = Debug|x86
{2DB30441-AAEC-4060-8F58-308AFB38A51C}.Debug|x86.Build.0 = Debug|x86
{2DB30441-AAEC-4060-8F58-308AFB38A51C}.Release|Any CPU.ActiveCfg = Release|Any CPU
{2DB30441-AAEC-4060-8F58-308AFB38A51C}.Release|Any CPU.Build.0 = Release|Any CPU
{2DB30441-AAEC-4060-8F58-308AFB38A51C}.Release|x86.ActiveCfg = Release|x86
{2DB30441-AAEC-4060-8F58-308AFB38A51C}.Release|x86.Build.0 = Release|x86
EndGlobalSection
GlobalSection(SolutionProperties) = preSolution
HideSolutionNode = FALSE
EndGlobalSection

EndGlobal

4 Calculation of the Prior Probability of the Normal Functioning
of the Process Automation System

The application of themethods of the theory of statistical hypotheses makes it possible to
estimate the probabilities of the normal (it does not go beyond the permissible deviations
of the controlled parameter and the assessment system confirms this - zone 1). Another
correct functioning of the automation system is characterized by leaving the permissible
limits of the controlled parameter (and the evaluation system confirms this - zones 2 and
3). Particular attention should be paid to the modes of operation in zones 4 and 5, since
it is possible to combine the modes of the first, second and third zones in them. Let us
calculate the probabilities of these events.

In accordance with past findings, we present the desired value of the probability as
the sum of the probabilities of several events. In our case, these events are as follows:
the nominal value of the monitored parameter AN should be in the range from (AN − θ

− �) to (AN − θ + �), i.e., in the first zone. The probability of this event is determined
by expression (1), which suggests that it does not depend on the distribution density of

the exemplary tool q (
∧
A), but is determined only by the ratio θ/� and the distribution

density of the device being verified ω (A).
Unlike the probability P1, which consists of three events, the probability has two

additional events associated with the presence of AN not in zones 2 and 3, but only in
a part of these zones, enclosed in the intervals from (AN − θ) to (AN − θ + �) and
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from (AN + θ − �) to (AN + θ). Thus, the second event determines the requirement to
find the monitored parameter AN in the interval from (AN − θ) to (AN − θ + �) and

the probability of its estimation by the measuring channel
∧
A N in the same interval. The

third event is associated with the condition of finding the desired values in the range
from (AN + θ − �) to (AN + θ). Let us write down the probabilities of these events by
analogy with expressions (2) and (3).

P2NN̂ =
AH−�+�∫

AH−�

ω(A)[

AH−� +�∫

A−�

q(
∧
A )d

∧
A ]dA. (15)

P
3NN̂

=
AH+�∫

AH+�−�

ω(A)[

A +�∫

AH +�−�

q(
∧
A )d

∧
A ]dA. (16)

The total P
NN̂

probability is determined as the sum of the probability of events (1),
(15) and (16).

P
NN̂

=
AH+�−�∫
AH−�+�

ω(A)dA +
AH−�+�∫
AH−�

ω(A)[
AH - � +�∫

A−�

q(
∧
A )d

∧
A ]dA

+
AH+�∫

AH+�−�

ω(A)[
A +�∫

AH +�−�

q(
∧
A )d

∧
A ]dA.

(17)

For symmetric distributions ω (A) and q (
∧
A), expression (17) can be simplified and

represented in a form that coincides with the analogous from [2]

PNN̂ = 2

AH+�∫

AH

ω(A)[

AH +�∫

A−�

q(
∧
A )d

∧
A ]dA. (18)

Calculation of the priori probability of the controlled parameter exit from the
nominally permissible with fixing this mode of the automation system PAÂ.

This probability is determined by the sum of the probabilities of four events:
AN is in the range from −∞ to (AN − θ − �), in the range from (AN + θ + �) to +

∞. In these intervals, the probabilities of events are determined only by the ratio θ/� and
the distribution density of the device being verified ω (A). The sought values of these
events are equal to the first term in expressions (7) and (8). The third event determines

the location of AN and
∧
A in the zone from (AN − θ − �) to (AN − θ). Finding AN and

∧
A in the zone from (AN + θ) to (AN + θ + �) constitutes the fourth event.
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Thus, the desired value of the probability is calculated based on expression (19).

PAÂ =
AH−�−�∫

−∞
ω(A)dA +

+∞∫

AH+�+�

ω(A)dA +
AH−�∫

AH−�−�

ω(A)[

AH−�∫

A−�

q(
∧
A )d

∧
A ]dA

+
AH+�+�∫

AH+�

ω(A)[

A +�∫

AH +�

q(
∧
A )d

∧
A ]dA = 2 {

+∞∫

AH+�

ω(A)[

A +�∫

AH +�

q(
∧
A )d

∧
A ]dA }.

(19)

Calculation of the priori probability of erroneous operation of the automation system
(the monitored parameter does not go beyond the permissible limits, and the measuring
channel fixes the exit of this parameter outside the permissible limits) PNÂ [18–21].

This probability includes two events: AN is in the range from (AN − θ) to (AN − θ

+ �), and
∧
A in the first case falls into the interval from (AN − θ − �) to (AN − θ), and

in the second case - from (AN + θ) to (AN + θ + �), while AN should be in the range
from (AN + θ − �) to (AN + θ).

PNÂ =
AH−�+�∫

AH−�

ω(A)[

A +�∫

AH −�−�

q(
∧
A )d

∧
A ]dA +

AH+�∫

AH+�−�

ω(A)[

A +�∫

AH +�

q(
∧
A )d

∧
A ]dA

=
AH+�∫

AH−�

ω(A)[

AH−�∫

A−�

q(
∧
A )d

∧
A+

A +�∫

AH +�

q(
∧
A )d

∧
A ]dA = 2 {

AH+�∫

AH

ω(A)[

A +�∫

AH +�

q(
∧
A )d

∧
A ]dA }.

(20)

Calculation of the priori probability of erroneous operation of the automation system
(themonitored parameter goes beyond the permissible limits, and themeasuring channel
fixes the normal value of this parameter outside the permissible limits) PAN̂.

This probability includes two events: AN is in the interval from (AN − θ − �) to

(AN − θ), and
∧
A in the first case falls into the interval from (AN − θ) to (AN − θ + �),

and in the second case - from (AN + θ − �) to (AN + θ), while AN should be in the
range from (AN + θ) to (AN + θ + �).

PAN̂ =
AH−�∫

AH−�−�

ω(A)[

A +�∫

AH−�

q(
∧
A )d

∧
A]dA+

AH +�+�∫

AH+�

ω(A)dA[

A +�∫

AH +�−�

q(
∧
A )d

∧
A ]dA

=
AH−�∫

−∞
ω(A)[

A +�∫

AH−�

q(
∧
A )d

∧
A ]dA+

∞∫

AH+�

ω(A)dA[

AH +�∫

A−�

q(
∧
A )d

∧
A ]dA = 2 {

∞∫

AH +�

ω(A)[

AH +�∫

A−�

q(
∧
A )d

∧
A ]dA }.

(21)
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5 Conclusion

1. General expressions have been obtained for priori assessment of the operatingmodes
of the process automation system.

2. In zones 4 and 5, the choice of statistical hypotheses (H0 and H1) requires additional
research.

3. A program for finding the posterior probability modes of the automation system
operation by the method of statistical modeling has been developed.
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The Automated Method of Metrological
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Method
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Nizhniy Novgorod State Technical University n.a. R. E. Alekseev,
b.24, Minina Street, Nizhniy Novgorod 603950, Russia

Abstract. The article provides an overview of the existing methods of metrology
use in the control of the accuracy of manufacturing processes. The choice of
using the 3D-scanning procedure for metrological control of parts manufactured
using additive technologies is justified. The article provides an example of using
the 3D scanning method for metrological control of a part. A structured-light
3D scanner was used as a measuring tool. The article describes the method of
using a 3D scanner to calibrate a 3D printer to compensate for the shrinkage of
various materials: PLA, ABS, PETG, Nylon. For metrological control, a part with
a complex geometry was selected, namely, a centrifugal turbine impeller printed
by an FDM printer. A comparative analysis using measured material shrinkage
coefficient was carried out on a centrifugal impeller. The article also describes
the effect of supports on the curvature of the impeller blades. The study of the
influence of the printing speed and the layer height on the accuracy of the part
manufacturing was carried out.

Keywords: Metrological inspection · Additive technology · 3D printing · 3D
scanning · Reverse engineering ·Measurement automation

1 Introduction

Additive technologies are widely used in various industries. As a rule, 3D printing is
recommended to be used with parts of complex geometry that are difficult or impossible
to manufacture by conventional methods. In additive manufacturing, there are many
3D printing technologies, a wide variety of kinematics of the printers themselves. In
addition, for each task, there is a certain type of material being used: wax, rubber,
plastic, metal, and even biomaterial (for printing human organs). In this regard, there is
a need for metrological control, since in 3D printing, the material can shrink, sagging of
unsupported spans can occur, and the quality of the part can be affected by the printing
parameters (speed, layer height, extrusion temperature, etc.).
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2 Technology Review

To date, several measuring methods and tools are used to control the geometry of parts.
All methods differ in both cost and measurement accuracy. Below is a brief description
of such tools.

The first method is connected with the use of conventional measuring instruments
[1]. Typical contact measurement tools include: micrometer, caliper, passameter/snap
gauge, etc. This method is widely used to control the external and internal dimensions,
depths of grooves and holes. The main advantage of the method is its low cost; however,
there are some disadvantages. The use of such measuring instruments is labor-intensive,
time-consuming and requires the use of a great number of extra tooling for measuring
items of various sizes. With standard tools, it is very difficult to obtain all the necessary
information to assess the accuracy of part manufacturing, and it is impossible to measure
parts with complex geometries.

The second measurement method also applies to the contact method. The coordinate
measuring machine is a well-proven metrology solution featuring the highest accuracy.
Coordinate measuring machines are used when it is necessary to conduct high-precision
measurements. Inspection of parts carried out by coordinate measuring machines allows
ensuring high performance, accuracy and reliability of measurements, with low labor
intensity. In addition to the advantages, there are also some disadvantages, namely, when
operating a coordinate measuring machine, there are some strict requirements for the
workspace, as well as for the operators, that shall be met [2].

Currently, a promising method for assessing the accuracy of parts manufacturing
is 3D scanning, which refers to the non-contact method of measurement [3–5]. This
technology has already become widespread. The authors of the article [6] in their work
conducted a study of the geometry deviations of a 3D printed ship model caused by
shrinkage-induced deformations for subsequent tests of its hydro-mechanical properties
in the pilot pool. The analysis of geometry deviations was carried out using 3D scanning
with the development of a technological scheme for describing this process.

In the article [7], the authors attempted to evaluate the serviceability of a large-sized
cast bar using 3D scanning. As an example, a large-sized workpiece of the “body” type,
produced by casting and having a rather complex geometry, was chosen. Based on the
results of the measurements, the suitability of the part was assessed, in accordance with
the reference CAD-model.

The advantages of the 3D scanning method, in comparison with the use of conven-
tional tools or coordinatemeasuringmachines, include the following: better price/quality
ratio, highmeasurement speed, aswell as ease of equipment operation. 3D scanning gives
an opportunity to evaluate not only the accuracy of manufacturing, but also the quality
of the surface. In this regard, let us take a closer look at the 3D scanning technology.

3 Theory

Mainly 3D scanners are divided into optical and laser. According to the installation
method, there are stationary scanners and manual (mobile) scanners.

A stationary laser 3D scanner is mostly used for scanning large-sized objects, fea-
turing very high accuracy and scanning speed. A mobile 3D scanner is widely used in
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cases when it is impossible to place a stationary scanner. It is less accurate and more
expensive.

The most appropriate 3D scanning technology for geometry control in FDM printing
would be an optical structured-light 3D scanner [8]. The gist of the technology is that
various template images are projected onto the scanned object using a conventional
LED-DLP projector. A camera installed nearby captures the resulting distorted images.
After that, special software for these distortions estimates the shape and depth of the
object and converts all this data into a three-dimensional image. The disadvantages of an
optical 3D scanner are special surface requirements to be met, for example, the surface
shall not be transparent, mirrored, black or glossy.

The process of evaluating the accuracy of part manufacturing using 3D scanning can
be divided into several sequential stages (Fig. 1).

The first step is to set the parameters for printing the part in Polygon X. The printing
parameters are themost important stage in reaching the quality of the part manufacturing
[9–11]. The programallows selecting parameters such as: filling percentage, layer height,
number of perimeters, and scale of the model. At this stage, the supporting structures
are also placed, the printing speed and the extrusion temperature of the material are
specified. Since each material differs in its shrinkage when 3D printing, it is necessary
to calibrate the 3D printer for each material. The shrinkage factor is determined by
printing calibration cubes [12]. After printing, the calibration cube is scanned, after
that its geometry is compared with the reference CAD model. The deviations found
will represent a shrinkage. Compensation for material shrinkage will be conducted by
adjusting the scale of the part.

3D scanning starts with the calibration of the 3D scanner itself [13]. In RangeVision
Spectrum, there are three calibration fields for scanning objects of various sizes. Due to
the small dimensions of printed parts, choose the smallest calibration field for scanning
objects of no more than 130 × 100 × 100 mm. The scanning accuracy for the selected
area is 0.04 mm. Calibration, scanning and further scanner operation take place in the
ScanCenter NG program.

The next step is to prepare the part for 3D scanning. The optical 3D scanner cannot
be used with black and glossy objects. The first problem is solved easily by choosing the
material of a different color; however, after printing it often appears that the surface of
the part is glossy. To eliminate the glossy surface, the part shall be covered with a light
matting spray.

Following the above-mentioned steps, the 3D scanning stage begins. Rangevision
3D scanner supports operation in three scanning modes, which differ primarily in the
method of combining fragments:

• scanning without using markers;
• scanning using markers;
• scanning on the turntable.

The next stage is the processing of the received scans. When scanning, unnecessary
objects fall into the field of view of the 3D scanner, which must be removed during
processing. Since the scanner used is optical, digital glitches appear in the obtained
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Fig. 1. Part manufacturing accuracy evaluation algorithm using 3D scanning technology.

point clouds, which directly affect the accuracy, so that when processing the scan, it is
necessary to eliminate them.

When scanning a single fragment, a three-dimensional model of a section of the
object’s surface is obtained. To create a full-scale model of an object, it is necessary to
scan it from different angles. The resulting fragments shall be aligned, automatically or
manually, as per the surface geometry.

To continue working with the resulting model, it shall be exported from ScanCenter
NG. The most popular file format for working with 3D models obtained by 3D scanning
is stl. In this file format, data on the object is stored as a list of triangular faces that define
the surface of the model, and their normals.When exportingmodels, it is often necessary
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to reduce the number of triangular faces, because a great number of them on large-sized
models can negatively affect the size of the exported file and complicate further work
with it.

Geometry deviation analysis is conducted using Geomagic Design X software [14].
To find deviations, the scanned model shall be compared with the reference CADmodel.
In the case of deviations that do not meet the specified tolerance limits, the process of
determining material shrinkage or adjusting the print parameters is repeated.

To evaluate the accuracy of manufacturing using additive technology, a part with a
complex geometry was selected - a centrifugal turbine impeller. The impeller is designed
to allow a fluid to pass through it [15]. Using 3D scanning, it is possible to determine
the angle of installation of the blade relative to the root frame and separate sections, the
deviation of the surface of the blade airfoil, as well as the profile thickness. Since the top
blade portions will be printed on the supports, the method would help to find deviations
from the reference CAD model.

4 Practical Implementation

Initially, experiments were carried out to determine the shrinkage factor of the material.
For this purpose, calibration cubes were printed from a selected range of materials: PLA,
ABS, PETG, Nylon [16].

As a result, a graph of the material shrinkage in XYZ directions was built (Fig. 2).
To find the average deviation, 5 points are selected from each side of the cube, 4 closer
to the corners of the cube and 1 in the center of the side. When generating a deviation
map, the minimum and maximum values are set to 0.4 mm, and the tolerance is set to
0.05 mm.

The average deviation for each of the cube axes is calculated using the formula:

σ = (b1 + · · · + b5)/5+ (c1 + · · · + c5)/5 (1)

where b is the value of the calibration cube geometry deviation after 3D printing from
the reference CAD model at a specific point, c - from the opposite side.

As we can see from the graph, “Bestfilament” PLAmaterials, “eSUN” and “Bestfila-
ment” PETG materials have the minimum shrinkage, which corresponds to the required
3D printing accuracy shown by the green line on the graph. Nylon and ABSmaterials do
not meet the required accuracy limits, so it is necessary to repeat the printing procedure,
taking into account the determined shrinkage along the XYZ axes. Moreover, in the
case of all four cubes, the shrinkage factor in the Y-axis is less than in the X-axis by
an average of 47 microns, which is more than the claimed positioning accuracy of the
printhead of 11 microns. This may be due to two options. The first option is associated
with the incorrect generation of the G-code command by the Polygon X slicer. It can be
checked by generating a new G-code for the calibration cube using the same settings.
The second option may be associated with a slight stretching of the drive belts.

To compensate for shrinkage of Nylon material, the scale of the calibration cube
model was increased by 1.24% in the X-direction, 1.05% in the Y-direction, and 0.4% in
the Z-direction, for ABS material by 0.88% in the X-direction, 0.8% in the Y-direction,
and 0.65% in the Z-direction.
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Fig. 2. XYZ average deviation graph.

Following the application of the shrinkage factor, the calibration cubes were re-3D
printed and 3D scanned. Based on the result of comparing the cube scans with the
reference CAD model, a graph was built (Fig. 3). The graph shows that the geometry
deviations are very close to the positioning accuracy of the printerhead (11 microns in
the XY direction and 1.25 microns in the Z direction), so trying to further increase the
accuracy seems to be pointless.

Fig. 3. Result of applying shrinkage factor to calibration cubes made of Nylon and ABS.

For metrological inspection, a centrifugal turbine impeller was selected as an item
with complex geometry. The manufacturing process of a centrifugal impeller from a
CAD model to a physical model is shown in Fig. 4. The three-dimensional model of the
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part was prepared in the Autodesk Inventor environment [17]. Next, the model of the
impeller was prepared for printing in the Polygon X software.

Fig. 4. The manufacturing process of turbine impeller using 3D printing.

ABS-plastic from the company “Bestfilament”was chosen as the firstmaterial for 3D
printing. Since the item has unsupported parts-blades, it was necessary to place supports
for their construction. For their easy separation, a gap was set between the model and
the supports: in the Z direction - 0.15 mm, and in the XY directions - equal to the width
of the extrusion - 0.39 mm.

3D scanning of the impeller took place on a turntable, which allowed speeding up
the process of obtaining a 3D model. The item was also covered with a matting spray,
as it had a glossy surface. To create a full-scale model of the object, all the fragments
of the surfaces had to be scanned, for this purpose, four angles were selected. In one
complete rotation of the table, 12 scans are made, which are combined into a group.
During the scanning process, the scans from the group are automatically combined with
one another.

The process of combining is complicated by the symmetry of the part, so it has to
be optimized. For the correct stitching of scans in a group and groups with one another,
markers were applied to the surface of the impeller, in the form of small pieces of
plasticine. The scanning took place in four positions: in the first one, the impeller blades
were scanned, in the second-the lower part, in the third-the upper part, in the fourth-the
lower and upper parts simultaneously. Before combining the groups, the noise and the
support for the impeller placement were removed (Fig. 5).

Fig. 5. 3D model acquisition steps.
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The shrinkage factor will be determined by aligning the scanned model with the
reference CAD model. To work with data obtained by 3D scanning, there is used soft-
ware called Geomagic Design X. The program allows designing virtual 3D models of
physical objects for metrological inspection of geometry and reverse engineering in
CAD/CAM/CAE systems.

To download the reference CADmodel of the impeller, export it in stp. file format in
the Autodesk Inventor software, which will contain data on the three-dimensional image
of the part. In addition, in Design X, import the previously prepared stl. model of the
impeller obtained by 3D scanning (Fig. 6).

Fig. 6. The sequence of deviation analysis.

To determine the deviations of the printed impeller, it is necessary to combine the
imported models. The alignment takes place in two stages. At the first stage, the scan
is roughly compared with the surface of the CAD model, and at the second stage, the
program aligns the geometry of the two models as accurately as possible. Then the
geometry of the scanned impeller is analyzed. A deviation map is generated, where the
deviation value is shown in color. In the settings, it is possible to set the minimum and
maximum deviation, as well as the tolerance limits.

“Bestfilament” ABS-plastic was chosen as the material for printing the impeller.
Since the item has unsupported parts-blades, supporting structures were placed for their
construction. For their easy separation, a gapwas set between themodel and the supports:
in the Z direction - 0.15mm, and in theXY directions - equal to thewidth of the extrusion
- 0.39 mm.

Aswe can see from the generated deviationmap (Fig. 7a), there is a significant shrink-
age in the Z-direction on the impeller. The lower parts of all the blades are deformed.
This may have been caused by deflection of the blade, as it is very thin. In addition,
the deformation could be caused by overheating of the material. The upper parts of the
blades have sagging, in comparison with the reference CAD model. The reason may be
the installed supports with a gap of 0.15 mm in the Z-axis direction.

After adjusting the scale of the impeller model, taking into account the determined
shrinkage factor, for the ABS material, a printing procedure was repeated. To eliminate
the sagging of the upper part of the blades, a gap of 0.1 mmwas set between the impeller
model and the supports. The deviation map shows (Fig. 7b) that some of the sagging was
eliminated, but to eliminate it completely, it is necessary to print the supports without a
gap in the Z direction with the use of another material, that will dissolve after printing.
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Fig. 7. ABS-plastic impeller geometry deviations: before the application of shrinkage factor (a)
and after (b).

The lower part of the blades still has deviations; the application of the shrinkage factor
did not bring a desirable result. In addition, due to the layer height of 0.2 mm, there are
deviations in the form of “steps” on the lower part of the impeller.

To smooth out the upper section of the blades and eliminate the “stepped surface” in
the lower part of the impeller, the layer height was changed from 0.2mm to 0.1mm in the
printing parameters [18]. Reducing the height of the print layer also had a positive effect
on the sagging of the blades. However, the digital map (Fig. 8) still shows deviations
on the upper surface of the impeller. The lower parts of the blades are still deformed; in
addition, all the blades have enlarged faces.

Fig. 8. Impeller geometry deviations after adjusting the height of the print layer.

The next step to eliminate geometry deviations in the impeller blades was the use of
dual-extrusion printing [19]. As previously stated, to eliminate the sagging of the upper
part of the blade completely, it is necessary to use a soluble material, so the supporting
structures were printed using a water-soluble PVA plastic (Fig. 9a). In this case, it was
possible to eliminate the Z-axis gap between the blade and the support. To eliminate
the deformation of the lower part of the blades, the extrusion temperature was reduced
from 245 °C to 230 °C, in addition, the air circulation in the 3D printer chamber was
completely turned off, to eliminate the through the flow of air.

After 3D printing of the impeller with the adjustment of the parameters, a perfect
state of the blade surface was reached, with the only exception of blade edges (Fig. 9b).
The problem is the inertia of the print head of the printer, it cannot stop immediately,
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Fig. 9. Water-soluble PVA plastic support structures (a), deviation map with printing mode
adjusted (b).

which iswhy there is an extra influx of plastic on the sharp edges. To eliminate this defect,
the printing speed for the perimeter was reduced by half, from 60 mm/s to 30 mm/s [20].

Figure 10 shows the result of using 3D scanning technology as a method for cali-
brating the 3D printing parameters of a centrifugal turbine impeller. On the digital map,
there are no deviations in the geometry of the scanned impeller from the reference CAD
model, which confirms the optimal choice of 3D printing parameters for this item.

Fig. 10. Adjustment of 3D printing settings using 3D scanning technology.

5 Conclusion

In general, 3D scanning method is used in the absence of a three-dimensional model to
solve the issue of reverse engineering. However, this method is also used for metrolog-
ical analysis. The use of the 3D scanning method allows conducting the inspection of
complex geometry in additive manufacturing. According to the generated map of geom-
etry deviations for the part, the user can adjust the printing parameters and calibrate the
3D printer for different types of materials, which will allow producing the part with a
given accuracy. The use of 3D scanning technology for metrological inspection of parts,
when the use of conventional measurement methods is difficult, is particularly relevant.
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Abstract. The article is devoted to the development of a control system for a Vir-
tual Power Plant (VPP) with distributed generation (DG). The general principles
of VPP functioning are described. A multi-agent approach to the VPP manage-
ment that combines DG units, storage units and electricity consumers using a
Solid-State Transformer (SST) is proposed. Many agents have been introduced
for VPP facilities. The agent interaction principles for the implementation of the
VPP intelligent management system have been developed. On the basis of sim-
ulation modeling in the RastrWin and Jade software complexes, a study of the
effectiveness of using a multi-agent control system for the considered VPP has
been conducted. As a result of the first iteration, the use of a multi-agent control
system enabled to reduce power losses in the electrical network and increase the
utilization rate of the installed capacity of power plants that are part a part/parts
of the VPP.

Keywords: Distributed generation · Virtual power plant · Multi-agent control
system · Energy exchange

1 Introduction

Distributed generation (DG) plays an important role in Russia’s energy strategy. Devel-
opments in the field of control and protection devices for electrical networks, the devel-
opment of digital technologies enable to implement a qualitatively new approach to
increasing the efficiency of DG resources based on the “Internet of energy” principles
[1].

The “Internet of energy” concept [2, 3] involves the creation of intelligent elec-
trical systems with the possibility of multilateral energy exchange, both at low and at
medium voltage between distributed objects. The virtual power plants (VPP) are systems
operating according to these principles [4, 5].

VPP is an intelligent electrical system that unites DG installations, storage devices
and electricity consumers on the basis of multilateral energy and information exchange
for participation to be a success on in the electricity market, provision of provide system
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services and redundancy. The VPP assumes a connection with the power system. How-
ever, it can also be used to improve the efficiency of autonomous power supply systems
with DG.

The more distributed objects are combined into a VPP, the greater DG efficiency can
be achieved. At the same time, the tasks of technical integration and management of the
joint operation of DG units and storage devices at a voltage of 0,4 kV, as well as energy
exchange between distributed objects at a voltage of 10 (20) kV, become relevant.

A promising solution to the problem of integration of facilities in a VPP is due
to the development of solid-state transformer (SST) technologies. The SST is a con-
trolled semiconductor converter [6] which allows a real-time implementation of power
flows redistribution functions, the regulation of electrical energy parameters, combining
dissimilar DG sources, storage devices and consumers [7].

The complexity of solving the problem of energy exchange control in a VPP lies in
various algorithms in functioning of distributed DG sources, combined into a system,
and the need to ensure multilateral energy exchange between them. The control methods
used in existing energy systems with DG do not take these features into account.

The analysis of algorithms is carried out and it can be applied to control the operating
modes of microgrids, in which there is an exchange of power between objects. Thus,
the algorithm “Optimization of a swarm of particles by the stochastic method of evolu-
tionary calculations” by J. Kennedy; R. Eberhart, USA, simulates a multi-agent system,
where agents-particles move to optimal solutions, while exchanging information with
neighbors [8]. “Bee colony” algorithm by D. Karaboga, Turkey, is used to solve discrete
(combinatorial) and continuous problems of global optimization [9]. The local energy
exchange algorithm based on the theory of coalition games for network microgrids J.
May, C. Chen, J. Wang, J. L. Kirtley, USA, was created in 3 stages: - a method based on
the theory of auction; - Shapley cost method; - the method of combining and separating
[10]. The load balancing algorithm Y. Mensina, W. Setthapuna and W. Rakwichiana,
Thailand, is focused on the exchange of power between objects [11]. These algorithms
are provided to control energy exchange in microgrids, the analysis results of which will
form the basis of the algorithm for controlling energy exchange in a VPP with diverse
DG sources.

The research object is a VPPwhich unites distributed objects 0.4–10 kVwith diverse
energy sources. The work purpose is to develop a method to manage energy exchange in
a VPP based on a multi-agent approach and to study the effectiveness of its application.

2 Materials and Methods

Figure 1 shows the investigated VPP block diagram. The VPP combines 10 micro-
networks (energy cells) into a single system at a 20 kV voltage. The topology of the
20 kV electrical network is closed. It corresponds to a part of the MV electrical distri-
bution network test circuit used by CIGRE (Conseil International des Grands Réseaux
Electriques) to conduct experimental research and refine control algorithms [12]. Each
energy cell is a certain combination of a DG source and a load, combined at 0,4 kV by
SST. The energy cells composition, the type and the parameters of the DG sources and
the load are given in Table 1.
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Table 1. Vpp composition.

Microgrid Microgrid composition Parameter value

M1 T2 20/0,4 kV

L2 200 kW

M2 T3 20/0,4 kV

L3 900 kW

M3 SPI 400 kW

L4 200 kW

M4 SPI 200 kW

L5 400 kW

M5 GPI 1500 kW

L6 700 kW

M6 SOFC PI 300 kW

L7 500 kW

M7 DG 600 kW

L8 200 kW

M8 mini-CHP 500 kW

L9 100 kW

M9 WPI 300 kW

L10 300 kW

M10 WPI 1000 kW

L11 200 kW

We assume that voltage is 20 kV of bus no 1, 2, … , 11, and the SST’s voltage levels
are 20/0,4 kV. M1, M2, … , M10 – microgrid (energy cell); L1, L2, … , L11 – load;
ES – power system; T1, T2, T3 – step-down transformer; SST – solid state transformer;
SPI – solar power unit, WPI – wind power unit, GPI – gas piston unit; SOFC PI – solid
oxide fuel cell power unit; DG – diesel generator.

The following set of agents is introduced to implement the MACS:

Agi =< AgES ,AgGPI ,AgRES ,AgSOFS ,AgDG,Agmini-CHP,AgL >, (1)

whereAgES – centralized network agent;AgGPI – agent of maneuverable gas-fired power
plants (GPI); AgRES – solar or wind power - renewable energy sources (RES) agent;
AgSOFC – agent of energy cells with SOFC; AgDG – diesel generator agent; Agmini-CHP
– coal fired power plant agent; AgL – load agent.
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Fig. 1. Structural diagram of the research object.

The MACS work is focused on efficiency for each microgrid (energy cell) achieving
while maintaining the power balance in the VPP as a whole. In this case, the generator
agent notifies the MACS participants about the amount of excess power and the load
agent, based on its criteria, connectswith the generation agents suitable for it. TheMACS
work is based on the following criteria:

Criterion 1 - environmental rating of generation agents (R). Each generation agent
is assigned an environmental rating from 1 to 5 (5 - power cells with RES, 4 - power
cells with GPI, 3 - power cells with DG, 2 - power cells with mini-CHP, 1 - centralized
electric grid). This criterion provides the advantage of electricity consumption from DG
sources based on RES:

Agn → Aggj(R → max), (2)
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where Agn is the load agent; Aggj– the j-th generation agent with the corresponding R
rating;

Criterion 2 – the length of the power transmission line (l). When both types of agents
are declared in the MACS, the lengths of the power transmission line and the connection
point are specified. This criterion enables to minimize power losses in the network and
ensures that the production of electricity is closer to the place of its consumption:

Agn → Aggj(l → min), (3)

where Aggj is the j-th generation agent with the corresponding power transmission line
length l.

Criterion 3 - the cost of electrical energy (c). Generation agents set the cost for
generated electricity when advertised in theMACS, and load agents choose the cheapest
one when criteria ‘2 and 3 are equal:

Agn → Aggj(c → min), (4)

Thus, the load agent when choosing a generation agent analyzes the system of
conditions:

⎧
⎨

⎩

Agn → Aggj(R → max)
Agn → Aggj(l → min)
Agn → Aggj(c → min)

(5)

It is proposed to use 3 indicators to assess the effectiveness of the MACS use for
energy exchange management in VPP:

1) active power loss in the 20 kV VPP power grid (ΔP�);
2) the coefficient of using the installed power of the DG sources as VPP part (CUIP):

CUIP = PFACT /PINST , (6)

wherePFACT is the actual generated power of the DG source (for a given steady-state
mode), PINST is the installed power of the DG source;

3) Share of RES (eco-friendly) use:

CRES = (ΣPRES + ΣPSOFC)/ΣPi (7)

The smaller the value ΔP� and the higher the values of CUIP and CRES are, the
more efficient the operation of VPP is.

3 Agent Functioning Algorithm

The generation and load agents work algorithms have been developed according to the
agent interactions (Fig. 2, 3).

There is a condition that generation fromagentswithRES andSOFCs is not regulated
and its value is taken in accordance with the specified generation schedules.
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Fig. 2. Generation agents work with RES algorithm.

The algorithm for the work of generation agents with RES begins with checking
the condition on the request for power from AgLi. If the request is confirmed, AgLi
receives a response to the request and the generated power PG is transferred, data at a
reasonable cost of generation CUD.G., l, environmental rating RG. In case of a positive
answer, agreements with AgLi are established. If the generation power is equal to 0,
the agent is removed from the active list. In case of a negative answer, or if there is
generated power, the condition is checked again at the request of power from AgLi. If
there is no request for capacity from AgLi, communication with AgES takes place and
agreements are established with this agent. When the generated capacity is received
from the centralized network, the agent is removed from the active list and the algorithm
ends.

The algorithm of work of agents with controlled generation begins with checking
the condition on the request for capacity from AgLi. If there is no request for capacity
from AgLi, the agent is removed from the active list and the algorithm ends. When the
condition of the request for power from AgLi is fulfilled, the maximum generated power
PG.MAX, data at a reasonable cost of generation CUD.G.., l, environmental rating RG. In
case of a positive answer, agreements with AgLi are established. If there is no PG.MAX
the agent is removed from the list of active ones. In tcase of a negative answer or if there
is of PG.MAX, the condition is checked again at the power request from AgLi.

AgGPI, AgDG, Agmini-CHP, AgES - eliminate active power imbalances arising in the
system. Therefore, the power they give out can be adjusted when the agents interact.
AgES - can regulate the power received or given off to the VPP. Accordingly, this agent
can act as both a generation agent and a load agent. Load agent parameters are set using
electrical load graphs.
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Fig. 3. Algorithm of agents work with controlled generation.

4 Macs Research

To conduct research on the effectiveness of a multi-agent approach to energy exchange
control in a VPP with DG, the following models have been developed:

• a simulation model of the electric network of a VPP with DG is in the “RastrWin”
software package [13];

• a MACS simulation model is in “Jade” [14].

The simulation model of the VPP with the DG electrical network in “RastrWin” is
designed to study the parameters of the steady state and calculate the efficiency indicators
(Fig. 4).
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Fig. 4. Simulation model of the VPP with DG electrical network.

The MACS simulation model in “Jade” allows to determine the established connec-
tion between load agents and agents of generation of agreements and, on the basis of this,
to determine the values of the electric power flows in the VPP. The study of the MACS
efficiency is based on a comparison of the system operation, there are two variants:

• Variant 1 - there is no possibility of free multilateral energy exchange between dis-
tributed objects (the active power imbalance is covered by the centralized electrical
network);
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• Variant 2 – the MACS provides the possibility of multilateral energy exchange
according to the developed approach.

The simulation of the system operation was carried out in steady-state modes during
a day with a sampling rate of 4 h. The values of the load and generation of DG sources
were set for each time interval (one hour) using graphs. Figure 5 shows some examples
of load and generation curves for the M4 microgrid.

Fig. 5. Graphs of load and generation for the M4 microgrid.

Table 2 and 3 show the parameters of the generation agents and load agents specified
in “Jade”, which are declared when they interact to conclude agreements.

Table 2. Parameters of generation agents.

Agent Unom, kV PG, kW PG.adj, kW R, r.u C, rub/kW·h l, km Tire no

AgES.G 220 0 to 25 MVA 1 7,2 7,5 1

AgRES4 20 0 – 5 9,75 0 4

AgRES5 20 0 – 5 9 0,6 5

AgGPI6 20 1000 to 1500 4 7,5 1,3 6

AgSOFC7 20 300 – 5 9,75 1,1 7

AgDG8 20 300 to 600 3 9 1,6 8

Agmini-CHP9 20 200 to 500 2 7,5 1,2 9

AgRES10 20 100 – 5 10 1,4 10

AgRES11 20 600 – 5 6,75 2,7 11

The theoretical values are given as the cost of electricity. The difference in the cost
of electricity from different sources enables to consider a more diverse number of VPP
participants with their own capabilities and priorities.

The studies of two variants of the system operation have been carried out in a
steady state from 0 to 4 h with the help of simulation modeling. The obtained results of
performance indicators are presented in Table 4 and 5.



Multi-agent Approach to Efficient Management of Virtual Power Plants 77

Table 3. Parameters of load agents.

Agent Pn, kW Pn.adj, kW Rmin, r.u Cmax, rub/kW·h Bmax, rub Tire no

AgES.L 0 to 25 MVA 1 15 1500 1

AgL2 200 – 1 11,25 450 2

AgL3 900 – 1 12 400 3

AgL4 200 – 1 13,5 500 4

AgL5 400 – 4 12,75 450 5

AgL6 700 – 1 16,5 250 6

AgL7 200 – 3 13,5 200 7

AgL8 200 – 2 12,75 600 8

AgL9 100 – 1 12 350 9

AgL10 300 – 1 11,25 300 10

AgL11 200 1 10,5 175 11

Table 4. Loss of active power in the 20 kV network.

N_st N_end �P without MACS (Variant 1), kW �P with MACS (Variant 2), kW

1 2 0,004 0,001

2 3 4,743 0,817

3 4 0,041 0,787

4 5 0,012 0,213

4 6 0,158 1,006

5 7 0,015 0,097

7 10 0,001 0,032

6 8 0,008 0,003

8 10 0,064 0,242

5 9 0,095 0,214

6 11 0,049 0,01

9 11 0,122 0,209

Total 5,312 3,631

Table 4 shows that the use of MACS allows to reduce the losses of active power in
the 20 kV electrical network due to the use of the VPP’s own power instead the central-
ized network’s power. The greatest power reduction was achieved between nodes 2–3.
Table 5 shows that the use of MACS enabled to ensure the balance of active power in
the VPP, while realizing all the active power from sources with RES. At the same time,
there are generation agents that are potentially ready to help when the load increases.
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Table 5. Efficiency indicators of Mac application

Tire no Generation
source

PINST, kW PFACT 1, kW PFACT 2, kW CUIP 1, r.u CUIP 2, r.u

4 SPI (RES) 400 0 0 0 0

5 SPI (RES) 200 0 0 0 0

6 GPI 1500 1000 1500 0,667 1,000

7 SOFC PI 300 300 300 1 1

8 DG 600 300 600 0,500 1,000

9 mini-CHP 500 200 300 0,400 0,600

10 WPI (RES) 300 100 100 0,333 0,333

11 WPI (RES) 1000 600 600 0,600 0,600

when CRES1 = 0,29r.u.; CRES2 = 0,29r.u.

The share environmentally friendly energy sources remained at the same level as with-
out MACS due to the low generation of renewable energy sources and SOFCs at the
considered moment of time.

5 Conclusion

The object of the study was the VPP which combines ten micro-networks with a load
and various types of power sources by a 20 kV network.

The algorithm for the agent interaction was developed for the studied VPP. A simu-
lation model of a multi-agent control system in “Jade” software complex was developed
and studied. The research results showed that the multi-agent control system allows to
ensure the balance of active power in the electric network while realizing all the active
power from sources with renewable energy sources. As a result of the first iteration, the
multi-agent control system enabled to reduce power losses in the electric network and
increase the installed capacity utilization rate of power plants that are parts of the VPP.

Acknowledgment. The study was carried out with a grant from the Russian Science Foundation
(project No. 20-19-00541).
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Abstract. The paper discusses a hypergraphmodel of themechanical structure of
a technical system. Themodel describes the coordination of parts during assembly
of a product, obtained by basing on design bases. This model correctly describes
the operations and assembly processes of products that have the properties of
sequentiality and coherence. The sequential and coherent assembly operations are
prevalent in the assembly of modern technical systems: machines and mechanical
devices. In terms of this model, the assembly operation is represented as a normal
contraction of an edge. The sequence of contractions that transforms the hyper-
graph into a point is amathematical description of the assembly process.A theorem
on the necessary conditions for contractibility of hypergraphs is presented. It is
shown that the necessary conditions are not sufficient. An important theorem on
sufficient conditions of contractibility is proved. The concept of an ns-hypergraph
is introduced. Ns-hypergraph is a mathematical model of the mechanical struc-
ture that cannot be assembled due to structural defects. Computational experiment
was carried out to enumerate the ns-hypergraphs of various orders. The proposed
apparatus can be used in computer-aided design systems for structural analysis of
complex projects and computer-aided planning of assembly processes.

Keywords: Assembly sequence · Coherent assembly operation · Mechanical
structure · Connection graph · Hypergraph · Computer-aided design ·
Computer-aided assembly planning

1 Introduction

Computer aided assembly planning (CAAP) is an important and urgent problem of
modern engineering practice and design theory. Various aspects of this problem are
actively discussed in modern publications [1–27].

The assembly sequence of a product, the decomposition into assembly units, the
organization of assembly production largely dependon the design properties of a product:
the mechanical structure, the geometry of parts, materials, etc. The mechanical structure
is a set of couplings and matings between the parts that make the product connected
and coordinated. Further, couplings and matings will be called mechanical connections.
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In each assembly operation, mechanical connections are realized that connect a part to
an assembled fragment of the product. This important property of assembly operations
is called coherence [2]. Coherence is the main condition for the existence of design
decisions. Its violation automatically excludes the design alternative from consideration.

In CAAP papers, the main mathematical model of mechanical structures of products
is a connection graph. This is an undirected graphG = (X ,R) in which the set of vertices
X = {xi}ni=1 correspond to the parts of the product and the edge r = {x, y} ∈ R connects
the vertices x, y ∈ X if and only if there is a mechanical connection between the parts.

This model was first proposed in [3]. This classic work describes a method of
computer-aided design of assembly process, based on an expert ordering of the mechan-
ical connections of the product. An expert answers questions about the rational ordering
of themechanical connections. Based on the information received, an assembly sequence
of the product is formed. Various methods were developed to minimize the number of
questions to the expert [4, 5].

The connection graph under various names is widely used to model assembly pro-
cesses and operations: Liaison diagram [3], Part mating graph [6], Connective relation
graph [7], Componentmating graph [8, 9], Connectivity graph [10, 11], Part connectivity
graph [12], Mating graph [13], Part liaison graph [14], Product liaison graph [15, 16],
Adjacency graph [17], Weighted undirected connected graph [18, 19] and others.

In terms of the connection graph, the coherence condition can be described in two
ways: by cutting the graph into connected components and contraction adjacent vertices.

The first method is suggested in [20, 21]. All possible cuts of the graph G = (X ,R)
into two connected components are searched for, which in their turn are divided into
simpler parts. The cutting procedure is presented in the form of AND/OR-graph, in
which the root vertex is the graph G = (X ,R), the bundles of AND/OR-graph describe
the cuts, the inner vertices represent the connectivity components obtained by the cuts,
and the leaves are the single-vertex subgraphs [21].

Cutting is a weakmodel for disassembling the product. So that the set of cuts become
a description of a disassembly sequence, several additional conditions and constrains
must be checked. The main condition is absence of geometric obstacles (geometric
solvability). Methods for analyzing geometric solvability are not discussed in [20, 21].
The authors believe that this can be done using universal collision detection methods
[22].

A design system based on cuts of the connection graph is described in [23]. It is
shown that the AND/OR graph of cuts, together with additional information about the
product, can be used to synthesize assembly sequences and partition the product into
assembly units.

The coherence condition for assembly operations is described as contraction of graph
vertices in [24, 25]. A sequence of contractions that transforms the source graph into a
single-vertex graph is a mathematical description of assembly plan.

Contraction of an edge is a simplified model of an assembly operation. Indeed, all
mechanical connections must be realized in an assembled product. This means that in
graph terms such a product is represented by a single-vertex graph (a point). It is easy
to see that only trees are transformed into a point using the sequence of contractions
of edges. If the graph describing the mechanical structure of a product has at least one
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cycle, then the sequence of contractions transforms it into a single-vertex graph with
loops. This contradicts the original interpretation.

2 Hypergraph Models of Product and Assembly Sequence

Coordination of the parts during the assembly of a product is achieved through basing.
In general, basing is performed using several mechanical connections (two, three or
more). Therefore, basing is a relation of variable arity on the set of the product parts.
This relation cannot be correctly described using binary mathematical objects: graphs,
matrices, networks, etc.

A hypergraph model of the mechanical structure of a technical system was proposed
in [26]. It gives the correct formalization of the basing relationship and the coherence
property of assembly operations and plans. Here are the basic definitions and results
[27].

Let X = {xi}ni=1 the set of the parts of a product. We associate with the product X the
hypergraphH = (X ,R), in which the vertices X describes the parts, and the hyperedges
r ∈ R – the minimum geometrically defined groups of parts obtained by basing.

Definition 1. Contraction is an operation of combining all the vertices incident to an
edge of a hypergraph and removing this edge.

Definition 2. A normal contraction is the contraction of an edge of the second degree.

Definition 3. An assembly operation is called n-handed if it requires independent and
simultaneousmovements of n parts that are performed by variousworking bodies (hands)
[28].

Definition 4. A 2-handed assembly operation is called sequential [28].

Figure 1 shows a simple product that can be assembled using simultaneous and inde-
pendent movement of three parts A, B. and C, implemented by three different working
bodies. This is an example of a 3-manual assembly operation. Such operations are called
nonsequential.

You can give examples of products that are assembled using n, n = 3, 4, 5, ...
working bodies [28]. All these examples are geometric configurations that have no
practical application.

Apparently, in modern engineering practice there are no design solutions that require
nonsequential assembly operations, or their share is vanishingly small. Therefore, further
we will discuss only sequential and coherent assembly operations.

Assertion 1. The assembly process of a product X = {x}ni=1 will be described as a
sequence P(H ) = (H1...NN ) of contractions of the edges of the hypergraphH = (X ,R)
for which the following conditions are satisfied:

1. H1 = H = (X ,R);
2. HN – single-vertex graph without loops;
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3. Each hypergraph Hj ∈ P(H ), j = 2,N is obtained from Hj−1 using the normal
contraction;

4. ∀Hj,Hj−1 ∈ P(H ), j = 2,N ⇒ ∣
∣Rj

∣
∣ − 1 = ∣

∣Rj−1
∣
∣.

Condition 1 sets the initial state of the product when no mechanical connection
is implemented. Condition 2 describes the assembled product in which all mechanical
connections have been realized. Condition 3 formalizes the property of sequentiality and
coherence of assembly operations. Finally, Condition 4 describes the assembly process
without overbasing [29].

Definition 5. A hypergraph H, for which there is the sequence P(H ) = (H1...NN ) that
meets the conditions 1–4, will be called an s-hypergraph.

Figure 2a shows the drawing of intermediate shaft, the connection graph of this
product (Fig. 2b) and its s-hypergraph Hsh (Fig. 2c).

Fig. 1. Example of a 3-handed assembly operation.

Fig. 2. The intermediate shaft of the gearbox (a), connection graph of the gearbox (b), hypergraph
Hsh of the gearbox (c).

Figure 3 shows a subset of normal contractions P(Hsh), which transforms the
s-hypergraph Hsh to the point.

The necessary and sufficient conditions for contractibility of hypergraphs describing
mechanical structures of technical systems are of great theoretical and practical interest.
These conditions are necessary for evaluation of product assemblability and analysis of
design errors at the earliest stages of technical preparation of production.
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Fig. 3. Sequence of normal contractions of the hypergraph Hsh.

3 Contractibility of Hypergraphs

The main theorem on the necessary conditions for the contractibility of hypergraphs is
proved in [26].

Theorem 1. If a hypergraph H = (X ,R) can be contracted to the point (H is an s-
hypergraph), then:

1. among the edges of R there is at least one edge of the second degree;
2. hypergraph H is connected;
3. |X | = |R| + 1.

The first condition is necessary to begin the contraction process. The validity of the
second condition follows from the successful completion of the contraction procedure.
We give substantive arguments in defense of the third condition.

During the assembly process, the first part is installed in an assembly fixture, there-
fore, it does not need internal design bases of the product. For each next part you need
only one set of bases. For each next mounted part one and only one set of bases is
required. This means that the number of such sets is exactly one less than the number of
parts. These sets correspond to the hyperedges of the hypergraph. Fromhere immediately
follows the validity of condition 3 (|X | = |R| + 1).

If |X | > |R| + 1, then the mechanical structure of the product is undetermined. If
|X | < |R|+1, then the structure of the product is overridden, that is, it has extra connec-
tions. At the design stage, excessive coordination entails the appearance of unresolvable
dimensional chains. At the production stage, it generates overbasing. Both situations are
severe design errors requiring amendments to the design.

Definition 6. A hypergraph for which conditions 1–3 of Theorem 1 are satisfied will be
called a ps-hypergraph.

Unfortunately, the necessary conditions of Theorem 1 are not sufficient. That is, not
every ps-hypergraph is an s-hypergraph. Figure 4 shows samples of hypergraphs that
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satisfy all the conditions of Theorem 1, but are not contractible. It is easy to see that any
sequence of normal contractions transforms these examples not into a point, but into a
double triangle.

Noncontractible ps-hypergraphs serve as theoretical proof of assembly impossibility
for structural rather than geometric reasons. In modern CAD- and CAAP-systems there
are no software tools to verify mechanical structures of complex technical systems and
detect structural errors. Therefore, the study of noncontractible ps-hypergraphs is not
only of theoretical interest. It has great practical value.

We introduce a necessary definition.

Fig. 4. Noncontractible ps-hypergraphs of fourth order.

Definition 7. A hypergraph H = (X ,R) is called an ns-hypergraph if it:

1. does not contain edges of the second degree;
2. is connected;
3. satisfies equality |X | = |R| + 1.

Obviously, such a hypergraph cannot be contracted to the point in the sense of
Assertion 1.

Theorem 2. A ps-hypergraph is an s-hypergraph if and only if it does not contain
subgraphs isomorphic to ns-hypergraphs.

Proof. Any operation of normal contraction preserves the connectivity of the hyper-
graph. In addition, the normal contraction reduces both the number of vertices and the
number of edges per unit.

At the beginning the ps-hypergraph satisfies the equality |X | = |R|+1. Therefore, at
any j-th step of the sequence of normal contractions, equality

∣
∣Xj

∣
∣ = ∣

∣Rj
∣
∣ + 1 holds. We

perform all possible normal contractions in the hypergraphH. Only two outcomes of this
operation are possible: the hypergraph will turn into the point or it will be transformed
into a subgraph in which there are no edges of the second degree. This subgraph is
connected and satisfies equality |Xk | = |Rk | + 1, that is, it is an ns-hypergraph. The
theorem is proved.
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Figure 5 shows ns-hypergraphs of the third (a) and fourth orders (b). It can be
verified directly that, up to isomorphism, these are the only examples of ns-hypergraphs
consisting of three and four vertices.

The number of nonisomorphic ns-hypergraphs grows rapidlywith increasing number
of vertices. Therefore, it is not possible to list these objects manually for high-order
hypergraphs. For this, a special program HYPERGEN was developed. It generates all
nonisomorphic ns-hypergraphs of order n = 3, 4, 5, ... Hereinafter nonisomorphic ns-
hypergraphs will be called forbidden figures (figures).

Fig. 5. Ns-hypergraphs of the third order (a) and fourth order (b).

4 Computational Experiment

The hypergraphs whose edges have degree three or less are considered. This limitation is
associated with computational complexity and practical applicability of the problem. At
designing of assembly processes the parts of a product are considered as absolutely solid
bodies. This hypothesis about the parts during assembly of products is accepted in all
modern CAAP-systems and most of CAD-systems [1, 2]. To determine the position of
a solid body in 3D space it is required to deprive it of six degrees of freedom. Therefore,
edges of the ps-hypergraph describing the mechanical structure of a product cannot have
degree above six. In basing schemes, which are used in engineering practice, connection,
as a rule, deprive a part of several degrees of freedom at once. The maximum number
of different parts that are used for basing is three [29]. This means that in hypergraphs
describing the real structures, the degrees of edges do not exceed 3.

HYPERGEN is a console application written in C. It runs on the Linux operating
system. The program implements two mechanisms for generating forbidden figures:
using combinations and by splitting integers. This duplication is necessary to verify the
effectiveness of methods for generating forbidden figures and to control the correctness
of the results.

Wewill denote the vertices of the generated hypergraphs by integers from 1 toV. The
algorithm based on combinations creates a basic set of edges, which represents various
combinations of E vertices. In graph terms, E represents the degree of an edge. In the
general case, this number lies within 3 ≤ E ≤ (V − 1).

The cardinality of the set of edges H (V ,E) is calculated using the formula of
descending factorials H (V ,E) = V (V−1)...(V−E+1)

E(E−1)...1 . The edges of the generated hyper-
graphs are presented as an array of vertex numbers incident to the given edge. The address
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of an edge is its number; this number ranges from 1 to H. The required hypergraphs are
formed by combining them with repetitions from H to (V – 1) edges.

The described computational procedure can generate isomorphic hypergraphs. The
isomorphic hypergraphs are set by comparing vectors of vertex degrees.

Each generated hypergraph is assigned a vector of vertex degrees. In this vector, the
i-th coordinate is the degree of the i-th vertex of the hypergraph.

It is easy to see that isomorphic hypergraphs have coincident vectors of degrees.
Besides, this technique allows finding and excluding hypergraphs with isolated vertices.

The hypergraph is a forbidden figure in the sense of Theorem 2, if it is connected. The
connectivity test was performed using the depth first search algorithm. This algorithm
tests the reachability of vertices. If all V vertices of the hypergraph are reachable, then
the hypergraph is connected and is the forbidden figure.

The computational experiment showed that the described generation method effec-
tively lists the forbidden figures whose order does not exceed 8. If V > 8, then compu-
tational time increases rapidly. For example, for V = 9, generating the forbidden figures
on a computer with a Core i5 central processor and a clock speed of 3.4 GHz took just
over 25 h.

To increase the efficiency and verify the results obtained, another computational
procedure for generating forbidden figures has been developed. The procedure is based
on splitting integers. It is known that in any hypergraph (graph) the sums of degrees of
vertices and edges are equal. Any hypergraph can be represented as a bipartite graph,
the partites of which indicate the vertices and hyperedges. The edges of bipartite graph
represent incidence between these objects. Enumeration of degrees is just recount of
edges in the given representation of the hypergraph.

By Definition 7, any forbidden figure consisting of V vertices has exactly V − 1
edges. In addition, each edge is incident to E vertices. Then the sum of the degrees of
all the vertices will be equal P = ∑

i
degVi = (V − 1) × E. Partitioning of the number

P = ∑

i
degVi into V terms can be written in the form of a vector (D1,D2, ...,DV ) in

which Dj is the degree of the vertex Vj. This means that equality P =
V∑

j=1
Dj holds.

The Hindenburg algorithm [30] was used to generate numerical partitions. This
algorithm creates all partitions with the same number of terms and arranges them in
lexicographic order. Partition elements represent the degree series of a hypergraph. The
final operation is to verify that the hypergraph is connected. This operation is performed,
as before, using the depth search.

The computational experiment showed that this procedure for generating forbidden
figures has a much higher efficiency than the first procedure.

The main results of the computational experiment are given in Table 1 and Table 2.
The number of forbidden figures grows as a polynomial of a low degree depending

on the number of vertices (order) of the hypergraphs (Table 1).
Figure 6 shows all the forbidden figures of the fifth order and gives their vectors of

vertex degrees.
Table 2 shows all forbidden figures of the sixth order. The vertices of hypergraphs are

indicated in capital latin letters, and the edges are indicated by a list of incident vertices.
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Table 1. Enumeration of the forbidden figures consisting of edges of the third degree.

Number of
vertices

Number of
ns-hypergraphs

Number of
forbidden
figures

3 1 1

4 2 2

5 6 6

6 14 12

7 30 24

8 50 42

9 112 69

10 200 100

11 348 142

12 586 187

13 963 260

14 1547 330

15 2442 441

16 3785 579

17 5785 762

18 8720 970

19 12987 275

20 19125 1611

Fig. 6. The forbidden figures of the fifth order and their degree series.
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Table 2. The forbidden figures of the sixth order.

Number Vector of vertex degrees Edges of ns-hypergraph

1 111255 ABC ABC ABD ABE ABF

2 111345 ABC ABC ABC ABD AEF

3 112245 ABC ABC ABD ABD AEF

4 112335 ABC ABC ABC ADE ADF

5 112344 ABC ABC ABC ABD DEF

6 113334 ABC ABC ABD ACD DEF

7 122235 ABC ABC ABD ADE AEF

8 122244 ABC ABC ABD ABE DEF

9 122334 ABC ABC ABC ADE DEF

10 123333 ABC ABC ABD CDE DEF

11 222225 ABC ABC ADE ADF AEF

12 222234 ABC ABC ABD AEF DEF

5 Conclusion

Assembly sequence and organization of assembly operations depend on the mechanical
structure of a product. For modeling mechanical structures in modern CAAP-systems,
the connection graph and its various modifications are used. They are binary mathemat-
ical models, that, in the general case, are not able to correctly describe properties of
assembly operations. The hypergraph model of the mechanical structure of a product
is proposed. This model formalizes the basing of the parts during the assembly of the
product as a relation of variable arity. In terms of this model, the sequential and coherent
assembly operation is the normal contraction of an edge of the hypergraph. The assem-
bly sequence is the set of contractions that transforms the hypergraph to the point. A
theorem on the necessary conditions for contractibility of hypergraphs is presented. The
theorem has great practical value as it allows to reveal design errors (impossibility of
assembly, overbasing, etc.) at the earliest design stages. It is shown that the necessary
conditions are not sufficient. The concepts of s, ps, and ns-hypergaphs are introduced.
A theorem on sufficient conditions for contractibility is proved. A ns-hypergaph is a
mathematical description of the structure of a technical system that cannot be assembled
due to structural defects. A computational experiment was performed to search for the
nonisomorphic ns-hypergraphs of various orders. All nonisomorphic ns-hypergraphs of
the fifth, sixth, and seventh orders are given.
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Development of the Industrial Room Automation
System on the Basis of a Single Computer
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Moscow State University of Technology “STANKIN”, 1, Vadkovsky per., Moscow 127055,
Russia

Abstract. The paper proposes an approach to creating an automation system for
controlling andmonitoring the climatic conditions of a production facility,which is
characterized by the use of available microprocessors and mass-produced compo-
nents. The developed system, including all its software and hardware components,
should be flexible in terms of construction, use and readjustment, should be close
to analogs existing on the market, such as climate control elements for building
automation systems, but have greater functionality and lower cost. The develop-
ment of such a solution will increase their availability and flexibility by expanding
the technology stack applicable to solving such problems.

Keywords: Industry 4.0 · Raspberry PI · IoT sensors ·Web development ·
Climatic control

1 Introduction

The task of controlling and maintaining the microclimate of industrial premises is
undoubtedly relevant for modern machine-building production, since it directly affects
such indicators as the conditions and nature of work, productivity and quality of work
of employees, reliability of work and service life of equipment, as well as its accuracy
characteristics [1, 2].

The proposed solution has a modular structure that allows flexible configuration
[2, 3] of a set of controlled and adjustable climatic parameters based on the purpose of the
production facility and the nature of the equipment installed in it. An important advantage
is the presence of a Web interface [3–5] for remote configuration and dispatching.

2 Comparison of Existing Approaches

To forma list of characteristics of the presented solution,whichwill provide a competitive
market advantage and determine the list of requirements for building such a solution,
a comparative analysis of the parameters and functionality of existing similar solutions
[6] and our own developed solution was carried out, which is presented in the Table 1.

When considering the existing climate control systems on the market, one regularity
can be distinguished: the automation core in each of them is a low-power processor,
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A. A. Radionov and V. R. Gasiyarov (Eds.): RusAutoCon 2021, LNEE 857, pp. 92–101, 2022.
https://doi.org/10.1007/978-3-030-94202-1_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-94202-1_9&domain=pdf
https://doi.org/10.1007/978-3-030-94202-1_9


Development of the Industrial Room Automation System 93

which is used as the main computing module in the case of a centralized LanDrive
system or as one of the control elements in decentralized control hierarchies (as is the
case with LCN and LON systems). This fact significantly limits the flexibility of these
systems, as well as the ability to add support for new communication interfaces and
control algorithms.

Table 1. Comparison of existing solutions with the developed.

Characteristic LanDrive LON LCN Own solution

Software RTOS RTOS RTOS OS Linux

System core 32-bit CPU with
tact. frequency 48
MHz

Proprietary
processor (8-bit)

Proprietary
processor with
tact. frequency
10 MHz

32 or 64 bit CPU
with tact.
Frequency from
700 MHz

Hierarchy type Centralized Decentralized Decentralized Mixed

FLASH-memory 64 KB 42 KB 32 KB Ot 512 MB

Interfaces RS-232, RS-485,
1Wire, GSM,
ZigBee, USB

PCI, USB,
Ethernet

BACnet,
Modbus, OPC,
BMABosch,
IP-Symcon,
Tobit

UART, GPIO,
I2C, 1Wire,
Ethernet, etc.

Supply voltage 6–36 V 90–240 or 24 V 90–240 or 24 V 90–240 or 5 V

Operating
temperature
range

−40 °C…85 °C −40 °C…85 °C −40 °C…85 °C −40 °C…85 °C

Based on the analysis of similar solutions, the requirements for the developed system
were formulated:

• use of a full-fledged Linux operating system with a real-time extension, which makes
it possible to implement complex control algorithms and control over the network;

• hardware platformwith significantly greater power andflexibility for executing control
programs and providing additional services;

• support for a wide range of communication interfaces, performance characteristics
that are not inferior to those of existing systems.

3 Comparison of Existing Approaches

The structural diagram of both the software and hardware parts of the industrial premises
automation system is based on the principle of using common software and hardware
modules, among which the following main software components can be distinguished:
the main automation program written in the C programming language, which directly
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controls and controls all systems production premises through the existing communi-
cation interfaces, and interacting with the Nginx web server [7–9] and the php-script
processor, as well as the mjpg-streamer utility, which allows you to take pictures from
the camera and transfer them to the Internet (Fig. 1).

Fig. 1. Developed block diagram of the software part.

Due to the large number of interfaces, it is possible to connect a large variety of
devices. If there is a need to use other interfaces, such as RS-485, Modbus, ZigBee,
then they can be implemented using appropriate adapters of physical layer interfaces,
for example, by connecting such adapters to the USB port and using widely available
drivers and API libraries provided for these modules [10].

Sensors are built in the form of modules that have analog and threshold digital
outputs. The analog signal is proportional to the concentration of gases to which the
sensor is sensitive. The sensitivity of themodule (the level of the digital output triggering
threshold) is adjusted by a pull-down resistor. The digital output of the sensor data is
implemented by a simple boundary comparator and is of no interest for the designed
system [11].

The main database of the modules is a tin oxide sensor, which is sensitive to the
content of specific gases in the air.

Themain control algorithm of the system (Fig. 2) is based on the principle of sequen-
tial cyclic control, support for multi-terminal control is provided. For each of the mon-
itored parameters, a check is made for compliance with the specified range of values,
and in case of going beyond the interval, the actuators are turned on/off in accordance
with the rule base and the operating mode. There are three operating modes: automatic
control; control from a local console and control from a remote terminal in the WEB
space [12, 13].
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Fig. 2. Basic control and monitoring algorithm.

4 Selection of Basic Hardware Modules for Climate Control
and Management

To meet the needs for automation of a typical production facility, the choice of the
most important parameters for the control and management of climate was determined:
illumination, humidity, temperature and the content of pollutants in the air. To realize
the possibility of not only monitoring, but also direct control of these parameters, it is
necessary to have executive modules in the system [14].

The following sensors were selected as basic sensormodules: a BH1750 illumination
sensor, an SHT30 temperature and humidity sensor, MQ series air pollutants (emitted
during the operation of various technological equipment in the room). These monitored
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parameters directly affect both health and safety of a person and equipment, including
the period or characteristics of its service.

To implement the control ofmonitored parameters, the system contains the following
modules: I2C analog-to-digital converter ADS1115, discrete power output module based
on relays, I2C bus buffers P82B715PN to remove sensors and execution modules from
the Raspberry Pi automation core, I2C GPIO expander MCP23017 (optional - to expand
the number of inputs-outputs), and other modules such as an indication module, camera
module, buttons, buzzer, power supply and others.

5 Practical Implementation of the Developed System

Based on the developed hardware model, it is necessary to implement the following
main functions of the system:

• reading values from sensors connected via various hardware interfaces, as well as
converting these values, if necessary;

• reading these settings from a file and operating them;
• control of actuators in accordance with the developed control algorithms based on the
data received from the sensors and the set settings;

• local indication of the system operation and its functions;
• control of executive bodies not only in automatic, but also in two manual modes:
physical and virtual buttons;

• photo-broadcast in real time, sound accompaniment of events in the system,
convenient reconfiguration of the system and other functions.

To implement the described functions, an approach was chosen to write the main
automation program in the C language, which, through two exchange files, will interact
with PHP scripts or directly with the Linux shell (for example, to send the “poweroff”
system command). The photo-streaming function will be implemented by installing
and configuring the mjpg-streamer utility. The C language was chosen because of the
greatest popularity for creating system and application software, and like PHP, it is
the most popular when implementing the server side of an application. However, as an
alternative, development in Python is possible, where it will be even easier to implement
such functionality due to the wide availability of ready-made libraries [15, 16].

Lightweight files in CSV format (Comma-Separated Values - values separated by
commas) are the main unified means of data exchange between the server part and the
main control program.

To unify the architecture of the main control program, the functionality implemented
by it is divided into separate functions that ensure the operation of one or another
mechanism - for example, the read/write function of settings, the function of initialization
of inputs/outputs, the function of reading and converting values from the light sensor,
and others.

The server-side API, implemented in PHP, is also divided by functional purpose,
for example, the buttons.php call is responsible for processing the buttons for switching
executive devices [17].
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The terminal client part is written using HTML markup language, CSS styling lan-
guage and client-side scripts in JavaScript. This approach is not optimal, since it is
time consuming in development and changeover. It is more preferable to use specialized
frameworks like Graphana, Node-Red (or web application development frameworks like
Angular or React). Some frameworks even have built-in communication mechanisms
such as MQTT, sockets, and others [18].

6 Creation of a Prototype and Testing

Figure 3 shows the developedWEB-interface formanagement andmonitoring. Themain
screens here are the “Terminal” page, which allows you tomonitor themain indicators of
the system and manually control the executive devices, and the “Settings” page, where
you can configure the system and enable/disable automatic control algorithms.

During testing of the developed panel “Terminal”, built on the designed algorithms
of the system’s operation, no deviations of the actual behavior of the system from the
expected were revealed.

As laid down in the algorithm of the control system, with any change in the state of
any of the executive devices, the corresponding light comes on or goes out, and at the
same time the buzzer of the local control system gives a sound signal. Control through
virtual buttons, as designed in the algorithm, works both with the automatic mode turned
off, and with it.

The display of the current microclimatic indicators with the indication of going out
of the permissible ranges works properly, as well as the display of the current state of the
executive devices [19]. The photo broadcast works stably and with good quality even
through remote network nodes, while it is broadcast in HD quality with a bit rate of 2.3
Mb/s at a frame rate of 15 per second.

Since the remote terminal performs only the function of interacting with the user, and
the local control system implements the automatic control logic, the automatic control
and maintenance of parameters within the specified limits work properly [20].

The “Statistics” screen (Fig. 4) presents a graphical representation of the monitored
parameters with the possibility of increasing the zones.

The graph display is working properly. Display ranges are automatically selected;
the possibility of increasing the zones (approach/stretch) is present.

The tests carried out showed that all hardware and software elements of the system
function in a givenmode andwithout failures during long-term operation in various oper-
ating conditions, such as: instability of the supply voltage, work under intense sunlight,
work in an environment with a high content of pollutants.

The software part also works correctly: the readings from the sensors are displayed
correctly, the settings affect the operation of visualization and automatic control algo-
rithms in a given mode, all methods of system control work and do not interfere with
mutual operation: local control of physical buttons, WEB control in manual, automatic
and mixed modes.

The laboratory bench is shown in Fig. 5.
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Fig. 3. Terminal page.
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Fig. 4. Statistics page.

Fig. 5. Statistics page.

7 Conclusion

The proposed system has a number of advantages over existing counterparts: a variety of
available hardware interfaces and ways to expand it; great flexibility of implementation
and speed of changeover due to the many available software tools and programming
languages, achieved using a full-fledged Linux operating system, the integration of IoT
technology [21] allows you to provide the system with modules for remote monitoring,
control and dispatching, as well as integrate it with other existing solutions.

At the moment, the developed solution is at the stage of testing in real operating
conditions, and the components of the createdMVP (minimumviable product, minimum
viable product) have been partially transferred to production.
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Abstract. This paper considers the problem of the control system transient pro-
cess quality improvement, which is very important in thermal engineering even
now.Theway of improvement under consideration is the use of a predictive control
algorithm. The control algorithm described is a PID control law with a first order
filter and a linear prediction module; the control system is also equipped with an
auto-tuning module, that allows to retune the system if necessary. The auto-tuning
module uses a fast auto-tuning algorithm calculating the processmodel parameters
using the process reaction of a rectangular impulse. The PID algorithm coefficients
are calculated using indirect optimality indexes. The system works with a typical
thermal process with a second order transfer function with a time delay. Calcula-
tions and simulation of the systemare carried out inMathcad andMatlab/Simulink.
Some examples are considered, the predictive control system performance is esti-
mated and recommendations on the prediction time interval determination are
given. These recommendations may be further used while developing this system
using modern controllers and controller programming software.

Keywords: Predictive control · Prediction · PID-controller · Auto-tuning ·
Filter · Time delay

1 Introduction

Nowadays in many industries the demands to the control system performance are rather
strict. For example, the temperature of the superheated steam at thermal power units can
change in a very narrow interval. The things mentionedmean that the performance of the
control system should be high and it is still important to improve the performance. There
are some features of control plants and processes that can influence the control system
performance badly, and one of them is the time delay. It is typical for some processes,
for example, for thermal processes at thermal power plants, heating systems, industrial
thermal technologies, etc.

Generally, two ways can be used to improve the control system performance. First,
one can use a more advanced control algorithm (for example, one can use PID instead
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of PI and so on), second, one can use a more complex control system structure, for
example, a cascade system [1, 2]. The cascade systems are standard engineering solution
in many cases nowadays, for example, at thermal power plants [3], but they have certain
drawbacks in comparison with single-loop systems. Single-loop systems are easy to use
and tune, there are a lot of tuning methods and auto-tuning algorithms [2, 4] that may be
easily implemented by means of modern programmable controllers. That is why, from
the one side, the abilities of the standard linear control algorithms are under-used, and
from the other side, it is possible to improve the performance of the single-loop systems
using auto-tuning algorithms [4] and predictive algorithms [1, 5]. This paper is going
to consider a single-loop control system with a predictive PID-controller, auto-tuning
module and a thermal process.

There are a lot of adaptation and auto-tuningmethods [2, 4, 6, 7], all of themhave their
advantages and disadvantages. In order to get the process model and tune the control
system the method may use the process transient response [2] or frequency response
[2, 4] or more complicated things such as artificial neural networks [8]. In this paper a
method described in [4] will be used, this method is called AT-1 and it has two important
advantages, it allows to get coefficients of the considerably complex model (the second
orderwith the time delay and the four coefficientsmay be determined independently) and
it works faster than other methods because it performs only one iteration. This method
was used earlier in some systems where the process model was used, for example, in a
single-loop control systemwith a PID-algorithm, a thermal process and a Smith predictor
[9].

Predictive control systems are widely described in the technical literature, for exam-
ple, in [1, 5, 6]. There are a lot of articles considering using the predictive systems with
the thermal processes [5, 7, 8, 10, 11], and all of them show that the predictive systems
of various kinds are effective for thermal processes. But generally they use either rather
complex algorithms, such as MPC [11] or neural networks [8]. Some articles consider
standard linear control algorithms, such as [10, 12, 13], but they do not consider the
systems with the PID control law with filters, although these systems are typical for
industry [2, 4]. In this situation it seems logical to consider a control system with the
predictive PID control law with a filter. Such systems with the second order filters were
briefly considered in [14], but the PID law with the first order filter is even more widely
used.

This article considers a single-loop control system with a PID control law with
the first order filter. The system is equipped with an auto-tuning module using the fast
auto-tuning algorithm AT-1 and works with a typical thermal process.

2 System Description and Problem Statement

As has already been mentioned, the paper considers a single-loop control system with a
PID control law and an auto-tuning module. The PID is equipped with a first order filter.
The prediction module is in the feedback. The structure of the system is given in Fig. 1.

The PID control law with the first order filter has the following transfer function:

WPID(s) = Kp · (1 + 1

Tis
+ Td s

Tf s + 1
) (1)
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Fig. 1. The structure of the control system.

where: Kp – the gain of the PID control law, Ti – the integrating time constant, Td – the
derivative time constant, Tf – the filter time constant. Tuning methods for this control
law are described in many books and papers, for example, in [2, 4, 15]. In this paper we
will use the method based on the ideas shown in [4, 16], the method will be described
below.

The process model has the second order transfer function with the time delay:

Wmod (s) = Kmod · e−τmod s

(T1mod s + 1)(T2mod s + 1)
(2)

where: Kmod – the gain of the process model; T1mod , T2mod – the time constants of the
process model; τmod – the delay time of the process model.

The system shown in Fig. 1 operates as a common single-loop system with a PID
control algorithm in the normal working mode. If it is necessary to retune the system one
switches the switch shown in Fig. 1 from position 1 to position 2 and the auto-tuning
module began to work. The general structure of the auto-tuning module is shown in
Fig. 2.

Fig. 2. The structructure of the auto-tuning module.

The general working algorithm of the autotuning module is simple. The relay forms
the rectangular impulse on the input of the process. The impulse response goes to the
Calc1 module and the module calculates the coefficients of the process model with the
transfer function (2). Then the coefficients are sent to the Calc2 module that calculates
the PID-law parameters, the transfer function of the PID-law is (1). The PID parameters
are calculated using indirect frequency optimality indicators. The calculation methods
mentioned are described in detail in [4, 16].
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The prediction module operates according to the linear prediction algorithm,
described by the following formula [10, 12, 13, 16]:

ypred (t) = y(t) + y′(t) · τpred (3)

where: y(t) – the process output signal (see Fig. 1), y′(t) – the derivative of the process
output signal, ypred (t) – the output of the prediction module, τpred – the prediction time.
The linear prediction algorithm was chosen because it is simple, easy to implement by
means of modern controller programming systems and generally provides good results.

There is an undetermined parameter τpred in the linear prediction algorithm. In the
papers, for example, [10, 12, 13] there are recommendations on how to choose this
parameter. Although these recommendations are given for the P, PI and the so-called
ideal PID-algorithm (or the PID-algorithm with the derivative term without the filter
at all). This kind of PID-algorithm is not typical for the modern controllers, where the
PID-algorithms with the first order filter or the second order filter are normally used. The
PID-law with the prediction module and the second order filter is considered in [14], but
it is impossible to say that the recommendations for this case will work properly for the
PID-algorithm with the second order filter.

So, the problem statement can be represented as follows. One should consider the
control system shown in Fig. 1 and described above and study how the predictionmodule
influences the system transient process quality. If the influence is positive it is necessary
to give recommendations (at least approximate) on how to choose the prediction time
interval τpred . The process under consideration is a typical thermal process with the
transfer function (2).

3 The Process Characteristics

The process under consideration has transfer function (2), this kind of transfer function
is typical for non-integration thermal processes, for example, in the temperature control
sections. Several processeswith different time constants and delay timeswere considered
during the preliminary calculations, Table 1 shows the parameters of some of them.
The table shows the parameters of the process (line “Process”) and parameters of the
model (line “Model”) obtained by the auto-tuning module using the method described in
[2, 4].

Table 1. Control process parameters.

Item K T1 T2 τ

1 Process 1 16 80 6

Model 0.999 17.7 77.6 6.3

2 Process 1 12 120 4

Model 1.12 12.1 134.5 3.9
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An example of the step response of process 1 and the model of the process are given
in Fig. 3. As one can see from the figure the curves almost coincide with each other
so the auto-tuning system works efficiently. The step responses of this type are rather
wide-spread in thermal power engineering [3, 17].

Fig. 3. The step response of process 1.

4 PID Algorithm Tuning and Transient Processes

First let us consider an ordinary single-loop system with a PID control law with a first
order filter, the transfer function (1) is given above. The calculation of the control law
parameters are carried out by the auto-tuning module on the basis of the method based
on [2] and described in [4, 18]. The method is based on the fact that the vector of the
frequency response of the closed optimally tuned system is always in the more or less
same position if the frequency is the resonance one (or close to it). So, one can give
the magnitude and the phase of the vector and consider them as the indirect frequency
optimality criteria, and the auto-tuning module calculates the PID-law coefficients that
can provide the stated frequency response vector position on the resonance frequency.
The parameters calculated are given in Table 2. The parameters provide a damping ratio
value of 0.9.

The transient processes in the closed loop system with the PID control law are given
in Fig. 4 and 5. Figure 4 shows the system response when the set point changes.

Figure 5 shows the system response to the step signal on the input of the control
process.
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Table 2. Control algorithm parameters.

Kp Ti Td Tf

1 14.796 16.814 10.395 1.25

2 32.71 12.18 7.796 0.863

From the given processes we can see that the system provides the above mentioned
damping ratio.

Fig. 4. The transient process when the set point changes.

Fig. 5. The transient process when the step signal is on the input of the control process.
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5 Control System with the Predicitive PID Algorithm

Whenone considers the control systemwith the PIDcontrol lawwith a predictionmodule
one faces a very important question of how to choose the prediction time interval. The
use of the prediction module helps to provide higher transient process quality but the
improvement of the quality depends on the value of the time interval. It is logical to
assume that the value of the time interval may depend on the process model. There
are some recommendations in the literature, for example, [10, 12, 13, 19] that generally
state that the prediction time interval τpred should be where τpred = 0.2(T1mod + T2mod ).
The problem is that this recommendation is for the systems with the predictive PID-law
without the filter. As it has already been checked, the formula does not work for the PID
control algorithm with the second order filter, the time interval obtained by means of
this formula is too high and the control system becomes unstable [14]. That is why it is
necessary to check the recommendations for the control system under consideration.

In order to estimate the transient process quality in the predictive system let us obtain
the transient processes for various values of the prediction time interval. The transient
processes are obtained for the case when the single step is on the input of the control
process. The transient processes for the system with process 1 (see Table 1) are given in
Fig. 6.

Fig. 6. The transient process when the step signal is on the input of the control process

As one can see from the processes given in Fig. 6 even a considerably small prediction
time (such as 2 s)may provide quality improvement and the longer the prediction interval
the better the transient process quality is. The problem observed is the same as the
problem with the system with the PID with the second order filter: when the prediction
time interval is too high, one can see high frequency oscillations in the transient process
and with a higher prediction time interval the process may become unstable. Even if
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the process is stable high frequency oscillations are highly undesirable, because they
influence the reliability of the equipment badly.

In order to explain the high frequency oscillations let us obtain the Nyquist curves
for the open systems with and without the prediction. The curves are obtained for the
system with process 1 and given in Fig. 7.

Fig. 7. Nyquist curves for the systems with and without prediction.

From Fig. 7 one can see that because of the introduction of the prediction module
the Nyquist curve on low frequencies becomes farther from the point with coordinates
(−1, j0) and it becomes closer to the point on high frequencies.

If one calculates the prediction time interval according to the recommendations given
in [10, 12, 13, 19], for example, for the systemwith process 1, one obtains the following:

τpred = 0.2 · (T1 mod + T2 mod ) = 0.2 · (17.7 + 77.6) = 19.06 s

It is possible to see from Fig. 6 that the high frequency oscillations start to appear
when τpred = 8 s and it means that the prediction time interval obtained (19.06 s) is
too high and the system is unstable if this value is used. For the system with process 1
τpred = 6 s is optimal. Let us compare the transient processes in the systems with and
without the prediction. The processes are shown in Fig. 8. The quality indexes are shown
in Table 3.

In Table 3 ydin is the dynamic deviation (the maximal deviation from the set point),
ttran is the duration of the transient process (in seconds) and � is the damping ratio.
One can see that the use of the prediction module improves the quality considerably.
Calculations for other processes gives the same results. Now it is necessary to formulate
at least approximate recommendations on the calculation of the prediction time interval
so that the auto-tuning module could calculate the prediction time as well.

Using the calculations obtained one can conclude that the optimal prediction time
interval for the case under consideration is equal to the time delay (or a little bit lower
to be on the safe side, but not higher). The preliminary formula may be as follows:

τpred = 0.95 · τmod (4)
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Fig. 8. Comparison of the transient processes in the systems with and without the predicition
module.

Table 3. Transient process qualityi indexes

System ydin ttran �

Without the prediction 0.066 170 0.86

With the prediction 0.043 140 0.93

This formula may be easily used in programming controllers usingmodern software,
for example, CODESYS [20]. The authors plan to test the system described using real
hardware and software in the future.

6 Conclusion

In this paper the authors considered the control system with the predictive PID con-
trol law with the first order filter and estimated its efficiency for the system for the
thermal processes with time delay. The system described is effective and provides the
considerable transient process quality improvement. The authors also formulated the
recommendation on the calculation of the prediction time interval τpred for this system,
the formula obtained may be easily implemented using modern controller programming
software. The advantage of the developed system is that it does not require to install
any additional equipment, so the only work that has to be carried out is improving the
controller program.
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Abstract. This paper presents the development and study of a model for for-
malizing the process of making a diagnosis using artificial intelligence methods.
Currently, various artificial neural networks and expert systems have been created
and are used for diagnosis. Analysis of these works has shown that these methods
show good results, but have a number of drawbacks, the most significant of which
is the complexity of organization and the significant time required to train a neural
network. Thus, the problem is to develop new algorithms that have a probability
of making an accurate diagnosis, comparable with artificial neural networks and
expert systems, while having a shorter training time. One of the ways to solve this
problem is to develop amodel for diabetes diagnosis based on an artificial immune
system. The purpose of this work is to develop and study of a model for formal-
izing the process of diagnosis using methods of artificial intelligence. The paper
reviews a model of the diagnosis process: pre-diabetes (impaired glucose toler-
ance, impaired fasting glycemia), type I diabetes, type II diabetes. The problem of
diagnosing the disease can be regarded as a classification problem. In this paper,
the process of diagnosis was examined as a division of test data and patient history
into four classes corresponding to one of the diagnoses: pre-diabetes (impaired
glucose tolerance, impaired fasting glycemia), type I diabetes, type II diabetes.
An artificial immune system and Kohonen artificial neural network were used to
solve this problem.

Keywords: Diabetes mellitus · Artificial neural network · Artificial immune
system

1 Introduction

At presentation a diagnosis, the medical practitioner has to process a large amount of
information. This increases the physician’s information load, which leads to physical
and psychological fatigue, errors in selecting and administering treatment, or delaying
the process of making an accurate diagnosis. Therefore, it is clear that there is currently
a trend toward increasing the number of diagnostic medical information systems (MIS)
being developed. In addition, Government Decree No. 555 of May 05, 2018 “On the
Unified State Health Information System” promotes the growth of health information
system implementations.

MIS helps medical workers, facilitates their work, and improves the quality of
medical services [1–7].
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This paper discusses algorithms that allow for differential diagnosis of type I and
type II diabetes mellitus, impaired glucose tolerance, and fasting glycemia disorders.

The optimal treatment regimens for patients with diabetes mellitus (DM) have
become an increasingly urgent task over the years. In spite of the efforts of health
care organizations in many countries, the number of people with diabetes is steadily
increasing. The disease is the fourth leading cause of premature death in the world.
Today it affects about 422 million people, which is 6.028% of the world’s population.
In Russia about 8 million people suffer from diabetes. Over the last decades, physicians
have recorded a steady increase in the incidence of diabetes in all age groups. In the past
the disease was more widespread among the people older than 40 years old, today even
children and teenagers suffer from it. Researches show that each age group is specific
in its own way about the course of the disease. The causes of the disease are not fully
investigated. However, scientists believe that the main source of this trend is a sedentary
lifestyle and a negative environmental situation.

There are a number of domestic and foreign studies that tried to diagnose type I
or type II diabetes mellitus, and they used artificial intelligence technologies as their
basis. Among them are the works of E.A. Pustozerov, T.A. Obelets, Kiran Tangod, O.P.
Shesternikova, Dilip Kumar Chubi, O.M. Alade, J. Vijayashri, J. Jayashri [8–15].

The analysis of theseworks has shown that thesemethods showgood results, but have
a number of drawbacks, the most significant of which is the complexity of organization
and the long time required to train a neural network. Therefore, the problem is to develop
new algorithms that have a probability ofmaking an accurate diagnosis, comparable with
artificial neural networks and expert systems, while having a shorter training time. One
of the ways to solve this problem is to develop a model of diabetes diagnosis based on
an artificial immune system.

1.1 Objective of the Work

The objective of this work is to develop and investigate a model for formalizing the
process of diagnosis using artificial intelligence methods.

1.2 Materials and Methods

Let’s consider a model of the diagnosis process: pre-diabetes (impaired glucose
tolerance, impaired fasting glycemia), type I diabetes, type II diabetes.

The problem of diagnosing the disease can be regarded as a classification problem.
In this work, the process of diagnosis was considered as a division of test data and patient
history into four classes, corresponding to one of the diagnoses: pre-diabetes (impaired
glucose tolerance, impaired fasting glycemia), type I diabetes, type II diabetes.

An artificial immune system and Kohonen artificial neural network were used to
solve this problem.

Artificial immune system represents an idealized version of its natural counterpart
and reproduces the key components of the natural process: selection of the best antibod-
ies of the population depending on their affinity to the antigen, cloning of antibodies,
mutation of antibodies [16–23, 24].
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In the proposed artificial immune system, a vector g, is considered as an antigen,
which components are real and Boolean values reflecting the data obtained during the
collection of anamnesis and clinical examinations of the patient whose diagnosis needs
to be determined. g = (g1, g2 . . . g15), where g1 is the patient’s gender, g2 is a Boolean
variable reflecting the fact that the patient had a child over 4 kg, g3 – is age, g4 – is
weight, g5 – is height, g6 – is body mass index, g7–g9 are Boolean variables reflecting
whether the patient had relatives with diabetes, polydipsia and polyuria, g10 – is fasting
plasma glucose level, g11 – is plasma glucose level 2 h after use of oral glucose tolerance
test, g12 – is glucose level at random determination, g13 – HbA1c, g14 – is insulin, g15
– C - peptide.

The antibody is a vector, l = (l1, l2 . . . l16), where l1–l15 is a sequence of real and
Boolean values similar to the antigen, l16 – is the patient’s diagnosis that corresponds
to such indicators. The components of antibody and antigen vectors we will call genes.
Antibodies belong to one of four classes, according to the diagnosis: type 1 or type 2
diabetes, impaired glucose tolerance, impaired fasting glycemia. The task of the immune
system is to determine which class the antigen belongs to.

The learning algorithm of the artificial immune system can be represented as follows.

1. The user enters the name of the diagnosis to be taught to the system in the text field
and initiates training.

2. A group of antibodies li, i = 1 . . . n, is created, each of which receives the name
of the diagnosis entered by the user. The values of the vector components of each
antibody are set randomly.

3. An antigen g = (g1, g2 . . . g15) is randomly selected from the training dataset, with
values corresponding to the diagnosis entered by the user.

4. The antibody-antigen affinity function is calculated according to the following rule:
5. A = k/15, where k – is the number of antibody genes xi, satisfying the condition
6. |li − gi| ≤ α, i = 1, . . . , 15, α = 0, 05.
7. For t antibodies with affinity to the antigen exceeding the set threshold p, a cloning

procedure is applied, in which m copies of each antibody are created.
8. Amutation operator is applied to antibody clones, consisting of randomly selecting

genes and making random changes in their values.
9. The affinity of antibody clones is calculated.
10. Destroying l (l > mt) antibodies with the lowest affinity.
11. Population number is restored by generating randomly n − l new antibodies.
12. Steps 4–9 are repeated until the population stabilizes over a number of cycles.
13. Steps 3–9 are repeated until all antigens from the training sample have been used.
14. All antibodies from the population are added to a separate group to be used for

further diagnosis.

The described process is repeated if the immune system needs to be trained for other
diagnoses.

The diagnosis is obtained on the basis of the following sequence of steps:

1. A vector containing the data of the patient to be diagnosed is presented to the system
as an antigen.
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2. A number of antibodies belonging to different classes of possible diagnoses are
randomly selected from the population of antibodies.

3. The number of antibodies in the selected population belonging to class d1
i is counted,

where i = 1,…,4.
4. Steps 4–10 of the previous algorithm are repeated for the selected population until

its stabilization for a certain number of cycles is achieved.
5. The number of antibodies in the selected population belonging to the class number

id2
i where i = 1,…,4 is selected.

6. For each class we calculate the rati vi = d2i
d1i

, i = 1, . . . 4.

If only one of these relations is greater than 1, the class number corresponds to the
diagnosis; otherwise, steps 2–6 are repeated, but only antibodies of classes for which
vi > 1 are included in the population.

The diagnosis problem can be considered as a classification problem. The classifi-
cation problem was solved using the Kohonen neural network.

In the Kohonen network the number of inputs of each neuron is equal to the dimen-
sionality of parameters of the classified object. In our case, we will classify the results
of analysis and patient data. As defined earlier, patient data contains 15 parameters, i.e.
each neuron has fifteen inputs. The number of neurons is equal to the number of diag-
noses that can be given to patients. In this paper, the patients will be divided into four
groups:

1. patients with type I diabetes mellitus;
2. patients with type II diabetes mellitus;
3. patients with impaired fasting glycemia;
4. patients with impaired glucose tolerance.
5. The training algorithm for the Kohonen network consists of the following steps.
6. Network Initialization.
7. Assigning small random values to the weights of the network Wij, i = 1, n, j =

1,m. The following values are set: α0 – the initial learning rate and D0 – the
maximum distance between the weight vectors (columns of the matrix W ).

8. Presenting the network with a new input signal X from the training sample.
9. Calculating the distance from input X to all neurons of the network:

10. dj =
n∑

i=1

(
Xi − WN

ij

)2
, j = 1,m

11. Selection of the neuron k, 1 ≤ k ≤ m with the shortest distance dk from the input
to the network neurons.

12. Adjustment of weights of the k-th neuron and all neurons that are at a distance not

exceeding DN : WN+1
ij = WN

ij + αN

(
Xi − WN

ij

)
.

13. Decreasing values of αN ,DN .

Steps 2–7 are repeated until the weights stop changing (or until the total change of
all weights is less than the value set by the user).

After the network is trained, the diagnosis is made by feeding the test vector to the
network input and calculating the distance from it to each neuron, followed by selecting
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the neuron with the shortest distance as the class indicator. The number of the selected
class corresponds to the diagnosis of the patient.

1.3 Results

The accuracy of diagnosis using an artificial neural network and an artificial immune
system was compared.

Data from186patientswith knownfinal diagnoseswere used to organize the software
package. The training sample included 100 records, the control sample included 86
records.

Patients’ diagnoses that were obtained during the work of the program complex were
compared with the known final diagnoses, and then the percentage of coincidence with
those obtained during the work of the program was calculated (Table 1).

Table 1. Comparison of diagnosis results

Method Percentage of correct
diagnoses

Linear classifier (neural network with 1 layer) 88%

Kohonen neural network 92%

Artificial immune system with initial population n = 80 95%

Artificial immune system with initial antibody population n = 100 96%

Artificial immune system with initial antibody population n = 200 96%

As can be seen from the results of the experiments, the best results were shown by
the artificial immune system with an initial population of more than 100 antibodies.

A software package that implements the developed algorithms and models was
developed. The development environmentC++Builder andParadoxDBMSwere chosen
to implement the tasks. The functional diagramof the software product is shown in Fig. 1.

The software package is divided into 2 parts, the user (patient) part and the admin-
istrator (doctor) part. The first part of the system is for the work of the administrator
(doctor), it is designed to accumulate and store information, set up training and making
a diagnosis using the artificial neural network and artificial immune system. The second
part provides the user’s (patient’s) work and is intended for making a diagnosis. The
structural diagram of interaction between the main modules is shown in Fig. 2.
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Fig. 1. Functional diagram of the software package.

Fig. 2. Block diagram of the interaction between the modules of the software package.
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1.4 Summary

The following main results are obtained in this paper.

• A formal model of the diagnosis process was developed.
• Diagnosis algorithm was developed: prediabetes (impaired glucose tolerance,
impaired fasting glycemia), type I diabetes, type II diabetes, distinguished by the
use of artificial immune system.

• The algorithm and model of Kohonen neural network, allowing to solve the problem
of prediabetes state (disorder of glucose tolerance, disorder of fasting glycemia), type
I diabetes, type II diabetes were developed.

• Comparison of the effectiveness of diagnosis using neural networks and artificial
immune system was made.

• A software package implementing the described algorithms was created.
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Abstract. The paper researches the regularities of functioning processes of the
multiposition conveyors which are widely used in industry. The process of man-
ufacturing systems’ functioning is characterized by a significant degree of uncer-
tainty and is influenced by many accidental factors. The working efficiency of the
manufacturing systems under study in many respects is determined by arranging
the process ofmultiposition conveyor’s functioning. Themain factors, determining
the conveyor’s efficiency, are brought to light. The objective of the current research
is the identification of the main factors, deter-mining the efficiency of the multi-
position conveyor, and the analysis of the character of the conveyor’s efficiency
dependency on the exposed factors. To evaluate the influence of reliability param-
eters of a multiposition conveyor on the efficiency of a flexible manufacturing
section a mathematical model was developed.

Keywords: Reliability parameters ·Maintainbility parameters ·Multiposition
conveyor · Flexible manufacturing section

1 Introduction

The analysis of manufacturing processes of themachine building and instrument making
enterprises shows that the product processing time is not more that 10% of the entire
time of manufacturing a product. The rest time is spent on the processes of transporting
and intermediate storage. In modernmanufacturing systemsmultiposition conveyors are
widely used. Such conveyors are used for products’ in-process float at the enterprises of
light and food industry. The process of manufacturing systems’ functioning is character-
ized by a significant degree of uncertainty and is influenced by many accidental factors.
The working efficiency of the manufacturing systems under study in many respects is
determined by arranging the process of multiposition conveyor’s functioning.

1.1 Analysis of Scientific Publications

Many works [1–16] are dedicated to the study of arranging an effective interaction
of conveying and manufacturing equipment. The work [3, 4] scrutinizes the issues of
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manufacturing systems’ structures synthesis. These works suggest analytical models of
the conveyor’s work. Such models are built on the basis of different assumptions of the
processes going on in the system. Developing analytical models is distinguished by a
significant labour-intensiveness. Besides, such models often present the real processes
inadequately. For the effective management of the multiposition conveyor’s work it is
necessary to find out the main factors determining its efficiency.

1.2 The Objective of the Work

The objective of the current research is the identification of themain factors, determining
the efficiency of the multiposition conveyor, and the analysis of the character of the
conveyor’s efficiency dependency on the exposed factors.

2 Research

In the construction of the multiposition conveyor we may distinguish two main parts
(Fig. 1): single-channel and multi-channel. At the failure of the single-channel part the
downtime of the whole conveyor happens. The failure of one position of the multi-
channel part leads to the decrease of the conveyor’s efficiency. The strategy of the
conveyor’s control has to foresee its stop after the failure of a definite amount of the
positions of the multi-channel part. The number of the failure positions of the multi-
channel part, when the conveyor’s stopping occurs for the failures’ elimination, will be
further called a critical number.

The choice of the critical number of themulti-channel part’s positions determines the
strategy of controlling the multiposition conveyor. The optimum control strategy has to
provide a maximum efficiency of the conveyor. A great number of factors influences the
choice of the control strategy. They include the number of positions of the multi-channel
part, the duration of the working cycle, the reliability parameters of the conveyor. The
first parameter characterizes the level of the equipment reliability; the second parameter
characterizes the level of its maintainability.

The following formula can be used to evaluate the efficiency of the conveyor:

P =

k∑

i=0
ti(N − i)

TN
100, (1)

where – P is the evaluation of the conveyor’s efficiency (%); k is a critical number of the
failure working positions; N is a total number of the working positions of the conveyor;
T is the time of the conveyor’s work (min); ti is the time of the conveyor’s work with i
failure working positions (min).

The presented formula shows that for evaluating the efficiency a value, equal to the
ratio of the real efficiency to the conveyor’s efficiency with absolutely reliable working
positions, is used. This value can be measured by percent. It characterizes the efficiency
losses, conditioned by the failure of the conveyor’s working positions. The efficiency
losses proper Z (%) are calculated by the formula:

Z = 100− P. (2)
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Fig. 1. The structural scheme of the multi-position conveyor.

The analysis of the functioning process of the multiposition conveyor shows that the
efficiency losses, connected with the failure of working positions, can be divided into
two types. The losses of the first type (Z1) are caused by the downtime of the conveyor’s
working positions during its work with faultless working positions. The evaluation of
this type efficiency losses can be done by the formula (3). The variables from the formula
(1) are used in this formula, too:

Z1 =

k∑

i=0
ti · i

TN
100. (3)

The losses of the second type are connected with the downtime of all the conveyor’s
positions during its stop for maintaining the failure working positions.We will designate
the losses of the second type by Z2. These losses are represented by the formula:

Z2 =

l∑

i=0
tni · k
TN

100, (4)

where – l is the amount of the conveyor’s stops for the restoration of the operability; k
is a critical number of the conveyor’s failure working positions; tpi is the duration of the
operability restoration of k positions of the conveyor at i stop; N is the total number of
the conveyor’s positions: T is the time of the conveyor’s work (min).

The issue of the losses Z1 and Z2 influence on the conveyor’s efficiency is of great
interest. To find out this dependency an analytical model on the basis ofMarkovian chain
theory was developed. To evaluate the reliability of the technological equipment such
parameters are often used: an average intensity of rejections λ (min-1) and an average
duration of the operability restorationμ (min) [2]. It is known that the time of the faultless
work of technological equipment with sufficient for practical aims approximation can
be described by an accidental value, distributed according to the exponential law:

P(t) = e
−

t∫

0
λ(t)dt

, (5)

where t is the time of faultless work of the conveyor’s position (min); λ(t) is the intensity
of the rejections’ flow as the time function (min-1).
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The time of operability restoration is also described by an accidental value with an
exponential law of distribution.

G(t) = e
−

t∫

0

1
μ(t) dt

, (6)

where μ(t) is an average duration of the conveyor’s position operability restoration.
We will consider the parameters of the distribution law λ(t) and μ(t) permanent,

i.e. not depending on the time. Besides, we will consider the parameters of rejections’
flows of all the conveyor’s positions identical and equal to λ (min-1). An average time
of the operability restoration of each position will be considered equal to μ (min).
The indicated assumptions are widely used during calculations of the technological
equipment reliability [3, 4, 17–20] andbringnegligibly small distortions into the obtained
results.

At the indicated assumptions for describing the functioning process of the multi-
position conveyor an analytical model, with the use of discreet permanent Markovian
chains theory, can be developed. To develop such a model it is necessary to construct
a great number of states of the modeled system and describe the matrix of transitions
probabilities between the system’s states.

The researched system, presenting a multiposition conveyor, may be in k different
states Si (i = 1..k). K is a critical number of the positions. Each discreet state is char-
acterized by the number of working position failures. The numbers of the states are 0,
1, 2,…k. The transition from i state (i = 0..k − 1) into j – e (j = i + 1) occurs with
the permanent intensity (N − I) • λ. Here N is the number of the conveyor’s positions.
Each transition of such a type corresponds to the failure of one conveyor’s position. The
transition from the state Sk into the state S0 occurs with the probability μ−1 • (0,1 • k).
Such a transition corresponds to the restoration of operability K of the failure conveyor’s
positions. Other types of transitions in the studied system are not acceptable. The matrix
of probabilities of the acceptable transitions in Markovian chain of the studied system
can be described by the following ratio:

Pi,j =
{

(N − i) · λ, i = 0..k − 1, j = i + 1,
μ−1(0, 1 · k), i = k, j = 0.

(7)

The graph of transitions, presented in Fig. 2, corresponds to such a matrix.

S0 S1 S2 S3 Sk

P0,1 P1,2 P2,3

PK,0

Fig. 2. The graph of Markovian chain transitions.
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The system of Chapman – Kolmogorov equations can be written for Markovian
chain:

k∑

i=0

Ti · pi,j = Tj, j = 0..k, (8)

The solution to this equation system allows finding the permanent probabilities (T)
of the system’s being in each discreet state. The probability of the system’s being in
one of the states can be viewed as a relative part of time of the conveyor being in that
state. In this case each state of the conveyor can be assigned a corresponding efficiency
of the conveyor. The conveyor’s efficiency, corresponding to the state So, equals 1. The
efficiency, corresponding to the state Si (at I > 0 and I < k), will equal:

Pi = N − i

N
. (9)

At last the conveyor’s efficiency at the sate Sk will be equal to 0, as this state
corresponds to the downtime of the conveyor due to the maintenance of the failure
positions.

Thus it is possible to determine the conveyor’s efficiency (P) by the formula:

P =
k∑

i=0

Ti · Pi, (10)

Using the presented ratio, it is possible to determine the expected efficiency of the
conveyor dependingon the adopted control strategy (critical numberK) and the reliability
parameters of the conveyor.

3 The Results of the Research

Figures 3, 4 and 5 show the obtained dependencies of the conveyor’s efficiency losses
on the adopted control strategy and the liability level of its positions. To evaluate the
reliability level the value (λ • μ) − 1 was used.

The presented dependencies show that at low values k the losses of the second type
prevail, and at high values k the losses of the first type prevail. The obtained results
allow determining an optimum strategy for controlling the conveyor (the amount of
failed positions k), and evaluate the influence of reliability parameters of the conveyor
on its efficiency.
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Fig. 3. The dependence of the first type losses on the adopted control strategy and reliability
parameters of the conveyor position.

Fig. 4. The dependence of the second type losses on the adopted control strategy and reliability
parameters of the conveyor position.

Fig. 5. The dependence of efficiency losses on the adopted control strategy and reliability
parameters of the conveyor position.
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The Dynamic Defect Models for Rotor
Mechanical Assemblies of Rolling Stock

V. Tetter(B), A. Tetter, and I. Denisova

Omsk State Transport University (OSTU), 35, Marksa pr., Omsk 644046, Russia

Abstract. The dynamic and static defect models for rotor mechanical assemblies
have been compared in the article. The article gives reasons for the significance
of dynamic modeling to define remaining assembly life. The article points out
that it is feasible to use empiric data as a foundation for creating models. The
article gives the example of a small gear defect dynamic modeling for a complete
wheelset. The approximate amount of work on creating dynamic models has been
defined in the article. The article proposes the methods for implementing dynamic
defect models.

Keywords: Model · Defect · Rolling stock · Diagnostics · Spectrum · Wavelet

1 Introduction

Using the vibration diagnostic equipment (VDE) to determine the technical condition
of the rotor mechanical assemblies (RMA) of rolling stock (roller and friction bearings,
toothed-wheel gearing) is regulated by the standardized documents of Joint Stock Com-
pany “Russian Railways” (JSCo “RZD”) [1, 2]. Such equipment is used for the incoming
and outgoing inspection.

2 Static Defect Models in the Time and Frequency Domains

2.1 Time Parameters and Characteristic Frequencies

For trouble shooting and identifying the degree of defect growth all VDE manufacturers
use static models as a set of vibration signal parameters in the time and frequency
domains.

Such parameters in the time domain are:
Root-mean-square value:

Xrmsv =

√
√
√
√
√

1

T

t0∫

t0

[X (t)]2dt (1)
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Peak factor: it is defined as the ratio of the maximum (peak) signal value to RMA
value of the vibration level:

Kpeak = Xmax

Xrmsv
, (2)

Kurtosis factor (KF) [3]: It can be calculated using the following formula:

FK =

t0+T∫

t0
(X − X )2P(x)dx

σ 4 , (3)

where X(t) – signal amplitude from the vibration sensor (time signal), P(x) – probability
function of the random value (time signal), T – monitoring period, t0 – time of the
monitoring starting, Xcp – root-mean-square deviation of the time signal.

The prime tool for identifying RMA defects is the spectral analysis for vibration
signals which are received from the rotating assemblies during diagnostics.

2.2 The RMA Model

In general, RMA model of the frequency domain can be described as two groups of
components [4]: the first group involves specific periodic components (including subhar-
monics and superharmonics) generated by the individual bearing or toothed-wheel gear-
ing elements during their operation; the second one involves all other components,
including “background”, noise, impulse noise and the components generated by other
elements during their operation.

P(f ) = P1(f ) + P2(f ) + P3(f ) + P4(f ) + Pz (4)

where, P1 – harmonic components which are multiple to the characteristic outer race
frequency; P2 – harmonic components which are multiple to the characteristic inner
race frequency; P3 – harmonic components which are multiple to the characteristic cage
frequency; P4 – harmonic components which are multiple to the characteristic roller
frequency; Pz – noise terms.

Formulas for calculating P1; P2; P3 and P4 (respectively: f H; f B; f C; f TK) are given,
for example, in the literature [5].

Harmonics with frequencies which are multiple to the roller pass frequency outer
race kf H , where

kfH = 1

2
kfBP

(

1 − dTK
dc

cos(α)

)

z, (5)

where dTK – roller diameter; dC – cage diameter; α – contact angle of bearing rollers
and bearing races; z – number of rollers in one row of the bearing; k – harmonic number
(whole number).

Harmonics with frequencies which are multiple to the roller pass frequency inner
race kf B, where

kfB = 1

2
kfBP

(

1 + dTK
dc

cos(α)

)

z, (6)



132 V. Tetter et al.

Fig. 1. The example of the assembly defect static model in the frequency domain (intensely
developed small gear defect in a complete wheelset) - the direct spectrum and the envelope
spectrum.

Harmonics with frequencies which are multiple to the cage frequency kfc, where

kfC = 1

2
kfBP

(

1 − dTK
dc

cos(α)

)

, (7)

Harmonics with frequencies which are multiple to the roller frequency kf TK, where

(8)

The number of additional groups of harmonics to be considered could be quite large
- more than 10.

To identify individual RMA defects that the models obtained after the vibration
signals processing in the frequency domain are compared with the reference models.
According to the comparisonof the results, a conclusion ismade about theRMAtechnical
condition.

2.3 The Static (Single-Dimensional) in Time Model

In this case, the technical condition is evaluated according to the static (single-
dimensional) in time RMA model in the frequency domain (this is how all the VDE
operate at Russian Railways). Static models do not provide essential information for
predicting the remaining life of the investigated assembly. In order to perform that, it is
necessary to know how each of the typical defects develops through time. With regard to
rolling stock assemblies, it is reasonable to determine how the the defect growth depends
on the distance run. Therefore, it is necessary to develop dynamic models.

3 Dynamic Defect Models in the Time and Frequency Domains

3.1 The Concept of Dynamic Model

In [6], it is suggested to introduce a multi-parameter vibration analysis including the
function of time. Such an approach allows one to estimate the dynamics of individual
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spectral components related to diagnosing the evidence of defects. The trend of the
envelope spectrum component of high-frequency vibration of the bearing assembly is
given as an example. The envelope spectrum component is responsible for such defect
as an uneven roller and cage wear. This trend was obtained for a specific bearing in a
three-year time span.

In order to introduce digitalization and predictive analytics at Russian Railways it is
proposed to develop and put into diagnosing practice the defect growth dynamic models
in the significant RMA of the rolling stock.

3.2 The Options for Creating Models and Experiments

The dynamic model in this case should be understood as the dependence of the degree
growth of every identified defect on time or, more preferably, on the distance run.

There are two ways to obtain dynamic models - analytical methods and using empir-
ical data basis. According to the authors the first way is not acceptable due to a number
of factors with unpredictable influence on the device under test during its operation (for
example, impact loads that occur when there is a flat spot on the running surface of the
wheel, expansion joint gaps, the violation of loading rules for freight cars, etc.) and the
need to introduce a large number of assumptions.

The analysis of open information sources showed the absence of publications on the
dynamic modelling for the developing rolling stock RMA. The authors in cooperation
with their colleagues attempted to refine a technique for creating dynamic defect mod-
els based on the results of diagnostic and future disassembly analysis of the complete
wheelsets of the motor-cars in the ED4M electric multiple unit.

During the experiments with the help of the vibration diagnostic equipment “Prog-
noz” the bearings and gear defects of the complete wheelsets were detected. The capa-
bilities of the VDE allow to detect up to 12 defect types and the degree of each defect
growth without disassembling. The degree of each detected defect growth is determined
by the modulation depth of the largest characteristic harmonic component according to
formulas 5–8 [7].

The target of the study was the wheel-motor drive unit of the ED4M electric multiple
unit with an average daily run of 1012 km (operation on the West-Siberian railway).

Regular monitoring of the detected defect growth degree allowed us to develop a
dynamic defect growth model depending on time and run.

Figures 2 and 3 demonstrate the defect dynamics in the small gear of the gear unit
respectively depending on time and run.

The defect from the “light” scale turns into the “unacceptable” scale after 25 thousand
kilometers of the distance run. Or, like in this particular case, in 25 days. From the graph
shown in Fig. 1, it can be seen that the defect had been detected long before the moment
when its growth degree required to roll out the complete wheelset and replace the gear.
The gear with the incipient defect ran 60 thousand km and only after that the rapid
defect growth began. The run of the electric multiple unit from the last large-scale
regular maintenance to putting a complete wheelset out of operation due to the intensive
toothed-wheel gear defect growth was 160336 km.
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Fig. 2. The value of the defect growth depending on time.

Fig. 3. The value of the defect growth depending on run.

3.3 Complexity of Experiments

In order to establish the typical dependences of the defects growth on time or distance
run, it is necessary to have data on a large number of the results of diagnosing assemblies
with detected defects and the results of disassembling these assemblies. Each breakdown
requires at least 10 selection. For 12 typical defects, the number of the selections will
be 120. This is only for one of the complete wheelset elements. The complete wheelset
contains five various types of rotating elements (small gear, large gear, axle bearings,
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motor-anchor bearings, small gear bearing). So, for the empirical defects growth mod-
elling of one type of the complete wheelset it is necessary to conduct about 3000 diag-
nostic sessions and 600 disassemblies taking into account that each model will be built
according to five reference points in time or distance run.

For the car wheel pairs, the amount of experiments will be far less.
As a result of experimental work the generalized dynamic of defect models can

be obtained. It should be considered that even for the same type elements operating in
different conditions, dynamicmodels possess a different nature. Theoperating conditions
that affect the nature of the model include:

• grading and condition of the track in field;
• climatic conditions of the region of operation;
• the nature of the goods transported and loading technology.

In this regard, the generalized dynamicmodels can be adjusted (in terms of the defect
growth rate), taking into account local conditions.

4 Dynamic Models Based on the Wavelet Transform

4.1 Fourier Transform and Wavelet Transform

Another trend in RMA defect dynamic modeling is using the wavelet transform of the
vibration signals. At the beginning of the article it was alreadymentioned the static in the
time RMA model in the frequency domain which represents the amplitude-frequency
spectrum - the result of Fourier transforming a single time sample of the vibration signal.

Fourier transform can be presented as a sum of harmonic components, each of them
has its own amplitude, frequency and phase shift.

f (ωt) = A0 + A1 sin[ωt + ϕ1] + A2 sin[2ωt + ϕ2] + A3 sin[3ωt + ϕ3] + ... (9)

where A0 – constant component amplitude; A1 – sin(ωt + ϕ1) – fundamental harmonic;
A2, A3, A4,…. – the corresponding harmonic amplitudes.

One-dimensional signal wavelet transform f(x) is a two-dimentional function:

Wψ(a, b)f (x) = 1
√

Cψ

+∞∫

−∞

1√|a|ψ
(
b − x

a

)

f (x)dx (10)

where the kernel Ψ is called a wavelet, b – a shift, a – a scale or a bar.
The normalization factor is equal to:

Cψ = 2π

+∞∫

−∞

∣
∣ψ ′(ω)

∣
∣
2

√|a| dω < ∞ (11)

where Ψ (ω) – Wavelet transform Ψ made with the help of Fourier transform.
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When converting a time vibration signal using the fast Fourier transform (FFT), the
obtained amplitude-frequency spectrum does not contain information on the harmonic
component phases (Fig. 1). This is the static (point) RMAmodel in the frequency domain
for a particular point in time (specific time sample).

Using thewavelet transform allows to trace the change of the spectral model through-
out the entire time sample. In other words, it is possible to trace changes in the spectral
components of the amplitude-frequency spectrum and the analysis of the RMAcondition
could be carried out in the three-dimensional space (the three-dimensional spectrogram,
Fig. 4).

Fig. 4. Example of a three-dimensional spectrogram as a result of wavelet transform.

Wavelet transform (WT) of a regular signal is a generalized Fourier series according
to the system of basic functions. The continuous (integral) wavelet transform is the s(t)
signal scalar product of the two-parameter wavelet functionΨ a, b (t) of the selected type.

The integral function transformation of the function s(t) takes the form:

Sψ(a, b) =
+∞∫

−∞
S(t)ψa,b(t)dt (12)

where, a – time scale parameter, inversely proportional to the frequency and responsible
for the wavelet width; b – shift parameter determining the wavelet position on the time
axis.

Wavelet function Ψ a,b (t) of the affected set is obtained from one maternal function
Ψ by stretch or compression and subsequent shift

ψa,b(t) = 1√
a
ψ

(t − b)

a
(13)

The multiplier 1
/√

a determines that the integral energy of each wavelet Ψ a, b (t)
does not depend on a.
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The function with two parameters SΨ (a,b) gives the information on the change in the
relative contribution of components of different scales in time and is called the spectrum
of wavelet transform coefficients. The scale is similar in meaning to the concept of
frequency in Fourier transform [8].

4.2 Dynamic Model at a Particular Point in Time

Continuous wavelet transform is conducted in a particular time interval. For a vibration
signal the result of the transformation will be a three-dimensional spectrogram, which
will represent a three-dimensional model in the amplitude - frequency - time period.
Such model is a dynamic model at a particular point in time, it represents the technical
condition of the investigated assembly in a very short time period and it will be themodel
“at the point” about the defect growth time interval.

5 Time Samples Joining

5.1 Three-Dimensional Defect Growth Model in Time Period

It is proposed to create a three-dimensional defect growth model in time period with the
help of wavelet transform, i.e. the investigated time interval should cover the time from
the beginning of the defect growth to its transition to an unacceptable defect. It is almost
impossible to record, save and process a continuous time signal within an interval equal
to the time of full defect growth. It takes an extended period of time. To create a wavelet
defect growth model in time period it seems advisable to use four or five time samples
of a vibration signal reflecting the condition of a defect-free assembly, an assembly with
an incipient, moderate, severe and unacceptable defect. Next, it is proposed to join these
time samples into a unified time function. The necessary condition for joining is to ensure
the smoothness and continuity of the function at the place of joining. Such condition is
the continuity of the derivative at the position of the joint - on the interval between two
local maxima of the opposite sign (the interval ab at the position of the joint of the two
functions):

5.2 The Smoothness of the Function

The function f is smooth on (a, b) if it is continuous on the segment (a, b) and has such
continuous derivative f (x) that there are limits f (a + 0) = A, f (b − 0) = B [9].

It makes sense to join at the points where f (	t1; 	t2; 	t3; 	t4; 	t5) = 0.
According to the first Bolzano – Cauchy theorem such a point must exist on the

segment ab of the smooth f (t) function:
If the function f (t) is continuous on the segment ab, the function values b at the ends

of the segment have different signs f(a) > 0, f (b) < 0 or f(a) < 0, f(b) > 0, then there
is a point ξ ∈ (a, b), in which the value of the function is zero f (ξ) = 0 [10].



138 V. Tetter et al.

5.3 Joining Functions

Figures 5a and 5b show the examples of the incorrect joining. Figure 5c shows the
example of the desired joining.

Incorrect joining of time samples will cause appearing a powerful stray noise in the
high-frequencydomain after theFourier transform in the amplitude-frequency spectrum,.
This fact will crucially distort the dynamic defect growth model in time period. The
authors do not issue the challenge to describe the algorithm for implementing the desired
joining - this is a particular mathematical problem which probably has more than one
alternative solution.

6 Joining of Three-Dimensional Spectrograms

Theoretically, there is another approach to implement a dynamic defect growth model in
time period using wavelet transform. As it was already suggested above, four or five time
samples of the vibration signal are used and thewavelet transform is conducted separately
for each time sample. As a result, three-dimensional spectrograms are obtained, one of
the versions is shown in Fig. 4 (some scientific works on the wavelet transform describe
other methods of graphical interpretation). Then it is assumed that the three-dimensional
platforms are joined separately. The joining conditions require a solid mathematical
study and their determination is not the issue of the current discussion. According to the

Fig. 5. a) Incorrect joining - f(t) function is not smooth on the ab segment; b) Incorrect joining -
f(t) function is not smooth on the ab interval; c) desired joining - f(t) function is smooth on the ab
segment.
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preliminary estimates the joining of three-dimensional spectrograms will be connected
with additional restrictions that can lead to data corruption or data loss and it will require
much more complex implementation algorithms.

7 Conclusions

1. The expediency of using vibration diagnostics for the RMA dynamic defect growth
models is established.

2. The practicability of using empirical data as a basis for modeling is shown.
3. The example and themethod of small gear defect dynamicmodeling for the complete

wheelset are given.
4. The estimated amount of work on dynamic modeling is determined.
5. Dynamic defect models will make it possible to forecast of the remaining life of the

complete wheelset if only a nascent defect is detected.
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Modeling Spiral Dispenser Operation Based
on Structural Transformations
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Abstract. Preparing homogeneous compositions fromvariousmaterials andmix-
ing them is a widely used process in food industry. The quality of the finished
product often depends on the process. Increasing requirements for the quality of
mixtures demand the need for studying the performance characteristics of various
mixing equipment types. One of these approaches is mathematical modeling. In
this paper, we consider the simulation of a spiral dispenser operation, providing a
preliminary initial stage of high-quality components mix. Fluctuations in the dis-
penser lead to stochastic changes in its output signal, which in turn complicates the
modeling process. To solve this, we use sequential structural transformations of
the signal to filter fluctuations, and the continuous fractions apparatus to construct
a mathematical model of the dispenser output signal in the form of a harmonic
component with a certain amplitude and a circular frequency. The highly accurate
results achieved allow us to simulate the processes at the input of continuous-
type mixers, evaluate the efficiency of mixing processes and assess the impact of
technological parameters on the quality of mixtures.

Keywords: Spiral dispenser ·Multisinusoidal signal · Structural
transformation · Continued fraction

1 Introduction

Modern food industry is in constant development, since health and proper nutrition are
largely correlated. The quality of products is at the forefront, since it ensures normal
human activity, increasing their efficiency, resistance to various diseases and adaptation
to environment. In particular, many Russian regions experience a significant nutritional
shortage of certain vitamins andmicronutrients. Therefore, combined foods, eliminating
the lack of various substances are introduced into the diet. Such substances are usually
contained in products in small quantities (less than 1%), so it is necessary to carry out
their uniform distribution over the volume of the product (with different physical and
chemical properties) at the output. To obtain such uniform distribution, various (cen-
trifugal, helical, vibrational) continuous mixers (CM) allowing to obtain good quality
mixtures are often used [1]. In addition, due to the development of food nanotechnolo-
gies, there are increased requirements for the quality of mixtures, while the content of
nanomaterials in the total volume of the mixture can be very insignificant.
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2 Setting the Task: Modeling the Dispenser Operation Process

Improving the quality of the mixture obtained under working conditions determines
the interest of researchers in mathematical modeling of the process. Using a cybernetic
approach, the CM is represented as a dynamic system subject to some input influences
(Fig. 1).

A mandatory part of this system is the presence of a number of dispensers that form
the CM input signal summing their output components. The quality of compositions
prepared in such CM depends not only on the internal mixing processes, but also on
the dosage. No existing dispensers can provide a continuous flow of bulk material in
strictly specified quantities at any given time. Consequently, when the components enter
the CM, certain in their ratio deviations will be observed. To obtain a given ratio of
components in the finished mixture, the CM, in addition to the qualitative mixing of the
components,must provide smoothing of the fluctuations of the dispensers.Obviously, the
characteristics of the dispenser (size and formof nominal values performance deviations)
affect the kinetics of the mixing process and, ultimately, the quality of the ready mix
[1–4].

Fig. 1. Mixing unit structural and functional diagram.

As noted earlier [2], special conditions can be added to the regular fluctuations in the
dispenser output signal. These may be: material hang-up, focal consolidation, humidity,
etc., which lead to stochastic changes in the dispenser output signal. The presence of
stochasticity leads to the complication of mathematical modeling processes and the need
to use new and more advanced approaches.

Studying production processes of mixing bulk materials in various devices is of
great interest. Various approaches to modeling these processes have been developed.
For example, in [1, 3], the signals in the simulation are considered as deterministic and
do not take into account the fluctuations described above. In addition, random Markov
chain apparatus was previously used to describe the production process [4–10], but the
determination of probabilities in the transition matrix is somewhat difficult. A number
of experimental studies were carried out in [11–16], graphical data about the screw
dispenser output signal were also obtained, but only vague practical recommendations
regarding the design of the system were given.

In [17], physical and chemical studies of dispensers that can be used at the stage of
their design were carried out. In [18], it is emphasized that the processes in the dispenser
cannot be described deterministically. But at the same time, the available formulas for
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calculating process indicators – either theoretical [19, 20] or empirical [21] – are not
considered accurate and have not found application in industry. The authors advise to use
the only method for studying and predicting processes in dispensers, which is laboratory
testing.

Given the incompleteness of research and the lack of effective study methods, we
consider the task of modeling the processes of dispenser operation in mixing units to be
urgent.

3 Applying Structural Transformations for Multi-sinusoidal Signal
Identification

Consider the constructionof anoutput signalmathematicalmodel, exemplifiedby a spiral
dispenser. Figure 1 displays a spiral dispenser output signal when potassium iodide is
fed at the input. As seen from the Fig. 2, it can be assumed that the output signal
pulsations obey the multisinusoidal law [4], which has an offset equal to the average
mass consumption of the material.

Fig. 2. The spiral dispenser output signal with potassium iodide fed at the input.

We will use the random process structural analysis [22, 23] to construct a model of
a noise-contaminated multisinusoidal signal. Let the model of a multisinusoidal signal
have the following form:

x(t) = μ +
n∑

i=1

Ci sin (ωit) + a(t) (1)

that is, it is the sum of n harmonics with ωi unknown frequencies, Ci amplitudes, μ

constant displacement, and the a(t) noise component. The digitized signal values with
the �t for k = 0, 1, 2, … discretization step are determined by the ratio

x(kΔt) = μ +
n∑

i=1

Ci sin (ωikΔt) + a(kΔt) (2)
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The structural function [22, 23] of some random x(t) signal is defined as follows:

Cx(t, t + τ) = M { x(t) − x(t + τ) }2 (3)

Structural functions reflect the presence of oscillating components of the analyzed
random signal. This can be useful for determining the multisinusoidal components of
the process parameters.

With digitized measurements of a random signal available, the structural function is
constructed using the formula

Cx(k ) = 1

N1 − k

N1−k∑

i=1

( x(i) − x(i + k))2 (4)

where N1 is the number of measurements of the x(t) signal. Further on, the operation
of finding the structural function according to the (4) formula will be called the first
structural transformation and denoted as c1x(k) = cx(k).

In (4), the initial data for finding the structural function is the x(t) signal itself. Then,
by analogy, the second structural transformation can be introduced:

C2
x (k ) = 1

N2 − k

N2−k∑

i=1

(
C1
x (i) − C1

x (i + k)
)2

(5)

where the initial data is the structural function of the x(t) random signal, that is, the first
structural transformation.

The third structural transformation has the form

C3
x (k ) = 1

N3 − k

N3−k∑

i=1

(
C2
x (i) − C2

x (i + k)
)2

(6)

Hence, the m-th structural transformation is represented as

Cm
x (k ) = 1

Nm − k

Nm−k∑

i=1

(
Cm−1
x (i) − Cm−1

x (i + k)
)2

(7)

where Nm < Nm-1. Empirical research shows that while modeling a noise-contaminated
multisinusoidal signal, it is advisable to subject the original process to three consecutive
structural transformations. This is due to the fine selectivity of the structural transfor-
mation with respect to the highest amplitude harmonic [22]. We will construct a model
of the third structural signal transformation based on signal values, using the theory of
continuous fractions and, in particular, V. Viskovatov’s modified algorithm [24, 25].

There is a theory [26], according to which any reaction is the result of an elementary
impact on an object at some point in space. The unit step function is applied to the input
of the object, which can mean loading the mixed component into the dispenser. It is
noteworthy that the amplitude of such an elementary effect does not have to be equal to
1, which does not affect the construction of the model.
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The identifier matrix is calculated according to the values of the third structural
transformation (6):

(−1) − string
0− string
1− string
2− string
3− string
4− string

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 . . . 1 . . .

C3
x (Δt) C3

x (2Δt) C3
x (3Δt) . . . C3

x (nΔt) . . .

α1(0) α1(Δt) α1(2Δt) . . . α1(nΔt) . . .

α2(0) α2(Δt) α2(2Δt) . . . α2(nΔt) . . .

α3(0) α3(Δt) α3(2Δt) . . . α3(nΔt) . . .

α4(0) α4(Δt) α4(2Δt) . . . α4(nΔt) . . .

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

(8)

where 0-string represents the values of the third structural transformation C3
x(nΔt),

obtained on the basis of (6), while the αm(n�t) elements are sequentially determined
using the ratio:

αm(n) = αm−2(n+ 1)

αm−2(0)
− αm−1(n+ 1)

αm−1(0)
(9)

where α0(n) = C3
x (nΔt), α-1(n) = 1, m = 1, 2, 3,…, n = 0, 1, 2,…

If the modeled process has the (2) form and is sequentially transformed structurally
according to (6), then in the (8) matrix the 4th string will become null.

Further signal modeling is determined by the elements of the (8) identifier matrix
first column, which generate the partial numerators of the proper C-fraction [25]. This
allows us to obtain a model of the third structural transformation the signal in the form
of the object discrete transfer function (DTF) [22]:

G(z) = C3
x (Δt)z−1

1+ α1(0) z−1

1+ α2(0) z−1

1+α3(0) z−1

(10)

The signal is periodic if the DTF contains two complex-conjugate poles. Otherwise,
the signal does not belong to the type mentioned and has no period.

In the case of complex-conjugate poles, the resulting DTF model (10) allows us
to determine the harmonic parameters with the maximum amplitude. Initially, the ω1
circular frequency of this harmonic is found

ω1 = 1

Δt
arg(z1) (11)

where z1 = u ± iv are DTF poles (10). Then the harmonic amplitude is found by the
formula

C1 = 8
√
max

(
C3
x (kΔt )

)
/2, (12)

where k = 1,…, N3.
The amplitude of this harmonic is maximum. The harmonic has the form

s1(kΔt) = C1 sin(ω1kΔt) (13)
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Since the number of harmonics of the original signal is unknown, the following
procedure must be performed. Using the resulting harmonic model (13), we subtract it
from the original x(k�t) signal, thus obtaining the x1 (k�t) signal

x1(kΔt) = x(kΔt) − s1(kΔt) (14)

After that, the entire procedure should be repeated with the (14) signal to identify its
remaining harmonics. The next harmonic will have the largest amplitude value among
the remaining ones. The procedure is repeated until the elements of the 4th row of the
ID-matrix (8) cease to be equal to 0. Thus, the criterion for stopping the procedure of
identifying harmonic components in the original signal is the appearance of non-zero
elements in the 4th string of the identifier matrix.

4 Modeling Spiral Dispenser Operation

Consider the procedure for modeling the spiral dispenser output signal with potassium
iodide fed at the input. 200 signal values were taken with a discretization step of �t =
0.8 s. The signal graph is shown in Fig. 2. The graph of this signal structural function is
shown in Fig. 3.

Fig. 3. The structural function of spiral dispenser output signal with potassium iodide fed at the
input.

Figures 4 and 5 show the second (5) and third (6) structural transformations of the
signal.

The identifier matrix will be calculated on the basis of the third structural
transformation values in Table 1.

Further, we use only the elements of the first column of the matrix:

G(z) = 0.00143z−1

1+ −0.78712 z−1

1+ 2.26489z−1

1−1.27147 z−1

. (15)
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Fig. 4. The second structural transformation of the spiral dispenser output signal.

Fig. 5. The third structural transformation of the spiral dispenser output signal.

Table 1. The third structural transformation values.

1 1 1 1 1 1

0.00143 0.00255 0.00089 0.00011 0.00192 0.00233

−0.78712 0.37606 0.92385 −0.349104 −0.63097 0.69595

2.26489 1.79764 −0.36737 0.54749 2.51514 1.206437

−1.27147 −1.01150 0.20179 −0.30887 −1.41683 −0.68224

0 0 0 0 0 0
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We transform the continued fraction and obtain a fractional rational expression:

G(z) = z + 0.99342

z2 + 0.20630z + 1.00080
(16)

The DTF poles (16) are equal to z = −0.10315 ± j0.99507. Next step is defining
the signal parameters. According to (11), the circular frequency of the harmonic is ω1
= 2.09261, hence its period: T1 = 3.0020.

The harmonic amplitude is found by the (12) formula: C1 = 0.43466. Then the
harmonic with the maximum amplitude is determined by the equation

x1(t) = 0.43466 · sin(2.09261t) (17)

Using the model (17), we subtract it from the original signal x(t). Then, we repeat
the procedure for identifying the next harmonic using the same algorithm.

The first, second and third structural transformations are in Figs. 6, 7 and 8,
respectively.

Fig. 6. The first structural transformation of the signal (17).

Fig. 7. The second structural transformation of the signal (17).

On the basis of the third structural transformation, we will fill in and further calculate
the identifier matrix in Table 2.

Since there are no zero elements in the 4th row of the identifier matrix, there are no
more harmonic components in the signal.
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Fig. 8. The third structural transformation of the signal (17).

Table 2. Values for matrix.

1 1 1 1

0.20204·10–8 0.27352·10–8 0.41489·10–8 0.53290·10–8

−0.35376 −1.05347 −1.637567 −1.74763

−1.62414 −2.57556 −2.30260 −4.86801

1.39211 3.21130 1.94289 4.35310

−0.72000 0.02209 −0.12971 0.56584

To estimate the offset, we subtract the values obtained according to the (17) model
from the original signal. Averaging the results obtained, we see that the signal offset
corresponding to the average material mass consumption is μ = 8.29561. Thus, the
model of the spiral dispenser output signalwith potassium iodide fed at the input contains
only one harmonic component and has the form

X mod (t) = 8.29561+ 0.43466 sin(2.09261). (18)

Subtract (18) from the original signal. Checking the residuals for randomness and
correlation confirms the absence of harmonic components.

5 Conclusion

This paper presents a model of the spiral dispenser output signal. The main approach
to its construction is the joint use of successive structural transformations for filtering
noise fluctuations, as well as further expansion of the third structural transformation
into a continued fraction to estimate the structure and parameters of the signal. The
resulting model is the initial stage of modeling the mixing unit operation using the CM
and a number of dispensers that, summing their output components, form the CM input
signal.
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Abstract. The paper discusses the forthcoming exploration of gas giant’ satel-
lites in our Solar system, that will become important for humanity in the near
future. In the entire history of cosmonautics, less than 10 spaceships have been
directed to gas giants’ planets in order to study their satellites. All these flights
were unmanned, and there were no sample capsule returns. All information came
through a network of communication satellites. This information indicates many
promising satellites for exploration and colonization. The reason for a poor study
is the huge distance between our planet and gas giants. The development and con-
struction of a spaceship for astronaut’s flights and scientific equipment is a difficult
and expensive task. To deal with this task we should preliminarily use computer
modeling. The software that we propose for this is the Kerbal Space Program 1.7.
The current paper was designed based on this program, which is very beneficial
for the development of “space” literacy, especially for young people. The tasks
of this research are differed and cover the choice of a flight trajectory and types
of spacecrafts and equipment needed for satellites exploration. The algorithm for
project realization is shown, and steps of its implementation are described by
simulation.

Keywords: Gas giants’ satellites · Simulation · Kerbal space program

1 Introduction

A gas giant is a type of planets that consists of various gases only. In our solar system
there are 2 planets of this type: Jupiter and Saturn.

Each of these planets has plenty of satellites, which, unlike the planets themselves,
are solid-state structures. According to preliminary studies [1, 2] the composition of
these satellites soil contains a number of valuable (from the standpoint of Earthlings)
minerals and natural resources that are becoming scarce on our planet, in particular,
fuel-containing ore. This rises the interest, including commercial one, in studying gas
giants satellites and, in perspective, their exploration in order to build space bases for the
extraction of minerals and fuel [3]. Actuality, such projects are of great demand, since
the gas giants have many satellites that are potentially suitable for resource extraction
or colonization [4–8].

Nowadays several projects on gas giants’ satellites exploration are deployed. There
are a lot of various research tasks, since satellites differ in size and composition. The
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study of gas giants’ satellites needs tremendous expenses, but results assumed to be
terrific [9–12].

Nevertheless, it is not advisable to equip expensive expeditions for the exploration
and development of such remote space objects without conducting preliminary sur-
veys and evaluating the possibility of successful projects implementation. Computer
simulations can help you do this.

In order to avoid errors, modeling methods are traditionally used, especially in
the development and implementation of previously unknown objects. One of the most
common tools for space modeling is the Kerbal Space Program, based on which the
author developed and teaches the discipline “Space modeling” for pupils at the Highest
Engineering school of Peter the Great St. Petersburg Polytechnic University [13].

Kerbal Space Program is an engineering game aimed at familiarizing with the com-
plexities of space exploration. The first version of the program was developed in 2010
by the Mexican company “Squad”, the lead developer is Felipe Falanghe. In 2019, the
project has been supported by the American developer of the GTA series of games. Now
the program goes beyond applying only by interested users. In the modern version of
the educational paradigm, it is proposed to include elements of computer games and
simulations in the content of training courses. Kerbal Space Program is declared as one
of the “Top 10 games for people with high IQ”.

The study of gas giants in our Solar system is a continuous process. Up to now, the
main emphases of researches are concentrated around Jupiter. The first scientist, who
started the systematic observation of this gas giant in 1610, was the Italian astronomer
Galileo, and he discovered the largest Jupiter satellites – Io, Europa, Ganymede, Callisto.
Much later, in the years of 1972 and 1974 two spaceships “Pioneer” passed by Jupiter.
In 1977 spaceship “Voyager” has been lunched; it reached Jupiter in 2 years. In 1989 the
spaceshipGalileo started its flight to Jupiter, and in 1995 it launched a Zond,which began
to collect information about the Jupiter atmosphere. Later scientists started systematic
studies of the giant using the Hubble telescope [14, 15].

Here, in this paper, we’ll use the advantages of the Kerbal Space Program to demon-
strate a step-by-step work on the project of gas giants’ satellites system exploration. We
are focused on Jupiter satellites, thus, we have to find an analog of Jupiter in the Kerbin
solar system. For this, we must analyze the available data on Jupiter and previous flights,
possible flight trajectories, and to choose the spacecrafts, that we’ll be able to deliver all
equipment to the orbit of the analog of Jupiter needed for satellites’ study and a satellite
base construction.

2 Satellite Base Construction Algorithm

This project is aimed at a step-by-step study of the gas giant’s satellites. Strategic objec-
tives of the project: a comprehensive study of each satellite (structure, size, composition,
presence of the atmosphere, the composition of the atmosphere (if any), satellite grav-
ity, etc.); search for sources of fuel-containing ore or minerals, especially pure (without
impurities); search for potential sites for the foundation of a colony, which will become
another base for space exploration and, in perspective, will help solve the problem of
overpopulation of our own planet [16]. In frames of this work, we are considering a
private project aimed at the construction of the fuel production complex.
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Project tasks and the algorithm for their deployment are shown in Fig. 1.

3 Jupiter and the Flight Trajectory Description

3.1 Selection of the Gas Giant Analog Under Study

Jupiter is the largest planet in the Solar system. The main data about the planet, which
are important for our study, we took form [17]:

• the average distance from Sun is 7.783 × 108 km;
• average orbital speed is 13.1 km/s;
• the orbital period is 11.86 years;
• diameter is 142.984 km (which is 11.2 times more than the Earth diameter);
• mass is appr. 1.9 × 1027 kg (about 318 Earth masses);
• the average density is 1326 kg/m3;
• surface gravity is 2.36 g;
• the average temperature at cloud tops is –108 °C (165 K);
• atmospheric composition: H2 – 86.2%, He – 13.6%; CH4 – 0.2%, ammonia, water
vapor, and other gases;

• Jupiter has 63 satellites.

Based on this data, we selected the planet Jool in the Kerbin solar system, which is
the closest analog of Jupiter.

3.2 Flight Trajectory

The choice of the flight path from the Earth to the Jupiter orbit affects the calculation of
the required rocket fuel amount and, as a result, the choice of the launch vehicle and its
layout with additional fuel tanks. Since our expedition assumes the delivery of a large
amount of equipment to the Jupiter orbit, the solution to the problem of economical fuel
consumption becomes particularly urgent.

In our case, the optimal trajectory is computed on the criterion of maximizing the
delivered spacecraft mass.

From observations of the movement of natural satellites, as well as from the analysis
of spacecraft trajectories, it is possible to restore the gravitational field of Jupiter. This
is noticeably different from the spherical-symmetric one due to the rapid rotation of
the planet. The gravitational potential is usually represented as a Legendre polynomial
equation [18]:

Vext(r, θ) = −GM

r

[
1 −

∞∑
i=1

(
Req

r

)i

JiPi(cos θ)

]
(1)

where G is the gravitational constant; M is the mass of the planet; R is the distance to
the center of the planet; Req is the equatorial radius of the planet; θ is the polar angle;
Pi is the Legendre polynomial of the i-th order; J i are the decomposition coefficients;
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factory

The construction of the fuel
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Fig. 1. Algorithm for project deployment.
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depending on i, these coefficients take rather different values, in particular: J2 = 1.4697
· 10−2, J4 = −5.84 · 10−4, J6 = 0.31 · 10−4 [19].

The condition for the hyperbolic excess velocity optimality at the start from the Earth
includes the value of the spacecraft mass derivative after the separation of over clocking
engines by the value of the hyperbolic excess velocity V∞ at the start from the Earth
(2):

aob × λV (T0) − λtm × wb × dM0

dV∞
= 0 (2)

Besides, to optimize the heliocentric flight of the spacecraft to Jupiter, a gravita-
tional maneuver near the Earth can be used. To do this, we need to define the following
parameters:

• start date;
• vector of hyperbolic excess velocity at the start from the Earth;
• a program for turning the rocket engine on and off during a heliocentric Earth–to Earth
flight;

• a program for orienting the rocket engine thrust vector in the active sections of the
spacecraft flight.

Optimal start date condition formula:

[λr(T0), λV (T0)]

λV (T0)
+ Π1(T0) = 0, (3)

where Π1(T0) =
{

Π(T0), if Π(T0) > 0,
0, if Π(T0) ≤ 0,

Π = aob
1 − aob

wb

λV + λtm, (4)

aob is the dimensionless initial reactive acceleration, wb is the dimensionless specific
impulse of the rocket propulsion system, tm is the engine operating time, λtm is the
conjugate time variable.

It should also be borne in mind that in space, in addition to the rocket engines thrust
forces, there are other forces that could be used to give the necessary acceleration to
the spacecraft. We are talking about accelerations when flying near a large gravitational
object, which saves fuel. A good example is the flight path of the Galileo spacecraft to
Jupiter (Fig. 2), which was well thought out not only from the position of the spacecraft
launch date, but also based on the analysis of the relative position of the space objects
in Solar system along the flight path.

As one can see from Fig. 2, the “Galileo” flight trajectory included several flybys:

• Venus flyby,
• Earth flyby,
• Gaspra flyby,
• Earth flyby,
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Fig. 2. “Galileo” flight trajectory.

• Ida Flyby,
• Flybys of the Galilean moons [20].

All these flybys gave the additional acceleration to “Galileo”,which allowed reaching
the Jupiter orbit on time.

Thedescribed approach is taken into considerationwhile simulation of our expedition
to the planet Jool in the Kerbin solar system.

4 Specification of Required Spaceships and Equipment

After analyzing publications on the gas giants, we come to the implementation of project
stages.

This project is realized in Kerbal Space Program. The base planet in Kerbin, a Gas
giant planet, is Jool – an analog of Jupiter. This planet has 5 natural satellites: Oceanic
moon Leit, Icy moon Val, Rocky Moon Tilo, Captured Asteroid Bop, Satellite Jool, Pol
[21].

4.1 Selection of Spaceships

The project is rather complicated, thus wemust undertake the system approach [22]. The
“Many Communications” vehicle is used for the transportation of 12 communication
satellites that will allow to maintain communication between spaceships (Fig. 3).
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“Living module of the station” (Fig. 4) consist of: landing module Mk2, 2 storage
area PPD-10; Storagemodule (2.5m) includes re-translatorRA-15 and 4 nuclear reactors
[23, 24].

Fig. 3. “Many Communications” vehicle.

Fig. 4. The living module of the station.

“Folded station” (Fig. 5). It was decided to transport the other station modules
together, since they are rather small and do not weigh much. “Folded station” includes:

• Module “Science”: MPL-LG-2 mobile laboratory, large improved gyrodine, 2 Z-
4K rechargeable batteries, large docking node “Grip-o-Tron”, Rocomax branded
adapter, multi-point connector Rocomax Muzel, 4 docking nodes “Grip-o-Tron”, and
4 searchlights Mk-1;
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• “Dome” module: Rocomax proprietary adapter, Mk2 lander, and PPD-12 Dome
module;

• Module “Transition”: 2 structural fuselages, 4 searchlightsMk-1, and 2 docking nodes
“Grip-o-Tron”;

• “Accumulator” module: 5 Z-1k batteries, SC-9001 small scientific module, 2 88-88
communotrons, and 2 “Grab-o-Tron” docking nodes”;

• Module “Power”: 2 long segments of the modular beam, a segment of the modular
beam, 2 adapters to the modular beam, 2 docking nodes “Grip-o-Tron”, 6 complexes
of solar panels “Gigantor XL”, and 2 thermal control systems (large);

• “Collector” module: RS-001S remote control unit, built-in improved gyrodyne, Z-1k
battery, 2 FL-R25 monofuel tanks, 4 Mk-1 searchlights, and 8 RV-105 DCS engine
blocks [25, 26].

“Vertical take-off device” (Fig. 6). A 3-seat vehicle with a docking station and a small
scientific module. The main application is the study of small satellites. Composition:
Mk-1 crew cabin, built-in lock Grip-o-Tron [27–29], SC-9001 small science module,
FL-R25 monofuel tank, 3 Z-1k batteries, 2 RA-2 repeaters, 4 portable reactors, 7 FL-
T200 fuel tanks, 3 CR-7 RAPIER engines, 4 LV-909 “Terrier” engines, 8 LT-1 landing
supports, and 16 RV-105 DCS engine blocks.

Fig. 5. Folded station.

“Long-haul” (Fig. 7, at the left). This is a mobile base in space. Composition: Mk-1
cabin, Mk-1 crew cabin, 4 PPD-10 hitchhiker cabins, 5 “Grab-o-Tron” docking nodes,
and 3 repeaters (one RA-100 – for communication with the MCC, two of RA-2 – for
communication with other vehicles).

“Super Truck” (Fig. 7, at the right). This device is designed for interplanetary cargo
transportation. It is equipped with 3 cargo compartments with docking nodes, 1 cargo
compartmentwith reactors and batteries, and a passenger compartment for 16 astronauts.
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Fig. 6. Vertical take-off device.

“The descent of the trio with science” (Fig. 8). The device is designed for the landing
of large satellites. It consists of: a 3-seats cabin; a docking station; 2 batteries; a cargo
compartmentwith scientific equipment, communications, and reactors (Fig. 9); 5 engines
for a soft landing on satellites; and 4 landing gears.

Fig. 7. Long-haul and super truck.

Fig. 8. The descent of the trio with science.
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Fig. 9. Cargo compartment with scientific equipment, communications, and reactors.

5 Project Realization

In the previous part all spaceships needed for the project were selected. Here we will
follow the process of the project implementation and the project results.

1. The flight was completed successfully by all the spaceships. The “Descent of the
Trio with Science” spacecraft has been placed in the central cargo compartment of
the “Super-Cargo” ship on the Kerbin orbit. In it’s Two other compartments – spare
parts for the starships repair and equipment for the base construction start – were
placed into this spacecraft, and were delivered to the Jool orbit

2. After arrival at the specified orbit, the “Many Communications” spacecraft reset the
repeaters in different-altitude orbits. Thismade it possible to create a communication
network between the piloted spaceships.

3. At the same time, the construction of the orbital station has begun. The first docking
of “Living module of the station” and “Folded station” was successful. The attempt
to use the non-pilot module “Collector” fault – the connection with the module was
lost.

4. New spaceship was build and delivered – piloted Collector.
5. With the help of a manned collector crew, the station was built (Fig. 10). After com-

pletion of the assemblywork, the large laboratory startedwith a cycle of experiments.
Figure 10 shows the docking of a “Vertical Take-off Vehicle” to the station.

6. Next, it was decided to begin with exploring gas planet satellites. The orbit of the
“Long-haul” was changed – a maneuver was introduced into the orbit of the “Long
- haul” to fly to the nearest satellite, Jool-Leit. That was a two-stage maneuver using
the Tailor gravity field (Fig. 11).

7. When our spaceship reached the selected satellite orbit, it became evident that
98% of the satellite surface is an ocean. To continue the study spaceship “Vertical
Take-off Vehicle” was requested.

8. Numerous studies of this satellite have shown its unsuitability for colonization.
There are several reasons: the lack of flat areas for a safe spaceships’ landing, the
weak atmosphere consisting of toxic gases, permanent seismic activity due to the
proximity to the gas giant. Therefore, it was decided to send the cargo vehicle to
the next satellite – Vall.

9. Cargo vehicle reached the selected satellite orbit. We decided to undertake only
one landing in case of finding the appropriate area for the touchdown.



Study of Gas Giant Satellites System 161

Fig. 10. Completed station and “Vertical Take-off Vehicle”.

Fig. 11. Two-stage maneuver.

10. After landing, the crew conducted research with instruments. It turned out that this
satellite consists of cry volcanoes. Many volcanoes are active, and there is heavy
seismic activity, difficult terrain, and large voids under the surface of the planet. It
is dangerous to stay on the surface. By this, the study of the second satellite has
been completed.

11. After a successful flight to the third satellite, the Lander successfully set in one of
the craters. The study with the help of scientific instruments showed: there is a high
pressure, weak seismic activity, and the presence of fuel-retaining ore. Visually, the
surface has many wide flat areas. The third satellite can become a good platform
for fuel production base construction.

12. The approach to the next moon and its inspection showed that this moon is a large
asteroid. The surface is very uneven, and has clearly visible traces of collisions with
meteorites. The touchdown is quite easy, but there are no prospects for exploration.

13. The last (fifth) satellite. The «Long-haul» successfully flew to its orbit. An inspec-
tion of the surface from orbit showed that it is unsuitable for landing – the terrain
consists of deep gorges and high sharp rocks.
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14. After studying all gas giant satellites, it was decided to build a fuel recovery complex
and lay a settlement on Tailo. The construction process of the complex is similar
to the process presented in the author’s report at the RusAutoCon2019 conference
[30].

Summarizing all above, we must make the necessary notes:

• the first impression about a satellite is usually wrong. We need to undertake complex
studies for correct decision-making;

• we’ll need several spaceships for the implementation of the project, as well as an
artificial satellites network;

• since we are planning manned flights, special training for the selected crew mem-
bers, taking into account the long-range flight and irrevocability, should be provided
on using and maintaining of all spaceships types; touchdown on non-atmosphere
space objects with different sizes; research procedures on the space objects surface;
evacuation.

All these must assure successful project realization.

6 Conclusion

The solution to the problem to which this work is devoted belongs to the distant future.
It is necessary to recognize that the modern development of technology and technology
does not yet allow implementing such a project in life. Therefore, preliminary modeling
is required to assess the feasibility of the project. Here, this problem is solved using the
Kerbal Space Program simulator. This program allowed us to get as close as possible to
the conditions for real project implementation, to choose the appropriate action program,
as well as to determine and select the composition of the necessary equipment and
types of spacecraft that should be used at different stages of the gas giant satellites’
exploration and utilization. The basic calculations on the choice of flight parameters
from the Earth to the Jupiter orbit are given, and the optimal flight trajectory to the
satellite of the gas planet is modeled using the gravitational fields forces of space objects
along the spacecraft way in order to obtain additional acceleration, which economize the
rocket fuel consumption considerably. The specification of spacecrafts and equipment for
performing the assignedmission is determined, and their layouts,modeled in the selected
program, are demonstrated. The main conditions for the successful implementation of
the project are formulated.
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Abstract. The paper deals with the problem of determining the parameters of the
transported gas in case of partial destruction of subsea sections of gas pipelines.
The solution to this problem is proposed to be obtained on the basis of creating
a mathematical model describing the relationship of pressure, velocity and gas
temperature at each point of the subsea main pipeline, including at the place of
emergency outflow. To build such a model, the equations of the continuity of the
gas flow in all sections of the gas pipeline, the equations characterizing the change
in themomentum of this flow, as well as the equations of heat content for themolar
gas flow rate for the pipeline sections before and after the rupture were used. The
process of submerged gas outflow through a partially destroyed pipeline wall is
considered as an adiabatic process obeying Saint-Venant’s law and occurring at the
local speed of sound. For the case of the location of the rupture in the deep-water
section of the main pipeline, a mode of subsonic gas outflow is provided as its
adiabatic movement through a short pipe without friction. A numerical check of
the performance of the proposed model was carried out for a subsea gas pipeline
with a variable profile. Quantitative distributions of the characteristics of the gas
flow along the main pipeline with fractures with different areas are also obtained.
The combination of these distributions makes it possible to automatically identify
the parameters of emergency gas outflows in subsea gas pipelines. According to
the values of gas pressure, velocity and temperature at the inlet and outlet of the
controlled section, the area of local destructionof themainpipeline and the location
of the rupture on the route are calculated. These parameters make it possible to
form such a control of the compressor stations, which is adequate to the current
abnormal state of the pipeline.

Keywords: Mathematical modeling · Subsea gas pipeline · Emergency gas
outflow

1 Introduction

The transportation of natural gas by subsea pipelines is currently recognized as a promis-
ing method of supplying it to consumers and economically preferable in comparison
with the above ground or underground laying of gas pipelines through areas with a high
population density and lands for agricultural and environmental purposes [1–5].
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The design and construction of underwater sections of gas pipelines requires a tech-
nical and environmental examination of the consequences of emergency gas outflows
through pipeline ruptures.

Such an examination presupposes the presence of mathematical models of the corre-
sponding modes of gas transportation [6–12]. This work is devoted to the development
of an analytical model of a submerged gas outflow in a subsea gas pipeline, and contains
an example of using this model for the numerical study of the specified emergencymode.

2 Problem Statement

Modeling and analysis of subsea gas pipelines in the scientific literature is mainly carried
out either for the nominal mode of gas transportation, or for the emergency mode, but
limited by the actual rupture zone. In particular, in [13], the model of the main operating
mode of a subsea gas pipeline is considered in detail, taking into account the inertial
forces during gas movement at high pressures, and the incorrectness of the assumptions
about the constancy of the gas density is substantiated.

Articles [14–16] are devoted to the analysis of the gas plume arising from the under-
water gas outflow from the rupture and do not affect the process of its transportation
along the pipeline. In [17], a limited model is used for calculating the gas leakage rate,
built on the basis of experimental data. In [18–21], it is indicated the need for a systematic
approach to the analysis of the state of gas in the pipeline as a single system.

The proposed paper differs from the well-known works by the joint consideration of
both the process of gas movement along the pipeline and the process of its underwater
outflow from the rupture. This consideration of the emergency mode makes it possible
to formulate a unified system of thermodynamic equations and obtain quantitative char-
acteristics of the gas state at any point of the pipeline, including in the section of the
rupture.

3 Mathematical Model

As amodel of gas outflow through the local destruction of the pipelinewall, it is proposed
to use a system of equations based on the laws of conservation of mass, momentum
and energy of gas at any point of the gas pipeline [22–26], supplemented by relations
characterizing the adiabatic outflow of gas without friction through the wall at the point
of rupture as through a short pipe:

1. The conditions for the continuity of the gas flow in all sections of the pipeline (the
law of conservation of mass):

r1w1S = rawaS; (1)

rawaS = rrwrSr + r2w2S; (2)

r2w2S = Q. (3)
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Conditions (1) and (3) correspond to the beginning and end of the considered section
of the pipeline, and (2) - to the place of rupture of the pipeline wall.

2. Equations characterizing the change in the amount of gas movement along the
pipeline:

ρ1w1S(wα − w1) = (P1 − Pα)S − λ
ρ1w1S

2D

α·L∫

0

w(x)dx − gρ1w1S

hα∫

h1

sin β(h)dh

w(h)
.

(4)

Equation (4) describes the change in the momentum of the gas mass, numerically
equal to its secondflow rateρ1w1S, along the section of the pipeline between its beginning
and the place of rupture.

ρ2w2S(w2 − wα) = (Pα − P2)S − λ
ρ2w2S

2D

L∫

α·L
w(x)dx − gρ2w2S

h2∫

hα

sin β(h)dh

w(h)
. (5)

Equation (5) describes the change in the momentum of the gas along the section of
the pipeline between the place of rupture and its end.

Note that Eqs. (4) and (5) do not involve the momentum of a part of the gas flowing
through the rupture due to the assumed orthogonality of the gas velocity vectors in the
pipeline and in the rupture section.

3. The heat content equations for themolar flow rate (the law of conservation of energy)
are also compiled for the pipeline sections before and after the rupture place, but
they take into account a part of the total energy (internal, kinetic and potential) taken
by the molar flow rate νr in the outflow jet (7):

(
CPT1 + μw2

1

2
+ μgh1

)
ν1 =

(
CPTα + μw2

α

2
+ μghα + CT

πDμ

ρ1w1S

α·L∫

0

(T (x) − Tamb)dx

⎞
⎠να,

(6)

(CPT α + μw2
α

2
+ μghα)να = (CPTr + μw2

r

2
+μghα)νr + (CPT2 + μw2

2

2
+ μgh2+

+CT
πDμ

ρ2w2S

L∫

α·L
(T (x) − Tamb)dx

⎞
⎠ν2.

(7)

4. The underwater (submerged) gas outflow through a partially destroyed pipeline wall
will be considered as an adiabatic process obeying the relation:

Tr
Tα

=
(
Pr

Pα

) γ−1
γ

, (8)
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where Tα, Tr – the thermodynamic temperature of the gas at the point α of the pipeline,
located at a distance αL from its beginning (L is the length of the pipeline; α = [0;1]),
and in the outlet section of the rupture, respectively; Pα, Pr – absolute gas pressure in
the indicated sections; γ – the adiabatic exponent.

In the event that at the point of rupture the ratio of the pressure in the pipeline to the
external pressure Pex is equal to or greater than the critical value:

Pα

Pex
=

(
γ + 1

γ

) γ
γ−1

, (9)

then there is an outflow that obeys Saint-Venant’s law:

Pr

Pα

=
(

2

γ + 1

) γ
γ−1

, (10)

and occurring with the local speed of sound wr :

wr =
√

γRTr
μ

, (11)

where R – the universal gas constant; μ – the molar mass of the gas.
Since modern pipelines are laid along deep-water sea sections, and in case of emer-

gency outflows, the gas pressure in the pipeline, including at the point of rupture α,
significantly decreases compared to the nominal, then the case of failure to meet the
critical ratio should be taken into account (9).

For this case, it is proposed to consider the mode of subsonic gas outflow as its
adiabatic motion through a short pipe without friction.

Then, in accordance with the law of conservation of gas energy during its outflow
through the wall, we obtain the relations (see also (7)):

CPTα = CPTα + μw2
r

2
; (12)

Pr = Pamb, (13)

A complete list of the designations used in expressions (1)–(13) and their dimensions:
g – acceleration of gravity, m/s2;
T2, Tα, Tr , T (x), T amb – thermodynamic gas temperature: at the end of the section;

at point α of pipeline rupture; in the outer section of the rupture; current temperature at a
distance of x meters from a certain reference point; average ambient temperature along
the length of the section, K, respectively;

w1, wα, wr , w2 – gas velocity in the above mentioned sections of the pipeline and at
the end of the section, m/s;

P1, Pα, Pr , P2 – absolute gas pressures at the beginning of the pipeline, in the place
of its damage, in the outlet section of the rupture and at the end of the pipeline, Pa;

h1, hα, h2 – leveling levels of the beginning of the pipeline, the place of rupture and
the end of the pipeline, m;
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D – inner diameter of the pipeline, m;
S, Sr – internal cross-sectional area of the pipeline and the destroyed part of the wall,

m2;
L – pipeline length along its geometric axis, m;
Lα – distance from the beginning of the pipeline to the point of rupture, m; Lα = αL,

α = [0;1];
Q1, Qr , Q – gas consumption at the beginning of the pipeline, through the rupture

section, and at the end of the pipeline, kg/s; Q1 = Qr + Q;
CP – molar heat capacity of gas at constant pressure, J/(mol·K);
CT – heat transfer coefficient from gas to external environment, J/(s·m2·K);
ν1, να, νr, ν2 – molar gas flow rates in the corresponding sections, mol/s, determined

from the expressions:

v1 = ρ1w1S

μ
; vα = ραwαS

μ
. . . , v2 = ρ2w2S

μ
, (14)

where ρ1, ρα, ρr , ρ2, – gas density in the considered sections, kg/m3; μ – molar mass of
gas, kg/mol;

ρ1 = μ

Vμ1
; ρα = μ

Vμα

. . . , ρ2 = μ

Vμ2
, (15)

Vμ1, Vμα,…, Vμ2 – molar volumes, m3/mol;

Vμ1 = Vμn
PnT1
P1Tn

; . . . ; Vμ2 = Vμn
PnT2
P2Tn

, (16)

Vμn – molar volume of gas at temperature Tn = 273 K and pressure Pn = 1.01·105 Pa,
m3/mol; γ – adiabatic exponent; R – universal gas constant, J/(mol·K); β – current
angle of inclination of the pipeline axis to the horizon, rad; λ – internal viscous friction
coefficient in gas flow.

4 Numerical Simulation Results

Let us consider the results of the numerical solution of Eqs. (1)–(13) using the difference
scheme [27–29] using the example of a gas pipeline with the following parameters:

w1 = 4m/s;w2 = 6m/s; P1 = 25 · 106 Pa; P2 = 14,5 · 106 Pa; T1 = 323K; T2 = 281
K; T amb = 278 K; CT = 0.909 J/(s·m2·K); λ = 0.010; β = −1.2/200 rad = (−1.08/π)
deg at x ≤ 200 · 103 m; β = 1.2/200 rad = (1.08/π) deg at x > 200·103 m; L = 400
· 103 m; S = 0.2 m2; D = 0.505 m; C P = 35.6 J/(mol·K); CV = 27.3 J/(mol·K); R
= 8.31 J/(mol·K); μ = 16.04·10–3 kg/mol; Vμn = 22.4 · 10–3 m3/mol; Q = ρ1w1S =
119.85 kg/s; h1 = h2 = 0; α = 0.4; hα = −960 m; Pex = 97.5 · 105 Pa.

The profile of the subsea section of the gas pipeline is shown in Fig. 1.
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Fig. 1. Profile of the subsea section of the gas pipeline.

The distributions of the main thermodynamic characteristics of the gas: velocity w,
temperature T and pressure P along the pipeline for various values of the rupture area
Sr are shown in Fig. 2, Fig. 3, Fig. 4, where the indicated values without the index
correspond to the normal mode of gas transportation, and with the emer index - to the
emergency mode of operation with the destruction of the Sr area at the point α.

Fig. 2. Distribution of gas characteristics during sound outflow through rupture with an area Sr
= 5 cm2.

When the rupture area Sr ≈ 16 cm2 is reached, a transition to the subsonic outflow
mode occurs (Table 1 and Fig. 4).

Note that, in all flow regimes, the following conditions were met: T1 = const, P1 =
const and Q = const
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Fig. 3. Distribution of gas characteristics during sound outflow through rupture with an area Sr
= 15 cm2.

Table 1. Gas characteristics in the rupture section.

Gas characteristics

Rupture area, Sr (cm2) Gas consumption, Qr
(kg/s)

Gas velocity in the
outer section of the
rupture, wr (m/s)

Pressure, Pr (MPa)

5 17.8 420.6 11.5

10 33.0 421.9 10.7

15 45.6 422.7 9.85

17 49.7 413.8 9.75

20 55.5 397.8 9.75

Fig. 4. Distribution of gas characteristics during subsonic outflow through rupture with an area
Sr = 20 cm2.
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5 Conclusions

The proposed mathematical model of an emergency gas outflow in subsea gas pipelines
is based on the thermodynamic relationship of pressure, temperature and gas velocity
along the entire length of the pipeline, including the location of the submerged rupture.
Establishing this relationship makes it possible to conduct a joint analysis of the gas
movement in the pipeline itself and in the section of its rupture, and, as a result, ensures
the adequacy of the model to real physical processes.

For cases of deep-water pipeline laying, the model provides for a description of the
subsonic gas outflow regime as its adiabatic movement through a short pipe without
friction.

The results of numericalmodeling of the emergency outflow processmade it possible
to obtain the distribution of gas characteristics along the pipeline and in the rupture
section for sonic and subsonic outflow.

In particular, the existence of a critical value of the discontinuity area separating the
regions of subsonic and sonic outflows is shown.

The combination of these distributions makes it possible to automatically identify
the parameters of emergency gas outflows in subsea gas pipelines. According to the
values of gas pressure, velocity and temperature at the inlet and outlet of the controlled
section, the area of local destruction of the main pipeline and the location of the rupture
on the route are calculated. These parameters make it possible to form such a control of
the compressor stations, which is adequate to the current abnormal state of the pipeline.
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Abstract. The article shows that accurate models for determining the cost of ser-
vices for the reduction of power losses in a network organization with reactive
power compensation (RPC) in a consumer network did not exist for a long time.
The development of such models will help to increase the quality of the state
management in terms of compensating the consumer for the costs of installing
and operating compensating devices (CD). Currently, in order to carry out a fea-
sibility study for the installation of a CD of a certain capacity, the consumer can
use, depending on the capabilities, a mathematical or a programme model, or a
polynomial model proposed in this article. The creation and the improvement of
the model are associated with the need to activate consumers in terms of the PRC.

Keywords: Reactive power compensation · Reduction of power losses ·
Network organization · Electricity consumer · Mathematical model · Power
coefficient

1 Introduction

When compensating devices (CD) are installed in the network of a grid company, the
reduction of energy losses is carried out only in the company network [1]. In the con-
sumer’s network the levels of energy losses remain the same. Therefore the power of
CDs is not used effectively [2, 3]. The distribution of the sameCD power in the consumer
network increases the effect of reducing losses. Unfortunately, organizational and legal
problems associated with the departmental affiliation of networks to various owners hin-
der an effective solution for the reactive power compensation (RPC). There were several
attempts to create a control mechanism for RPC in the Russian Federation. However,
the implementation of this mechanism failed [4].

The reason for this is the legal barriers associated with the application of the stimu-
lating tariff in the form of discounts or surcharges to the basic tariff for the consumption
of reactive power and electricity [4]. An analysis of literary sources shows that one of the
reasons for the legal inconsistency of the mechanism is the lack of an accurate, simple
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and accessible tool for consumers to determine the cost of services for the reduction of
losses in a network organization.

The installation of a CD is associated with the implementation of an investment
project. If compensating devices are used in the consumer network, then the consumer
acts as the employer of the investment project. He pays all expenses associated with the
implementation of the project [5, 6].

The lack of an accurate model for determining annual savings leads investors to
doubt the return on the funds spent on the installation of a CD in the consumer network.
As a consequence, the installation of compensating devices is not carried out and the
network losses fail to be reduced [7].

The tool for determining the annual savings and the cost of services to reduce power
losses can be based on the model of an adjacent network organization.

2 Methods

The implementation of the installation project is evaluated according to a number of
technical and economic indicators. The most important of them are the payback period
PB, the net present value NPV, the index of profitability PI, the internal rate of return
IRR, the discounted payback periodDPB. The investormakes a decision on financing the
project based on an analysis of these indicators. Should the investor be dissatisfied with
the indicators, such a decision is not made. The installation of compensating devices
is not carried out and the network losses are not reduced. The calculation of project
performance indicators includes the amount of annual savings, which determines their
values. The higher the values of annual savings, the higher the values of indicators,
hence, the higher the probability of a positive decision on financing the project.

Annual savings, which consist of the value of losses reduction resulting from the
installation of a CD, are a profitable part of the investment project regarding the instal-
lation of a CD. In this case, annual savings are represented by the sum of the losses
reduction value in the consumer’s network and of losses reduction value in the network
organization. The losses reduction value in a network organization is the cost of the
losses reduction service in the network organization. Calculating the annual savings in
the consumer network presents no difficulties. To do this, the consumer can obtain infor-
mation about the network configuration, loads, operating modes, etc. The calculation of
the annual savings in a network organization for a consumer is associated with the need
to obtain a large amount of information from an adjacent network organization and to
carry out calculations.

These calculations are quite complex and require a large amount of the initial data
on the network configuration, branch resistances, loads in the nodes of the substitution
circuit, as well as time. As a rule, such data is not available to the consumer. In some
cases, it may constitute a trade secret. Consumers do not have the opportunity to make
calculations that make it possible to evaluate annual savings as a result of reducing
electricity losses in an adjacent network organization.

In such cases, it becomesnecessary tomodel networks that are outside the scopeof the
calculation [8]. The use of models has an advantage over classical calculations. They are
built and operated in the conditions of limited information, which is easier to obtain from



176 A. Kuznetsov and D. Rebrovskaya

an adjacent network organization, and they make it possible not only to make specific
calculations, but also to conduct research, analyze and identify regular relationships
between the parameters of the organization, and create simplified engineering methods.

Such a model for assessing the reduction of power losses in a grid of a network
organization when installing a CD in consumer networks is described in [8]. In this
model, the electric network is reduced to an equivalent circuit consistingof one equivalent
consumer, with a power equal to the sum of the powers of all consumers connected to the
considered electric network, of one equivalent resistance of the supply branch connected
to the power source. This well-known model was created and used during the planned
economy. There was no need to think about a specific contribution of each individual
consumer to the reduction of losses. The average values of the parameters of the RPC
for consumers quite satisfied both the consumers and the network organization. With the
transition to market relations, taking into account the legal aspects of the consumer, it
became necessary for each consumer to know their specific contribution to the reduction
of losses in the network organization. There was a need to develop a new mathematical
model. For the first time such a model was proposed in [9, 10].

The mathematical model [9] is an equivalent circuit of a network organization in
the form of three resistances connected by a “star” scheme. One of the resistances is
the resistance of branch 1, feeding the considered consumer of electricity with power
P1; the second resistance is the equivalent resistance of branch 2, feeding an equivalent
consumer, with power P2 equal to the sum of the powers of all consumers in the network
organization, except for the power of the first one. The third resistance is the equivalent
resistance of the supply branch 3 and is connected to a power supply.

The expression for determining the reduction of power losses δΔP*
CD in accordance

with [9] has the following form:

δΔP∗
CD = 1 −

⎛
⎜⎜⎜⎝

(1 + tg2φ1new)

(1 + tg2φ1)
· ΔP1

3∑
1

ΔPi

+ ΔP2

3∑
1

ΔPi

+ (1 + tg2φ3new)

(1 + tg2φ3)
· ΔP3

3∑
1

ΔPi

⎞
⎟⎟⎟⎠

(1)

where �P1, �P2, �P3 are losses in the branches of the equivalent circuit before the
RPC; �P1new, �P2new, �P3new are losses in the branches of the equivalent circuit after
RPC (new); tgϕ1, tgϕ3 are power factors in the branches of the circuit before the RPC;
tgϕ1new, tgϕ3new are power factors after RPC.

It was proposed to adopt the following notations in [9]:

P∗
1 = P1

P1 + P2
, Q∗

CD = QCD

Q1
, (2)

where P1* is a relative value (in the form of a fraction) of the consumer power in the
first branch; QCD* is the degree of reactive compensation power at the consumer in the
same branch due to the installation of CD.

According to the accepted notations, the quantities in the expression (1) will be
calculated as follows:

tgφ1new = (1 − Q∗
CD)tgφ1, (3)
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tgφ3 = P∗
1 · tgφ1 + (1 − P∗

1)tgφ2, (4)

tgφ3new = P∗
1(1 − Q∗

CD)tgφ1 + (1 − P∗
1)tgφ2. (5)

Through transformations the model variables are represented as follows:

P∗
1;

ΔP1

P1
; ΔP2

P2
; ΔP3

P1 + P2
; tgφ1; tgφ2; Q∗

CD. (6)

As shown in [11], adjacent consumers can change the consumption of reactive power
by installing new CDs or turning them off as a result of failure or dismantling. Each
change requires a new calculation, the results of which will differ from the previous one.
The model does not take into account the dynamics of the changes of the RPC status in a
network organization. In [12] it is proposed to transform the parameters of the equivalent
circuit taking into account the possible dynamics of changes in the parameters of the
RPC for adjacent consumers.

The transformation is carried out to the form in which all possible changes in the
reactive power flows from the RPC in the networks of adjacent consumers will have
already occurred. This is possible for the moment in time when all consumers will
have fulfilled the conditions of the PRC, prescribed by regulatory documents. These
conditions are the normalized values of the degree of the RPC for each consumer.

The creation and improvement of the model is associated with the need to activate
consumers in terms of the RPC. First of all, it is necessary to inform wider scientific
communities, electricity consumers and investors about the existence of the model. The
purpose of this activity is to reduce electricity losses in the electricity system. The
achievement of the goal is facilitated by the improvement of the model in the direction
of its simplification and the creation of simplified engineering techniques.

In many cases, the consumer is unable to use either the mathematical or the pro-
gramme model. Such consumers need a simple and affordable tool that does not require
high qualifications, significant time for adoption, or material resources for the training
and for purchasing the program. Such a tool can be a linear polynomial model created
on the basis of the programme model.

The simplification of the model is possible through transforming the mathematical
model into a polynomial one by applying the mathematical theory of experimental
design [13]. To do this, a series of computational experiments are carried out using a
mathematicalmodelwith a certain combination of upper and lower limits for the variation
of factors. Based on the results of the computational experiments, the coefficients of the
polynomial model are calculated and checked for the adequacy of the programmemodel.

3 Result

The analysis of the mathematical model made it possible to reduce the number of vari-
ables included in its composition from seven to four, to change the set of variables, to
introduce restrictions on the intervals of variation of factors, and to determine constants.
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As a result of the analysis, the mathematical model is transformed to a form:

δΔP∗
CD = f

(
P∗
1;

ΔP1

P1
; ΔP2

P2
; ΔP3

P1 + P2
; tgϕ1,NAT

)
(7)

The following values are accepted as the model constants:

tgφ2 = tgφ2, lim = 0, 4; (8)

tgφ1,HOB = tgφ1, lim(0, 35; 0, 4). (9)

ΔP1, ΔP2, ΔP3 in (7) are losses in the branches of the equivalent circuit before
RPC; P1

* is a relative value (in the form a fraction) of consumer power in the first
branch P∗

1 = P1
P1+P2

.
The variable tgφ1, new = tgφ1, lim, the value of which is taken as a constant, is the

value of the power factor that the consumer aims at when installing a CD. If the consumer
receives power at a voltage below 1 kV, its value should be taken as a constant equal to
0.35. At a voltage of 1–35 kV this value becomes equal to 0.4 [14].

In expression (7) tgφ1,NAT is the natural power factor of the first consumer.
As a result of the analysis of the domain of the factors, we obtain a complete set of

variables with ranges of change for which cases of using incorrect parameter values that
go beyond the limits of real values will be excluded in the polynomial model. The set of
variables with their ranges of change will be as follows:

0.05 ≤ P∗
1 ≤ 1; 0.01 ≤ ΔP1

P1
≤ 0.05; 0.01 ≤ ΔP2

P2
≤ 0.05 ;

0.01 ≤ ΔP3
P1+P2

≤ 0.05; 0.6 ≤ tgϕ1,NAT ≤ 1.
(10)

The algorithm of the programme model (7) is presented in Fig. 1.
According to the mathematical model algorithm, a series of computational experi-

ments were carried out. The values of each of the factors in the experiment were set in
accordance with the planning matrix of a full-factor experiment for five factors.

A full-factor computational experiment was conducted for each constant value
tgφ1, new = tgφ1, lim, and a regression equation was compiled. Based on the results
of a computational experiment using a programme model, two polynomial regression
equations are obtained with constant values tgφ1, new = tgφ1, lim = 0.35; 0.4.

The form of each of the equations is presented as follows:

δΔP∗
CD = a0 +

n∑
i=1

ai · xi +
n∑

i=1

n∑
j=i+1

aij · xi · xj (11)

In these equations: a0, ai are the free term and the coefficients of the regression
equation in named units a0, a1, a2, a3, a4, a5; aij is the coefficient of the pair inter-
action a12, a13, a14, a15, a23, a24, a25, a34, a35, a45; n is the number of coefficients
in the regression equation, where n = 5; xi, xj, xl are values of the factors in coded
units i = 1, 2, 3, 4, 5, i + 1 ≤ j ≤ 5, j + 1 ≤ l ≤ 5.
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Fig. 1. Block diagram of the calculation algorithm δΔP∗
KY with a reduced number of variables.

Equations in the form (9) can be used for the calculation of δΔP∗
CD with the value

of the constant tgφ2, = tgφ2, lim = 0, 4. The coefficients of the regression equations
obtained by the computational experiments are presented in Table 1.

For the final statement about the adequacy of these equations, it is necessary to assess
the statistical significance of the coefficients according to the Student’s test and to check
for adequacy according to the Fisher test [15]. Suppose that the variance is determined
by the spread of the parameters of the object in a given tolerance field. To determine the
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variance of the experiment, the so-called parallel experiments were carried out for an
arbitrarily chosen first row of the design matrix. In such cases, the main level of factor
values is the level specified for each factor in the first row of the design matri. The lower
and upper levels are determined taking into account the possible variation in the values
of each parameter. In each parallel experiment, the factors were assigned a value taking
into account the positive and negative deviations. The spread was set taking into account
the possible field of tolerances and deviations of all independent factors. For all factors,
the possible deviation was taken equal to 3%.

In each parallel experiment, the factors were assigned a value at a given level, tak-
ing into account positive and negative deviations. Based on the results of the parallel
experiments, the variance in the first row of the planning matrix and the variance of the
experiment were calculated, and also the Student criterion, the variance of adequacy,
and the Fisher criterion were determined.

As a result, all the coefficients of the regression equations appear to be significant.
Another conclusion is that the regression equations are adequate to the mathematical
model.

Table 1. The values of the coefficients of the model.

The coefficients of the model The values of the coefficients of the model

δΔP∗
CD = a0 +

n∑
i=1

ai · xi +
n∑

i=1

n∑
j=i+1

aij · xi · xj

tgφ1, new = 0, 35 tgφ1, new = 0, 4

a0 16,234 14,995

a1 14,435 13,358

a2 0,324 0,300

a3 −0,327 −0,298

a4 −0,078 −0,077

a5 6,997 7,225

a12 −0,324 −0,300

a13 0,327 0,298

a14 0,078 0,077

a15 6,209 6,422

a23 −0,124 −0,115

a24 −0,132 −0,122

a25 0,139 0,144

a34 0,132 0,122

a35 −0,143 −0,146

a45 −0,031 −0,034
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4 Conclusion

Any of the models reviewed can be used as the basis for developing an accurate, simple
and affordable tool for the consumer to determine the cost of services for the reduction of
power losses in a network organization. The models of an adjacent network organization
are convenient because they deal with a limited amount of information. For a long
time, such models did not exist. Currently, in order to carry out a feasibility study for
the installation of a CD of a certain capacity, the consumer can use, depending on the
capabilities, a mathematical or a programme model, or a polynomial model [16].

The creation of a mathematical model and its improvement make it possible to
increase the quality of the government management and avoid legal issues associated
with the implementation of the mechanism of compensating consumers for the cost of
installing and operating a CD; to increase the accuracy of determining the annual savings
of the investment project regarding the installation of a CD, and provide the investor
with confidence in the return of the funds spent on the project.
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Abstract. Reliability of electricity supply is the main and most important task
of the energy industry in Russia. With the introduction of new equipment, such
as gas turbine and combined cycle plants, the problem of effective energy saving
becomes an important component. At the moment, it can be solved by increasing
the efficiency of generating equipment. This article discusses the possibility of
using a vapor compression unit, an absorption refrigeration machine in the cycle
of a thermal power plant. Themain energy characteristics of the equipment, advan-
tages and disadvantages are considered. A comparison of absorption chiller and
vapor compression unit is considered.

Keywords: Absorption chiller · Energy saving · Energy efficiency · Power
increase · Refrigeration units

1 Introduction

Replacement of morally and physically obsolete steam power equipment is carried out
under the DPM and DPM-stroke programs [1–36]. According to these programs, gas
turbine and combined cycle power plants with a capacity of 16 to 350 MW are installed
at thermal power plants. Currently, more than 60% of electricity is generated at thermal
power plants Fig. 1. Changes in electricity and capacity consumption by UPS of Russia
from 2010 to 2020 are shown in Fig. 2.

The positive aspects of installing gas turbine units include high maneuverability,
low unit costs, quick start-up. But when operating gas turbines, there is one significant
drawback - it is a decrease in power when the ambient temperature rises [6–9]. This is
due to an increase in the cost of compressing air in the compressor of a gas turbine (GTU)
plant. Figure 3 shows the dependence of the generated power generated by the GTE-160
gas turbine at different ambient temperatures. When the air temperature reaches 30 °C,
the power generated by the gas turbine plant decreases by 31 MW.

Figure 4 shows the monthly temperature change in Kazan in 2020.
Figure 4, it can be concluded that a decrease in power will be observed in the summer

months.
Practice shows that the efficiency of investment in efficiency and energy saving

is much higher than the construction of new generating facilities. A generally accepted
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Fig. 1. The structure of the installed capacity of power plants in Russia. 1 - thermal power plants;
2 - hydroelectric power plants; 3 - nuclear power plants; 4 - solar power plants; 5 - wind farms.

Fig. 2. Changes in electricity and capacity consumption by UPS of Russia from 2010 to 2020.

Fig. 3. Dependence of the generated power generated by the GTE-160 gas turbine at different
ambient temperatures.
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Fig. 4. Monthly change in temperature in Kazan in 2020.

approach to increasing the efficiency of electricity production is the method of combined
production of thermal, eclectic energy, as well as industrial cold [10–17].

At the moment, two technologies can be distinguished for generating cold: 1.
Absorption refrigeration machines; 2. Vapor compression refrigeration units.

To determine the most efficient and less costly technology for operation as part of
a gas turbine cycle, a comparison of the Absorption chiller and a vapor compression
refrigeration machine is presented below. Chillers with screw compressors are the most
advanced and have reached a unit capacity comparable to the Absorption chiller, there-
fore, the expediency of the Absorption chiller is best compared with these machines.
This paper considers a water-cooled chiller. We are considering a cooling tower for
water cooling [10, 18–22]. With such a scheme, the heat received from the refrigerant
is transferred to the water circulating in the cooling circuit. The water and refrigerant
circuits are closed, with the possibility of make-up. The main elements of the chiller
are the compressor, condenser and evaporator. The applied refrigerant in the gaseous
state is compressed by the compressor to the pressure required for the operating mode,
while the temperature of the refrigerant rises. Next, it is necessary to cool the refrig-
erant, while condensation occurs. Then the refrigerant enters the evaporator and, when
sufficient for condensation, the phase state changes, that is, the refrigerant boils, while
boiling, it cools with water. Reducing the consumption of electrical energy is the main
advantage of using an Absorption chiller. In this heat engine, cooling is achieved at the
expense of not electrical (as in a chiller), but thermal energy. Thermal energy can be
obtained from the extraction of steam turbines, extraction of steam boilers, utilization
of auxiliary steam at a thermal power plant. Absorption chiller can be used both as part
of a refrigeration system and in heat supply systems [1, 2, 23–27].

2 Absorption Chiller Classification

The absorption machine works on the principle of a steam condensing refrigeration unit.
In this installation, the refrigerant is evaporated by absorption (absorption effect) by the
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absorbent. The evaporation process takes place with the absorption of a large amount
of heat. Then the refrigerant vapor due to heating (heating is carried out by an external
source of thermal energy) is released from the absorbent and enters the condenser, where
it subsequently condenses.

At the moment, the absorption chiller is distinguished between direct and indirect
heating. Direct heating absorption chiller uses natural gas and diesel fuel as heat. Such a
fuel supply scheme can be used in isolated and hard-to-reach areas for container-type gas
turbines. Indirect heating machines use hot water, steam. If there is a surplus of steam
at the power plant, it can be sent for disposal to the absorption chiller. Also absorption
chiller is distinguished: 1. Ammonia; 2. Bromistolithium [29, 36–39].

In the lithium bromide absorption chiller, water is used as a refrigerant, and lithium
bromide LiBr is used as an absorbent. In an ammonia absorption chiller, ammonia NH3
is used as a refrigerant, and water is used as an absorbent. The most widespread at the
moment are the lithium bromide absorption chiller.

If we consider the number of absorption chiller stages, then one-, two-, three-stage
absorption chiller are distinguished. The difference lies in the efficiency of work, the
more stages the absorption chiller has, the more efficient its work, but the cost of the
installation increases with the increase in stages.

In a single-stage absorption chiller (“single effect”, in the literature sometimes the
term “single-circuit” is used), the refrigerant moves sequentially through the four main
components of the machine - the evaporator, absorber, desorber and condenser. The
refrigeration cycle of a single-stage absorption chiller is shown in Fig. 5. It is very similar
to the refrigeration cycle of a vapor compression refrigeration machine. The diagram of
a single-stage absorption chiller is shown in Fig. 6. The refrigerant evaporates when the
pressure in the evaporator drops. 1. This process involves the absorption of heat. Unlike
a vapor compression refrigeration machine, the process of lowering the pressure in the
evaporator occurs not due to the operation of the compressor, but due to the volumetric
absorption (absorption) of the refrigerant by the liquid absorbent in absorber 2. Then the
absorbent with the absorbed refrigerant (binary solution) enters the desorber 3. In the
stripper, the binary solution is heated by combustion of gas, steam, etc., as a result of
which the refrigerant is released from the absorbent. The lean absorbent from the stripper
is returned to the absorber. The refrigerant enters condenser 4 under high pressure, where
it passes into the liquid phase with the release of heat, and then through the expansion
valve 5 enters the evaporator, after which a new cycle begins.

A change in the concentration of the refrigerant in the absorber and stripper is
accompanied by a change in the saturation temperature. To reduce energy losses during
the circulation of the absorbent, a recuperative heat exchanger is installed between the
absorber and the stripper [28, 30–35].

An ideal single-stage absorption chiller could provide a cooling effect equal to the
amount of thermal energy supplied to the generator, however, due to thermodynamic
losses in real installations, the cooling effect will always be lower than the consumption
of thermal energy.

If we consider the number of absorption chiller stages, then one-, two-, three-stage
absorption chiller are distinguished. The difference lies in the efficiency of work, the
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Fig. 5. Refrigeration cycle of a single stage absorption chiller.

more stages the absorption chiller has, the more efficient its work, but the cost of the
installation increases with the increase in stages.

The two-stage steam-powered absorption chiller is the most widespread, due to
its efficiency and quick payback period. The operation of a single-stage absorption
chiller is characterized by a high rate of corrosion destruction. In a two-stage scheme,
this is excluded due to the technology of distribution and separation of streams. This
avoids dangerous boundary conditions in which the lithium bromide solution reaches its
maximum concentration and maximum temperature simultaneously.

3 The Principle of Operation of a Two-Stage Absorption Chiller

In the generator of the first stage (the high-temperature generator 0 evaporates from
the lithium bromide solution, then the steam is directed to the second-stage generator
(low-temperature generator). couple.

A diagram of the Absorption chiller connection with the GTU cycle is shown in
Fig. 6. This paper does not consider a specific gas turbine, the connection principle is
the same for all turbines, for stationary and conversion gas turbines.

Designations in the diagram, Fig. 6: CGT-compressor of a gas turbine unit; CC -
combustion chamber; GT gas turbine; WHB - waste heat boiler; EG - exhaust gases.

In this paper, a diagram of the absorption chiller connection (Fig. 6) is considered,
with the outlet of cold air to the gas turbine compressor. Cold air mixes with hot air,
thereby increasing the power of the gas turbine.

A two-stage absorption chiller with a steam flow rate of 1200 kg/h, a steam pressure
of 3 kgf/cm2 from the station auxiliaries collector is considered.

For comparison, a Thermax absorption chiller and a J&E Hall chiller were selected.
The main characteristics are presented in Table 1.

To compare the absorption chiller and the chiller, it is necessary to compare the
operating and capital costs, Table 2.
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Fig. 6. Wiring diagram of absorption chiller with GTU cycle.

Table 1. Main characteristics of Thermax absorption chiller and J&E Hall chiller.

Item name Absorption chiller Chiller

Cooling capacity, kW 1044 1012,6

Chilled water consumption, m3/h 180 175

Cooling water consumption, m3/h 300 -

Steam consumption, kg/h 1200 -

Total consumption Ne, kW - 221

Specific refrigerating capacity, kW/kg/h 0,87 0,88

To estimate operating costs, it is necessary to determine the cost of electricity during
the year, the cost of steam production is not taken into account (waste steam). Cooling
costs in the condenser are assumed to be 40 kW.

Ez = Ndv · t · k, (1)

where: Ez - operating costs, rubles; Ndv - electric motor power, kW; t - unit operation
time, h; k - the cost of 1 kW of consumed electricity, rubles.

Ezabsorption chiller = 1.2563 million rubles (2)

Ezchiller = 7.120 million rubles (3)

Obviously, the cost of electricity consumed by absorption chiller is much lower than
that of a chiller. Given this, we can conclude. that the installation of absorption chiller
is economically more profitable. However, the use of a chiller is also effective when
it is installed in a single gas turbine system, purely for generating electricity. Another
advantage of the chiller operation is fast regulation, since during absorption chiller
operation it is necessary to select the steam temperature for operation, the steam supply
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Table 2. Operating and capital costs of the ABCM and chiller.

Item name Absorption chiller Chiller

Installation cost, commissioning, million rubles 1,6 1,1

Transportation costs, mln rubles 0,8 0,8

Installation cost, million rubles 17,4 11,3

Total costs, million rubles 19,8 13,2

control range is very small. It is necessary to monitor the temperature and pressure of
steam in order to exclude condensation of steam in the steam supply pipelines to the
absorption chiller.

4 Conclusion

In conclusion, I would like to note the following:

1. With the joint work of absorption chiller and GTU, the energy characteristics of the
energy-saving system are improved.

2. The use of absorption chiller in comparison with the chiller is more efficient, since
the waste steam is utilized, the cost of operating the electric motors is minimal.

3. For absorption chiller, low operating costs are typical
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Abstract. The article is devoted to the numerical simulation of a perovskite solar
cell with the FTO/TiO2/CH3NH3PbI3-xClx/Cu2O/Me structure in the SCAPS-1D
program. The effect of the thickness and defect concentration in the perovskite
layer CH3NH3PbI3-xClx, as well as the work function of the back contact material
(Me), on the photoelectric characteristics of a solar cell has been studied. It was
found that the optimal thickness of the CH3NH3PbI3-xCIx layer is 600–700 nm,
and the defect concentration should be less than 1014 cm−3. It is shown that the
work function of the back contact material must be greater than or equal to 5 eV
to create solar cells with high efficiency. A maximum efficiency of 21.55% was
obtained (short circuit current 24.87mA/cm2, open circuit voltage 1.1 V, fill factor
78.82%) for the structure of a perovskite solar cell with a carbon (C) back contact.
The results can be used in the design and manufacture of efficient and inexpensive
perovskite solar cells.

Keywords: Solar cell · Numerical simulation · Perovskite · Defect
concentration · Layer thickness · Back contact ·Work function · Efficiency

1 Introduction

Thin film solar cells containing organometallic compounds with a perovskite structure
(CH3NH3PbI3-xClx) as a photoactive material show an energy conversion efficiency
of more than 20%. The high efficiency of these solar cells is a consequence of such
properties of perovskites as high absorption coefficient, high mobility and long diffusion
length of charge carriers. The technology ofmanufacturing perovskite solar cells does not
require energy-intensive and complex technological processes, which makes it possible
to create light, inexpensive and flexible film devices [1–3]. Despite the high efficiency
of perovskite solar cells, it is still far from the theoretical maximum (31%). One of the
reasons is the recombination of charge carriers, which reduces the fill factor and the open
circuit voltage in the solar cell. Another reason is optical losses, imperfect conducting
layers of the n- and p-type, as well as ineffective collection of charge carriers by contacts
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[4–10]. Nonradiative recombination is the main recombination mechanism in perovskite
solar cells, which limits their energy conversion efficiency. Nonradiative recombination
occurs when an electron (or hole) captured by a defect (energy level in the band gap of
a perovskite) recombines with a hole (or electron) in the valence (or conduction band)
of the perovskite. In thin films of polycrystalline perovskite, defects are located mainly
at grain boundaries and on the film surface [4].

The investigated planar n-i-p structure of a perovskite solar cell on a glass substrate
includes an electron conducting layer (TiO2), a photoactive layer (CH3NH3PbI3-xClx),
and a conductive hole layer (Cu2O). The p-type semiconductor Cu2O is a promising
alternative for replacing the expensive organic compound Spiro-OMeTAD, since it has
a suitable arrangement of energy bands (band gap 2.17 eV), high mobility of charge
carriers (up to 110 cm2/V•s), as well as non-toxicity and low cost [8]. FTO (SnO2:F)
and gold (Au) are widely used as front and rear contacts in the structure of a solar cell.
Replacing the expensive Au back contact (work function 5.1 eV) is an important task.
Among the materials of the back contact, nickel (Ni), carbon (C), and copper (Cu) are
promising with the work function of 5.15 eV, 5 eV, and 4.65 eV, respectively [6, 11, 12].

In this work a model of a perovskite solar cell with the
FTO/TiO2/CH3NH3PbI3-xClx/Cu2O/Me structurewas created in the SCAPS-1Dnumer-
ical simulation program. The effect of the thickness and concentration of defects in the
CH3NH3PbI3-xClx perovskite layer and the work function of the rear contact material on
the photoelectric characteristics of solar cells has been studied.

2 Numerical Model

Numerical simulation is a necessary stage in the development of semiconductor devices,
including solar cells, which can reduce the cost of experimental research and optimize the
characteristics of devices. There are several programs for the development and researchof
solar cells, including AMPS-1D, SCAPS-1D, PC1D, AFORS-HET and others [13–15].

SCAPS-1D is a one-dimensional numerical simulation of solar cells. SCAPS-1D is
based on an unsteady diffusion-drift system of semiconductor equations, which includes
the continuity equations and the Poisson equation [14–18]:
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where n, p is electrons and holes concentration; μn, μp is electrons and holes mobility;
ϕ is electric potential; ϕt is temperature potential; q is elementary charge; ε is relative
dielectric constant; ε0 is dielectric constant; G is optical generation rate of electron-hole
pairs; R is recombination rate of electron-hole pairs; ND, NA is donor and acceptor
dopant concentration; nt, pt is the density traps for electrons and holes.
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In the simulation, a perovskite solar cell with a nip structure (Fig. 1) was considered,
consisting of three layers and two contacts: front contact (FTO), electron conducting
layer (TiO2), photoactive layer (CH3NH3PbI3-xClx), hole conducting layer (Cu2O) and
back contact (Au). The main physical parameters of materials used in modeling a solar
cell are given in Table 1 and Table 2 [17–22]. For all layers, the effective cross section
for the capture of electrons and holes by a defect was taken to be 2·10–14 cm2, and the
thermal velocity of charge carriers was 107 cm/s. The absorption coefficient for each
layer was 105 cm−1 with the standard spectrum of the AM1.5G photon flux density. The
type of crystal lattice defects (recombination centers) was set to be neutral, and their
local energy level was set in the center of the band gap; therefore, the recombination
mechanism was described according to the Shockley-Reed-Hall theory [20]. The value
of the series resistance was 1 �·cm, and the shunting resistance was 106 �·cm. Contact
voltage ranged from 0 V to 1.2 V.

Fig. 1. Schematic representation of the simulated structure of a perovskite solar cell.

Table 1. Physical parameters of TiO2 and CH3CN3PbI3-xClx layers.

Parameters TiO2 CH3CN3PbI3-xClx

Thickness (nm) 50 400

NA (cm−3) – –

ND (cm−3) 1017 –

Eg (eV) 3,2 1,55

χ (eV) 4,0 3,9

ε 9 6,5

NC/NV (cm−3) 2,2·1018/1,8·1019 2,2·1018/1,8·1019

μn/μp (cm2/V·s) 20/10 2/2

σn/σp 2·10–14/2·10–14 2·10–14/2·10–14

Nt (cm−3) 1015 2,5·1013
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Table 2. Physical parameters of the Spiro-OMeTAD and Cu2O layers.

Parameters Spiro-OMeTAD Cu2O

Thickness (nm) 250 250

NA (cm−3) 1019 1018

ND (cm−3) – –

Eg (eV) 2,9 2,17

χ (eV) 2,2 3,2

ε 3 7,11

NC/NV (cm−3) 2,2·1018/1,8·1019 2,2·1018/1,8·1019

μn/μp (cm2/V·s) 10–4/10–4 80/80

σn/σp 2·10–14/2·10–14 2·10–14/2·10–14

Nt (cm−3) 1015 1015

3 Simulation Results

To confirm the adequacy and accuracy of the simulation results, a solar cell model
was created in the SCAPS-1D program with the FTO/TiO2 (50 nm)/CH3NH3PbI3-xClx
(400 nm)/Spiro-OMeTAD (250 nm)/Au structure and the simulation results were com-
pared characteristics with the experimental data presented in [23, 24]. The simulation
results show close agreement with the experimental data (Table 3).

Table 3. Theoretical and experimental parameters of solar cells.

Jsc, mA/cm3 Voc, V FF, % η, %

FTO/TiO2/
CH3NH3PbI3-xClx/
Spiro-OMeTAD/Au [24]

22,75 1,13 75,01 19,30

FTO/TiO2/
CH3NH3PbI3-xClx/
Spiro-OMeTAD/Au

22,39 1,12 76,21 19,19

FTO/TiO2/
CH3NH3PbI3-xClx/
Cu2O/Au

22,53 1,12 80,79 20,47

In Fig. 2 shows the current-voltage characteristics obtained as a result of modeling
the structures of solar cells with a conductive hole layer Spiro-OMeTAD and Cu2O.
It is shown that a solar cell with a hole conducting Cu2O layer has better parameters
compared to the Spiro-OMeTAD layer and has an efficiency (η) equal to 20.47%.

The main factor affecting the characteristics of perovskite solar cells is the thickness
of the perovskite layer (CH3NH3PbI3-xClx), since it absorbs solar radiation and generates
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Fig. 2. Current-voltage characteristics of solar cells with hole conducting layers Spiro-OMeTAD
and Cu2O

electron-hole pairs. To study the effect of the thickness of the perovskite layer on the
characteristics of a solar cell, modeling was carried out with a change in thickness in the
range from 100 nm to 1000 nm and other parameters given in Table 1.

Figure 3 it can be seen that the efficiency of the solar cell increases sharply (from
12.94% to 21.5%)with an increase in the thickness of the perovskite layer to 600 nm, then
slightly increases to 700 nm and decreases after 700 nm.With an increase in the thickness
of the perovskite layer, a greater number of photons are absorbed, which leads to the
generation of a larger number of excess charge carriers and, accordingly, an increase
in the short-circuit current density from 12.92 mA/cm2 to 25.61 mA/cm2 (Fig. 3). An
increase in the thickness of the perovskite layer also leads to a slight decrease in the open
circuit voltage by 0.1 V (from 1.18 V to 1.08 V), which is associated with an increase
in the density of the dark saturation current (J0) due to an increase in the probability
of carrier recombination. This can be explained by the dependence of the open circuit
voltage (VOC) on the saturation dark current density and photogenerated short circuit
current density (JSC) [20–22]:

VOC = AkT

q
ln

(
JSC
J0

+ 1

)
, (4)

where A is the diode ideality coefficient, kT/q is the temperature potential. The open
circuit voltage is limited by the value of the saturation dark current density, which
increases with increasing thickness of the perovskite layer. Thus, the thickness of the
perovskite layer (CH3NH3PbI3-xClx) equal to 600–700 nm is optimal for obtaining
highly efficient solar cells.

In addition to the thickness of the perovskite layer, the characteristics of solar cells are
also significantly affected by the concentration of defects in the perovskite crystal lattice,
since a high concentration of defects leads to a higher recombination rate due to the
formation of point vacancies, rapid degradation of the perovskite layer, and deterioration
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Fig. 3. Dependences of efficiency, short circuit current density and open circuit voltage of solar
cell on the perovskite layer thickness.

of the characteristics of a solar cell [4]. Shockley-Reed-Hall recombination through local
levels created by lattice defects is the main mechanism in perovskite solar cells, since
the perovskite layer usually has a high concentration of defects. The recombination rate
(R) of Shockley-Reed-Hall is determined by the formulas [17–20]:

R = n · p− n2i

τn ·
(
n+ Nce

−Ec+Et
kT

)
+ τp ·

(
p+ Nve

−Et+Ev
kT

) (5)

τn,p = 1

σn,p · υn,p · Nt
, (6)

where τn, τp is electrons and holes lifetime; σn,p is the effective cross section for the
capture of electrons and holes by a defect; Ec, Ev is energy levels of the bottom of the
conduction band and the top of the valence band; Et is the local energy level created by
defects; υn,p is the thermal velocity of electrons and holes; Nt is the concentration of
defects.

The diffusion length (Ln,p) of electrons and holes in a perovskite is determined using
the equation [19–25]:

Ln,p =
√
Dn,p · τn,p, (7)

Dn,p = kT

q
μn,p, (8)

where Dn,p is diffusion coefficient of electrons and holes.
To study the effect of the defect concentration in perovskite on the characteristics of

a solar cell, modeling was carried out with a change in the concentration of defects in
the range fromot 1013 cm−3 to 1017 cm−3, a thickness of 700 nm, and other parameters
given in Table 1.
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In Table 4 shows the values of the diffusion length and lifetime of electrons and holes
obtained by formulas (7) and (8) from the defect concentration in perovskite and used
in modeling.

Table 4. Values of the diffusion length and lifetime of charge carriers on the defect concentration
in the perovskite.

Nt, cm−3 1013 1014 1015 1016 1017

Ln,p, nm 1600 510 160 51 16

τn,p, ns 500 50 5 0,5 0,05

Figure 4 thatwhen the defect concentration in the perovskite changes from1013 cm−3

to 1017 cm−3 open circuit voltage decreases from 1.14 V to 0.68 V, short circuit current
density with 24.89 mA/cm2 to 3.67 mA/cm2, and efficiency from 22.66% to 0.66%.
Thus, the characteristics of the solar cell are significantly reduced with an increase in the
concentration of defects in the perovskite. To obtain high efficiency, the defect concen-
tration should be less 1014 cm−3 by improving the crystal structure, i.e. optimization of
the perovskite layer formation technology. The simulation obtained the best efficiency
of the order of 21.5% at a practically attainable defect concentration in perovskite 2,
5·1013 cm−3.

Fig. 4. Current-voltage characteristics of solar cells at different defect concentration in the
perovskite layer.

Replacing the expensive Au back contact (5.1 eV) in a solar cell is also an important
task. As this contact, it is necessary to use a material with a certain work function to
obtain an ohmic contact with the Cu2O layer. In Fig. 5 shows the dependence of the solar
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cell efficiency on the work function of the back contact material and their current-voltage
characteristics. As a back contact material (Me) when simulating a solar cell with the
structure FTO/TiO2/CH3NH3PbI3-xClx (700 nm)/Cu2O (200 nm)/MeusedNi (5,15 eV),
Au (5,1 eV), C (5 eV), Ag (4,74 eV), Cu (4,65 eV) and Al (4,3 eV). It was found that an
increase in the work function leads to a significant increase in the open circuit voltage
from 0.76 V to 1.1 V (Fig. 5, b). The short circuit current remains practically unchanged.
(24.87 mA/cm2). The efficiency of a solar cell increases approximately up to the work
function of 5 eV (Fig. 5, a) due to a decrease in the potential Schottky barrier at the
interface Cu2O/Me, which contributes to a more efficient transfer of holes in Cu2O to
the back contact.

Thus, the work function of the back contact must be greater than or equal to 5 eV,
which is necessary to obtain high characteristics of the solar cell (efficiency 21.55%).
Most suitable as back contact for structureFTO/TiO2/CH3NH3PbI3-xClx (700nm)/Cu2O
(200 nm)/Me is carbon (C) with a work function of 5 eV.

Fig. 5. Dependence of solar cell efficiency on the work function of the back contact material (a)
and their current-voltage characteristics (b).

4 Conclusion

The work created a model of a perovskite solar cell with the structure
FTO/TiO2/CH3NH3PbI3-xClx/Cu2O/Me in a SCAPS-1D program. A study of the effect
of the thickness and defect concentration in the perovskite layer has been carried out
CH3NH3PbI3-xClx, and also the work function of the back contact material (Me) on the
photovoltaic characteristics of the solar cell. It was found that the optimal layer thick-
ness CH3NH3PbI3-xClx is 600–700 nm, and the concentration of defects should be less
1014 cm−3.

It is shown that the work function of the rear contact material must be greater than
or equal to 5 eV to create solar cells with high efficiency. Maximum efficiency obtained
is 21.55% (short circuit current 24.87 mA/cm2, open circuit voltage 1.1 V, fill factor
78.82%) for the structure of a perovskite solar cell with a carbon (C) back contact. The
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results can be used in the design and manufacture of efficient and inexpensive perovskite
solar cells.

Acknowledgment. The reported study was funded by RFBR according to the research project
№ 19-29-03041_mk.
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Abstract. The article considers a new approach to combinatorial and logic graph
problems, which belong to the class of NP-complex optimization problems. To
address them effectively, the authors have suggested a new strategy based on the
integrated approach. A distinctive feature of this approach is a division of search
process in several levels. At the first level, areas with a high value of the objec-
tive function are allocated by an artificial bee colony optimization method. At
the second level, the obtained results are improved by evolutionary and genetic
algorithms. To implement this approach, it is developed an integrated search archi-
tecture, which can obtain sets of quasi-optimal solutions in polynomial time. As an
example of the combinatorial and logic graph problem, a partitioning of elements
can be given. The authors have suggested an evaluation function as a ratio of the
total number of internal edges to the total number of connecting edges. A software
application has been developed on the C#. A computational experiment has been
carried out on the basis of IBM benchmarks. Conducted experimental investiga-
tion have shown that the quality of solutions obtained by the integrated approach
on average exceeds the quality of solutions obtained by hMetis and PGAComplex
by 5–7%. The time complexity of the developed integrated approach is O(n2) in
the best case and O(n3) in the worst case.

Keywords: Combinatorial and logic problems · Graph · Bee colony
optimization · Evolutionary algorithm · Genetic algorithm · Graph partitioning

1 Introduction

The present day, meeting the information needs of the users is one of the key problems
in terms of solving the intelligent assistant systems that provide safety and effectiveness
of search and cognitive activity in the Internet space [1–3]. The problem of discover-
ing direct knowledge in the distributed educational Internet resources when modeling
the scenarios of user interaction is very important. This problem can be considered as
semantical and knowledge-based as it is related to the recognition of information objects
(queries based on the information needs), connected with the task the user needs to solve
[4–7]. In terms of obtaining the direct knowledge in the semantic search task, challenges
can occur due to the dynamic character of the users’ information needs and uncertainty
of the level of their information awareness while forming the search queries.
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The paper proposes a method for building the semantic net based on the ontological
description of the structure of knowledge in the information space, where we try to carry
out the search procedures. The ontological approach allows us to provide an integrated
representation of the models of information needs, search queries domain, informa-
tion models of the search images of Internet resources for their future comparison and
intelligent processing [4, 8–10]. To increase the accuracy and reduce the structural and
semantic conflicts in the process of information search, we propose a method for clus-
ter analysis of the structure of high-dynamical Internet objects. Clustering can provide
the division of the vector space of Internet objects features into semantic clusters with
constraints on the feature of selecting the hidden patterns in the user queries, which
indicates the possibility of content risks [11–13]. The suggested approach can improve
the effectiveness of the contextual access to the resources in the open information and
education environment and provide more accurate user preferences.

2 Problem Description

A graphs combinatorial and logical problem means a problem in which it is necessary
to find the optimal solution. This decision is made optimal on the basis of a criterion
(measure of evaluation of the investigated phenomenon) or an objective function (OF).
Currently, there are a large number of graphs combinatorial and logical problems, and
they have a different nature. However, their setting is similar. First, the initial set of
alternative options or solutions M is specified. In this solution space M , constraints D
are set, which must be satisfied by optimal solutions. Finally, the optimality criterion F
is specified. The optimality criterion is a function defined on the set of feasible decisions
and taking real non-negative numbers. In the general case, the statement of the graph
combinatorial and logic problem can be represented as a tuple of length three:M ,D,F .
Consequently, the mathematical model of the problem consists of three components: the
objective function, constraints and boundary conditions.

3 The Integrated Approach for Combinatorial and Logical
Problems

All graph combinatorial and logic problems are NP-complete and NP-hard, i.e. there are
no methods for their optimal solution in polynomial time. In this regard, the problem of
the practical solvability of these problems arises, that is, it becomes necessary to find
practical and effective methods for their solution. Currently, there are two approaches
to solve these problems. The first approach is to simplify the algorithms, i.e. to reduce
their computational complexity. The second approach is to simplify the problems by
reducing the dimension or their decomposition [11].

Using the ideas of these two approaches, we propose the following strategy to find
effective solutions based on multilevel optimization. The strategy is shown on Fig. 1
[12, 13]. Multilevel approaches are easily adaptable to the external environment, since
they can embed various heuristics to improve the results.
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The advantages of such approaches are quite obvious and this kind of research is
being carried out by G. Karypis [14], V. Kumar [15], B. Hendricson [16], R. Leland [17],
S. Barnard [18] etc. In this regard, the author proposes an integrated architecture based
on methods of evolutionary modeling and bioinspired search for the effective solution
of graph combinatorial and logic problems.

This strategy can implement different methods at different search levels. This allows
the developers to reduce the dimension of the problem at the first level, and to perform
effective optimization procedure based on a fast evolutionary or genetic algorithm at the
second level.

Fig. 1. The “bioinspired search-evolution-genetic search” strategy.

To implement this strategy, the authors propose the integrated search architecture
based on the methods of evolutionary modelling and bioinspired search which is shown
in Fig. 2 [7, 8, 19].

Let us describe each block of the architecture in more detail. The input data are the
initial data of the combinatorial and logical problem. At the first stage, a modified bees
optimization algorithm is applied.

This method consists of four key procedures which is shown in Fig. 3 [20, 21].
There are generation of the initial population on the basis of well-known principles

[22], getting sites with a high objective function value, screening elite sites and its
neighborhoods to increase search efficiency, and random search of new sites to avoid
pre-convergence of the algorithm.

Let us describe the modified bees algorithm in detail. It is shown in Fig. 4.
Initially, initial information about the problem and main parameters are input in the

algorithm. Each alternative solution is represented as a bee which save coordinates of
the site. Next, the initial population of bees is generated. Bees are distributed among
the sites depending on the objective function value. Scout bees starts search to find
new sites in the neighborhood of the elite ones. After that researcher bees go there, and
bees with the high objective function are selected. To avoid getting the algorithm into
local optima, foragers are dispatched to perform a random search. Then their objective
function values are assessed, and a new population of bees is formed. Finding the site
with the highest amount of nectar corresponds to finding the global optimum. Note
that the bee optimization method is not prone to looping in local optima, since it has a
random search block in its structure. Moreover, obtaining effective results is based on
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Fig. 2. Integrated search architecture.

Fig. 3. Key procedures of the modified bee algorithm.

the decisions of all agents of the bee colony. Note that the proposed method and the
developed algorithm for bee optimization allows you to dynamically divide the search
space into subdomains with a high CF value, which significantly reduces the time of its
operation.
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Fig. 4. Modified bees algorithm.

Next, it is checked whether an improvement is necessary. if not, then the output,
if yes, then the results are transferred to the scale block, where the decision maker
chooses which algorithm will be applied for further search [4, 23]. Note that, based on
this architecture, two types of search can be implemented: combined and integrated.
For the combined search, after the bee optimization algorithm, only an evolutionary
algorithm is performed. This algorithm is based on only one operator - mutation and its
various modifications. This method can quickly obtain sets of quasi-optimal solutions
in reasonable time. In case that unsatisfactory results are obtained, the genetic algorithm
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is connected through the evolutionary adaptation block. On the basis of the presented
search architecture, it is developed the integrated algorithm that can implement two
types of search: combined and integrated search. For the combined search, firstly the
bee optimization algorithm is performed to obtain subdomains with a high OF value,
and then the improvement is performed by an evolutionary algorithm. For the integrated
search, after the beeoptimization algorithmandevolutionary algorithm, the improvement
is made by the genetic algorithm.

The developed architecture can be modified to any number of levels, depending on
the computer technology used and the time constraints for obtaining the result.

4 The Objective Function

The quality of the developed algorithm is assessed in accordance with the objective
function, which is formulated taking into account a specific combinatorial-logical opti-
mization problem. To confirm the effectiveness of the suggested approach, let us consider
a specific optimization problem of partitioning graphs into parts.

Partitioning a graph into parts is a discrete conditional optimization problem due
to the discontinuity of its objective function and the presence of many constraints on
variables. Therefore, this problem belongs to the class of combinatorial problems. In
partitioning problems, the total number of solutions is equal to the number of permu-
tations of n vertices of the graphs, i.e. C_n = n!. Taking into account the restrictions
on the formation of subsets, the total number of solutions is equal to the number of
combinations of n vertices in m, i.e.

Cm
n = n!

m!(n − m)! (1)

m is a number of subgraphs [1].
Let us present the formulation of a combinatorial-logical problem. Partitioning of

the graph G = (X ,U ) in parts Gi = (Xi,Ui),Xi ⊆ X ,Ui ⊆ U , i ∈ I = {1, 2, . . . , l}
(l is a number of parts) is to find such a set of parts Gi and Gj so that the number of
connecting edges

∣
∣Ui,j

∣
∣ = Ki,j of the graph G satisfies the given optimality criterion

[9, 23]. Usually, the partitioning criterion K is calculated as follows:

K = 1

2

n
∑

i=1

n
∑

j=1

Ki,j, i �= j (2)

The goal of optimization is K → min. To estimate the efficiency of partitioning,
we introduce the partitioning coefficient µ(G) that is calculated as the total number of
interior ribs to the total number of connecting ribs.

µ(G) = |U | − K

K
(3)

When carrying out a computational experiment, this coefficient is used as an estimate
for comparing various algorithms to divide a graph and any of its parts. Note that the
larger the value of µ (G), the more optimal the graph partition.
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5 Experiments

To demonstrate the efficiency, as well as the computational characteristics of the
integrated approach, a software application has been developed.

Experimental studies are planned as follows:

• Conducting a series of experiments with static values of control parameters to
determine the time and space costs depending on the amount of input data.

• Search for a solution on a set of tests using the developed multilevel algorithm to
determine the quality of the solution.

The experiments have been conducted for IBM test circuits [18, 19]. The description
of the IBM test circuits package is shown in Table 1. Partition has been implemented
in 4 parts by hMetis [24], PGAComplex and developed combined (CA) and integrated
(IA) algorithms.

Table 1. IBM test citcuits.

Test circuit Number of elements Number of nets

Ibm01 12506 14111

Ibm02 19342 19584

Ibm03 22853 27401

Ibm04 27220 31970

Ibm05 28146 28446

Ibm06 32332 34862

Ibm07 45639 48117

Ibm08 51023 50513

Ibm09 53110 60902

Ibm010 68685 75196

Ibm11 70152 71076

Ibm12 70439 77241

Several series of experiments were carried out for the purpose of a clear demonstra-
tion of the effectiveness, as well as to determine the optimal values of the characteristics
of the developed algorithms.

The hMetis algorithm belongs to the class of multilevel hypergraph partitioning
algorithms. Unlike traditional partitioning methods, where the original graph is parti-
tioned directly, the hMetis algorithm is executed in three stages. At the first stage, the
dimension of the original hypergraph is reduced by combining the vertices or edges
in such a way that the quality of the partition of the resulting hypergraph is not sig-
nificantly lower than the quality of the partition of the original hypergraph. Then the
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given Fiduccia-Mattheyses (FM) hypergraph is partitioned by the algorithm. At the final
stage, the resulting hypergraph is expanded to its original dimension and then the parti-
tion improvement algorithm is applied to reduce the number of interblock connections
(FM algorithm).

The PGA Complex algorithm also belongs to the class of multilevel partitioning
algorithms. Its key feature is the ability to control the speed of combining vertices and
edges while reducing the dimension of the hypergraph and, consequently, the number
of hierarchical levels.

A series of experimental studies of the partitioning algorithm was carried out with
fixed values of the parameters of the multilevel search and the methods included in its
composition.

The dependences of the quality and CPU time of these algorithms on the number of
elements in circuits are shown in Table 2 and Fig. 5 and 6.

Table 2. Comparison of the partitioning results by the hMetis, PGAComplex, CA and IA.

c hMetis PGAComplex CA IA

µ(G) t, (s) µ(G) t, (s) µ(G) t, (s) µ(G) t, (s)

ibm01 21.33 65 21.27 78 21.21 62 21.39 75

ibm02 22.74 213 22.76 226 22.67 210 22.86 224

ibm03 19.43 192 19.48 214 19.35 190 19.52 198

ibm04 17.32 214 17.27 226 17.27 207 17.41 224

ibm05 22.47 972 22.53 986 22.41 967 22.54 991

ibm06 14.64 1115 14.61 1121 14.57 1108 14.71 1123

ibm07 15.87 1509 15.83 1517 15.78 1501 15.96 1518

ibm08 20.33 1453 20.32 1468 20.27 1442 20.43 1469

ibm09 18.43 1724 18.47 1739 18.38 1713 18.57 1741

ibm10 21.13 1678 21.09 1691 21.02 1667 21.26 1687

ibm11 16.74 2156 16.68 2168 16.64 2148 16.88 2173

ibm12 15.84 2247 15.79 2259 15.73 2241 15.93 2263

here µ(G) is an objective function showing the ratio of the total number of internal
ribs to the total number of connecting ribs, calculated by (3), t-time in seconds.

Having analysed the table and histograms, it can be concluded that the fastest
optimization algorithm is the combined algorithm based on the bees and evolution-
ary algorithms. At the same time its quality is 10% worse than that of other presented
algorithms.

Having analysed the table and histograms, it can be concluded that the fastest opti-
mization algorithm is the combined algorithm based on the bees and evolutionary algo-
rithms. At the same time its quality is 10% worse than that of other presented algo-
rithms. The integrated algorithm, based on the bee optimization method, evolutionary
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Fig. 5. Histogram of comparison of objective function values from IBM test circuits.

Fig. 6. Histogram of comparison of CPU time from IBM test circuits.

and genetic search algorithms, requires more CPU time, but in terms of quality, on aver-
age, 5 to 7% surpasses the partitioning results obtained using the well-known hMetis,
PGAComplex algorithms.

6 Conclusion

The paper considers the approach to solve graphs combinatorial-logical problems. A
new strategy based on the integrated approach is proposed for their effective solution. A
distinctive feature of the approach is the division of the search process into several levels.
At the first level, subareas with a high value of the objective function are distinguished
based on the bee optimization method. On the second level, the obtained solutions
are improved on the basis of evolutionary and genetic algorithms. To implement this
approach, the integrated search architecture has been developed and described. It allows
one to obtain sets of quasi-optimal solutions in polynomial time and avoid looping in
local areas. To confirm the suggested approach, it has been considered the partitioning
problem. On the basis of the software application the computational experiment has been
carried out on test examples (benchmarks) from IBM. Experimental studies have shown
the advantage of the developed integrated approach in comparison with known methods
for graphs combinatorial-logical problems.
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The series of tests and experiments carried out made it possible to refine the theoret-
ical estimates of the time complexity of the partitioning algorithms and their behavior
for circuits of various dimensions. The quality of the partition obtained by the developed
integrated algorithm is, on average, from5 to 7 percent higher than the partitioning results
obtained by the well-known algorithms hMetis, PGAComplex with a comparable CPU
time. This indicates the effectiveness of the proposed approach. The time complexity
of the developed integrated algorithm is O

(

n2
)

at the best case, and O
(

n3
)

at the worst
one. This testifies not only to the efficiency of the created multilevel algorithm, but also
to the efficiency of the software package as a whole.
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№ 19-01-00059.
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Abstract. This article considers the implemented means of modeling and record-
ing the parameters of technological processes, documentation, and support of
the life cycle of radiopharmaceutical production. Simulation tool (imitator) is
a hardware-software complex for recording, storage, and analysis of data on the
technological process of radiopharmaceutical production. The purpose of the func-
tioning of this system is also the automation of production processes of forming
accompanying documentation, control of production processes. The means of
ontological support make it possible to identify possible risks in the production
processes of radiopharmaceuticals, based on partially entered indicators and pre-
vious checks, as well as to form a database of precedents to ensure compliance of
the manufacturing process with regulatory documents, information support and
recording of technological parameters during manufacturing, including document
flow and process control is necessary. For this purpose, a new information system
for recording technological process parameters, documentation, and support of
the radiopharmaceutical production life cycle was developed.

Keywords: Technological processes · Life cycle · Radiopharmaceutical
production

1 Introduction

The purpose of the work is to ensure the quality of the manufactured radio-
pharmaceutical product (RFP) using a given technological process (TP). The quality
of the product is understood as complete compliance of the characteristics (parame-
ters) of the manufactured product with the requirements for its declared quality, which
is achieved by the correct (error-free) performance of all stages and steps of the tech-
nological process. To this end, the technological process must be represented at the
operational level, i.e. it must consist of a set of operations that can be fully controlled
with the required degree of accuracy.

A large number of scientists have contributed to the development of the idea of
ontology. On the one hand, the ideas of Enterprise Ontology were proposed [1]. Then
METHODOLOGY methodology for creating ontological systems was created [2]. The
ideas of introducing ontology systems into engineering were also developed [3]. CYC
methodology was developed [4]. The ideas of ontology were also introduced in natural
language processing [5] and knowledge base systems [6].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. A. Radionov and V. R. Gasiyarov (Eds.): RusAutoCon 2021, LNEE 857, pp. 214–223, 2022.
https://doi.org/10.1007/978-3-030-94202-1_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-94202-1_21&domain=pdf
https://doi.org/10.1007/978-3-030-94202-1_21


Ontological Tools for Modeling 215

In Russia, the ideas of ontology have also been constantly developing. Vittich V. sug-
gests an ontological approach to building information models [7]. Borgest N. develops
the ideas of solving design problemswith the help of ontologies [8]. BurdoG. Introduces
the ideas of ontology in CAD [9, 10]. Such scientists as, Ogroskin V., Andrich O., etc.
offer ontologies for engineering systems [11, 12]. Smirnov considered the implementa-
tion of ontologies in computer modeling [13–16]. P. Sosnin considered ontology in the
context of professional experience and question-response environments [17, 18].

2 Theoretical Part

For a description of TP of RFP manufacturing considering its listed features and char-
acteristics the event-process sequence of TP is the most adequate one and it is expressed
by the chain event - transition - operation - transition - event.

Under event we will understand the result of operation completion at each step,
under transition - the transition to the implementation of the next in order operation
i.e., to the next step, under operation - the very technological operation, defined in this
step. In a general way, the chain can be represented as links, which are connected to the
source of control of these links, which can be the TP map. Each processing state must
be characterized by a certain set of parameters. Let Si be the state of the process at the i
point in time where i = 1, 2, 3,….n, then Ti = {p1, p2…..pm} is the set of parameters
characterizing the i state.

The number of parameters m for each state is fixed, finite, and has a discrete value,
which is fixed by sensors or measured by a lab technician. All parameters fixed with a
given degree of accuracy are controlled by comparing them with the limits of intervals,
which for them are predetermined by the technology of radiopharmaceutical production.

The tool for checking the performance of the stages of RFP production includes the
following components, Fig. 1.

• An operator (lab technician) entering newmetrics on the stages and operations of RFP
production.

• An ontology describing the RFP development process.
• A precedent database containing the data on the entered indices and the results of
verification.

• A imitator with a graphical interface that provides input of new indicators by the
operator (laboratory technician) and performs verification of the entered indicators.

Interaction of componentswith the imitator is carried out using data query languages.

• Ontology and imitator - SPARQL query language that works with data represented
by RDF model.

• Precedent database and imitator - SQL query language for interacting with relational
databases.

The imitator performs the following functions and consists of modules that perform
these functions, Fig. 2.
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Fig. 1. Flowchart of the RFP production step verification tool.

• Operator input and validation of new indicators.
• Connection to the ontology and data exchange with it using the SPARQL language.
• Connection to the precedent database and data exchange with it using the SQL
language.

• Formation of check matrices based on the classes, objects, and their attributes
represented in the ontology.

• Checking of the indicators entered by the operator and recording the results in the
precedent database.

Fig. 2. Schematic diagram of the imitator.
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3 Practical Part

Below is an algorithm of the imitator, which includes the following steps, Fig. 3.

• Connecting to the ontology and the precedent database.
• Formation of checking matrices based on the data from the ontology.
• Entering indicators using the operator interface (input indicators is carried out by set-
ting a “tick” in those operations of production, which have a Boolean nature (done/not
done) and entering the numerical values of other indicators. If any value has not been
entered, the interface “highlights” this indicator in red and offers to enter its value).

• Verification of the production stages by multiplying the vector-string of the entered
indicators by the corresponding verification matrix.

• Displaying the result of the check on the screen and recording it in the precedence
database.

The precedents database contains 5 tables, Fig. 4.

• Operators (users) with the ability to enter indicators.
• Full list of RFP production operations with linkage by stages.
• RFP production history.
• Previously entered data on the RFP production operations.
• RFP releases with the description of check results, check date, and indicators entered
during this check.

The precedent database allows predicting the possibility of correct RFP production
based on partially entered indicators and previous checks.

The software implementation of the precedent database is performed in the
PostgreSQL database. The physical model of the database is shown in, Fig. 5.

The ontology of the RFP development process description contains a tree of produc-
tion stages, operations included in these stages, and indicators for each operation with
information about permissible values.

Based on the data stored in the ontology, a graphical operator interface is constructed
in the form of a tree of RFP production stages and their operations. For each operation,
input elements by indicators are displayed (a checkbox, if the indicator has a boolean
type (yes/no), or a text field, if a numeric value should be entered for the indicator).

Deterministic automata S earlierwere defined by the set of objects S(A,X,Y..), where
A (1) is set of internal states of the automaton, X (2) set of input signals (input alphabet),
x1 is a letter of the input alphabet, Y (3) is set of output signals (output alphabet). The
function of transitions, providing the unambiguous transition of the automaton to the
state as from the state am under the action of the input signal xF, i.e. as (4) is the function
of outputs, characterizing the unambiguous value of the output signal yq depending on
the state of the automaton am and the input signal xf i.e. yq (5).

A = {a0, a1, a2, ..., am} (1)

X = {x1, x2 . . . xF } (2)
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Fig. 3. The imitator’s operation algorithm.

Fig. 4. Precedent database logic model.
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Fig. 5. Precedent database logi.

Y = {y1, y2, ..., yG} (3)

as = {
am, xf

}
(4)

yq = {
am, xf

}
(5)

Let us consider the most general probabilistic model of the automaton, and specifi-
cally: knowing at the subsequent moment, as well as what output signal it produces in
this case, Table 1, Table 2.

Automata in which knowing the state of the automaton am and the input signal
xf, we can only specify probabilities of transition to a new state and probabilities of
appearance of in contrast to deterministic automata, where the functions of transitions
and outputs are one-to-one (6) and (7), in PA these functions are probabilistic and specify
probabilities of appearance of a state at time t + 1 and probabilities of appearance of
an output letter. In a probabilistic automaton, the mechanism of randomness acts: the
states of the automaton and the output letters appear randomly (8) This formula sets the
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Table 1. State transition matrix.

ax,xf a0 a1 …. am …. aM

a0,x1 P010 P011 …. P01m …. P01M

a0,x2 P020 P021 …. P02m …. P02M

…. …. …… …. …. …. …

am,xF P0F0 P0F1 …. P0Fm …. P0FM

a1,x1 P110 P111 …. P11m …. P11M

… … …. …. … …. ….

am,xf Pmf0 Pmf1 …. Pmf1 …. PmfM

… …. …. …. … …. ….

aM,xF PMF0 PMF1 …. PMFm …. PMFM

Table 2. Matrix of appearance of output signals.

am,xf y1 y2 …. yy …. aM

a0,x1 q011 q012 …. q01y …. q01G

a0,x2 q021 q022 …. q02y …. q02G

…. …. …… …. …. …. …

am,xF q0F1 q0F2 …. q0Fy …. q0FG

a1,x1 q111 q112 …. P11y …. P11G

… … …. …. … …. ….

am,xf qmf1 qmf2 …. qmfy …. qmfG

… …. …. …. … …. ….

aM,xF qMF1 qMF2 …. qMFy …. qMFG

conditional probability that at time t + 1 the automaton will go to state a(t + 1) if at
time t the automaton was in a state a(t), and x(t) has arrived.

a(t + 1) = F[a(t), x(t)] (6)

y(t) = �[a(t), x(t)] (7)

P
[
a(t + 1)y(t)/a(t), x(t)

]
(8)

This formula specifies the conditional probability that at time t + 1 the automaton
will move to state a(t + 1) if at time t the automaton was in a state a(t) and x(t) was
received.

Assume that the state of the automaton and the appearance of the input letter are
independent. Under this condition, a distinction is made Mile’s probabilistic automaton
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(9) and Moore’s probabilistic automaton (10)

P
[
a(t + 1)y(t)/a(t), x(t)

] = P[a(t + 1)/a(t), x(t)] ∗ P
[
y(t)/a(t), x(t)

]
(9)

P
[
a(t + 1)y(t)/a(t), x(t)

] = P[a(t + 1)/a(t), x(t)] ∗ P
[
y(t)/a(t)

]
(10)

After transforming the deterministic automatamodel of TP by keeping all its vertices
and replacing signals at transitions and outputs by probabilities, let us interpret the prob-
abilistic graph by a Markov chain, considering the sequence of vertices (TP operations)
as a sequence of events with a countable number of outcomes and having the Markov
property, which is shown by the fact that probability of appearance of this or that value
at (K + 1) steps depends only on the value taken by this value at R-step, and does not
depend on values of value at 1, 2,… k-steps. In other words, it is a sequence of random
events in the vertices of the graph in which the probability of each event depends only
on the state in which the TP is at the current step and does not depend on the earlier
states.

Models of technological processes are described by the following probability distri-
bution laws: binomial distribution, normal distribution law, Poisson’s law, equal proba-
bility law, etc. These models refer to the simplest probability models of the distribution
of a single quantity.

Knowing the number of operations and their probability values, which are used
for approximation, we can calculate the number of vertices (steps-operations) that are
included in the chain “yellow vertex - red vertex” by modeling with the Poisson dis-
tribution. Regarding the position of the yellow top, they are content related to those
operations that are marked as risky. Their number is limited and in practice, they are
easily defined. There can be many such nodes, and their location during TP is also well
known.

The figure shows the simulation of the technological process using Poisson distri-
bution (blue graph), normal distribution (blue graph), linear regression (purple graph),
Fig. 6. By selecting the appropriate coefficients for each of the distributions, it is possible
to construct graphs, as close as possible to the real values of failures of the technological
process operations, obtained based on statistical data during the execution of the TP.

For the Poisson distribution (11), this coefficient is λ (mathematical expectation
of a random variable), where x is the operation number. For the normal distribution
(12), it is μ (mathematical expectation) σ2 (distribution variance). The linear regression
is described by Eq. (13). Because Poisson distribution, normal distribution, and linear
regression for different operations give different approximations to real values, and
aggregating distribution (14) was constructed.

p(x) = λk

k! e
−λ (11)

n(x) = 1√
2πσ

e
−(x−μ)2

2σ2 (12)

l(x) = b (13)
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Fig. 6. Process modeling.

a(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

p(x), for x ∈ {2, 3, 11, 12, 15, 20, 23, 30}
n(x), for x ∈ {5, 7, 10}

l(x), for x ∈
{
1, 4, 6, 8, 9, 13, 14, 16, 17, 18, 19, 21, 22, 24, 25,

26, 27, 28, 29, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40

} (14)

4 Conclusion

Thus, a new information system has been developed that combines a centralized data
storage - database server, a set of electronic computers with specialized software, and
technological equipment involved directly in production. The system performs auto-
mated and manual recording of technological and control operations parameters, auto-
mated accounting of consumption and receipt documents, as well as stock balances
of components and consumables, generates reports on stock balances for a given date,
generation of outgoing accompanying documents, storage of incoming accompanying
documents, stock accounting.
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Structural Analysis of the Process Based
on Extended Petri Nets with Semantic Relations

O. Kryukov(B) and A. Voloshko
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Abstract. Process analysis and optimization is impossible without simulation.
Models make it possible to represent and visualize the main interrelationships
between the individual stages of the process, to investigate and predict the course
of its development, to find bottlenecks and the ways of modernization. One of
the important tasks in process optimization is the analysis of its structure, since
various options for its organization impose corresponding restrictions on the pos-
sibility of its rebuilding. This paper discusses the issues of structural analysis of
processes: the definition of linear structures, branches and cycles. Algorithms for
the automatic analysis of the process represented by the extended Petri net with
semantic relation are developed. An example of searching for such structures in
the process of repairing a truck is considered.

Keywords: Petri nets · Manufacturing process · Simulation · Distributed
process · Process structure · Analysis · Parallelization

1 Introduction

The current state of the industry is characterized by an increasing level of automation.
Use of modern systems allows building and analyzing models based on process logs.
However, the process of analyzingmodels remains a rather difficult task, since it depends
on the goals and objectives of the analysis, as well as the modeling method.

Processes are a set of interrelated operations and have a complex structure. When
analyzing and optimizing processes, it is often important to determine the type of struc-
ture to which the considered part of the process belongs. In this regard, it is necessary to
develop methods for identifying process structures and, in the future, methods for their
optimization.

2 Overview of Main Approaches to Structural Analysis

Issues related to the structure of the system can be resolved both at the stage of model
creation by building special structural models, and at the stage of models analysis by
carrying out structural analysis.

Structural modeling involves modeling the organizational structure of systems and
subsystems, such as: informational, organizational, functional, management, i.e. mod-
eling the composition and relations between the elements [1]. A detailed analysis of
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possible methods for business processes modeling is presented in [2]. Special aspects of
production processes within business processes and possible options for application of
some models of production lines are considered in [3]. A large number of researchers
suggest using the SADT methodology [4, 5] based on the IDEF [6–8] or BPMN nota-
tion and its extensions [9–11] for structural modeling. A comparative analysis of these
approaches is presented in [12]. At the same time, methods have been developed to auto-
mate the creation of such models [13–15], which allows in the future also to automate
the analysis of these models and the synthesis of new solutions.

Structural analysis can be applied for different types of models. Its main purpose
is to search for static characteristics of the system related to the interconnections of
its elements and subsystems at various levels, as well as to classify structures that are
important for decision-making. Depending on the type of the studied models and on the
selected classification parameter, the approaches to structural analysis may also differ
[16–18]. It is shown in [19] that one of the promising methods for modeling production
processes is mathematical apparatus of Petri nets and their extensions. Methods for
structural analysis of Petri nets are discussed in [20–22]. However, these analyzes do not
consider the possibility of restructuring the net to execute a series of steps in parallel.
Therefore, it is necessary to develop your own algorithms that allow you to define the key
structures that affect the possibility and the choice of the method of parallel organization
of the process.

3 Extended Petri Nets with Semantic Relations as an Apparatus
for Simulation of Distributed Manufacturing Processes

The simplest extended Petri net with semantic relations (ExPNSR) can be specified by
the following set:

� =
{
A,

{
ZC , R̃C , R̂C

}
,
{
ZS , R̃S , R̂S

}}
,

where A = {
a1(a), . . . , aj(a), . . . , aJ (a)

}
– a finite set of places; ZC ={

zC
1(zC)

, . . . , zC
j(zC)

, . . . , zC
J(zC)

}
– a finite set of transition by control relations; R̃C – an

incidence matrix of size J (a)×J
(
zC

)
that maps the set of places to a set of transitions by

control relations; R̂C– an incidence matrix of size J
(
zC

)×J (a) that maps the set of tran-

sitions by control relations to a set of places; ZS =
{
zS
1(zS)

, . . . , zS
j(zS)

, . . . , zS
J(zS)

}
– a

finite set of transition by semantic relations; R̃S – an incidencematrix of size J (a)×J
(
zS

)
that maps the set of places to a set of transitions by semantic relations for token; R̂S –
an incidence matrix of size J

(
zS

) × J (a) that maps the set of transitions by semantic
relations to a set of places for token.

In addition, the following transition functions are set:

• input function of transitions by control relations:

IA
(
ZC

)
=

{
IA

(
zC1(zC)

)
, . . . , IA

(
zCj(zC)

)
, . . . , IA

(
zCJ(zC)

)}
;
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• output function of transitions by control relations:

OA

(
ZC

)
=

{
OA

(
zC1(zC)

)
, . . . ,OA

(
zCj(zC)

)
, . . . ,OA

(
zCJ(zC)

)}
;

• input function of transitions by semantic relations:

IA
(
ZS

)
=

{
IA

(
zS1(zS)

)
, . . . , IA

(
zSj(zS)

)
, . . . , IA

(
zSJ(zS)

)}
;

• output function of transitions by semantic relations:

OA

(
ZS

)
=

{
OA

(
zS1(zS)

)
, . . . ,OA

(
zSj(zS)

)
, . . . ,OA

(
zSJ(zS)

)}
.

More information about the mathematical apparatus of ExPNSR is presented in [23].
Between the places of the net, the control precedence relation is fulfilled. Place ai is

considered to be preceding by control relations for aj (specified as ai <C aj) if there is
such a control path from the starting place of the process aS to place aj that it includes
place ai.

For the starting place of the process, it is true:

∃zCi(zC)
(
IA

(
zCi(zC)

)
= aS

)
∧ �zCj(zC)

(
OA

(
zCj(zC)

)
= aS

)
.

4 Structures of ExPNSR

In the process model, built in accordance with the definition of the ExPNSR, three types
of structures can be distinguished, formed as a result of various combinations of places
and control transitions:

• linear section (Ln);
• cycle (C);
• branching (Br).

The linear section (Fig. 1) is characterized by a sequence of linear control struc-
tures, implying the execution of some operation immediately after the completion of the
previous one.

Fig. 1. An example of a linear section.
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Cycles imply a return by control to the initial place acB, the presence of a condition
(branch-place) acond , which takes control out of the cycle, and the body of the cycle
(Cp), which contains a sequence of linear sections, branches and other cycles. Among
the cycles, there are cycleswith a post-condition (Fig. 2a) and cycleswith a pre-condition
(Fig. 2b).

Fig. 2. Examples of cycles: a - with a post-condition; b - with a pre-condition.

Cycles are characterized by the following:

∃zCi(zC)
(
OA

(
zCi(zC)

)
= acB ∧ IA

(
zCi(zC)

)
= ai(a)

)
|acB <C ai(a);∣∣∣ZC

Oi

∣∣∣ > 1 ∀zCi(zC) ∈ ZC
Oi

(
IA

(
zCi(zC)

)
= acond

)
∧ �Bri (axB = acond );

∃zCi(zC)
(
IA

(
zCi(zC)

)
= acond ∧ OA

(
zCi(zC)

)
= aout

)
|aout /∈ Cp

∧aout �= acB.

Branch (Fig. 3) is characterized by the presence of a condition describing options
for actions according to its result, and the number of such options can vary from 2 to n,
and contains the initial place the final place axe, as well as branches Bxi, i = 2, n. Each
branch can contain a sequence of linear sections, other branches and cycles. Branches
are characterized by the following:

∣∣∣ZC
Oi

∣∣∣ > 1 ∀zCi(zC) ∈ ZC
Oi

(
IA

(
zCi(zC)

)
= axB

)
∧ .

�Ci (acB = axB) ∧ �zCj(zC) ∈ ZC
Oi

(
OA

(
zCj(zC)

)
= ai(a)

)
|ai(a) <C axB.
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Fig. 3. Example of branch.

5 Structural Analysis of ExPNSR

To analyze the structure of the ExPNSR, it is necessary to build a model of the selected
process. For this, each stage of the process is transformed into a place of the net, and the
sequence of operations is specified by forming control transitions between places. The
formation of semantic transitions, that is, the indication of material and informational
dependencies between the elements of the process, is not required at this stage.

The constructed net is analyzed in the following order:

• Search for the starting place of the net.
• Search for cycles: determination of initial places.
• Finding branches: determining initial places and forming branches.
• Determination of conditions for cycles and nested cycles with the same initial place.
• Filling the contents of the branches of each of the branches.
• Filling the body of each of the cycles.

Of the described stages, the most difficult stage is the stage of determining the
conditions of the cycles, since at this stage the nesting of cycles with the same initial
place is also determined. Let’s consider this stage in more detail.

Determination of conditions for cycles and nesting with the same initial place is
performed as follows for each not yet considered loopCi(C) using the following notation:
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• Conds – a set of places that are possible conditions for Ci(C).;
• ZO– a set of transitions to which acBi(C)

leads;
• eC - the set of already considered cycles, the beginning of which coincides withCi(C);
• parC - the set of cycles in which can be nested.

1. Determine the set ZO:

2. Determine the set Conds:

3. If |Conds| = 1, then there is no nesting with the same starting place, go to step 3,
otherwise go to step 4.

4. If |ZO| > 1, then a cycle with a precondition is found:

acondi(C)
= acBi(C)

;
aouti(C)

= ai(a)|∃zCi(ZC)
(IA

(
zCi(ZC)

)
= acBi(C)

∧
OA

(
zCi(ZC)

)
= ai(a)) ∧ ai(a) /∈ Cpi(C);

else, a cycle with a postcondition is found:

acondi(C)
= Conds0;

aouti(C)
= ai(a)|∃zCi(ZC)

(IA
(
zCi(ZC)

)
= acBi(C)

∧
OA

(
zCi(ZC)

)
= ai(a)) ∧ ai(a) �= acBi(C)

.

complete the consideration of the cycle.

5. Determine the set eC:

eC = {
Cj(C)

}|acondj(C)
= acBi(C)

∨ acondj(C)
∈ Conds.

6. If |eC| = 0 and |ZO| > 1, then the considered cycle is senior with the precondition:

acondi(C)
= acBi(C)

;
aouti(C)

= ai(a)|∃zCi(ZC)
(IA

(
zCi(ZC)

)
= acBi(C)

∧
OA

(
zCi(ZC)

)
= ai(a)) ∧ ai(a) /∈ Cpi(C);

complete the consideration of the cycle, else go to step 6.

7. Removing extra places from Conds:

Conds = Conds\ai(a)||ZOr | = 1∀zCi(ZC)
∈ ZOr(IA

(
zCi(ZC)

)
= ai(a))

Conds = Conds\ai(a)|∃Cj(C)

(
acondj(C)

= ai(a)
)
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8. Completing the formation of the cycle:

acondi(C)
= ai(a)|ai(a) ∈ Conds∧

∀aj(a) ∈ Conds
(
aj(a) <C ai(a)

);
aouti(C)

= ai(a)|∃zCi(ZC)
IA

(
zCi(ZC)

)
= acondi(C)

∧
OA

(
zCi(ZC)

)
= ai(a) ∧ ai(a) �= acBi(C)

.

9. If |eC| = 1, then this cycle is the parent for the considered one:

CpeC0 = CpeC0 ∪Ci(C);

else we search for the parent loop:

parC = {
Cj(C)

}|Cj(C) ∈ eC ∧ acondj(C)
�= acBj(C)

;
Cpj(C) = Cpj(C) ∪Ci(C)|Cj(C) ∈ parC∧
∀Ck(C) ∈ parC

(
acondj(C)

<C acondk(C)

)
.

Complete the consideration of the cycle.
As an algorithm for filling these structures, consider the filling of branches. Filling

the body of cycles is done in a similar way.
To fill in the branching Bri(Br), each of its branches Bxi(Br) is analyzed according to

the following algorithm with the notation:

• p – considered place;
• Ln – formed linear section;
• ZI - set of transitions leading to p;
• np – the next place to be considered;
• ZIn - set of transitions leading to np.

1. Find the first place of the branch:

p = OA

(
zCi(ZC)

)
|IA

(
zCi(ZC)

)
= axBi(Br) .

2. Form the current linear section:

Ln = ∅

3. Form the current linear section:

ZI =
{
zCi(ZC)

}
|OA

(
zCi(ZC)

)
= p ∧ ∀ai(a) ∈ IA

(
zCi(ZC)

)(
ai(a) <C p

)
.
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4. If |ZI | > 1, then branch completion is detected:

axei(Br) = p;
Bxii(Br) = Bxii(Br) ∪Ln|Ln �= ∅;

complete the consideration of the branch.

5. If ∃Brj(Br)
(
axBj(Br) = p

)
, then a nested branch is detected:

Bxii(Br) = Bxii(Br) ∪Brj(Br);

go to step 6, else go to step 11.If aoutj(Br) = ∅, then fill the branching Brj(Br) in
accordance with the algorithm.

6. Set the following place for consideration:

np = axej(Br) .

7. Save the linear section:

Bxii(Br) = Bxii(Br) ∪Ln|Ln �= ∅.

8. Form a set ZIn:

ZIn =
{
zCi(ZC)

}
|OA

(
zCi(ZC)

)
= np ∧ ∀ai(a) ∈ IA

(
zCi(ZC)

)(
ai(a) <C np

)
.

9. If |ZIn| >
∣∣Bxj(Br)

∣∣, then complete the consideration of the branch, else p = np;
continue the consideration of the branch from step 2.

10. If ∃Ci(C)

(
acBi(C)

= p
)
, then nested cycle detected:

Bxii(Br) = Bxii(Br) ∪ Ci(C);
p = aouti(C)

;
Bxii(Br) = Bxii(Br) ∪Ln|Ln �= ∅;

continue the consideration of the branch from step 2.

11. Fill in the linear section:

Ln = Ln∪ p.

12. Set the next place for consideration:

p = ai(a)|∃zCi(ZC)

(
IA

(
zCi(ZC)

)
= p ∧ OA

(
zCi(ZC)

)
= ai(a)

)
;

continue the consideration of the branch from step 3.
The describedmethodologywill make it possible to form data structures that allow to

unambiguously determine the presence and place of nonlinear structures in the process
model, which, at the transformation stage, will facilitate the introduction of the hierarchy
into the network by replacing the whole structure with one place.



232 O. Kryukov and A. Voloshko

6 The Example of Structural Analysis of the Process

Let’s consider the process of structural analysis using the example of the technological
process of repairing a truck. Figure 4 shows an ExPNSR that simulates this process.
Structural analysis does not need the study of information and material relations, there-
fore the presented net includes transitions by only control relation in order to make the
reading of the graph easier.

In accordance with the generalized structural analysis algorithm, the starting
place of the network is the first determined. Since the place 0 fulfills the condition

∃zC
i(zC)

(
IA

(
zC
i(zC)

)
= aS

)
∧ �zC

j(zC)

(
OA

(
zC
j(zC)

)
= aS

)
, then aS = 0.

At the next stage, the initial places of the cycles are determined. as a result of which
structures of the following type are formed:

C0 = {acB = 3, acond = ∅, aout = ∅,Cp = ∅};

C1 = {acB = 10, acond = ∅, aout = ∅,Cp = ∅};

C2 = {acB = 20, acond = ∅, aout = ∅,Cp = ∅};

C3 = {acB = 32, acond = ∅, aout = ∅,Cp = ∅}.
Next, the initial places that allows to choose the further development of the process

are determined and the branches are formed:

Br0 = {axB = 4, {B0 = ∅,B1 = ∅}, axe = ∅};

Br1 = {axB = 11, {B0 = ∅,B1 = ∅}, axe = ∅};

Br2 = {axB = 21, {B0 = ∅,B1 = ∅}, axe = ∅}.
As a result, the definition of cycle conditions, previously formed structures are

supplemented to the following form:

C0 = {acB = 3, acond = 3, aout = 31,Cp = ∅};

C1 = {acB = 10, acond = 10, aout = 30,Cp = ∅};

C2 = {acB = 20, acond = 20, aout = 25,Cp = ∅};

C3 = {acB = 32, acond = 32, aout = 34,Cp = ∅}.
When filling out the branches, linear sections are formed that belong to the every

variant of the process development, and the nested cycles and branches are determined:

Br0 = {axB = 4, {B0 = {Ln0},B1 = {Ln1,C1}}, axe = 30};
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Fig. 4. Technological process diagram of a truck repair.

Br1 = {axB = 11, {B0 = {Ln2},B1 = {Ln3,C2,Ln4}}, axe = 29};

Ln0 = {5, 6, 7};

Ln1 = {8, 9};

Ln2 = {12, 13, 14};

Ln3 = {15, 16, 17, 18, 19};

Ln4 = {25, 26, 27, 28};

Ln5 = {22};

Ln6 = {23}.
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The same actions are performed when filling the body of the cycles. As a result the
following structures are formed:

C0 = {acB = 3, acond = 3, aout = 31,Cp = {Br0,Ln7}};

C1 = {acB = 10, acond = 10, aout = 30,Cp = {Br1,Ln8}};

C2 = {acB = 20, acond = 20, aout = 25,Cp = {Br2,Ln9}};

C3 = {acB = 32, acond = 32, aout = 34,Cp = {Ln10}};

Ln7 = {30};

Ln8 = {29};

Ln9 = {24};

Ln10 = {33}.
The sets of positions {0, 1, 2}, {31} and {34, 35} are linear sections that do not

belong to cycles or branches, and are not separated into separate structures. Thus, the
general structure of the algorithm is as follows:

Alg = {{0, 1, 2},C0, {31},C3, {34, 35}}.

7 Conclusion

The paper describes the main nonlinear structures found in the model of a process based
on ExPNSR. A method for analyzing the ExPNSR for the presence of nonlinear struc-
tures is proposed, which can be used during the optimization of production processes.
The information obtained as a result of its application will make it possible to more
efficiently distribute the resources available to the enterprise at the stage of planning the
modernization of production or when developing new projects.
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Software for Modeling the Electron-Beam
Welding in Steady State

V. Tynchenko(B) and S. Kurashkin
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Abstract. At some of industrial enterprises, electron-beam welding technology
is used in processes requiring the formation of permanent connections between
equipment elements. However, its application is complicated by the need for accu-
rate selection of the values of technological parameters. The software system pro-
posed in this work allows simulating the temperature distribution over the volume
of the products to be joined in the process of electron beam welding. The theory
of welding processes is used as a mathematical apparatus. The software system
has a modular structure and consists of six subsystems that implement specific
functionality. All data, both input for mathematical models and results are stored
in a single database, consisting of nine joined tables. The use of the proposed
software allows both to reduce the cost and simplify the process of adjusting the
technological parameters of electron beam welding, and to form the basis for the
further implementation of effective control systems.

Keywords: Electron beam welding · Modeling · Technological parameters ·
Software · Energy distribution

1 Introduction

Currently, there is an active introduction of production process control technologies
within the frameworkof the Industry 4.0 concept. For example, the authors of [1] consider
models for the implementation of Industry 4.0 technologies inmanufacturing companies.
And the authors of [2] consider solutions for technological assistance to workers.

To implement an effective process control system, it is necessary to refine the param-
eters of such processes on digital twins [3, 4]. At the same time, mathematical modeling
in conjunction with its software implementation is well suited to create digital twins
[5, 6].

Within the framework of this study, the problem of the quality of control of electron
beam welding (EBW) is considered, which can be solved by applying the concepts of
Industry 4.0.

The process of electron beam welding is considered in a number of works [7–9], the
authors of which propose conducting research on various metals and in various branches
of mechanical engineering. In [10–12], the optimal options for the structural structure
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of the welded joint are determined depending on the size of the allowance for machining
in mathematical modeling.

At present, in order to further improve the quality of the technological process of
electron beam welding, many authors have carried out mathematical modeling of this
technological process in different modes and with different materials. For example,
the authors of [13–15] considered the multicriteria optimization of the electron-beam
welding process using experimental data obtained on the basis of real exact models
of the electron-beam welding process, which describe the dependence of the geome-
try of welded joints on stainless steel on the parameters of the electron-beam welding
mode… And the authors of works [16–18] investigated the processes of formation of
the penetration channel in electron beam welding with full penetration of the material.

The implementation of the mathematical models of the EBW process previously
applied by the authors in the steady state in the form of a software system will allow
not only to work out the effective values of technological parameters, but also to form a
software basis for the future EBW control system for thin-walled structures.

2 Materiats and Methods

2.1 Mathematical Modeling of Electron Beam Welding

The developed software makes it possible to simulate the heating of a thin-walled struc-
ture in the process of electron beam welding according to the following parameters of
the technological process:

• Electron-beam current.
• Accelerating voltage.
• The speed at which the technological process is carried out.
• In addition, the applied model considers the physical parameters of the product.:
• Geometric dimensions.
• Thermophysical parameters of the product material.

The above parameters are used as inputs to the model, set by the user at the start of
the simulation, and saved in the database. At the output of the model, the temperature
values are calculated by the volume of the product in time.

The data obtained in the course of modeling can be used to optimize the parameters
of the EBWprocess when working out the used or newmodes. For this, the possibility of
both data export and integration into the software system of the module for optimization
is provided.

To describe the process of temperature distribution, we use the formulas [19] of an
instantaneous point source over the surface of a semi-infinite body (1) and a linear source
in an infinite plate (2):

T1(V , q, v, t) = TH + 2q

cρ
√

(4πa)3
e− vx

2a
t∫
0
e− v2τ

4a − R2
4aτ

dτ

τ 3/2
(1)

where cρ – heat capacity of steel, v – welding speed, a – thermal diffusivity, t – time
counted from the moment the source passes through the section in which the point under
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consideration is located, R – distance from the direction of movement of the source to
the point under consideration (R2 = x2 + y2 + z2), V – the volumetric coordinate of a
point representing a vector (x, y, z).

T2(V , q, v, t) = TH + q

4πλδ
e− vx

2a
t∫
0
e− v2τ

4a − 2λτ
cρδ

− r2
4aτ

dτ

τ
(2)

where r – distance from the direction of movement of the source to the point under
consideration (r2 = x2 + y2), δ – thickness, λ – coefficient of thermal conductivity, t
– heat propagation time.

In this work, a power model is used, which is function (3) written in the following
form:

Q = I · U · η · 0.24 (3)

where U – accelerating voltage, I – beam current, η – Efficiency.
The complex fast-moving source was selected as the sum of two sources - point and

linear, equivalent to the real ones described in the literature [19]. The calculation of the
value of the functional is performed for an area whose dimensions are comparable to
the dimensions of the penetration channel.

These formulas allow, when they are added (superposition of sources) in the calcu-
lation process, to describe the nature of the distribution of thermal energy after exposure
to an electron beam.

2.2 Software Design

As a means of implementing the program:

• Programming system Embarcadero RAD Studio.
• Database management system MySQL.

The software system consists of 6th subsystems (Fig. 1).

• Subsystem ofMathematical modeling implements a mathematical model of the EBW
process.

• Subsystem of field experiments data import allows you to download the data of the
experiments carried out during the development of the technological process on the
EBW installation.

• Subsystem of technological and modeling parameters configuration introduces
technological and thermophysical parameters for modeling.

• The graphical user interface is the main window of the program.
• Subsystem of simulation data import allows you to load data and graphs obtained
during the simulation.

• Subsystem of database interaction provides interaction between the GUI and the
database.
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User Interface 

Subsystem of 
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Modeling 
Parameters 

Configuration 
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Database 

Interaction 
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Simulation Data 

Import 

Subsystem of 
Field Experiments 

Data Import 

Fig. 1. Block diagram of the software system for mathematical modeling of the EBW process.

• Database that stores information on the settings of the technological process, the
values of the thermophysical parameters of the materials being welded, as well as the
simulation results.

The block diagram of the software system is shown in Fig. 2.
The first step is to check whether the current experiment exists in the database or

not. If the experiment is new, technological and modeling parameters of experiment are
entered and the values are saved to the database. If such an experiment already exists, then
the program checkswhich parameters of the experiment are used. In case new parameters
are used, technological and modeling parameters of experiment are entered by the user
and the values are saved in the database. Otherwise, the experiment is loaded from the
database. Next, the information about each of the types of experiment (mathematical
modeling, a full-scale experiment, simulation experiment) is checked step by step. In
the absence of information, one of two events can occur: mathematical modeling is
carried out based on Eqs. (1), (2) and (3); import field experiment results or import
simulation experiment results. At the last stage, the received and loaded data is saved to
the database and displayed on the main form of the program.

The mathematical modeling algorithm is shown in Fig. 3.
At the initial stage of the algorithm, initializing of technological parameters (U, I, v)

then input the mathematical model parameters: xmin, xmax, xstep, ymin, ymax, ystep, zmin,
zmax, zstep, tmin, tmax, tstep. Further, the coordinates and time are assigned the minimum
values (x = xmin; y = ymin; z = zmin; t = tmin).

The next stage is mathematical modeling calculation in point (x, y, z) in time t.
This stage includes calculating the temperature field using Eqs. (1), (2) using the func-
tional, which is understood as the arithmetic mean of the temperature, depending on the
coordinate and time.
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Fig. 2. Block diagram of the EBW modeling software.
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In the process of calculation, to set and move along the coordinate grid, the value of
each coordinate is checked step by step (x, y, z) and time (t).

Thus, if x is less than the maximum specified value, then the step is added to the
current value (xstep) and go to the stage of mathematical modeling.

If x turns out to be greater than or equal to the maximum (xmax), then the y value is
compared.

If y is less than the maximum specified value, then the step is added to the current
value (ystep) and the minimum (x = xmin) is assigned to the x coordinate and go to the
stage of mathematical modeling. Otherwise, the current z value is compared with the
maximum (zmax).

If z is less than the maximum specified value, then the step (zstep) is added to the
current value and the minimum is assigned to the x and y coordinates and go to the stage
of mathematical modeling.

At the final stage (z ≥ zmax) the current time value is compared with the maximum
one (tmax). If the condition ismet, then the temperature values are showed (T (x,y,z,q,v,t)).
However, if t < tmax, then each coordinate is assigned a minimum value (y = ymin, x =
xmin, z = zmin), and the time is increased by a given step tstep.

2.3 Database Design

The software system has a database for storing information on all conducted EBW
studies, as well as model parameters and data obtained as a result of third-party studies.
MySQL is used as a Database management system (DBMS) [20].

The structural diagram of the database is shown in Fig. 4.
The database contains 9 interconnected tables, and its model is in third normal form

(3NF).
The main joining table is the experiment table. Tables are used to store information

about the simulated product:

• Material – contains information about the type of material of the product and its
thermophysical parameters.

• Workpiece – contains information about the geometric dimensions of the modeled
product.

• Techprocess - contains information about the values of the parameters of the simulated
technological process.

• To store information on a model experiment, tables are intended:
• Modeling – describes experiment metadata such as start time and date, comments,
and simulation step.

• Data_model – contains the calculated values of temperatures in the volume of the
product over time.

In addition, the database provides tables for loading the results of simulation
(simulation and data_simul) and full-scale (practice) experiments.
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Fig. 4. Software data shema.

2.4 Software Operation

Figure 5 shows the main form of the software system for mathematical modeling of the
EBW process.

Fig. 5. The main form of the software system for mathematical modeling of EBW.
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The main form contains three blocks:

• Material – it is possible to select a material and set thermophysical parameters.
• Technical process – technological parameters are indicated and the type of process is
selected (field experiment, modeling).

• Product – select the type of sample (simulation disk, simulation sample and etc.) and
set the geometric parameters.

At the bottom of the screen, there is a table that displays the saved experiments in the
database. With the help of the corresponding buttons it is possible to save, load, create
a new experiment and start modeling.

3 Conclusion

The proposed software system can be used to simulate the distribution of energy in the
process of electron beam welding of thin-walled structures, considering the specified
values of the technological parameters of the process and the thermophysical parameters
of the workpiece. The results of such simulations are stored in a single database along
with the results of third-party studies such as simulationmodeling and field experiments.

The information collected in a single database can be used to select the effective
values of the EBW parameters in order to improve the quality of welded joints in thin-
walled structures.

In the future, on the basis of these results, it is possible to create and program
implementation of control systems for technological processes of forming permanent
joints, which make it possible to increase the accuracy of control.
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Approaches to Energy Systems Digital Twins
Development and Application
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Abstract. This article highlights the power systems digital twins development
and application, and also proposes digital twin architecture along with the digital
twin software implementation prototype. The digital twin is a key building block
of a high-tech control system. The energy system digital twin is considered as the
main tool for high-tech distributed energy infrastructure intelligent management.
As an example of the digital twin application, it is given the hybrid power supply
system optimal configuration calculation. Also, a power system active low voltage
consumer software implementation prototype digital twin based on the products
Nrjpack, Matlab Simulink and Homer PRO was performed.

Keywords: Digital twin · Intelligent management · Software implementation
prototype · Internet of things

1 Introduction

The digital twin concept is fundamental in the fourth industrial revolution (Industrie 4.0)
context. A digital twin (DT) is a technical object virtual copy that faithfully reproduces
and sets the structure, state and behavior of the original in real time [1]. As an intelligent
superstructure on top of the Internet of Things (IoT) environment, the digital twin is a
high-tech control system key building block. According to Gartner, by 2021, almost half
of large industrial companies will use digital twin technology to improve the assessing
product performance and technical risks accuracy, while achieving an increase in the
products operational efficiency by about 10% [2].

Among the high-tech facilities, which management is advisable to organize on the
digital twins basis, are modern distributed energy systems, including a power receivers
variety, local generating equipment based on renewable sources and energy storage.
However, it is natural that technologies for constructing digital twins borrowed from
the engineering industries have characteristic drawbacks, such as the need for bulky
expensive software tools and highly qualified personnel, which is clearly visible in a
few examples of power systems digital twins [3]. There is an unambiguously interpreted
reliable data in standard machine-readable formats, adequate mathematical models, and
instrumentation lack. It is not clear how to automatically assemble an integral large power
system digital twin from components twins, taking into account their connection rules.
Technologies such asGenerativeDesign,which automaticallyfind energy supply optimal
design solutions, are developing very slowly [4]. These shortcomings are especially acute
in the low voltage mass small consumers power systems life cycle.
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The article proposes approaches to overcoming these shortcomings in distributed
energy facilities control systems design and operation. These approaches development
will make it possible to effectively organize energy resources generation, consumption,
storage, transfer assessment and forecasting on the digital twins basis in all aspects, as
well asmode control, equipment condition predictivemonitoring,models and algorithms
verification, design solutions virtual approbation and optimization, facility personnel
training.

2 Energy System Digital Twin Architecture

By its structure, Digital twin is interconnected computer models complex capable to
reliably display the original object, its state and behavior under various environmental
conditions and control actions. Models form an object entire life cycle representation,
which allows you to detect, analyze, predict and prevent undesirable situations during
the object operation. In particular, the models are used to solve the following tasks:

• original computer representation reconciliation with real object data;
• personnel notification and decision support;
• predicting changes in the original over time;
• identification of new possibilities for using the original object;
• original object operation economic effects for various options calculation.

Table 1. Energy system digital twin architecture.
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These tasks are highly relevant for power systems aswell.Modelswith realworld data
reconciliation implies the automatic supply of digital twin mathematical and simulation
models with structured up-to-date initial data from basic information components that
describe the power system in various aspects and are filled from adjacent software
systems in real time as they arise. To eliminate discrepancies in the concepts naming
and interpretation digital twin operates with, an energy infrastructure ontological model
is placed at the basis of its information support, for its formation a significant backlog
has been accumulated [5]. The following information components of the digital twin of
the power system are built over it, as shown in Table 1:

• digital diagrams and maps (primarily a single-line power supply diagram);
• electronic documentation (design estimates, operational, etc.);
• information models (master data – information about subjects, about objects, about
the equipment composition and characteristics, related reference books, etc.);

• operational information (the consumption instrumental measurements results and the
equipment technical condition primary characteristics).

For large multicomponent objects digital twins, such as power systems, the problem
is that it is difficult to combine the constituent components working models (twins) into
a single coherent whole. In fact, the connection requires virtually reproducing the power
system building process on information andmathematical models, with the correct inter-
connections between them. A promising approach to solving this problem is proposed
on the theory of categories mathematical apparatus basis [6].

3 Information Modeling of Active Consumer Infrastructure

The digital twin forming process is shown in large block in Fig. 1. It can be seen that
ontological modeling constitutes the design stage foundation in it and serves as the basis
for the formation of information support.

For consumers energy infrastructure, ontological modeling is complicated by the fact
that the common information models (CIMs), which serve as terms and relations source,
are mainly focused on large energy facilities: power plants, power lines, substations.

Low voltage active energy consumption objects information modeling is a difficult
task, including due to the high variability of their generating and consuming energy
equipment. The missing terms and relationships are borrowed from ISO 17800 (micro-
grid models), IEC 61850 (smart electrical device models), OASIS EMIX (market infor-
mation exchange models), and observation and weather forecasting description models,
etc.

Low voltage active energy consumption objects information modeling is a difficult
task, including due to the high variability of their generating and consuming energy
equipment. The missing terms and relationships are borrowed from ISO 17800 (micro-
grid models), IEC 61850 (smart electrical device models), OASIS EMIX (market infor-
mation exchange models), and observation and weather forecasting description models,
etc.

Information models, the structure of which is formed on the basis of open ontologies
and standards, are called open (OIM) and are naturally the preferred basis for integrating
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Fig. 1. The digital twin formation process.

informationmanagement andmarket applicationswith a digital twin. However, as shown
in the architecture diagram above, the digital twin must be integrated with a wide range
of specialized tools that are used in the design and operation of energy facilities, includ-
ing CAD, APCS, etc. Information models implemented in such tools are often have a
closed character (CIM), and for integration based on them, it is required to introduce
connecting elements - conjugation models, as shown in Fig. 2. For example, such an
approach is appropriate for connecting to the support system digital twin for the design
of small power systems based on CAD AutoCAD, as an information model number of
fragments interactive “editor”. Another example is integration with gateways for col-
lecting operational data from sensors and issuing commands to actuators developed on
the basis of the Eclipse Kura IoT platform.

To maintain information models and other pilot facility basic energy system digital
twin components, the domestic softwareNrjpack canbeused.Complex screens examples
intended for information model displaying and entering elements are shown in Fig. 3.

Complex architectural basis is a metamodel - information entities description, char-
acteristics, connections between them, obtained from the ontology. This design solution
allows you to automate the execution of routine programming tasks:

• user interface forms layout for performing creating, viewing, updating and deleting
data operations (CRUD operations);

• database structure and content formation;
• unloading the information model for transmission to the input to mathematical and
simulation models.

This significantly reduces the time and labor spent on iterative filling and updating of
the twin, in comparison with the traditional approach (domain driven design, DDD [7]).
The fact is that traditionally ontology elements are represented in the form of classes
and objects described directly in the source code of programs. In such a situation, when
the ontology is changed, it is not enough to reconfigure the metamodel through the user
interface: you need to change the source code, recompile, test and install a new software
version.

The Nrjpack software package is built on the CQRS (command query request segre-
gation) architecture, which involves dividing the set of user calls to the system into two
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independent threads: requests and commands. When making changes to the information
model or metamodel, the user actually generates a change request, to which the system
reacts by changing the data structure or filling it by generating appropriate events.

It should be emphasized that the CQRS architecture is implemented not only for
the information model entities (data), but also for the metamodel entities (types), which
made it possible to separate into a separate stream events aimed at changing the infor-
mation model structure, and not just filling. One way to handle events is to represent
the information model in a relational database. This approach, which is traditional for
highly loaded systems, is of particular interest in the tasks of creating and maintaining a

Fig. 2. Digital twin integration with applications.
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digital twin, since it allows the formation of different relational projections, optimized
for different twin uses.

On the metamodel basis, the software package implements complete information set
automatic unloading about an object into a file in the ontological modeling OWL (Ontol-
ogy Web Language) standard language. The upload tools are based on the metamodel
and therefore automatically adapt to changes in the ontology.

Fig. 3. Screens example for displaying and entering information model elements.

4 Finding the Optimal Hybrid Power System Configuration

As an applied problem for the digital twin practical application, let us consider an auto-
matic search for the Hybrid Renewable Energy System (HRES) optimal configuration
for a given facility, for which the consumption profile and weather conditions are known.
Such a system contains local generating equipment (including renewable energy sources)
and energy storage units, which, instead of or in addition to the centralized power grid,
supply the facility with electricity. The optimal configuration assumes such a combina-
tion of generation and storage components, which gives the greatest effect in terms of
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operation in comparison with passive power supply from an external network. Optimiza-
tion is performed for three target functions: the annual cost of the system, the probability
of loss of power supply and the amount of harmful emissions into the atmosphere. The
design variables set the number of devices of each type and settings; with restrictions in
the form of ranges of variable values. An example is the solution of this problem using
an evolutionary algorithm [8]. However, most of these algorithms require significant
computational resources; therefore, in practice, it is possible to use lighter weight HRES
optimizers. An example is the HOMER Pro package, designed specifically to quickly
find economically suboptimal configurations of distributed energy systems. The model
in HOMER Pro for finding the optimal configuration is included in the mathematical
model of the digital twin of the power system.

The most important digital twin functions include checking the found configuration
operation in simulation mode (simulation). This function can be implemented by adapt-
ing the well-known typical electrical model of the power system in the Matlab Simulink
software package [9]. The model contains elements of distributed energy resources:
an electric network, elements of renewable energy sources, a diesel generator, a stor-
age device, and the means for connecting them into a given configuration are software
implemented. The configuration resulting from the HOMER Pro model is automatically
recreated in the dynamic Matlab Simulink model. In this way, in practice, an automatic
connection of component models into a single complex is achieved. Further, the user
of the digital twin gets the opportunity to execute the resulting simulation model under
various parameters and conditions of interest to him, for example, to evaluate the power
system reaction to one or another control action, as shown in Fig. 4.

Fig. 4. Power system functioning simulation model example.

In turn, the consumer object description (information model) generated in the Nrj-
pack software package is passed to the input to the HOMER Pro package. The transfer
occurs automatically, by transforming and loading the information model representation
intoHOMERPro by anOWLfile generated inNrjPack. At the same time, for each power
receiver, according to the parameters specified in the informationmodel, such as nominal
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power and operating mode, an estimated hourly consumption profile is formed. If actual
consumption data is available from metering devices accessible through IoT gateways,
the evaluation profile is calibrated. In a situation where one metering device covers sev-
eral power receivers, the total profile measured by it is programmatically “decomposed”
into their profiles, by means of so-called disaggregation algorithms [10]. The power
receivers generated and calibrated profiles are transmitted to theMatlab Simulink model
input for simulation, and the combined load profile from them is fed to the HOMER Pro
model input to select the HRES configuration suboptimal for this consumption profile.

As an alternative to electrical models written in Matlab Simulink, models built by
machine learning of deep neural networks are considered. Neural networks architec-
tures and examples, including recurrent and convolutional ones, are proposed for solv-
ing a number of intelligent control key problems in the power industry, such as load
forecasting, electricity price forecasting, load distribution optimization between avail-
able generating equipment, assessment and power equipment technical state prediction,
diagnostics failures and disasters. It can be expected that in the future, neural network
models, supported by other computer mathematical statistics means, will be able to take
a leading position in the power system digital twin.

5 Conclusion

The approaches to the construction of a digital twin proposed in this work make it
possible, without unnecessary labor and time, to form an easy-to-use virtual copy of the
power system that can reproduce the structure, state and behavior of the original with
a degree of completeness, reliability and efficiency sufficient for a number of practical
purposes. This was confirmed in the development cycle of a digital twin prototype
for power systems of pilot active low voltage consumers [11]. The model allows you to
calculate suboptimal configurations of the power system and perform a realistic imitation
of its behavior, including in transient modes (switching between sources). Thus, a classic
digital twin of the base type (Baseline Twin) was realized [12]. The results obtained are
fundamental for the design of intelligent control systems for the energy infrastructure
of the future.
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Abstract. The numerical simulation model of the slag mode control and diag-
nostics system contains the following calculation blocks: determination of yield,
composition and polythermviscosity of final slag; calculation of slag desulfurizing
ability; slag mode diagnostics. The model is applicable to slags with permissible
variations of Al2O3 content from 3 to 17%, MgO - from 5 to 20%, SiO2 content
of 35% and more in slags, CaO content of 35% and more in slags. The developed
automated information system calculates the following slag properties: slag tem-
perature, slag viscosity at slag discharge temperature, slag basicity (CaO/SiO2),
(CaO + MgO)/SiO2 and (CaO + MgO)/(SiO2 + Al2O3); temperatures at which
slag viscosity is 7 and 25 poise; slag viscosity gradients in the range of 7–25 poise
and in the range of 1400–1500 °C. The system can be used by a process team both
during blast furnace smelting to control and diagnose the slag mode for a selected
time frame, and during simulation of slag properties with regard to the specified
rates and properties of the loaded burden.

Keywords: Slag-forming processes · Mathematical model · Blast furnace ·
System · Control · Diagnostics

1 Introduction

The slag mode (slag-forming processes, composition, and properties of slag) of blast-
furnace smelting determines in a greatmeasure the key technical and economic indicators
of a blast furnace - the specific coke consumption and production capacity. The slag
composition, specific yield and properties affect the gas-dynamic, thermal and reduction
processes occurring in a blast furnace.

Slag mode numerical simulation is performed to tackle the following process tasks
[1–5]:

• Production of slag with required properties during the entire slag formation process,
starting with the softening stage, the subsequent filtration of the primary slag melt in
the coke packing and ending with obtaining the final slag melt.

• Production of pig iron of the required chemical composition with the permissible
sulfur content therein.
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• Production of slag, which provides sufficient gas permeability of the slag-forming
zone, the even flow of the burden in the furnace, as well as a stable thermal condition
of a blast furnace.

• Numerical simulation of slag properties when changing its composition.

2 Numerical Simulation Model of Slag Mode Control
and Diagnostics

Slagmode numerical simulation is performed to tackle the following process tasks [1–5]:
Numerical simulation model of the system for control and diagnostics of the slag

mode is shown in Fig. 1. It contains the following calculation blocks: determination of
yield, composition and polytherm viscosity of final slag; calculation of slag desulfurizing
ability; slag mode diagnostics.

The calculation of slag yield and composition (the content of CaO, SiO2, Al2O3,
MnO, MgO, TiO2 in the slag) is based on the equations of material balances of the
main chemical constituents and their compounds. For instance, one can calculate the
slag yield from the slag-forming constituents’ balance, calcium oxide balance [1–4].
The chemical compositions of all iron ore materials, fluxes and coke ash are considered
in the calculation.

Three-component CaO–SiO2–Al2O3 and four-component CaO–SiO2–Al2O3–MgO
slag systems are the most used models for calculating viscosity of the blast furnace
slag [7–10]. In this paper, the analytical estimation of the slag viscosity is based on the
mathematical treatment of the four-component slag system CaO-SiO2-Al2O3-MgO at
temperatures of 1400 and 1500 °C in the field of real values of blast-furnace slags and
the known dependence of viscosity of homogeneous slag melts on temperature. The
influence of other oxides FeO, MnO, TiO2 and others on the slag viscosity is considered
[11–20].

In Fig. 2 one shows the slag diagram of the four-component system CaO-SiO2-
Al2O3-MgO at the 10% MgO content in the slag. Viscosity of the slag at 1500 °C
and the content of the following constituents in the slag: CaO – 40%, SiO2 – 40%,
Al2O3 – 10%, MgO – 10% according to the experimental data is 2.8 poise, and 2.6
poise - according to the computational algorithm. Viscosity of the slag at 1500 °C and
the content of the following constituents in the slag: CaO – 35%, SiO2 – 40%, Al2O3
– 15%, MgO – 10% according to the experimental data is 4.4 poise, and 4.46 poise -
according to the computational algorithm [21–25].

In Table 1 presents comparative data on slag viscosity from experimental studies and
estimated values at different temperatures [15–18].

Comparison of the viscosity of slags of different compositions and at different tem-
peratures showed that the experimental data correspond to the calculated values with a
relative error of 4–7%.

The content of elements of the four-component system CaO-SiO2-Al2O3-MgO in
the blast furnace slag according to observations in 2015–2020 is 95–97%. Table 2 shows
the composition of blast furnace slag for different periods at different blast furnaces.

The suggested numerical simulation model for control and diagnostics of the slag
mode allows taking into account the complex influence of slag constituents on its prop-
erties by calculating the viscosity polytherms in the range of temperatures present in
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Fig. 1. Numerical simulation model of slag mode control and diagnostics.

the blast furnace. The model is applicable to slags with allowable variations in their
composition:

• Al2O3 between 3 and 17%;
• MgO between 5 to 20%;
• SiO2 of 35% or more in the slags;
• CaO of 35% or more in the slags;
• CaO/SiO2 slag basicity between 0.8 and 1.20
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Fig. 2. Viscosity of melts (in poises) of the system CaO-SiO2-Al2O3-MgO at 1500 °C and 10%
MgO in the slag [24].

One of the key characteristics of the slagmode is the stability of slag systems (‘short’
and ‘long’ slags). Changes in the processes of slag formation cause fluctuations in the
basicity of the slag, which in turn lead to changes in the temperature interval of the
viscoplastic state.

Slag viscosity gradients are used to estimate slag properties.
One determines the viscosity gradient (gradient-1), which shows how fast the vis-

cosity of the slag changes from 7 to 25 poise when the slag temperature changes by 1 °C,
poise/°C:

�η2507 = 25 − 7

t7slag − t25slag
(1)

One determines the viscosity gradient (gradient-2), which shows the rate of increase
in the viscosity of the slag when the slag temperature changes by 1 °C in the range from
1400 to 1500 °C, poise/°C:

�η15001400 = η1400 − η1500

1500 − 1400
(2)

According to gradient-1 one can estimate how quickly the slag loses mobility in the
area of lower temperatures (‘short’ or ‘long’ slag).

According to the gradient-2 one can estimate how stable the slag is in the range of
operating temperatures (1400–1500 °C).

The ‘shorter’ the slag, the higher the gradient-1 and lower the gradient-2, that is, in
the area of operating temperatures, the ‘short’ slag is more mobile and stable.

The slag viscosity gradient along with the allowable slag viscosity ranges at different
slag temperatures is used in slag mode modeling as a limiting factor for slag mode
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Table 1. Comparative data on the slag viscosity from experimental studies and estimated values.

Slag composition, % Slag basicity
(CaO/SiO2),
units

Temperature,
°C

Slag viscosity, poise Difference,
poise/%CaO SiO2 Al2O3 MgO Exper Calculation

40 40 10 10 1.0 1500 2.5 2.6 0.1/4.0

40 40 10 10 1.0 1450 4.2 4.0 0.2/4.8

40 40 10 10 1.0 1400 7.2 7.5 0.3/4.2

37.5 37.5 15 10 1.0 1500 4.0 4.2 0.2/5.0

37.5 37.5 15 10 1.0 1450 5.6 5.9 0.3/5.4

Table 2. Chemical composition of PAO MMK blast furnace slag, %.

Blast
furnace
No.

CaO SiO2 Al2O3 MgO TiO2 MnO FeO S Slag basicity
(CaO/SiO2),
units

Content of
CaO-SiO2-Al2O3-MgO
system constituents, %

1 39.6 39.1 9.8 7.9 0.7 0.3 0.3 0.7 1.01 96.4

2 36.4 36.8 12.8 9.3 1.3 0.4 0.3 0.7 0.99 95.3

4 39.5 39.3 10.2 7.7 0.9 0.2 0.3 0.7 1.01 96.7

6 37.3 36.4 12.3 8.7 1.1 0.5 0.3 0.8 1.02 94.7

7 38.1 38.1 11.2 8.4 0.9 0.5 0.3 0.7 1.00 95.8

8 39.0 38.7 11.3 7.5 0.9 0.3 0.3 0.7 1.01 96.5

9 38.4 38.3 11.3 7.8 0.8 0.2 0.3 0.7 1.00 95.8

10 38.8 38.5 10.7 7.5 0.8 0.2 0.3 0.7 1.01 95.5

diagnostics. The choice of the limit values of each range and viscosity gradient is made
by expert assessment.

For one, for the conditions of PAOMMKblast furnaces, the following limiting values
are considered most often:

• If the viscosity of the slag at 1450 °C is in the range of 5.5–6.5 poise, the slag has
increased viscosity in the temperature range of 1400–1500 °C;

• If the slag viscosity at 1450 °C exceeds 6.5 poise, then the viscosity of the slag in the
range of operating temperatures exceeds the allowable limits for the normal smelting
mode;

• If the viscosity of the slag at 1450 °C is less than 2 poise, then the slag has low
viscosity, is highly aggressive to the refractory work and destroys the slag lining;

• If the viscosity gradient ≥�η25070.35, then the slag is of the ‘short’ type. The blast
furnace hearth may be clogged. The operation (operation mode) of the furnace is
hindered;

• If the viscosity gradient �η15001400 > 0.085 the slag is unstable in the range of operating
temperatures (1400–1500 °C). Slag can solidify in the spouts.
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3 Specification of the Slag Mode Control and Diagnostics System

To control and diagnose the blast furnace slag mode at blast furnaces of PAO MMK
one has developed an automated information system (AIS). In Fig. 3 one shows the
architecture of the developed system.

The system contains two modules: a module for continuous data collection on the
process parameters (composition and properties of the burden materials, composition
and properties of liquid smelting products etc.) and a data presentation module.

The information, which continuous collectionmodule receives, is averaged by hours,
shifts, days, weeks, months, and taps. The data presentation module is designed as a web
application.

In Fig. 4 one shows the window for displaying information on process parameters
over time. The window with the AIS results is shown in Fig. 5.

Fig. 3. Architecture of the automated information system for control and diagnostics of the blast
furnace slag mode.

In the web application, one can view some mode and calculation parameters of the
slag control and diagnostics system:
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Fig. 4. Display window for information on process parameters over time.

Fig. 5. Window of calculation results of the slag mode properties in AIS.

• Ore load, units;
• Content [Si] in the pig iron, %;
• Content (CaO) in the slag, %;
• Content (SiO2) in the slag, %;
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• Basicity of the slag (CaO/SiO2), (CaO + MgO)/SiO2 and (CaO + MgO)/(SiO2 +
Al2O3), units;

• Basicity of the iron ore materials (IOM) (CaO/SiO2), (CaO + MgO)/SiO2 and (CaO
+ MgO)/(SiO2 + Al2O3), units;

• Basicity of the burden (CaO/SiO2), (CaO + MgO)/SiO2, (CaO + MgO)/(SiO2 +
Al2O3), units.

4 Conclusion

The developed AIS calculates the following slag properties: slag temperature, °C; slag
viscosity at the slag discharge temperature, poise; slag basicity (CaO/SiO2), (CaO +
MgO)/SiO2 and (CaO + MgO)/(SiO2 + Al2O3), units; temperatures at which the slag
viscosity is 7 and 25 poise, °C; the slag viscosity gradient in the range of 7–25 poise
and the slag viscosity gradient in the range of 1400–1500 °C, poise/°C. Based on the
calculated data, a diagnostic message on the estimation of slag mode parameters is
generated.

The system can be used by a process team both during blast furnace smelting to
control and diagnose the slag mode for a selected time frame, and during simulation of
slag properties, considering the specified rates and properties of the loaded burden.
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Abstract. At present, global models describing the dynamics of the atmosphere,
such as GFS, NAM, ECMWF, UkMet and others, are actively used to compile
weather forecasts. Modern global models make it possible to build weather fore-
casts of a sufficiently high accuracy. Nevertheless, for local territories, errors often
arise related to the peculiarities of a particular area. It is rather difficult to provide
the proper level of detail for global models - it is necessary to set an extended
description of the territory for the entire model, which is quite difficult (espe-
cially for poorly explored areas). At the same time, the volumes of the initial data
increase and the complexity of the calculation algorithms increases. For this rea-
son, the use of adaptive models that allow adjusting forecasts from global models
for specific territories seems quite attractive.
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Adaptive weather forecast

1 Introduction

People have always been interested in weather forecasts. What is the weather going to
be like tomorrow? Will it rain or freeze? No one will give an exact answer to these
questions. Nevertheless, modern forecasts can give an idea of the most likely weather in
the coming days.

In recent years,weather observation and forecasting have been actively developing.A
large number of meteorological stations have appeared that are capable of automatically
collecting and transmitting weather data to unified meteorological centers. If earlier
weather data were collected by meteorological stations at airports, now anyone can
purchase an inexpensivemeteorological station and share its readings via the Internet [1].
Gigabytes and terabytes of data are being accumulated on weather conditions in various
parts of the world. The use of these data allow move to a new level in the preparation
of weather forecasts, improving their quality, detailing, as well as improving forecast
models by identifying their inaccuracies.

At present, a lot of research has been devoted to the problem of making so-called
mesoscale forecasts. Many researchers propose to use the data of several global models
and, on their basis, make adaptive forecasts.
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2 Weather Forecast Models

Any modern weather forecasting model is based on a mathematical model of the atmo-
sphere proposed by Wilhelm Bjerknes [2]. For forecasting, Bjerknes suggested using
a system of equations: one equation for each dependent variable describing the atmo-
sphere. In particular, he identified seven main variables: pressure, temperature, density,
humidity, and three components of air flow velocity (x, y, z velocity).

To obtain correct forecasts, a significant number of primary data frommeteorological
satellites and meteorological stations is required. The highest resolution of the best
modern forecasting models is up to 3 km (in most cases 25 km) when using spatial
interpolation algorithms.

There are three main centers for collecting meteorological data in the world, where
forecastingmodels are implemented, which are different approaches to solving the equa-
tions of atmospheric dynamics, the core of which contains the Richardson equations
[3]:

1. Global Forecasting System (GFS) - is operated by NCEP (National Centers for
Environmental Prediction), which is a division of NOAA (National Oceanic and
Atmospheric Administration, National Oceanic and Atmospheric Administration),
NWS (National Weather Service, National Weather Service), USA [4–7].

The GFS model is updated four times a day (00:00, 06:00, 12:00 and 18:00 UTC)
and provides forecasts up to 16 days (384 h). The model is executed in two parts: the
first part has a higher resolution and runs up to 192 h (8 days), the second part runs from
192 to 384 h (16 days).

NAM (North American Mesoscale) regional mesoscale model with enhanced
elevation data and improved surface and prediction process parameters.

TheWeather Research and Forecasting (WRF) model is a next generation mesoscale
numerical weather prediction model designed to meet the needs of both operational
forecasting and atmospheric research. The WRF is updated 4 times a day and generates
forecasts 78 h ahead in 1-h increments. Forecasts include wind speed and direction, wind
gusts, temperature, total cloud cover and precipitation [8] (Fig. 1).

2. European Center for Medium-Range Weather Forecasts (ECMWF), Reading, UK.
To date, this model is the newest, is rapidly developing and is the leader in the
accuracy of long-term forecasts [9] (Fig. 2)

3. The UkMet model is the brainchild of the world’s oldest meteorological service,
MetOffice, the British Government Meteorological Office. It is believed that it is
richer than others in terms of scientific potential and gives the most accurate short-
term forecast.

In Russia, the main organization performing weather forecasting is the Hydromete-
orological Center of Russia, which also uses hydrodynamic models of the atmosphere,
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Fig. 1. GFS model.

Fig. 2. ECMWF model.

in which the main weather-forming mechanisms are presented: cloud-radiation interac-
tions, moisture phase transitions, turbulence in the boundary layer, heat transformations,
etc. moisture in the upper soil layer, interaction with vegetation, etc. However, some of
the physical processes are deliberately not taken into account or roughened due to limited
resources.
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Hydrodynamic models predict not the point, but the characteristics averaged over the
cells of the computational coordinate grid. All the variety of properties of the atmosphere
and underlying surface inside the cell is represented by spatially averaged grid values.

Spatio-temporal sampling and smoothing affect the ability of models to reproduce
local features of meteorological fields and, first of all, extreme characteristics and sharp
changes in weather, as a rule, of greatest interest to forecast consumers.

All of these models have significant limitations. Systematic errors arise primarily
due to the lack of initial data. For example, in Europe the average distance between
meteorological stations is 25 km, in Russia it is 100 km at best for the European part
(for Siberia, as you yourself understand, there may be 1000 km between stations). In
addition, all these models have a resolution of 50–100 km, poorly take into account the
relief, water areas, and local features of the territory.

For example, forecasts are made for the Vladimir region for the main settlements.
The data from several meteorological stations in Vladimir (Vladimir, Gus-Khrustalny)
and neighboring (Vyksa, Pavlovsky Posad, Volzhskaya GMO) regions are taken as a
basis. Nevertheless, the forecasts obtained are rather approximate: they are poorly tied
to settlements and are not accurate enough.

3 Adaptive Weather Forecasting

Existing weather forecasting models use huge amounts of data, require significant com-
puting power, and make it possible to predict the weather in regions with sufficient
accuracy [10–12]. However, the lack of a sufficient number of observation stations (or
prompt access to their data), insufficient consideration of the local characteristics of the
territory (terrain, plantations, water bodies, technogenic impact), does not allow making
accurate forecasts for individual settlements and points of the terrain [13–15].

On the other hand, the development of our own models without the use of global
data (movement of atmospheric layers, changes in meteorological parameters, including
in remote areas) will not allow obtaining a more accurate picture of forecasts.

To solve this problem, it is proposed to use the data of existing weather forecasting
models with their further correction. The use of existing global models makes it possible
to solve the problem of taking into account global changes in the atmosphere without
attracting large computing power.

The adjustment affects three main aspects:

1. Systematic errors in forecasting for specific territories and their correction [16].
2. Accounting for data from local observational meteorological stations and other

sources.
3. Taking into account the local characteristics and features of the territory that affect

weather conditions.

At present, there is a fairly large amount of data on weather forecasts for various
territories and the actual values of meteorological parameters [17]. Comparison of pre-
dicted and actual values reveals forecast errors and inaccuracies. If by themselves, errors
in past forecasts are not a sufficient basis for correcting future forecasts, then identifying
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the causes of errors, associated factors (including meteorological), local features of the
terrain, allow to find systematic errors and correct them.

Due to the fact that the volumes of meteorological data and forecasts are large [18]
(for example, WRF and GFS forecasts occupy more than 60 GB and are updated every
minute), it is possible to effectively identify their relationships and correct forecasts
using machine learning methods [19–23]. For these purposes, neural networks, support
vectors, etc. can be successfully used [24–28]. The use of factor analysismakes it possible
to identify the relationship between environmental parameters and their influence on
weather changes.

As a set of parameters for machine learning, it is proposed to use a wide set of
indicators of both the current weather state and unsuccessful forecasts:

• Temperature in 3 h increments,
• Average temperature,
• The greatest temperature difference,
• Average temperatures over the past week,
• Atmosphere pressure,
• Change in atmospheric pressure,
• Wind speed and direction,
• Relative humidity,
• Weather indicators in the vicinity (the area is divided into zones with a set step, for
example, 1 × 1, 5 × 5, 10 × 10 km),

• The average temperature for the current day based on long-term statistics,
• The difference between the current temperature value and the average temperature
value based on long-term statistics,

• Cloudiness,
• Height above sea level,
• Elevation difference with the surroundings,
• The share of water bodies at the forecast point
• Etc.

Due to the fact that the traditional network of meteorological stations does not give
a detailed idea of the weather conditions at specific points in the region (where there
are no meteorological stations), it is of interest to use additional sources of meteorolog-
ical information that can provide information about barometric pressure, temperature,
humidity, air velocity. Such sources can be temperature and humidity sensors, precipi-
tation sensors, automatic and compact weather stations, etc. Since these data can have a
different structure and form of presentation, and also not uniformly cover the territory of
theVladimir region, the problem arises of integrating and processing such heterogeneous
and incomplete meteorological data.

4 Structure of Adaptive Weather Forecasting System

Sources of data for compiling adaptive weather forecasts are:
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• Data of current weather observations coming from the ground network of meteorolog-
ical stations, meteorological satellites, radiosondes, as well as local meteorological
stations of users.

• Archival data of weather observations. Currently, extensive archives of weather obser-
vation data are collected in the National Climatic Data Center (NCDC), National
Oceanic and Atmospheric Administration (NOAA), European Climate Assessment &
Dataset, Hydrometeorological Center of Russia, etc. Weather data available for the
last 100 years. In our country, the most complete archives of weather observations
have begun to be collected over the past 10 years.Much data is collected automatically
and is available online.

• Archived data of weather forecasts compiled on the basis of existing models of GFS,
WRF, ECMWF, etc.

• A dataset of local characteristics of territories, allowing to take into account their
individual characteristics (for example, changes in the relief, the presence of water
bodies, green spaces, etc.)

• Forecast data from existing global forecasting models. Models such as the GFS and
WRF give a fairly good idea of the changing weather conditions on Earth, but some-
times have inaccuracies for specific points in the terrain. For this reason, the predictions
of such models are valuable sources of data.

Modern global models used to make weather forecasts are quite complex and require
very large computing power. Computational clusters are often used for calculations.
Making changes to such models to adapt them to specific conditions is an extremely
complex process. For this reason, it seems to be a more efficient solution to use the
data obtained from the operation of such models (WRF, GFS, ECMWF, etc.) in large
scientific centers. In this case, it becomes possible to use ready-made forecasts from
different models without the cost of computing power.

For making adaptive forecasts, one of the most valuable data sources is information
on correspondence of forecasts to actual weather values. For these purposes, the system
contains a module that compares forecasts and observational data and finds stable errors
in forecasts. Information about such errors and their numerical expressions (differences
between predicted and actual temperature, humidity, air velocity) are an additional source
of data for compiling adaptive weather forecasts.

The core of the system is a data processing module using machine learning. The
module receives sets of initial data and weather forecasts, processes them, and corrects
forecasts based on previously identified stable errors. For this,multilayer neural networks
are used.

Multilayer neural network is a neural network consisting of input, output and one or
more hidden layers of neurons located between them (Fig. 3).

The system is constantly learning based on the data of the detected persistent errors.
In this case, the following difficulties arise:

Global forecasting models are constantly evolving and revising. For this reason,
in new versions of models, errors can appear or disappear. For this reason, the most
significant errors are those that have arisen in the most recent forecasts.
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Fig. 3. Adaptive weather forecasting.

The adaptive forecasting system can also make mistakes. For this reason, it is nec-
essary to monitor the convergence of the forecasts issued by the system and real obser-
vational data. Some predictions can be so unfortunate that the number of errors will be
large. And this, in turn, can affect the quality of future forecasts.

Errors sometimes occur in the observational and forecast data streams. For exam-
ple, data from some weather station is not received, or the values of these data do not
correspond to reality (for example, extremely large or small values, which in fact are
not). For this reason, careful verification of the incoming data should be carried out and
clearly inconsistent data should be excluded from consideration.

5 Conclusion

Modern global models make it possible to build weather forecasts of sufficiently high
accuracy. Nevertheless, for local territories, errors often arise related to the peculiarities
of a particular area. It is rather difficult to provide the proper level of detail for global
models - it is necessary to set an extended description of the territory for the entiremodel,
which is quite difficult (especially for poorly explored areas). At the same time, the
volumes of the initial data increase and the complexity of the computational algorithms
increases. For this reason, the use of adaptive models that allow correcting forecasts
from global models for specific territories seems to be quite attractive.
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Abstract. The work is devoted to assessing the reliability of the attachment to the
fuselage of aircraft engines, which directly determines the safety and reliability
of the aircraft. To do this, the choice was made of the rational design of the
front span. Comparison of design options and the selection of the most preferred
of them were based on the chosen criterion. The choice of the variant of the
scheme was carried out in order to minimize the weight of the optimized unit. The
criterion function value was calculated using the End Elements Method (ICE) in
the COSMOS program in SolidWorks (CAE). Tensions, loads and deformations
were calculated. The results of calculations for the spangotwere also verified using
COSMOS. As a result, the divergence of the results of theoretical calculations and
calculations COSMOS was no more than 1.2%.

Keywords: Attachment · Engine attachment reliability · Thin-walled
construction stability · Spangot model

1 Introduction

Today, the typical version of the location of engines on an administrative class aircraft
is their attachment in the tail part of the fuselage [1]. Naturally, this part of the fuselage
carries an additional load and is a place that requires increased attention of the designer
and designer at all stages of the creation of the new L.A. Consequently, the reliable
mounting of engines directly affects the safety and reliability of the L.A. development
[2]. This issue therefore requires careful further study and study.

The point loads experienced by the power set of the tail part of the fuselage determine
the difficult conditions of its functioning.

It was in this regard that increased attention was paid to the design of the engine
gondola attachment sites to the corresponding spans.

As a research work, the rational design of the front engine attachment was chosen.
Comparison of design options and the selection of themost preferred of themwere based
on the chosen criterion. The choice of the variant of the scheme was carried out in order
to minimize the weight of the optimized unit. The criterion function value was calculated
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using the End Elements Method (ICE) in the COSMOS program in SolidWorks (CAE)
[3, 4].

Of course, it should be noted that in real-world conditions the designer has to take
into account a much larger number of requirements for the created design. In particular,
we have to take into account the requirements for the technology of the assembly, the
technology of the assembly, special requirements, for example, related to the layout of
the cabin (in the case when the inner part of the spangot should be hollow). Taking into
account all these requirements leads to the need to develop and account for an entire
system of criteria (indicators) and limitations [5, 6].

The front span gout has been selected as it is more difficult to load and functions in
more difficult conditions.

2 Basic Raw Data

Further analysis was carried out on the scheme of active loads based on the design of
the engine pylon and its attachment to the spangots.

The main load that experiences the first spangot fixing the pylon is the weight, and
the load from the thrust of the engine. The engine pylon is attached to the first spangot
by the pylon suspension node lying in its plane, as well as a sloping beam that takes the
thrust of the engine and passes it to the second spangoute [7].

This mount converts the thrust of the engines into a pair of forces that work to
compress the front spangot. In this case, the weight of the engines is transferred to the
front spangot in the form of a combination of the moment and cutting force. The load
definition is shown on Fig. 1.

Fig. 1. Identify the loads acting on the researched spangot.

The shape of the engine pylons, their size and location during the optimization were
not used. In addition, the shapeof the spangot is limited: the local diameter of the fuselage,
the constant value of the thickness of the spangot, the values of the characteristics of the
material, chosen among the set in COSMOS.
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An allluminal alloy of 7050-was chosen as the material of the spangot.
T7651 with the following physical characteristics:
E = 7200 daN/mm2.
G = 2700 daN/mm2.

3 Assumptions

In the calculations of power spangots usually used ready-made dependencies derived
from the solution of static uncertainty of closed rings.

In the course of optimization, the following assumptions were made:

• It’s a non-natural design, a very idealized version;
• The ratio of the transverse size of the beam to the curvature radius is small;
• Local loads on the spangout are balanced by tangent efforts in the shell;
• The rigidity of the shell on the bend compared to the rigidity of the spangot is small;
• Local or general loss of stability of the thin-walled structure is not taken into account;
• The design of the pylon suspension nodes is fixed and is not considered during opti-
mization (the pylon attachment nodes are considered to be integrated into the span
putt belt);

• The gyroscopic moment of the engine from the rotation of its moving parts in the
force scheme was not taken into account;

• Engine vibrations were not taken into account;
• The temperature extension of the structure material was not taken into account;
• No effort and deformations are taken into account, which are transmitted to the
spangout on other elements of the structure (panels of cladding, beams, reinforced
stringers).

• The change in the circular shape of the spangout under load was minor;
• Calculations for fatigue destruction of the structure and wear were not made.

The main limitation during optimization was the need to withstand the design of the
assigned loads without significant deformations.

4 A Method of Solving a Problem

To solve the problem, the design scheme was optimized by busting a number of options
[8]. For each variant of the loading scheme, COSMOSprogramswere calculatedwith the
help ofCOSMOS ICS. The results of calculations for the spangotwere also verified using
COSMOS [9, 10]. As a result, the divergence of the results of theoretical calculations
and calculations COSMOS was no more than 1.2%.
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VonMises’ voltage or equivalent voltage is a quantitative characteristic of the voltage
component. COSMOS uses the von Mises formula to calculate the quantitative charac-
teristics of voltages. Although the vonMises formula does not fully describe the voltages
at the point, it provides information adequate enough to assess the safety of the project
for a variety of plastic materials.

Unlike the voltage component, vonMises’ voltages have no direction. They are fully
determined by the amount of voltages. The van Mises formula is used as a criterion for
assessing damage to plastic materials.

The voltage is calculated from six voltage components according to the following
formula:

σVON =

⎧
⎪⎨

⎪⎩

0.5
[
(σX − σY )2 + (σX − σZ )2 + (σY − σZ )2

]
+

+3
(
τ 2XY + τ 2XZ + τ 2YZ

)

⎫
⎪⎬

⎪⎭

1
2

(1)

The optimization was based on the specified geometric characteristics of the design.
Weight was chosen as the target function, which had to be minimized during the

research. The parameters of the spangout section and the geometric characteristics of
the shape of the spangout (e.g., the cut-out radius) were selected as variables. Details
of the composition and rational values of the groups reviewed are presented in the next
chapter. The limitation in optimizationwas the strength limit for thematerial you selected
[11].

5 Steps to Solve a Problem

During the simulation, it was necessary to bring the model closer to the real conditions
of operation of the design during the operation of the L.A. [5]. To do this, the Spangot
was first designed in SolidWorks CAD. To reduce the calculation time and load on the
computer, the symmetry function in COSMOS was used.

Themodel was configured only to calculate and optimize one of the two symmetrical
halves of the unit design. Because COSMOS’s built-in features were used, this simpli-
fication did not affect the accuracy and reliability of the calculation results [12, 13].
Then, as the point of fixing the structure plays a decisive role in the calculations and
optimization, as well as for taking into account the real conditions of the structure, the
model to the spangot was attached to the cladding, which was fixed half a meter from
the spangot (which corresponds to the real distance between the span). The spangot was
fixed in the symmetry sphere, provided that the symmetry function was used in COS-
MOS to simulate the functioning of an entire spangoute. Then, the loads according to
the accepted power scheme were applied at the points lying in the plane of the spangot,
at the points of the pylon suspension nodes [14–16].

An illustration of an example of a model pinning and the loads that are working on
it is shown in Fig. 2.
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Fig. 2. How to attach and distribute loads in SOSMOS.

6 Results

We compared five different proposed versions of the spangout scheme by weight.

Possibility I
Round spangout with a round neckline, inside which is a beam (Fig. 3).

Variable options:

• The thickness of the spaniel belt
• The thickness of the spangoat wall
• The height of the spangot
• The thickness of the beam belt
• The thickness of the beam wall

Fig. 3. Round spangout with a round neckline, inside which is a beam.



Choosing a Rational Design of the Engine Fastening Span 279

Possibility II
Round spangout, with a cut-out in the form of an oval double curvature inside (Fig. 4).

Variable options:

Fig. 4. Round spangout, with a cut-out in the form of an oval double curvature inside.

Possibility III
Round spangout with a solid thickened wall (a frame with a blank wall) on which the
tides are located (Fig. 5) [17].

Variable options:

• The thickness of the spaniel belt
• The thickness of the spangoat wall
• Tide length

Possibility IV
Round span with a round neckline in the middle (Fig. 6) [18].
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Fig. 5. Round spangout with a solid thickened wall on which the tides are located.

Fig. 6. Round span with a round neckline in the middle.

Variable options:

• The thickness of the spaniel belt
• The thickness of the spangoat wall
• The height of the spangoat wall

Possibility V
Round spangout with a thin wall with two oval cutouts (Fig. 7) [19].
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Variable options:

• Width and height of clippings
• Tide length

Fig. 7. Round spangout with a thin wall with two oval cutouts.

A comparison of the results is shown in the Table 1.

Table 1. Comparisons calculated variant.

Variant I II III IV V

The number of
administrative
aircraft in which
this type of
spank is
designed (the
total number of
planes - 25)

15 7 3 - -

(continued)
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Table 1. (continued)

Variant I II III IV V

Massive parameters

Total spangout
weight after
optimization
(kg)

21,030 23,594 36,584 26,936 27,568

Weight of the
spangout wall
(kg)

0,976 6,064 17,184 10,904 6,920

Weight of the
spank belt (kg)

5,226 7,574 5,484 7,942 5,472

Weight of the
beam (kg)

10,442 - 7,874 - 9,136

Weight of pylon
suspension
nodes (kg)

4,386 9,956 6,042 8,090 6,040

Deformation parameters

Maximum
displacement
(mm)

23,3 6,8 2,2 6,5 14,0

Displacement of
the top node of
the pylon
suspension
(mm)

6,3 1,9 1,3 2,1 1,5

Displacement of
the lower
suspension node
pylon (mm)

8,0 5,5 1,8 5,7 4,6

Optimization options

Number of
variables

5 5 3 3 5

Number of
iterations

23 23 15 15 23

Number of
items

58942 55344 69422 55458 54807

The size of one
item

22.6 mm ×
1.1 mm

23.1 mm ×
1.2 mm

24.2 mm ×
1.2 mm

23.4 mm ×
1.2 mm

24.1 mm ×
1.2 mm

Number of
nodes

118921 111289 138840 111289 110323
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The distribution of loads and deformations for each design version is shown in the
following figures (Figs. 8, 9, 10, 11, 12, 13, 14, 15, 16, and 17).

Fig. 8. Illustration of the distribution of loads (for the visuality of the deformation shown with a
scale of 1:10) - Possibility I.

Fig. 9. The deformation illustration is Possibility I.
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Fig. 10. Illustration of the distribution of loads (for the visuality of the deformation shown with
a scale of 1:10) - Possibility II.

Fig. 11. The deformation illustration is Possibility II.
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Fig. 12. Illustration of the distribution of loads (for the visuality of the deformation shown with
a scale of 1:10) - Possibility III.

Fig. 13. The deformation illustration is Possibility III.
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Fig. 14. The load distribution illustration (shown with a scale of 1:10) is Possibility IV for the
perstence of the deformation.

Fig. 15. The deformation illustration is Possibility IV.
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Fig. 16. An illustration of the distribution of loads (for the visibility of the deformation shown
with a scale of 1:10) is Possibility V.

Fig. 17. The deformation illustration is Possibility V.

7 Conclusions

Based on the data in the table, it is clear that the flyweight is the spank as a result of
optimization turned out option I (21.03 kg), in the cut of which passes the beam. It is
12% lighter than Option II and 73% lighter than Option III.

However, there is much more bias for option I than for everyone else. The maximum
displacement occurs at the top of the central part of the beam (23.3 mm). The suspension
node shift is also as high as the first option forOption I and is 8.0mm.Option III, although
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heavier in weight, but very well keeps the shape under load. The maximum offset for
this option is only 2.2 mm. Option II is a good choice for the designer, because its weight
is only 2,564 kg heavier than for option I, but the bias in the suspension nodes is small
(from 1.9 to 5.5 mm).

The difference in weight between a spangout with an oval-shaped neckline and a
circle-shaped one is about 14%.At the same time, the biases for these two design variants
are practically no different. It is obvious that in terms of ease of manufacture, the cut-out
in the shape of a circle is much easier than the cut-out in the form of a double curvature
oval. Thus, the transition to a simpler manufacturing process requires a weight gain of
3.3 kg.

Option V is actually a further development of Option III. In this way we get a
reduction in weight to 32%. On the other hand, the thin wall begins to lose its stability
and there are a number of large shiftswith values up to 14mm.Although the displacement
in the anchorage of the engines is still not large (up to 4.6 mm) in the lower mount.

It should be noted that this study is only an indicative approximation in the pre-
liminary design of the spangout. The purpose of the study is to provide a brief and
clear picture of the weight and deformities for each option as a result of the award. As a
result of real design, after taking into account the impact of production requirements and
other important factors, the end results of weight and strength calculations may differ
significantly from the results of the studies.

One possible way to deepen the research is to take into account the created model of
fatigue, vibrations from engines (resonance) during optimization and taking into account
the thermal effect of the engine on the structure. In-depth studies can also be carried out
through the COSMO programme.
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Abstract. In the modern aerospace industry, there is an intensive development
of computer technology. This paper discusses the effectiveness of the automated
design system of the Russian firm ASCON’s automated design system for the
technical design of aviation parts.
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1 Introduction

VERTICAL CAD is a system of automated process design that solves most of the
problems of automation of manufacturing preparation processes (CCI), namely:

• to design themanufacturing and assembly processes of structures in several automated
modes,

• calculate the material and labor costs of the production of products,
• calculate cutting, welding and other technological parameters,
• automatically form all necessary sets of technological documentation in accordance
with the RUSSIAN GOST and the standards used in the enterprise (STP), for which
there are necessary additional interface settings),

• to carry out parallel design of complex and end-to-end process by a group of
technologists, and in real time,

• to carry out data verification in the process (on the relevance of reference data, as well
as norm control),

• to form orders for the design of special technology equipment and the creation of
management programs for equipment with numerical software control (CNC),

• to maintain the relevance of technological information through change management
processes

• to support the process of building a single information space in the enterprise to
manage the product’s lifecycle from development to recycling [1].

VERTICAL CAD supports all business processes of electronic engineering paper-
work, including the management of technological changes, and can also form blocks of
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management programs in route technology. The system takes a qualitatively new app-
roach to the organization of process data, based on the object model of presentation and
processing of information.

Thanks to these capabilities and, as practice has shown, the system can be success-
fully applied to set and solve the problems of technological design of aviation equipment
and its structural elements, but has its own features.

In the SYSTEM “VERTICAL” technologist can create technical procedures of three
kinds:

• The process of making a part,
• The process of manufacturing an assembly unit,
• A typical (group) process [2].

2 Vertical SAPR Structure

Design and technology information are in the window of oneprogram.
At the heart of the system is a tree of constructive-technological elements of the

part (CTE), or simply CE, as shown in the Fig. 1, and the tree of the process itself (the
tree of TP or detailed-structural units - DSE) (Fig. 1). In the workspace there are also
windows for the output of a 3Dmodel and 2D drawing of the part, which gives a number
of advantages for the technologist [3].

If you specify any technological transition in the process tree, the CTE tree will show
the element to which it belongs, indicating all the parameters of the element, and the 3D
models will be illuminated by the treated surfaces. Thus, on the screen we will see not
only all the data about the item, but also its location on the details. And it is worth noting
that the communication is two-way - if you choose the surface on the 3D model, the
CTE will be displayed and the current technological transition in the TP tree, through
which the processing of this surface is carried out [4].

Automated design of the process is carried out using a library of design and tech-
nological elements, made in the form of a universal technological directory UTS. THE
UTS handbooks are an extensive database, but it does not always contain the required
equipment, tool or rig [5].

It contains data on all materials used in the industry.
The system also provides for a mechanism of collective work on the design of the

process. The technologist, working on the project, can send the task for design, for
example, welding operation to a welding technologist, who in turn, after design, returns
it to the process. All of this can be implemented through department heads who will
appoint performers with simple deadlines and design priorities. This is recommended
through the Lotzman Technologist app [6].

The relationship between the Vertical CAD and the main applications that form a
single information space of the enterprise (EIP) is shown in the Fig. 2.

The formation of technological documentation in the system is implemented through
the “Vertical Reports” application. This application can be used without the Vertical sys-
tem and does not require a license to use it. You can save the set of formed documentation
in various formats independent of CAD from SAPR (.pdf, xls, tif, zff) [7].
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Fig. 1. The relationship between technological and design elements in the design process.

3 Process of Technological Design

Now we will carry out the development of the process of technological design of
milled aviation part - bracket of the upper node of the steering wheel direction of the
multipurpose maneuverable fighter (Fig. 3).

Before you start choosing a blank, you need to analyze the design feature: the
material, configuration and dimensions of the part [8].

The bracket of the upper node of the steering wheel of the direction is a milled
mechanical detail (Fig. 3).

Detail size: 98 × 1 × 58.
There are 2 10 o’1 in the details. It’s a 3 mm and one non-squisms. 9 mm.
The roughness of the treated surfaces is Ra 6.3, except for the interior surfaces, where

the roughness is from Ra 0.8 to Ra 1.6.
This part is made of the material D19chat GOST17232-79, the strength limit σB ≥

40 kgs/mm2, control group onOST1 00021-78 (Table 1).
The outline is milled according to the program on amillingmachine with CNC under

the management program, according to the recommendations.
Use Ahn coating. 8,000, EP-140 grey enamel, horizontal drying on OST 190055-

85. After mechanical processing, the part undergoes galvanic treatment of the surface
followed by control on the absence of cracks. The weight of the part is 0.420 kg.
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Fig. 2. Building ane-digital information space of the enterprise (EIP).

Fig. 3. The electronic model of the bracket of the upper node of the steering wheel direction of
the maneuverable fighter.

Table 1. Physical and mechanical properties D19chat.

Temporary resistance to destruction Yield point Material density NSW’s hardness

σB = 405 MPa σ0,2 = 320 MPa ρ = 7,20 τ /cm3 No more than 185
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In the technological design of the bracket based on its CADmodel, we will create an
operating blank, which contains, in addition to geometric and design information, also
geometric and technological data on the operational transformation of the blank into
detail [9]:

• when installing parts in a machine tool for technological bases necessarily take real
surfaces, directly in contact with the installation elements of the device. When select-
ing technological bases for processing the bracket of the upper node of the steering
wheel direction, it is necessary to follow the following rules: - to combine the bases,
i.e. as a technological base to take the surface, which is a measuring and design base
at the same time;

• to observe the principle of permanence of bases. If the permanence of the technological
base cannot be achieved, the new technological basemust necessarily select the treated
surfaces;

• technology bases should ensure sufficient stability and rigidity of the installation of
the blank;

• to deprive the blank of all degrees of freedom [10, 11].

Thus, in relation to the process under study, we break down the base process into
two installations (Fig. 4, Fig. 5). On the first set we have draft bases (unprocessed still
surfaces), on the second, the final - clean.

Using Vertical’s corporate machine tooling database, the most appropriate options
for making the part were:

1. Horizontal milling machine 6P82G. It is used for various milling of steel, cast iron
and other alloys.

2. Vertically - milling machine FP-17. On the machine, you can mill parts bounded by
flat surfaces or shaped contours with a constant angle of tilt forming, such as beams,
ribs, spars, brackets and others. Drilling, zenkering, pre-sharpening of holes. The
machines can be treated with convex and concave surfaces of the double curvature
with the help of shaped cutters with a ball end.

3. DMU Processing Center - 60. High-performance milling processing center DMU
60 with Heidenhein CNC system with 3D modeling function.

4. Vertical drilling machine 2N135. Designed for drilling, drilling, zing, zenkering,
deployment.

5. Machine fixtures. They are the largest group and make up 70 to 80% of the total
number of devices.

Aircraft factories of mass production are equipped mainly with universal metal cut-
ting machines. Each machine is designed to perform a certain job with a given precision.
For such machines use special devices that expand the technological capabilities of the
equipment.With the help of such devices on themachine dowork, for the implementation
of which requires a machine of a completely different type.

To attach the blank of the study part to the machine with CNC is recommended to
use the grip (Fig. 4b) and a special machine tool (Fig. 5).
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Fig. 4. The blank (a - the scheme of the base), b - fixing in the stagnant grip on the first installation.

The choice of cutting tool is carried out by the type of technological operation
(sharpening, milling, deployment), the size of the treated surface, the properties of the
material being processed, the accuracy of processing and the necessary roughness of the
surface [12, 13].

Depending on the roughness parameter, a method of processing a given surface
is chosen, which corresponds to its specific cutting tool. The choice of tool material
is important for processing. For thin (finishing) methods of processing materials with
high cutting speeds (over 500 m/min) the use of super-hard instrumental materials is
recommended.

The swirls for the processing of materials such as D19chAT GOST17232-79 are
made from the fast-cutting steel P6M5.

Cutting tool is recommended to choose with:

• The use of a normalized and standard tool
• Processing methods
• The sizes of the surfaces being processed,
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Fig. 5. The preparation and its base in a special device on the second (final) installation.

• Precision processing and surface quality,
• The type of material being processed,
• the durability of the instrument, its cutting properties and durability,
• Processing stages (black, clean, finishing),
• Type of production.

Based on the above, a cutting toolis chosen for the serial production of the aircraft
part considered in thiswork.

During the operation of the vertical system, it was necessary to work with the
functionality of other systems, applications and modules (LATMAN: PLM, Universal
Technology Handbook, Corporate Directory “Materials and Sortaments” etc.).

To better visualize the details and subsequent data imports, a 3D model file process
and an electronic detail drawing are connected to the process. The greatest effect with
the use of high-level systems can be achieved using a complex system of automated
design (design CAD-system) and a system of technological design (SAPR TP) [14, 15].

The design of the process was carried out by the method of forming a tree TP. The
selection of equipment for TP operations, cutting tool, calculation of bracket surface
processing modes, time standards for the manufacture of the part was made using the
relevant vertical databases, UTS tabs and embedded algorithms [16].
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The calculation of processing modes took into account the type and geometry of
the processed structural element, the rigidity of the “Machine-adaptation-tool-detail”
system, the physical and mechanical properties of the material and the state of the
surface layer of the blank, the passport data of the machine and the parameters of the
cutting tool. The System provides an opportunity to calculate cutting modes for cases of
multi-instrumental mechanical processing, including in the context of automatic turning
operations [17, 18].

After creating all operations in the Vertical system, a ready-made or created a new
technological sketch can be connected to each TP operation to a more visual represen-
tation of the sizes performed on a particular operation, the quality of surfaces, spatial
deviations, the base of the part, etc. [19]. To create working process documentation that
is transferred directly to work sites, the Map Shaper feature is used on the Program tool-
bar. The master of the formation of technological documentation determines the desired
kind of technological document, according to the settings appointed by the technologist
[20]. The technologist is given the opportunity to choose the optimal combination of
design modes.

4 Conclusions

Thus, the main possibilities of automated design of technological processes are con-
sidered, recommendations are given on the structure of technological design of special
parts and processes in the SAPR TSRT, related to the design and technological features
of the aviation industry products.
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Research of the Emission of Electromagnetic
Interference from a Secondary Power Supply

A. V. Kirsha(B) and S. F. Chermoshentsev

Kazan National Research Technical University named after A. N. Tupolev – KAI, 10,
K.Marx Street, Kazan 420111, Russia

Abstract. In this work, studies are carried out the emission of electromagnetic
interference from the secondary power supply of the unmanned aerial vehicle
power system. An approach to predicting electromagnetic emission from a sec-
ondary supply and its influence on the operation of onboard equipment is proposed.
A practical example of predicting the emission of electromagnetic interference
from a secondary power supply, which is located on board an unmanned aerial
vehicle, is discussed.

Keywords: Onboard equipment · Electromagnetic compatibility · Forecasting ·
Electromagnetic interference · Electromagnetic environment · Aircraft

1 Introduction

The development of aircraft design is now becoming more and more complex. Polymer
composite materials are widely used to reduce weight and dimensions and improve
aerodynamic properties. But as an inevitable consequence, the use of compositematerials
significantly degrades the electromagnetic characteristics. The advantages of composite
materials lead to their widespread use in the design of unmanned aerial vehicles (UAVs)
[1–3].

Degradation of electromagnetic performance requires special measures to ensure
electromagnetic compatibility (EMC). The reliability, functional safety and performance
ofUAVsare directly dependent onEMC.EMCofonboard equipment is its ability to func-
tion in a real electromagnetic environment in accordance with the established require-
ments. The electromagnetic environment is a combination of external electromagnetic
influences and intersystem interactions with other onboard equipment [4, 5].

One of the most important problems of EMC is the prediction of the emission of
electromagnetic interference from power lines of power supply. A great contribution to
the solution of these issues was made by Russian scientists and specialists [6–8]. Other
authors, that must be mentioned are next [9–11]. From the analysis of publications, it
can be concluded that the problem of emission of electromagnetic interference radiation
from secondary power sources (SPS) and circuits formed by direct and return conductors
of the power supply system has been insufficiently studied.
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The requirements for the quality of electricity onboard the aircraft are becomingmore
stringent due to the increase in the number of electricity consumers with various charac-
teristics. Power quality requirements are established by the Russian standard GOST R
54073-2010 “Power supply systems for aircraft and helicopters. General requirements
and standards of power quality” [12] and theAmerican standardMIL-STD-704“Aircraft
electric power characteristics” [13]. Conducted interference of various origins makes a
significant contribution to the quality of electricity in the UAV’s power supply system.
Conducted interference can be induced by an electromagnetic field of artificial or natural
origin, and can also be generated by secondary power converters and the supplied loads
themselves [14]. The SPS is EMI generator in a wide frequency range, contributing to
all types of interference presented in Fig. 1. The main generators of EMI are power
elements that have parasitic parameters that have a significant impact on the interference
range above 30 MHz.

A complex electromagnetic environment can occur during the operation of the air-
craft power supply system. It has a consequence of a violation of the quality of the
onboard equipment functioning [15]. The used method for predicting the electromag-
netic environment is an integral part of the general methodology for designing a power
supply system for UAVs, taking into account the EMC requirements. The electromag-
netic environment is created by electromagnetic fields from the UAV’s power supply
system.

Fig. 1. Diagram of types of electromagnetic interference in a UAV.

The loops, which are formed by the conductors of the power supply system and the
powered devices, emit a low-frequency magnetic field. This is due to the high currents
flowing from the SPS. Therefore, to reduce the induction of low-frequency magnetic
fields, it is necessary to reduce the area of the current circuits. For this, the grounding
system is designed rationally and a reference potential equalization system is created
[15, 16].
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The aim of this work is to study the emission of electromagnetic interference when
it is emitted from power lines of SPS.

2 Research Methods and Models

2.1 Research Methods

There are three levels of detail in the study and evaluation of theEMCof theUAVonboard
equipment. This takes into account both the intrasystem electromagnetic interaction and
external electromagnetic influences [17, 18]. This study examines the first level of detail.
It is a study of the electromagnetic environment in the intra-fuselage space of an aircraft.
In accordance with the immunity requirements of a particular type of equipment, a
comparison is made between the maximum permissible value of the electromagnetic
field strength and the value of the electromagnetic field strength obtained as a result of
simulation.

To assess the level of emission of electromagnetic interference from SPS that are
radiated by the field, the following three approaches are used: analytical calculations,
experimental studies and simulation.

The analytical approach does not allow for accurate forecasting, because it is diffi-
cult to take into account the parameters of the aircraft material, equipment layout, etc.
Experimental studies can be applied when a prototype or construction of a device and
an aircraft already exist.

The work uses the program of electrodynamic modeling to study the emission of
electromagnetic interference radiation from the SPS loops [19, 20].

2.2 Research Models

For research and forecasting, the influence of radiation from SPS, a simulation model of
the SPS has been developed. To solve this problem, a mixed model was compiled, which
combines the SPS circuit in the SPICE format (point 4 of block diagram on the Fig. 2)
and the parameters of the printed conductors obtained as a result of the application of
the method, presented in the form of a 3D model. Figure 2 shows a block diagram of the
design of the physical topology of the SPS.

The proposed genetic algorithm for the placement of elements of a SPS, taking into
account the criterion of electromagnetic radiation, is applied to a test example, a SPS
circuit with a power of 0.5 kW, a schematic diagram of which contains 27 elements. At
this stage, point 1 of block diagram on the Fig. 2 was completed. Figure 3 shows the
results of the using this algorithm.

A heuristic routing algorithm was applied to the placement result, which minimizes
the area of the current loops between the power elements of the power supply when
developing the topology. At this stage, point 2 of block diagram on the Fig. 2 was
completed. Figure 4 shows the result of the using this algorithm.
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Fig. 2. Block diagram of SPS physical topology creation.

Fig. 3. Elements of SPS placed by the proposed algorithm.
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Fig. 4. Traces made by the proposed algorithm on the printed circuit board of the SPS.

The combined model is shown in Fig. 5. Co-simulation allows obtaining the exact
value of the signal, including the interference signal, at the inputs of the printed conduc-
tors obtained in step 2 of the sequence for creating the physical topology of the SPS.
Printed conductors serve as emitters of the electromagnetic field. Thus, point 3 of block
diagram on the Fig. 2 is performed.

Fig. 5. Combinedmodel of the investigated secondary power supply, consisting of electrodynamic
and circuitry parts.
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The distribution of the strength of the electric and magnetic fields is calculated for
the analysis of the electromagnetic environment. The exact electrophysical, geometric
and structural parameters of the research object are taken into account when modeling
the emission of electromagnetic interference from the power lines of the power supply.

3 Research Results

The energy 0.5 kW (with a frequency of 400 Hz) supplies the SPS, when the
electromagnetic field from this SPS are examined.

The observation points are located with a step of 100 mm up to a distance of 1 m,
respectively, a total of 10 observation points exist.

The common view of the distribution of the electric and magnetic fields is shown in
Fig. 6, Fig. 7 and Fig. 8.

Fig. 6. Common view of the distribution of the electric (a) and magnetic (b) fields.

The summary values of the electric field strength calculated at the corresponding
points are shown in Fig. 9.

The results of the study show that the maximum intensity of the electromagnetic
field is observed at point No. 1. This is due to the proximity of the point of calculation
to the SPS.



306 A. V. Kirsha and S. F. Chermoshentsev

Fig. 7. Summary values of the electric field.

Fig. 8. Summary values of the magnetic field.
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Fig. 9. The value of the electric (a) and magnetic (b) fields at a distance of 1 m from the SPS.

4 Discussion of Research Results

The following generalizations can be made from the simulation results: the distribution
of the electric field is smoothness; the maximum electric field strength are observed
near the SPS; the magnetic field strength at a distance of 1 m from the SPS reaches
18.25 dB mA/m; comparison of the requirements of the KT-160D standard (clause
19.3.3) to the maximum permissible value of the magnetic field strength of 120 A/m at a
test frequency of 400 Hz, with the obtained result shows that the equipment of the class
CC will meet the requirement [21−25].

5 Conclusions

1. An approach to the study of the emission of electromagnetic interference when it is
emitted from the power lines of the SPS is proposed.

2. The approach is based on a combination of the schematic and electrodynamic model
of the power supply, which allows obtaining the distribution of the electromagnetic
field for a specific operating mode of the power supply and a specific topology of its
power conductors.

3. Application of the approach makes it possible to predict emission levels from power
lines of different types of SPS at the design stage.

4. A practical example of the application of the proposed approach for assessing
emissions from SPS placed on UAV board is considered.
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Abstract. The article analyzes popular SaaS services based on the organization
of customer support channels. The main “strengths” of the customer service for
these SaaS projects are shown, and several positions are noted that should be
improved. Also, based on the analysis, a rating of popular SAAS services was
built based on the used customer support channels using the non-compensatory
threshold aggregation method. The calculation was carried out in the developed
software.
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1 Introduction

Software as a service (SaaS) is a relatively young trend even within the IT market. At the
same time, the dynamics of the development of SaaS services in Russia, according to
experts, exceeds the average rate of development of the information technology market.

This profitable business model allows both parties to optimize costs. Indeed, by
accessing the software via the Internet, the customer saves on purchases of physical
infrastructure, and also spends much less money on “renting” the software than on the
classic licensing scheme. For a growing business, customer service is becoming one
of the most important strategic issues. Dynamically evolving SaaS services, without
a doubt, use the most advanced technologies to support their users. Let’s analyze the
quality of online customer support in this most promising part of the IT sector [1–4].

To do this, based on various ratings (CNews Analytics: the largest SaaS providers
in Russia, Parallels: research of the cloud services market, ratings of startups, etc.) and
key data on the number of registered users, revenue from services and project growth
rates, we will single out 20 popular SaaS services in Russia.

These include: CallbackHunter, amoCRM, InSales, DaOffice, JivoSite, Jimdo,
LiveTex, MANGO OFFICE, LPgenerator, SeoPult, UMI, Webinar.ru, YouScan,
Bitrix24, Kontur-Extern, Megaplan, «My business», «My stock», «Telfin», «Elba». As
part of this analysis, experiments were carried out on channels that are in the public
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domain, mentioned on the websites of companies and are intended for both existing
and potential customers. The most popular channels were thoroughly tested and exper-
imented with: e-mail, online chat, FAQ and Knowledge Base, forum, social networks,
customer community. It is these channels that will be analyzed as criteria [5–7].

2 Support Channels: Trends

One of the basic indicators of the quality of customer service can be considered the
number of declared support channels. We checked which tools are mentioned on the
companies’ websites as channels for supporting users of SaaS services.

All presented projects use several different tools to communicate with their users.
Along with the classic communication channels, such as telephone and e-mail, most of
the services have their own knowledge base for independent search for information and
groups in social networks.

On average, these resources provide 6–7 communication channels to their customers.
The leaders in the use of communication tools are LPgenerator (9 points), Insales and
Kontur-Extern (8 points of contact).

Cloud service providers try to educate, help, solve problems, listen, and try to help.
The technical support division is completely based on this approach, hence the large
number of contact channels with the “cloud” team of the provider. The customer service
problem is evident in most businesses, especially in Russia. That is why this approach
to working with people is seen as a strong competitive advantage [8–11].

The most popular channels of communication with users among the listed services
are FAQ and Knowledge Base, as well as Facebook. However, this social network is
currently used in most cases as an information source, and not as a channel for customer
support.

When comparing the popularity of service channels among SaaS services and TOP-
40 Internet providers, two new trends can be noted.

• Classic support channels are much less popular with SaaS services. The phone, which
was a communication channel for absolutely all Internet operators, was only in 4th
place for SaaS services. The traditional forum is not very popular either. Only 15%
of companies provide such support, compared with 42.5% for telecom operators.
Besides, ICQ and guestbook are not used at all. Some telecom providers still use
these “out of fashion” tools, although their number tends to zero.

• Self-service channels are preferred. In the first place in popularity among SaaS
providers were FAQ and Knowledge Base (95%). More companies use the customer
support community (25% versus 5% for telecom operators). The popularity of social
networks, where you can also see a ready-made answer or start a discussion with more
experienced users, also reaches record highs (95% - Facebook, 85% - Vkontakte).
While for telecom providers this figure was 60%.

Thus, the audience of SaaS services, being more advanced in Internet technologies,
clearly prefers self-service and efficiency in customer service. Software-as-a-service
providers try to meet the requirements of their users in everything, thus shifting the
focus of customer service to more advanced channels.
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The most popular online communication channels of SaaS services were considered
and the quality of user service in themwas analyzed. Integrationwith a broader corporate
strategy in the field of IT and business.

2.1 E-mail

As part of testing this user service channel, requests were written to the e-mail indicated
on the website to 18 services. Depending on the specifics of the product provided,
questions related to the functionality of the service, integration with a CRM system,
rules for accessing an account, etc.

The speed of response to such a request is an important indicator of the quality of
customer service. According to Lightspeed Research, a user is willing to wait no more
than 24 h for an email response. The speed of reaction to treatment was divided into
several time intervals. Table 1 shows the distribution of SAAS services according to the
speed of response to a request.

An additional advantage of 6 of the presented services (amoCRM, InSales, JivoSite,
LPgenerator, MANGO OFFICE, “MoyKklad”) is the presence of an auto-response,
which helps the user to understand that his request has been accepted and processed. A
good example of an auto-reply came from LPgenerator. It contained information about
the processing time of the request, about other ways of contacting the company and links
to the knowledge base, where the user can independently view the answer.

As for the answers to the questions asked, three companies (MANGO OFFICE,
Kontur-Extern and MoySklad) received an incomplete answer, which forced them to
write additional questions, go to the site to independently search for the necessary infor-
mation, or contact another division of the company. For example,Kontur-Externwas con-
tacted with the following questions: “How many users can have access to one account?
Is it possible to restrict an employee’s access to certain sections and documents?” In
response, we received a hyperlink that redirected to another service channel.

The other services provided the correct answer to the question. From two of them,
LPgenerator and Livetex, the answers were the most complete and understandable.

Note that only two companies (amoCRM and InSales) requested feedback on the
support service.

It should be noted that the effectiveness of this support channel for SaaS resources
is higher than that of Internet providers in Moscow and the region. According to the
analysis carried out among Internet service providers [12], one third of operators did not
respond to a question asked by e-mail within 24 h. The simple and convenient auto-reply
function is used by only 3 Internet providers who support clients by e-mail. While in
95% of the studied SaaS services, they respond to users within an acceptable time frame,
and 6 out of 18 have connected an auto-response.

2.2 Online Chat

Only 8 out of 20 SaaS resources use an online consultant as a support channel. Two
of them - Jivosite and Livetex - are services in which online chat is a product of the
company.
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To analyze the quality of this support channel, we contacted online consultants and
asked non-trivial questions about their product. The response time to contact in the
online chat of all the studied resources was high - for all of them less than 10 min, and
on average it takes 1–2 min. Table 1 shows the response time to a call.

In two services, Kontur-Extern and Elba, support consultants turned out to be less
competent, both in matters of the product itself and in the level of communication and
support. In the Kontur-Extern service, the operator did not answer the question raised
and recommended contacting the service center. When communicating with the Elba
online consultant, I had to literally “pull” the necessary answers from the specialist.

2.3 FAQ and Knowledge Base

According to studies ofWestern vendors of customer self-service systems, the effective-
ness of the Knowledge Base is determined by 5 criteria [13]:

• accessibility from any page of the site;
• Convenience of structure and information retrieval;
• content and clarity of articles;
• usefulness and its assessment by clients;
• relevance of articles.

This support channel has been tested for SaaS services. The 19 presented solutions
have a section that helps the user to independently find the necessary information. A
number of companies have a Knowledge Base presented with a large number of answers
to questions, almost all of them have a search bar that makes it much easier to find the
information you need.

For 18 services, the Knowledge Base is accessible from any page of the site, which
increases the speed of navigation and the convenience of finding a question of interest
for the user. Table 1 shows the number of questions and answers in the FAQ for SAAS
services.

By the convenience of the structure of information placement, the content and clarity
of the materials provided, the following SaaS services can be distinguished: amoCRM,
CallbackHunter, InSales, JivoSite, LPgenerator, UMI, Webinar.ru, Kontur-Extern,
Megaplan, MoyCklad.

The knowledge bases of these companies are distinguished by a clear categorization
of sections, a convenient hierarchical structure, the ability to go to other questions and
sections from the last page, a visual presentation of information due to different types of
content: text, images, video. Other services in the Knowledge Base have the following
shortcomings that complicate the search and perception of the necessary information:
incomplete relevance of articles to sections; lack of a search string; confusing menu
structure; duplication of content; the presence of sections without information; long
references with monotonous content (text only); no FAQ, only the Knowledge Base.

10 companies out of 20 have an assessment of the usefulness of the article by users.
This tool allows you to receive feedback on the importance and appropriateness of
placing this material in the Knowledge Base. For two of these 10 companies, the utility
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can be assessed only through “reposts” to social networks, which significantly reduces
the likelihood of getting a response from the user.

2.4 Forum

This tool is the least popular among SaaS services. Of the 20 companies, only three
companies have an open forum on their websites: SeoPult, Kontur-Extern andMegaplan.
The response rate of support specialists can vary greatly.

In terms of the quality of the channel support, the work of Kontur-Extern and SeoPult
specialists can be noted: high involvement of administrators (all user requests receive
answers) and the relevance of topics to forum sections. Less stability is observed on the
Megaplana forum: quick answers from administrators can give way to long expectations
of users, some questions are left unattended, there are examples of irrelevance of the
request and the topic of the section, very often support specialists redirect the user to
another channel.

2.5 Social Networks

All SaaS services have pages in at least one of the popular social networks (Facebook,
Vkontakte, and Twitter). We do not include Telfin in this analysis, as there is no inte-
gration of social networks with the site. Thus, 95% of services have representation on
Facebook, Vkontakte - 85%, Twitter - 75%. However, not everyone consults users on
social networks.

On Facebook, only two services provide support to users: MANGO OFFICE and
YouScan. On Vkontakte, the number of projects with support increases to 9. In other
cases, social networks are used as an information channel. However, even if the company
does not have a special support section on the social network page, users always have the
opportunity to ask a question and get advice from the company in the general account
feed.

An indicator of high-quality customer service in social media is a quick response
to a request. According to Edison Research, 42% of consumers who ask a company a
question on social media expect a response within an hour.

The response time in the dedicated support channel and the responses of company
representatives to requests in the general feed were separately checked.

The analysis of the timing showed a strong fragmentation in time intervals. Even
within the framework of one account, they could range from several minutes to 3 days.
Only two services, Kontur-Extern and YouScan, usually respond within an hour. Most
SaaS resources do not seek to quickly close questions. This could indicate a lack of
attention from companies to customer support in this channel, or a lack of a dedicated
specialist for this channel.

It is believed that it is necessary to respond to user inquiries on social media as soon
as possible. The faster the answer, the higher the client rates the company’s business
reputation. But often it is not the speed of the response that is important, but its quality.

In addition, common mistakes were noted in the accounts of SaaS services on Face-
book and Vkontakte, affecting the quality of customer support in social media. There are
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examples when user requests and negative reviews remained unanswered or a comment
appeared after a long time. There are a lot of examples when company representa-
tives redirect a user to contact another department, forcing him to perform unnecessary
manipulations [14].

2.6 Client Communities

Client communities are represented by five services: InSales, Jimdo, JivoSite, LPgener-
ator, Bitrix24. However, this indicator for Saas services is, in percentage terms, higher
than that of the TOP-40 telecom providers (25% and 5%, respectively). The online cus-
tomer support community is a specialized tool and has a number of advantages over
forums and other channels:

• contains a structured “Knowledge Base” with an assessment of the benefits of articles;
• provides “smart search” when creating a new case. Right during typing, the system
searches for similar calls in previously created topics and the knowledge base, offering
solutions to the user automatically;

• contains an analytics module that allows you to evaluate the work of the support
service for all important KPIs.

The Insales community is distinguished by a structured posting of information, but
it has very low user activity and the community itself is difficult to find on the site.

The LPgenerator and Bitrix24 communities turned out to be the least successful in
implementing and providing support. They noted: the difficulty of finding the community
itself; lack of a search string (Bitrix24); irrelevance of discussion to topics and sections
of the community; redirection to another division of the company; in many cases, a long
response time (it can take up to amonth) and a lack of responses to user requests [15–17].

3 Building an Aggregate Rating

Based on the analysis, data were collected (Table 1) and a four-grade assessment scale
was formed (Table 2). Using this scale and the collected data, gradation scores were
distributed across 6 criteria for 20 assessed SaaS services (Table 3).

The rule of threshold aggregation is that first the numbers of units are compared, that
is, the number of estimates “unsatisfactory”, (“bad”) in vectors x and y. If they are not
equal, then the option (vector) that will have fewer units (worst estimates) is preferable.
If there are equal numbers of ones in x and y, then the number of average grades is
compared (the number of twos). The option that has fewer of them will be considered
more preferable, etc. If the number of all estimates is equal (and ones, and twos, and
triples, etc.), then such vectors are considered equal and incomparable. That is, if there
are equal numbers of bad assessments, then the best option will be the one with less than
the average [18–20].

Using the threshold aggregation model (1), preference indices were calculated and a
rating of SaaS services was formed based on the used customer support channels (Fig. 1).
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Table 1. SaaS customer support channel data.

No SAAS services Criteria (customer support channels)

Email Online
chat

FAQ and
knowledge
base

Forum Social
networks

Client
communities

1 amoCRM 30 min to
3 h

– 69 +

2 CallbackHunter <30 min – 33 +
3 DaOffice <30 min – 0 +
4 InSales From 3 h

to a day
1 min 277 + +

5 Jimdo From 3 h
to a day

– 157 + +

6 JivoSite 30 min to
3 h

2 min 56 + +

7 LiveTex 30 min to
3 h

2 min 37 +

8 LPgenerator <30 min 6 min 165 + +
9 MANGO OFFICE <30 min – 290 ++

10 SeoPult From 3 h
to a day

– 269 + +

11 UMI >days – 82 +
12 Webinar.ru – – 183 +
13 YouScan 30 min to

3 h
– 7 + +

14 «Bitriks24» – – 113 + +
15 «Contour-Extern» – 2 min 269 + + +
16 «Megaplan» 30 min to

3 h
– 214 + +

17 “My business” 30 min to
3 h

2 min 574 +

18 “MySklad” <30 min – 137 +
19 Telfin <30 min 3 min 70 –

20 “Elbe” – 1 min 106 +
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Table 2. Four-grade scale for evaluating SaaS services on six indicators

Data ranges for five metrics Score
(gradation)

Description

Email
(Time
intervals of
the speed of
reaction to
requests)

Online chat
(response
time to
requests)

FAQ and
knowledge
base
(number of
“questions
and
answers”)

Forum, social
networks,
Client
communities

No answer
for more
than a day

No 0–75 + available,
but not
actively used;
++ available
and actively
used;
− is absent

1 The minimum
indicator/availability
of this channel for the
service

From 3 h to
a day

6 min 76–150 2 Indicator above
minimum
values/available and
used

30 min to 3
h

3 min 151–250 3 The value of the
indicator is at a good
level/well served

<30 min 1–2 min 251–300
and more

4 Excellent level of use

The calculation was carried out in the developed C# program “Formation of Aggregate
Ratings”.

F(x) =
m∑

j=1

Cm−j
n−Vj(x)+m−j−1 =

m∑

j=1

Cm−j
n−(η(1)+η(2)+...+η(j))+m−j−1 (1)

Within the framework of our cloud services rating model, here n is the number of
criteria for assessment, m = 4 is the number of gradations (ratings). In our case, 1, 2, 3,
4. Vj(x)– is the number of ratings from the provider x. F - preference index.

Based on the results of calculations, the best SaaS services for organizing customer
support channels turned out to be: LPgenerator, InSales, Kontur-Extern.
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Table 3. Gradation diversity.

No SAAS services Criteria (customer support channels)

Email Online chat FAQ and knowledge
base

Forum Social networks Client communities

1 amoCRM 3 1 1 1 2 1

2 CallbackHunter 4 1 1 1 2 1

3 DaOffice 4 1 1 1 2 1

4 InSales 2 4 4 1 2 4

5 Jimdo 2 1 3 1 2 4

6 JivoSite 3 4 1 1 2 4

7 LiveTex 3 4 1 1 2 1

8 LPgenerator 4 3 3 1 2 3

9 MANGO OFFICE 4 1 4 1 4 1

10 SeoPult 2 1 4 4 2 1

11 UMI 1 1 2 1 2 1

12 Webinar.ru 1 1 3 1 2 1

13 YouScan 3 1 1 1 4 1

14 «Bitriks24» 1 1 2 1 2 3

15 «Contour-Extern» 1 4 4 4 4 1

16 «Megaplan» 3 1 3 3 2 1

17 “My business” 3 4 4 1 2 1

18 “MySklad” 4 1 2 1 2 1

19 Telfin 4 3 1 1 1 1

20 “Elbe” 1 2 2 1 2 1

Fig. 1. Tab “Index calculation” of the “Formation of aggregated ratings” program
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4 Conclusion

SaaS services provide truly advanced customer support with a focus on online channels.
This situation is largely dictated by the expectations of the audience of such resources,
which not only refers to advanced Internet users, but also made the World Wide Web an
important working tool.

Among the indisputable advantages of supporting customers with SaaS services,
one can single out the presence of a large number of communication channels with
users; the work of competent specialists in the support service; high speed of response
to requests by e-mail and online chat; focus onmoremodern channels of communication
with customers, which increases user self-service capabilities and reduces the costs of
companies for customer service.

However, there are still many tasks to be worked on in order to improve the quality
of customer service for SaaS projects. Among them:

• organization of systematic support for users in social networks;
• increasing the level of work with negative reviews;
• fight against redirecting users to other channels to answer a question;
• increasing the initiative of support specialists: independent redistribution of requests
within the company;

• optimization of the Knowledge Base: improving the search convenience and visibility
of the posted material, introducing a tool for evaluating the usefulness of an article.

The article analyzes popular SaaS services based on the organization of customer
support channels. The main “strengths” of the customer service for these SaaS projects
are shown, and several positions are noted that should be improved. Also, based on the
analysis, a rating of popular SAAS services was built based on the used customer support
channels using the non-compensatory threshold aggregation method. The calculation
was carried out in the developed software.
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and collective solutions for the analysis and optimization of cloud computing management in
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Abstract. At the stage of the technical products’ production planning, the key
point of the success for meeting the customer’s expectations is to determine cus-
tomer’s needs and to convert these needs into product characteristics, which are
eventually reflected in the formed product quality indicators list. To monitor qual-
ity indicators at the production stage manufacturers often use the theory of fuzzy
sets to combine several groups of quality indicators into one indicator, which sim-
plifies the process of monitoring and evaluating product quality, but complicates
the process of interpreting these indicators on the principle of “acceptable – not
acceptable”. To solve the problem of interpretation, an updated list based on fuzzy
sets should contain not only information about the types of quality indicators,
but also information on evaluation or measurement scales for each product qual-
ity indicator. In this paper, we propose a method for forming a gradations scale
for product quality indicators based on fuzzy clustering. A method for forming a
rank scale used for particular indicators in a two-level product quality optimiza-
tion model is developed and justified. The proposed method of a fuzzy term set
constructing allows to solve the problem of determining an updated list of fuzzy
quality indicators.

Keywords: Fuzzy sets · Measure of uncertainty · Two-level optimization
model · Fuzzy clustering · Graph

1 Introduction

Formed indicators of technical products quality at the planning stage are necessary to
meet the needs of all interested parties. At the same time, product quality management at
the production stage often requires the definition of evaluation or measurement scales,
not only for the product technical characteristics, but also for economic or organiza-
tional indicators. The combination of heterogeneous product quality indicators and the
formation of fuzzy quality indicators allow to cover several aspects of production at
once. Thus, the introduction of the established Updated List of Fuzzy Quality Indicators
(ULFQI) with the use of evaluation or measurement scales allows you to get answers to
questions:
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• is the quality optimal taking into account the investments?
• is it needed to develop corrective or preventivemeasures regarding the product quality?

It should be noted that the use of a multi-criteria or multi-level evaluations based on
modern mathematical methods, in particular, optimization theory [1], complicates the
problem of ULFQI forming, since it requires to consider a larger amount of information,
which leads to the growth of fuzzy rules and the emergence of the so-called dimension
problem. In this paper, we will propose amethod for forming a rank scale used for partial
indicators of a two-level product quality optimization model.

2 Description of the Product Quality Assessment Model

The evaluation of product quality is carried out using a two-level optimization model,
which is based on the principle of decentralized management. A decentralized approach
from the management standpoint refers to an approach in which the top management
transfers part of its functions to subordinates. In such conditions, the low level units get
a degree of freedom in their activities, but at the same time they are still under the upper
level control.

Concerning the product quality, the decentralized approach provides independent
management of the enterprise structural departments, related to product development,
economic support, logistics, material supply and production. At the same time, assess-
ment of the effectiveness and efficiency of the listed structural elements activities is
provided by the Quality management department. One of the ways to assess the level of
quality when implementing a decentralized approach is the theory of optimization, in
particular the theory of two-level optimization.

The two-level optimization problem was described in 1973–1974 by J. Bracken and
J. McGill [2, 3]. The model for assessing the quality level in these works is formulated
through the two-level decentralized model. The solution to the problem of assessing
the quality level, based on a given model, is found by solving the problem of two-
level optimization, where the upper level is the leader, and the sublevel is the follower.
In this setting, the follower makes the decision first, taking into account the wishes
of the leader, and after the follower found a decision, the leader considers follower
wishes and determines his own optimal solution. The main advantages of the two-level
optimization model in solving of quality assessing problems, related to the instrument-
making products, are given in authors’ papers [4–6].

A detailed description of the objective functions, the partial summands of the objec-
tive functions, the system of constraints, and the algorithm for finding the optimal point
will be given in the following sections.

The assessment of the instrument-making products quality level will be determined
by the set-theoretic model 〈Q,X ,Fi,Yi〉,whereQ is the target function of the main level
(the leader’s function), X is the area for the numerical values determining of the main
level function, Fi are the i-th target functions of sublevels (the followers’ functions), Yi

is the area for determining of the i-th target function values.
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Target function of the main level Q is determined by a continuous sequence of
numbers a11, a12, ..., aij (j = 1, 2, ..., n), x1, x2, ..., xi (i = 1, 2, ...,m). In this case aj :
0 ≤ aj ≤ 1 (for a fixed i-th value of x), and xi :

m∑

i=1
xi = 1.

The hierarchy of quality indicators sets additional restrictions on the scope of the Q
definition; therefore, the main TF will take the form:

Q [X ,Fi(Yi)], (1)

where x ∈ X : Ax ≤ d ,
∣
∣aij

∣
∣ = A, sublevels y ∈ Y : Bi · y ≤ d ,

∣
∣bij

∣
∣ = Bi, 0 ≤ bkj ≤ 1

(for a fixed i-th value of y), and 0 ≤
m∑

i=1
yi ≤ 1.

The search for the optimal value of the function (1) is performed from the bottom to
top: first, the optimal value of sublevels Fi(Yi) is determined, after which the founded
values of Yi are substituted in (1), and the function value for the main level is searched.

The optimization problem for the upper level, taking into account the constraints
imposed by sublevels, will look like [7]:

min
x

{
Q

[
y(x), x

] : G[
y(x), x

] ≤ 0,H
[
y(x), x

] = 0, y(x) ∈ ψ(x)
}
, (2)

where y(x) = Fi, Fi : y(x) ∈ ψ(x), ψ(x) is a polyhedron, the domain of its constraints

is such, that Q : Rn × Rm → R, G : Rn × Rm → Rk , H : Rn × Rm → Rl (for the k-th
indices there are constraints with the sign “≤”, and for the l-th indices – with the sign
“=”). Then the optimization problem for the lower level is represented as follows:

min
y

{f (x, y) : g(x, y) ≤ 0, h(x, y) = 0}. (3)

3 Description of the Problem Area

As mentioned above, the ULFQI is designed to solve the problem of monitoring and
evaluating the technical products quality, covered quality indicators of which are based
on fuzzy sets, and the evaluation itself is carried out using a multi-level optimization
model. In this case, the quality indicators’ forming is carried out using a fuzzy inference
system based on the Tagaki – Sugeno algorithm [8], in which the fuzzy rules are set as:

Rj : u1(x1) = a1jAND, ...,ANDui(xi) = aij → yj = bj, (4)

where Rj is the singular inference rule, j = 1, 2, … , n (n is the total number of inference
rules); ui(xi) is the membership function of the fuzzy variable xi, i= 1, 2,… ,m (m is the
number of antecedents in the j-th rule); a1j is the fuzzy term evaluating the membership
function ui(xi); yj is the fuzzy inference variable; bj is the fuzzy term evaluating the
fuzzy variable yi; yi = bj is the consequent of the j-th rule.

The output linear variables are set as follows:

yj = a1jx1 + a2jx2 + ... + aijxi + a0, (5)
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where a1j is a fuzzy term (in our case, this is a fuzzy term of a linguistic variable); xi
are variables that define the scale of the fuzzy term and its contribution to the resulting
value of yj compared to other fuzzy terms of the j-th rule.

Fuzzy rules allow to determine the output value of a fuzzy system by applying
combinations of judgments, where the antecedents act as a combination of judgments,
and the output value is the consequents. The content of antecedents and consequents is
determined out of the task being solved. Based on the analysis of the existing literature
and scientific publications on the topic of fuzzy inference systems modeling, it can be
concluded that the accuracy of the fuzzy inference system depends not only on the
inference algorithm, but also on the power of the term set and the number of fuzzy
rules. The last two problems in the theory of fuzzy modeling are called the “curse of
dimensionality”, i.e., when the accuracy of the output of a fuzzy system is affected by
the dimensionality of the fuzzy rules set and the power of the term-set. For example,
in [9] authors are modeling a fuzzy control system for electronic devices, where they
reduce 2500 rules of the standard fuzzy system to 500 rules, using a top-downhierarchical
training approach. In [10], new approaches are proposed to solve the dimension problem
by measuring the dimension, which is carried out using the particle swarm optimization
and differential evolution.

This problem (the dimension problem) is related to the system of quality indicators
fuzzy inference as follows. To determine the quality criteria required for regulation, the
quantitative scale should contain reference points (divisions), for example, “very high” –
“high”– “moderately high”– “medium”–“low”– “very low”. Since the decision-making
is grounded on 9 partial criteria, and each criterion can contain more than 10 divisions
on a quantitative scale, top-manager will have more than 100 different combinations in
the decision-making process, where the columns are private criteria, and the rows are
their formalized verbal-numerical values.

The described situation resembles the formation of a fuzzy inference rule base and,
as a result, the emergence of a dimension problem when forming a combination matrix
containing more than 100 different combinations. To solve this problem, it is needed to:

• determine the cardinality of an extended fuzzy rules set;
• develop a way to reduce the dimension;
• define a refined version of the fuzzy rules set.

Based on the fuzzy sets description, by extended fuzzy set we mean a fuzzy set with
linguistic variables that have not three, but more gradations.

It is known that the decision accuracy depends on the result of the evaluation, which,
in turn, is the result of comparing the obtained numerical valuewith so-called quantitative
scale. At the same time, depending on the received point position on the quantitative
scale (estimated value), one or the other measures are produced. Since the recorded
gradations on the quantitative scale carry not only a quantitative expression, but also,
as a rule, a description of the obtained numerical value influence on the overall product
quality assessment, i.e., some physical meaning. At the same time, with the increasing of
gradations’ levels, the degree of a given value specification impact on the overall quality
assessment result increases, and, as a sequence, the accuracy of the measures developed
to improve or ensure the current quality increases.
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To determine factors that affect the change of target functions individual criteria and,
as a result, the assessment of product quality, it is necessary to describe the operation of
the product quality monitoring and evaluation model.

4 Description of the Product Quality Monitoring and Evaluation
Model Operation

To present the approach to the extended fuzzy set formalization, it is needed to define
the content of fuzzy sets, namely, to describe linguistic variables. As an example, we
consider the content of the quality indicator “The level of usable products’ output”, given
in the authors’ work [11] (Table 1).

FromTable 1, it can be concluded that linguistic variables are related to the following
departments activities: economic, technological, production, quality office. Indicators
listed in the Table 1 in the form of linguistic variables are the result of the listed depart-
ments activities (services or departments), which means that these linguistic variables
express the state of not only the products quality, but also the quality of the production
and structural divisions functioning.

Table 1. Description of the indicator “the level of usable products’ output” content.

Partial criterion Name of linguistic variable

The level of usable products’ output x1 Percentage of component parts with deviation
permits

Percentage of component parts with acts on
defects

Percentage of component parts with acts on
non-conformities

Percentage of purchased items included in the
product

To determine the relationship between the two-level optimization model, linguistic
variables, and the state of structural elements (departments), it is necessary to identify
their relationships. The structural relationship between listed departments is shown in
Fig. 1.

The functions shown by arrows in Fig. 1 implement the following actions:

• function I: coordination of production and output goals and objectives;
• function II: transfer of templates for the accumulation and storage of primary
information by departments and structural divisions;

• function III: structuring, grouping and distribution of primary information that
characterizes production and manufactured products;

• function IV: distribution of the processed information by structural divisions and
departments for the purpose of transmission to the input of the fuzzy inference system;
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Fig. 1. Structural relationship between departments (PMS - top management, TS - technological
department, DS - design department, QS - quality service, ES - economic department, PS - pro-
duction process, QOM – quality assessment methodology based on two-level optimization, IPM
- forms of incoming information).

• function V: transmitting the output values of the fuzzy inference system;
• function VI: providing information that characterizes production and manufactured
products in terms of quality.

The work of production structures or departments (according to Fig. 1) it is carried
out as follows:

1. In the PMS, vectors x = (x1, ..., xn), y = (y1, ..., yn), z = (z1, ..., zn), i =
1, 2, ...n are formed that determine the target impact xi ⊂ xt : xt ⇒ xt = [

x−, x+]
,

where x, y, z are singular criteria in accordance with Table 1, xt is the target impact
of singular criteria, x− and x+ are the tolerance lower and upper limits, respectively.

2. Through the function I, the target vector (target influence) xi ⊂ xt : xt ⇒ xt =[
x−, x+]

is transmitted from the PMS to TS, DS, QS, ES and PS, and under its
influence, target vectors yi ⊂ yt : yt ⇒ yt = [

y−, y+]
and zi ⊂ zt : zt ⇒ zt =[

z−, z+
]
are formed in TS, DS, QS, ES and PS, which set the tolerance limits of

target functions consisting of three groups of variables X, Y, Z, where y and z are
singular criteria, yt and zt are target values of singular criteria,

[
y−, y+]

and
[
z−, z+

]
,

respectively, the lower and upper tolerance limits. In that case of the optimization
problem existing in a convex or concave set, the target constraints will be defined
using Jensen’s inequalities [12].

In addition to the target vectors formulating, PMS together with TS, DS, QS,
ES and PS form the partial values of target functions c = (c1, ..., cm), d(1) =
[
d(1)1, ..., d(1)m

]
, d(2) = [

d(2)1, ..., d(2)m
]
as normals to the hyper planes, compos-

ing the direction of the target function growth and decline in the area specified by
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the matrices A, B(1), B(2) such, that aijxj ∈ Ax, b(1)ijyj ∈ B(1)y, b(2)ijzj ∈ B(2)z.
It should be recalled that the target vectors formation occurs together between the
departments TS, DS, QS and ES (Fig. 1).

3. Then, through the function II, the control command is sent to the production, and
forms for filling in and maintaining information about the status of the main blocks
(PMS, TS, DS, QS, ES and PS) are submitted to IPM.

4. In the production process vectors x = (x1, ..., xn), y = (y1, ..., yn), z =
(z1, ..., zn), i = 1, 2, ...n are sent from PS to IPM through function III, such that

xi ⊂ xr, yi ⊂ yt, zi ⊂ zt . The change in numerical values of vectors x, y and z
within the boundaries

[
x−, x+]

,
[
y−, y+]

and
[
z−, z+

]
occurs under the influence

of two factors’ types: controlled and unmanaged.
5. The processed information is sent from the IPM to TS, DS, QS and ES via the func-

tion IV, and further the incoming information is formalized using a fuzzy inference
system.

6. The obtained numerical values (partial quality indicators) are sent to QOM via the
function V to solve the next optimization problem, the optimal solution of which
exists if the conditions [13, 14]:

• there are permissible solutions on the set

S =
{

(x, y) ∈ X × Yi : Ax +
k∑

i=1

Biy ≥ d , Aix + Biy ≥ dj, i = 1, 2, ..., k, j = 1, 2, ..., n

}

;

• there are permissible solutions for the lower level under constraints imposed by the
upper level.

7. Through the function VI, user information that reflects the main problem areas and
product quality assessment is transmitted to PMS for decision-making on production
andmanufactured products. Then, fromPMS, the TS,DS,QS, andES receive control
impacts to eliminate problem areas.

From the presented description of the relations between structural units and elements
of the fuzzy inference system, it can be seen that the information supplied to the input
of functions II and III depends on the work of the structural units and production sites,
i.e. these functions depend on arguments reflecting the state of work these structural
units. However, to define an extended set, it is necessary to determine how the state of
the structural unit will affect both the products quality and the quality of the interrelated
departmentswork. Hence the following problem arises: how to determine the importance
of the structural unitwork and the necessary number of gradations on the evaluation scale,
so that it’ll become possible to regulate the products quality flexibly.

As it is known from TQM [15], the quality management system consists of interre-
lated processes, divided into the main, auxiliary, providing and managerial. At the same
time, each process contributes to the consumer product value. Besides, the contribution
of the process can be both positive and negative, for example, tighter control at the
stage of the production process leads to an increase in the products cost, which reduces
attractiveness to potential customers. However, there could be not only external, but also
internal customers of the process result. At the same time, the internal customers’ satis-
faction is directly related to the satisfaction of external ones, for example, the occurrence



Method of Forming an Updated List of Technical Products 331

of defects at the production stage leads to an increase in the production time of finished
products, which affects the delivery time of products to the customer. Thus, to determine
the evaluation scale, it is necessary to distinguish the final functions of the process, the
complexity of the process and customers of the process. Then, based on the selected
process features, it is necessary to determine the quantitative measure of the process
information, and, as the numerical measure value is greater, the more important this
process is. After that, based on the process importance, we must determine the number
of gradations on the quantitative scale.

The most effective tool for describing the states of physical and non-physical pro-
cesses is the theory on the amount of information based on B. Hotling and (or) C.
Shannon measure [16]. The need to apply this theory is caused by the following:

a. the state of the quality management system processes, which is difficult for modeling
from the perspective of probability theory. For a probability-theoretic processes
functioning states’ description, it is necessary to have a large amount of statistical
information. It is important that the processes functioning depends on such factors
as the number of personnel and their qualifications, which is almost impossible to
describe using normal, Poisson, exponential and other distribution laws;

b. taking into accounting the heterogeneous information, such as staff qualifications,
technologies used, labor intensity;

c. the presence of structural elements that determine the process functioning and its
state. With this information, it is possible to assess the process complexity, and,
consequently, its impact, since the complexity of the process depends not only on
its structure, but also on the number of output nodes (Fig. 1);

d. the ability of a process to be in multiple states at the same time;
e. disorganization of the process, which means that any process is not ideal, thus it is

difficult to apply improvements;
f. permanent changes in external conditions.

Based on these points, the need appears to develop a methodology for measuring
the structural information measure of described processes grounded on the information
theory [17].

5 Development of a Method for Finding an Extended Fuzzy Set
of Fuzzy Rules

This section defines the information measure of the forming partial quality indicators
process (see Table 1). To define the processes informationmeasure and an extended fuzzy
set of fuzzy rules, it is necessary to take into account the following process features:

• process customers;
• scope of the process;
• resources and tasks submitted to the process input;
• process functions;
• process execution technologies;
• outputs of the process.
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The process of obtaining information on partial quality indicators should consist the
following operations:

a. transfer of resources and basic materials to perform functions of structural units
involved in the process of generating information on partial quality indicators;

b. performing the functions of the structural units involved in the process of forming
information on partial quality indicators;

c. control points for checking the results of structural divisions activities;
d. making a decision on the results obtained;
e. elimination of comments.

To define an extended fuzzy set, we describe the process of forming information
about quality indicators through a directed graph G(V, E) [18]. Let’s define this graph
with the following features:

1. Vertices of the graph are the vector V = (v1, v2, ..., vn), where i = 1, n are the
process operations, and the edge is the vector E = (e1, e2, ..., em), where j = 1,m
is the number of the edge [19].

2. When moving from one operation to another within the scope of the process
definition, resources are spent, defined as a vector S = (s1, s2, ..., sm), where
e+
j = (vi, vi+1) are planned costs, and e−

j = (vi − 1, v) are expenses.
3. The amount of expenses depends on the method of comments elimination and the

stage of comments detection.
4. Each expense is characterized by its own entropy, therefore, the content of entropy

is the volume of negative factors that lead to expenses:

H (si) = (−k) log2
(
1 − si

SP

)
, (6)

where SP are the planned costs; k is the number of operation consumers, on which the

comments were noticed; the total entropy of the graph by cost is H (S) =
n∑

i=1
H (si).

To determine the method for constructing a rank scale, we use statistical methods
for constructing histograms, namely, finding the number of intervals for a quantitative
scale. There are many ways to do this. We will focus on the method used for the equally
probable distribution law, since the chosen method for finding entropy (6) is based on
the so-called structural entropy (Hartley entropy), the peculiarity of which is the equal
probability of occurrence of all given events [20]:

k = 4 lg(n), (7)

where n is the sample size, and k is the number of partitioning intervals.
To determine expenses, a matrix of the incident vn × sm is preformed, in which vn

are vertices (process operations), sm are edges (costs/expenses).
Only the negative values of the edges −sj are involved in the calculation of the

partition intervals number (7). After determining the number of intervals, a rank scale
is constructed, where 0 is the absence of entropy (no comments), and n is the maximum
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rank of the scale (the maximum entropy value). The value of n is calculated by (7). An
example of the correspondence of the entropy scale and the rank scale at H(s1) ≈ 11
and k(8.04) ≈ 14 is shown in Table 2. The following conditions are applied to the scale
construction:

n =
⎧
⎨

⎩

1 if k < 0,
0 if k = 0,
2 if 0.85 ≤ k < 1

. (8)

6 Method for Reducing the Fuzzy Set Dimension and Finding
an Updated List of Fuzzy Quality Indicators

To reduce the dimension of the fuzzy set or the ranks of the rank scale, an approach based
on the fuzzy clustering of c–means is used [21, 22]. We define the matrix of observations
for applying the clustering algorithm in the form N = {

xij
}
, where the scale ranks go

by indices i (i = 1, n), and attributes of each rank go by indices j (j = 1,m). The feature
vector xj will consist of the following quantitative factors:

1. expenses on eliminating comments without returning to the previous operation and
using resources;

2. expenses on eliminating comments without returning to the previous operation, but
using resources;

3. expenses on eliminating comments with a return to the previous operation and using
resources;

4. the number of quality management system documents used;
5. the number of design and technological documentation used;
6. the number of process operation functions;
7. the number of potential consumers of the process operations.

After determining the observation matrix, a random set of clusters is formed, accord-
ing to which a fuzzy cluster matrixM = {

cij
}
, i = 1,T , j = 1,m is constructed, where

the clusters go by indices i, and by the indices j – the degree of the rank, belonging to a
certain cluster of the rank scale. The fuzzy cluster matrix satisfies conditions.

cij ∈ [0, 1],
T∑

i=1
cij = 1 if j = 1,m, and 0 <

m∑

j=1
cij < m if j = 1,m. Quality

assessment of the rank scale division into clusters is determined by the degree of
belonging [23]:

J =
T∑

i=1

m∑

j=1

(
cij

)w
d
(
lixj

)
, (9)

where d(lixj) is the Euclidean distance between the j–th object and the i–th center of
the cluster li, w ∈ (1,∞) is the exponential weight that determines the blurriness of the
cluster.



334 G. T. Pipiay et al.

Table 2. Rank scale.

Edges of the incident
matrix si

Entropy H Number of partitioning
intervals k

Number of operations n

0.2 11.60964 14.14901 14

0.25 10.0 13.28771 13

0.3 8.684828 12.47399 12

0.35 7.572866 11.68336 11

0.4 6.60964 10.89829 10

0.45 5.760015 10.10429 10

0.5 5.0 9.287712 9

0.55 4.312482 8.434074 8

0.6 3.684828 7.526389 7

0.65 3.107442 6.54291 6

0.7 2.572866 5.453505 5

0.75 2.075187 4.212967 4

0.8 1.60964 2.746954 3

0.85 1.172326 0.917497 2

0.9 0.760015 −1.5836 1

0.95 0.370003 −5.73757 1

1.0 0 0 0

The cluster centers make up a matrix V = {vik}, whose components are calculated
by the formula:

vik =

m∑

j=1

(
cij

)w
xik

m∑

j=1

(
cij

)w
, k = 1, n. (10)

Our task is to find a fuzzy clusters matrix, at which j is minimal. In subsequent
iterations, elements cij are calculated as follows:

cij = 1
(
dij

) 2
w−1

T∑

k=1

1

(dkj)
2

w−1

if dij > 0;

cij =
{
1, k = i,
0, k �= i

if dij = 0.

(11)

Calculations should be continued until the difference ‖M − M ∗‖ becomes minimal
(M* are matrices in the previous iteration). The proof of this algorithm convergence is
presented in [24].
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7 Conclusions

The proposed method for constructing a fuzzy term-set allows to solve the problem of
determining an updated list of fuzzy 1uality indicators, for their further application in
a two-level model for optimizing of product quality assessment. This method is also
capable of processing large numerical values of scale division intervals.
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Abstract. Unmanned aerial vehicles (UAVs) are widely used in various sectors
of the national economy. Therefore, improving the efficiency of algorithms for
controlling the angular position of aircrafts is relevant. Predictivemodel algorithms
based on the optimization of the generalized work functional are characterized by
good computational efficiency. The paper presents a simulation of angular velocity
control of an axisymmetric aircraft based on the predictive model. It is shown
that disturbing moments lower the quality of control – there appear errors that
can not completely eliminated by the control. The structure of combined control
is proposed. It includes the main control loop using the predictive model method
and the perturbationmoment compensation loop. The compensation is determined
based on the estimates of the disturbingmoments. The estimates are obtained using
predictive model algorithm. The results of modeling are presented, confirming the
increase in the efficiency of control in the conditions of disturbances – the accuracy
of regulation increases.

Keywords: Aircraft · Angular velocity control · Predictive model · Combined
control · Perturbing moments estimation · Compensation

1 Introduction

Increasing the efficiency of algorithms for controlling the angular position of aircrafts is
relevant since UAVs are widely used in various areas of economy [1, 2]. Optimal control
algorithms allow minimizing cost and duration of the control.

Predictive model (PM) algorithms based on minimization of the generalized work
function result in better computational efficiency [3, 4] comparing to algorithms based
on minimization of classic functionals [5]. The joint maximum principle algorithms
(JMP) also reveal good computational efficiency [6].

We will consider an axisymmetric UAV, which dynamics is described by nonlinear
differential equations. For such an UAV there were derived control laws in analytical
form based on the PM [7–10] and JMP [11] algorithms. JMP-based algorithms allows
considering of control actions constraints, but the discrete nature of control actions leads
to the sliding mode. PM-based algorithms do not result in sliding mode; consequently,
it is more precise [12].
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However, modeling of PM-based algorithm mentioned above did not consider per-
turbation moments. Perturbing conditions lead to degradation of the control quality [13]
because of control errors. The reason is that deviation control lowers influence of per-
turbations, but does not completely eliminates it. Excessive control errors can result in
mission failure of the UAV. Estimating and compensating of the disturbing perturbation
will decrease static control error, influenced by the perturbation.

The paper presents results of simulation of combined angular velocity control of an
axisymmetric aircraft including the perturbation moment compensation loop, based on
the predictive model.

2 Influence of the Perturbation Moments on the Control Quality

Let us consider algorithm for angular velocities control of an axisymmetric UAV based
on the predictive model [7].

Angular movement of an axisymmetric UAV is described by following equations
[14]:

ω̇1 + Aω2ω3 = u1, ω1(t)

∣
∣
∣
∣ t = t0

= ω1(t0),

ω̇2 − Aω1ω3 = u2, ω2(t)

∣
∣
∣
∣ t = t0

= ω2(t0),

ω̇3 = u3, ω3(t)

∣
∣
∣
∣ t = t0

= ω3(t0),

(1)

where A – reduced inertia moment; ω1,ω2,ω3 and u1, u2, u3 – angular velocities and
normalized control moments as time dependent functions which constitute vectors ω

and u respectively.
The Krasovsky function for synthesis of the control law for object (1) is determined

by the following expression:

J =
t1∫

t0

(

ωTQ ω
)

dt + 1

2

t1∫

t0

(

uTK−1u + uTOK
−1uO

)

dt, (2)

where K and Q – positively defined diagonal matrices; ω – angular velocity vector; u,
uO – variable and optimal control moments vectors; T – the transposing symbol.

According to the PM algorithm, optimal control for object (1) is determined by the
following expression [7]:

uO(t) = − K

t1∫

t

GT (s, t)
∂

∂ωm

(

ωT
mQωm

)

ds, (3)

where s – accelerated prediction time; ωm – vector for predicted velocities of object (1)
free movement; G(s, t) – fundamental matrix, which is determined by free rotation of
system (1).
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Free rotation of an axisymmetric UAV is determined by the following system:

ω̇1 + Aωm2ωm3 = 0, ωm1(s)

∣
∣
∣
∣ s = t

= ω1(t),

ω̇2 − Aωm1ωm3 = 0, ωm2(s)

∣
∣
∣
∣ s = t

= ω2(t),

ω̇m3 = 0, ωm3(s)

∣
∣
∣
∣ s = t

= ω3(t).

(4)

Fundamental matrix G(s, t) for system (4) is determined by following equation:

∂G(s, t)

∂s
= Fω · G(s, t), G(s, t)|s=t =

⎛

⎝

1 0 0
0 1 0
0 0 1

⎞

⎠, (5)

where Fω – the Jacobi matrix for system (4).
The Jacobi matrix Fω is determined by expression:

Fω = A

⎛

⎝

0 −ωm3 −ωm2

ωm3 0 ωm1

0 0 0

⎞

⎠. (6)

Analytical solution for Eq. (3), derived by symbolic integration of (4) and (5), is
represented in paper [7].

The optimal control uO, which minimizes the generalized work function and stops
rotation of the UAV, is determined by expressions:

uO1(t) = −k1

{

ω1(q1 + q2)(t1 − t) − q1 − q2
2α

[ω1 sin 2β − ω2(cos 2β) − 1]

}

, (7)

uO2(t) = −k2

{

ω2(q1 + q2)(t1 − t) + q1 − q2
2α

[ω2 sin 2β − ω1(cos 2β) − 1]

}

, (8)

uO3(t) = −k3{2ω3q3 (t1 − t) + 0, 25α−2(q1 − q2)

×
[(

ω2
2 − ω2

1

)

(sin 2β − 2β cos 2β) − 4ω1ω2

× (cos 2β + 2β sin 2β − 1)}, (9)

where β = Aω3(t) · (t − t1); k1, k2, k3 – diagonal elements of matrix; q1, q2, q3 –
diagonal elements of Q.

In previous papers [5, 7, 10, 12] results of simulations according the algorithm (7)–(9)
were derived without considering influence of the disturbing moments.

Results of simulation according the algorithm (7)–(9), which consider the disturbing
moments will be represented below.

Initial values of angular velocities for simulation are: ω1(0) = 0.5 rad/s, ω2(0) =
−0.5 rad/s, ω3(0) = 0.25 rad/s. Perturbation moments were simulated as 3-channel
rectangular impulses (Fig. 1) having following values: −2 s−2 on time interval [0.3 s,
0.5 s]; 2 s−2, on time interval [0.1 s, 0.2 s]; 1.5 s−2 on time interval [0.1 s, 0.4 s].
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Fig. 1. Perturbation moments, m.

Figure 2, are presents angular velocities graph obtained through control simulation
without perturbation moments applied. (Fig. 2b) represents angular velocities graph
obtained through control simulation with perturbation moments (Fig. 1) applied.

Fig. 2. Angular velocities dynamics without (a) and with (b) perturbation moments applied.

Analysis of graphs reveals that in eliminable angular velocities deviations appear
during perturbation. Deviations achieve as much as 0.1 s−1. As shown by the simulation,
the control system, implementing algorithm (7)–(9), eliminates these deviations after the
perturbation period.

Consideration and compensation of perturbations allows decreasing the value of
angular velocities deviations and time, necessary for control.

3 Combined Control with Perturbation Compensation

Automatic system, invariant to perturbations, assume presence of perturbation meters. A
disadvantage of invariant systems is compensating of influence only such perturbations,
which can be measured [15]. The measurement of perturbation influence is not always
available. In this case, a method for indirect estimates might be applied.
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Such problems are usually solved using methods, based on probabilistic represen-
tation of the process being explored, – estimation of a system state is determined by
observation results and known statistical properties of the system and measurement
channels. These methods include many algorithms for linear and non-linear estimation,
for example, Bayesian filter, maximum plausibility algorithms, the Kalman filter, etc.
[16]. For non-repeating processes, estimates should be ‘good’ for a single realization, not
only for the set average. In such cases a dynamical system condition is being estimated
concerning a single realization observation by minimizing the residual function [17].

However, optimization problem for estimation based on the residual function is ill-
posed in the sense ofHadamard [18], since it comes down to solving a Fredholm equation
of thefirst kind [19, 20]. In termsof problemof estimationof dynamical systemcondition,
the generalized work function (Krasovskii functional) relates to Tikhonov regularized
functions. This is due to the fact, that the generalized work function optimization comes
down to solving a Fredholm equation of the second kind, which is well-posed in the
sense of Hadamard [20].

The PM algorithms, based on the generalized work function optimization, show
decent computational performance. The efficiency of implementing the PM algorithms
for non-linear dynamical systems estimation problems was demonstrated in [20–25].

Therefore we will use the estimation algorithm based on generalized work function
optimization based on the PM. The estimations obtained will be combined with controls,
derived using the PM algorithm (7)–(9).

To state a problem for estimating perturbation effect on an axisymmetric UAV we
will add unknown perturbation moments to the angular movement Eq. (1).

In this case, initial dynamics equations for the estimation problemwill be as follows:

ω̇1 + Aω2ω3 − uO1 = m1, ω1(t)|t=t0 = ω1(t0),
ω̇2 − Aω1ω3 − uO2 = m2, ω2(t)|t=t0 = ω2(t0),

ω̇3 − uO3 = m3, ω3(t)|t=t0 = ω3(t0),
(10)

where uO1, uO2, uO3 – reduced control moments being determined by expressions (7)–
(9); m1, m2, m3 – unknown perturbation moments on respective axes as components of
vector m; ω1(t0), ω2(t0), ω3(t0) – initial angular velocity values for estimation time t0.

It should be noted, that perturbation vector m is generalized perturbation vector, in
the sense that it represent not only external unknown perturbation moments, but also
parametrical perturbations caused by deviation of the mathematical model (1) from the
real object, for example, UAV degradation.

According to the PM-based algorithm for perturbing moments estimation,
m̂O1, m̂O2, m̂O3 are determined by optimizing the residual function regularized as the
generalized work function:

J [ω̂] =
t1∫

t0

�(ω̂)dt + 1

2

t1∫

t0

m̂TR−1m̂ dt + 1

2

t1∫

t0

m̂T
OR

−1m̂Odt,

�(ω̂) = (

ω − ω̂
)T
P
(

ω − ω̂
)

,

(11)

where ω̂ – angular velocities estimation; m̂O – desired optimal perturbation estimation;
R, P – positively defined diagonal matrices of weight coefficients.
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The estimation problem comes down to determination perturbation moments m̂O,
which would minimize regularized residual function (11). In fact, this is problem
definition for optimal control of the following model:

˙̂ω1 + Aω̂2ω̂3 − uO1 = m̂1, ω̂1(t)
∣
∣
t=t0

= ω1(t0),
˙̂ω2 − Aω̂1ω̂3 − uO2 = m̂2, ω̂2(t)

∣
∣
t=t0

= ω2(t0),
˙̂ω3 − uO3 = m̂3, ω̂3(t)

∣
∣
t=t0

= ω3(t0).

(12)

Or we can represent it as matrix

˙̂ω + f (ω̂) = m̂, ω̂(t)

∣
∣
∣
∣
∣ t = t 0

= ω(t0), (13)

where f (ω̂) – generating function of the system (12).
According to the PM algorithm, optimal estimation m̂O for problem (10)–(11) is

determined by expression

m̂O(t) = −R ·
t+tW∫

t

ΦT (s, t) · ∂

∂ω̂
(Ψ (ω̂m, s)) · ds

= −2R ·
t+tW∫

t

ΦT (s, t) · P · (ω − ω̂m) · ds, (14)

where tW – estimation interval; ω̂m ≡ ω̂m(s) – predicted dynamics of the object (12)
assuming zero perturbation moments (free movement of the object in accelerated time
s) with the following initial conditions

ω̂m(s)
∣
∣
s=t = ω(t); (15)

	(s, t) – fundamental matrix of the system, which is determined by equation:

∂	(s, t)

∂ s
= Eω̂ · 	(s, t), 	(s, t)|s=t = I , (16)

where Eω̂ = ∂f
∂ω̂

– Jacobi matrix of equation for object dynamics (12).
Numerical integration of systems for fundamental matrix (16) and free movement

of system (12) is the base for computing control according to expression (14) [26].
Figure 3 represents structure of the combined control. The controller includes two

control channels: one for determining angular velocities control according to algorithm
(7)–(9) and another for determining compensationmoments according to algorithm (14).
In fact, the perturbation moment compensation loop is an observation device [15].

Results of combined control simulation considering perturbation moments are rep-
resented below. Difference between angular velocities of perturbed (Fig. 2b) and non-
perturbed (Fig. 2a) trajectories without compensation control channel is represented on
(Fig. 4a). Difference between angular velocities of perturbed and non-perturbed tra-
jectories with perturbation moments compensation control channel is represented on
(Fig. 4b).
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Analysis of the graphs above shows that combined control decreases angular veloci-
ties deviation for several times (in the example above – by four times) during perturbation
moments action. Deviation peaks at (Fig. 3b) result from delay in estimations obtaining.
The delay depends on size of the estimation “window” tW [20]. Since angular velocities
deviation decreases, control duration decreases also.

Fig. 3. Structure of the combined control.

Fig. 4. Difference between angular velocities without (a) and with (b) compensation of perturba-
tion moments.

4 Conclusion

Obtained results show that:

• lowering angular velocities deviation in the problem of angular position of UAV con-
trol in perturbing condition is possible through producing appropriate compensating
forces;
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• evaluation of the compensating forces is possible through perturbation moments esti-
mation based on the generalized work function optimization according the predictive
model algorithm;

• combined control decreases angular velocities deviation and control duration
decreases during perturbations.

The presented combined control structure may be used for control of UAV angular
position.
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Abstract. The work is devoted to the task of developing means of operational
communication for intelligent transportation systems under unstable cellular cov-
erage. A study of current trends in the development of intelligent transport systems
field is carried out, an example of a prototype of the developed on-board radio-
electronic device is shown.Themanufactureddevice is installedonvehicles of civil
and special purposes (including emergency, rescue and utilities), and is intended
to provide an online communications service by organizing a dynamic commu-
nication network between moving cars in the presence of a partial or complete
absence of traditional radio communications. Areas and scenarios of the possible
application of development are considered, the most promising functions related
to road safety, operational interaction of vehicles with special services, prevention
of traffic jams are described.

Keywords: V2X · DSRC ·Mesh network · VANET · Road safety

1 Introduction

The development of operational communication means for intelligent information sys-
tems in transport under unstable cellular coverage is an urgent research task in the context
of improving road safety and, in the long term, developing autonomous driving systems
[1–3].

The rapid increase in the number of vehicles leads to an increase in the number of
road accidents. In this regard, there is a need for intelligent information systems that can
autonomously (without driver) quickly respond to the traffic situation and immediately
inform road users about possible collisions, adverse weather conditions, traffic jams, etc.
Results of the development of intelligent transportation systems (ITS) are also the basis
for a promising segment of autonomous (unmanned) vehicles, where the need for such
communications is felt most acute [4–6].

Currently, the problem of ensuring road safety is one of the most important tasks
worldwide. In order to solve this problem, a digital electronic device has been developed,
designed to provide an operational communication service by organizing a dynamic com-
munication network between moving cars. Among the tasks of the developed device:
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reducing the concentration of traffic accidents on the road network of urban agglom-
erations, optimizing traffic flows, creating an automated monitoring system focused on
interaction with roads users.

2 Cooperative Intelligent Transport Systems

An intelligent transport system is a system that uses innovative developments in the
modeling of transport systems and regulation of traffic flows, which provides end users
with greater information and security, as well as a qualitatively higher level of interac-
tion between traffic participants compared to conventional transport systems. In recent
years, the emphasis in ITS has turned specifically towards the new generation - Cooper-
ative Intelligent Transport Systems (C-ITS) [7–9], in which vehicles interact with each
other and/or with infrastructure. It is cooperative ITS that can significantly increase the
quality and reliability of information available about vehicles, their location and road
environment. The serious potential is created for vehicle movement in real transport
conditions without human intervention, since a human-driven vehicle is a vehicle of
increased danger.

Currently, the most actively developing customer-oriented approach to vehicle driv-
ing: ITS technologies aimed at interacting with an individual driver (car), and not with
a traffic stream. Nevertheless, the modern organization of traffic requires a completely
different level of awareness. It is necessary to control not only the activity of the car
itself, but also the surrounding traffic situation. This trend is clearly seen in many reports
and speeches at the latest major international events in the field of ITS [10–14].

Cooperative ITSs are built on the basis of vehicle-to-vehicle (V2V), vehicle-to-
infrastructure (V2I, I2V), infrastructure-to-infrastructure (I2I) and vehicle-to-pedestrian
(V2P) communication systems [15–17]. Together, V2V andV2I technologies are usually
referred to as V2X. In other words, intelligent systems provide us with information
about cars and their location, about road conditions, allow us to optimize and secure
road network traffic, as well as accelerate the response to traffic incidents and accidents.
Intelligent road network adapts to actual changes in real-time. Messages about traffic
intensity, incidents and accidents become available throughout the network. To ensure
safe driving, the driver needs to evaluate and control traffic situation. The purpose of
cooperative ITSs is to help drivers maintain a safe speed and distance, make lanes, avoid
overtaking in critical situations and safely pass road intersections. In addition, with the
help of DSRC-based (Dedicated Short-Range Communication) hardware, it is possible
to determine optimal parking location, transfer data on parking spaces availability to
the information resource, deliver this information over the network to an appropriate
vehicle, lay the route, helping the driver to reach the final destination faster [18–21]. But
themost important thing in cooperative ITS is the ability to identify potential risks in real
time. This, of course, will have a positive impact on road safety and traffic management.
Services provided by cooperative ITS can be divided into six categories:

• assistance for safe driving;
• traffic flow control, smoothing traffic flow;
• improving driving comfort through the use of information technology;
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• response to incidents and emergency traffic situations;
• supporting economic activity, creating a private services market;
• support in road services activities.

Successful implementation of tasks set for cooperative ITS is based on two compo-
nents. The first component is a reliable channel for multiservice communication between
cars, as well as between a car and infrastructure. Such a channel should at least satisfy
the following requirements:

• to be standardized and OSI compliant;
• to have sufficient bandwidth, low latency, high speed of establishing a connection
with an object moving at maximum speed (to solve the entire spectrum of problems);

• to be protected;
• to be weatherproof.

The second component is various mathematical models focused on solving a par-
ticular problem. A common property of all these models is the need to represent the
reflection of a specific real road network or to represent a limited small section of such
a network.

3 On-Board Communication System for Unstable Cellular
Coverage Conditions

The system of operational information data exchange under conditions of unstable cov-
erage of cellular networks is intended both to transmit information to drivers about the
accident that has occurred, and about the possibility of its occurrence, with the aim of
improving traffic safety [22].

The main element of the system is a specialized communication device installed
in the car (Fig. 1). The device is integrated with several sensors and has the ability to
exchange data via the following wireless channels: GSM (3G/4G), Wi-Fi, V2X (Fig. 2).

The exchange of information between vehicles, in conditions of a poor level or lack
of a signal, is carried out by transmitting it via a V2X network through vehicles located
within a radius of 1.5 km (using the nearest vehicles as a signal repeater) from a vehicle
transmitting the necessary information.

The on-board automotive electronic device has the following characteristics:

• powered from onboard power supply network 12/24 V;
• power consumption in active mode, no more than 10 W;
• the maximum range of radio communication between two onboard devices, not less
than 1000 m.

• maximum number of simultaneously serviced connections with the nearest on-board
devices is at least 10;

• the maximum relative speed of vehicles with interacting on-board devices, not less
than 200 km/h;

• operating frequency range is 5.9 GHz (5855–5925 MHz);
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• the maximum bandwidth of the air interface between two on-board devices, at least
20 Mbps;

• providing packet data functions between on-board device applications;
• transit of messages through intermediate on-board devices with support for priority
service functions and “on network ready” delayed delivery system;

• ability to integrate with sensors of GPS/GLONASS/BeiDou satellite positioning
systems;

• ability to integrate with personal mobile devices using Bluetooth or USB technology;
• ability to integrate with GPRS/EDGE/3G/LTE networks;
• built-in sound and optical indication.

Fig. 1. On-board electronic communication device.

The system operates on the basis of the developed software. Embedded software
is an integral part of the on-board device and is distributed in a pre-installed form or
as a binary image of non-volatile memory, which includes all the necessary system and
application software, in the particular operating system. The control software is designed
to implement target functions of the onboard DSRC device of smart car network, it is
responsible for starting and initializing the operating system service, within which the
device software modules that control its hardware components function: DSRC-modem,
LTE-modem, GPS/GLONASS receiver, accelerometer and gyroscope, Bluetooth and
Wi-Fi network interfaces. The program contains means for tuning modules parameters
using configuration files, control tools in the form of a system protocol, and also means
of modules interaction for data exchange.
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Fig. 2. Wireless communication channels of the developed communication device.

The developed solution is based on a principle ofVANET (VehicleAd-hocNetworks)
networks, i.e. specialized networks of “machine-to-machine” type [23]. This type of
network is a case of MESH networks that have been actively developed in recent years
in various application areas (other representatives are, for example, MANET - a network
of mobile devices [24, 25] and FANET - a network of unmanned aerial vehicles [26,
27]).

The principal differences between MESH networks and traditional information and
communication networks are: peer-to-peer structure; high variability of topology; the
use of elements of “self-organization”, and the intellectual nature of infrastructure algo-
rithms at the network level. In relation to VANET networks and the scenarios of their
use described above, it is possible to highlight additional specific features that were
considered during the work on the project:

• transmission of short informational messages with high priority; implementation of
large data files transfer functions, in particular multimedia;

• the concentration of network nodes along known routes (roads), a significant length
of topology graph with a small cross section;

• the bilateral nature of nodes movement, the stability of their relative positions when
moving in one direction;

• a large range of node density: from thousands of units/sq. km in conditions of urban
congestion to single cars in conditions of country roads;

• hybrid nature, providing for cooperative interaction with conventional mobile net-
works through nodes located in the access zone of their base stations.

Protocol stack algorithms of network and transport levels should ensure the fastest
delivery of datagram messages, considering the possible partial loss of network con-
nectivity. For this, in particular, a dynamic routing algorithm, switching algorithms
with priority queues and the possibility of deferred delivery at the time of connectivity
restoration, dynamic load balancing algorithms were applied.
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Particular attention should be paid to providing flexibility in the device configura-
tion in order to increase ease of use and ensuring further expansion of the functions
performed. For this, it is possible to optionally combine the device under development
with equipment for various purposes, for example: car PC, personal mobile device,
satellite positioning device, cellular communication device.

4 Application Areas

The main scenarios for application of the development imply conditions for a partial
or complete absence of traditional radio communications, including broadcasting. Such
conditions may develop on road sections located at a considerable distance from settle-
ments or passing in rough terrain. The surroundings of some popular tourist destinations
with mountainous terrain and underdeveloped infrastructure are also characterized by
insufficient cellular coverage. In addition, such conditions can occur situationally due to
weather disasters and other emergencies, as well as due to failure or overload of cellular
stations equipment.

Among the most important scenarios for the use of developed means, the following
can be distinguished:

• broadcast urgent alerts [28]: about emergencies, about worsening weather conditions,
about the road situation, about carrying out repair work, about blocking traffic due to
mass events, etc.;

• transmission of emergency alarms frommotor vehicles to specialized services (Fig. 3):
requesting medical assistance, requesting technical assistance, reporting of accidents
(cooperation with the ERA-GLONASS/eCall system), robbery, etc.;

• automatic monitoring of the traffic situation in order to collect statistical data, quickly
detect traffic jams and further inform both drivers and traffic control services about
them (Fig. 4);

• collision avoidance between vehicles [29], including unmanned vehicles, by directly
exchanging data with environmental sensors, positioning devices, or measuring the
power of a radio signal (Fig. 5);

• telemetry information transfer from autonomous cars and special vehicles to data
centers (Fig. 6);

• redundancy of automatic means of speed control to reduce an errors probability and
ensure operation in difficult weather conditions.

The application is designed to connect to the telematics services of the information
network of the car and serves to assist the driver when using the vehicle, as well as to
prevent accidents and traffic accidents in conditions of limited visibility, heavy traffic,
adverse weather events, complex topographic features of the area by visualizing the
current situation on the road on the screen of a portable device (Fig. 7). The software
facilitates the driver’s orientation in a dense traffic flow, warns the driver in advance of
potentially dangerous maneuvers by the nearest road users by means of information and
sound alerts, and broadcasts emergency messages from special and road services (traffic
police, ambulance, road transport weather services).
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Fig. 3. Alarm signal transmission.

Fig. 4. Route control in unfamiliar territory.

Fig. 5. Vehicle collision avoidance.
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Fig. 6. Warning on the passage of special vehicles.

Fig. 7. The graphical interface of the software: 1 - messages and system alerts, 2 - reset the
orientation of the map, 3 - vehicles, 4 - mobile network status, 5 - map display mode, 6 - map
scaling, 7 - camera linking, 8 - settings, 9 - broadcast alerts.

5 Conclusion

Currently, the field of intelligent transport systems is a promising, rapidly developing and
popular investment target. An assessment of international markets showed that leading
countries are actively developing not only regulatory documents and standards, but also
provide government support for various projects in the field of autonomous driving. State
structures and major private companies are developing both in direction of assistance
systems for piloting cars, and automating the interaction of vehicles and infrastructure.
At the same time, almost all leading car manufacturers not only develop autonomous
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driving means, but also actively test various technologies. A number of companies have
already implemented high-level automation solutions in the premium segment.

Despite the widespread popularity of intelligent systems, the use of such innovative
technologies is often relevant only for modern cars of the latest generations, while the
percentage of new cars among all vehicles in individual countries is quite low, which is a
complication for the dissemination of technology. The world’s leading markets focus on
the use of technologies with the transfer of information mainly through cell towers and,
in most cases, use expensive mobile Internet to transfer data to processing centers [30].
Full implementation of such systems can cause widespread dissatisfaction of drivers in
view of the increase in vehicle operating cost. A number of legal restrictions, including
the uncertain status of unmanned or combined control vehicles, introduces limitations
on the implementation of developed technological devices.

Thus, integrated ITS have the greatest potential for rapid mass implementation due
to lower cost and lack of a monthly fee. An analysis of the market for telematic opera-
tive communication systems for intelligent information systems under unstable cellular
coverage showed rather high development prospects in the context of solving problems
of autonomous driving and improving road safety.
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Using Decision Trees to Determine the Important
Characteristics of Ice Hockey Players
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Abstract. This study uses the machine learning algorithm of decision tree clas-
sification to determine the features most useful for predicting overall productivity
of an ice hockey player in an NHL (National Hockey League) season. While most
existing studies use detailed data on a small number of players, this analysis is
performed using a publicly accessible dataset consisting of data from 44 NHL
seasons. The simplicity of the used algorithm allows to directly determine the
most important features used in prediction. The results indicate that the number
of assists per game has a significantly higher impact on the player’s productivity
during the season and that the player’s experience and body weight are useful
factors in predicting his productivity level. Our analysis shows that limited pub-
licly accessible data contains features that can be useful in predicting a player’s
productivity with average accuracy. However, more detailed data, which is usually
only collected during specific trials, would be necessary to provide more practical
application.

Keywords: Data analysis ·Machine learning · NHL · Prediction system ·
Competitive sports · Decision tree · Classification

1 Introduction

Predictive modeling and machine learning have received notable attention in the aca-
demic literature. In recent years, machine learning algorithms have been improving from
relatively simple models to powerful deep neural networks.

However, simpler machine learning models are still being used in various tasks
today. Different classification and regression algorithms have found numerous applica-
tions in areas such as healthcare, where support vector machines (SVM) were used for
tasks related to drug classification [1], and ensembles models, like boosting, found an
application in predicting different drug properties [2].

Recently, deep neural network models have gained a lot of popularity. For example,
they were proposed for tasks such as advertisement click-through rate prediction, where
they showed good performance [3].

One of the topics that have always attracted great interest is sports, and many ways
were found to apply machine learning algorithms to it.
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2 Literature Review

Association football, also known as soccer, is the most popular sport in the world. This
fact makes it an extremely popular target for building various predictive models. One
of the most obvious goals of modeling is to predict match results, and many different
methods were used to reach that goal. For example, polynomial classification found an
application in predicting football match results [4], as did random forest, which was used
to predict scores of football matches in international tournaments [5]. Gradient boosting
was also useful when compared to different models in predicting match results [6].

Similar research has been done for other sports, not necessarily involving common
machine learning models. For example, Boulier-Stekler methodology was successfully
used to predict the winners in NCAA basketball games [7], while for American football,
a wide range of machine learning models was used with the goal of comparing their
performance [8].

In a more unusual approach, a Hidden Markov Model (HMM) methodology was
used to recognize specific behaviors of a swimmer in a swimming pool, and it was able
to achieve high accuracy [9].

Simpler machine learning methods have also been applied to human activity classi-
fication, where some models, namely SVM and logistic regression, showed good results
in predicting type of human activity and their speed using data from wearable sensors
[10]. A similar, but more complex research focused on using support vector regression
(SVR) for gait analysis, where they were able to extract estimates of fundamental gait
parameters, such as stride length and velocity [11].

Experts performing athlete selection have also found machine learning techniques
useful in their decision-making processes, where a model was able to provide them
with supporting information to assist with their decision [12]. The same authors used an
unsupervised machine learning technique together with statistical approaches to acquire
additional information from analyzing multiple events [13].

In baseball, machine learning was used to predict the next-season injury risk and
injury location for players, where more advanced machine learning models were com-
pared to logistic regression and usually outperformed it. In particular, these models
were capable of predicting injuries, including the anatomic region of injury, for position
players, but not for pitchers [14].

One other popular sport for predictions is hockey, both on ice and in a field. Prediction
are often based on statistical models, not involving machine learning. In one study,
various statistical models were used to predict the results of an ice hockey match [15].
Many other interesting applications of modeling have been found, including predicting
the performance of individual players based on the data on their physical capabilities.
Examples of such studies exist in both field hockey and ice hockey. In field hockey,
a model built on various data from 14 and 15-year-old female players was used to
distinguish between successful and less successful of them [16]. In a similar study for
ice hockey, off-ice testing was used to acquire data on women’s ice hockey players,
which was then used to select the strongest predictors of player’s game performance.
For example, 40-yd dash time of a player was found to be useful to predict their skating
speed [17].



Using Decision Trees to Determine the Characteristics 361

A particularly interesting application of modeling is to use the results to identify
the most important characteristics that drive the outcome of a specific situation that can
occur during the match. In particular, speed of the players was useful in predicting the
outcome of one-vs-one player interactions in women’s ice hockey. In that particular
study, decision trees were the model used for prediction [18].

Most existing studies focus on collecting a high number of parameters from a limited
number of participants. For this purpose, a group of players can be recruited to complete
skill tests, which results can then be used for research. For example, a number of players
can be recruited for a specific purpose of completing tests, the results of which can then
be used to identify their talent. In junior Australian football, this approach was used in
classifying players into elite and subelite groups [19].

One of the possible reasons for this approach is the lack of detailed statistics. While
datasets that provide data on hundreds and thousands of players exist, they rarely provide
detailed information on physical characteristics of the players, instead focusing on the
scores acquired in the game itself. However, while limited, the data provided by these
datasets might still be useful in determining some of the important features for predicting
the performance of the players.

3 Setting of the Problem

This study aims to determine the characteristics that affect the performance of an indi-
vidual player in an NHL (National Hockey League) season. For this purpose, publicly
accessible datasets that provide data on a high number of players can be used.

Most of the features publicly accessible datasets contain are the ones that provide
information on the player’s performance in matches, for example, individual score.
However, some general individual characteristics of the players can also be present in
these datasets. In this study, we hypothesize that the data provided in publicly accessible
datasets can be detailed enough to determine some of the important parameters that
affect the player’s performance in matches.

One of the popular algorithms for data analysis is the machine learning algorithm
known as decision tree classification. It is a type of machine learning algorithm, which
builds a tree-like model of decisions to make predictions in regards to the target value.
The tree consists of internal nodes, or conditions, which split the tree into branches, or
edges. The end of every branch is called a leaf.

One of the most important features of decision trees is their simplicity, particularly
the fact that actual feature used tomake the split and its impact on the prediction accuracy
can be easily seen from the tree visualization. One consequence of this is the fact that a
computer is not necessary to use a trained decision tree model. Another consequence is
that the decision tree can be used as a tool for determining the most important features
of a dataset or a part of a dataset.

This study is an attempt to advance knowledge on the significance of individ-
ual player’s characteristics for their performance in games, while trying to avoid the
limitations brought by the limited number of players participating in a survey.
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4 Materials and Methods

Analysis was performed using the publicly available NHL players’ statistics, compiled
into a dataset [20]. The dataset provides various data onNHLplayers and spans from sea-
son’75 –’76 to season’19–’20. There are 40 features provided for every player, including
individual characteristics, position on the field, and scores acquired in games. Features
used in the analysis are listed in Table 1.

Every player who appeared in more than one season or more than one team has
multiple entries. Since these duplicate entries are unlikely to be useful for analysis, they
were removed with preserving one entry per player. The preserved entry was the one
with most games played, which is likely to be the most informative.

The data present in the dataset was then used to create additional features: GoalsPG
and AssistsPG, which correspond to the number of goals and assists divided by the
number of games played.

Players were then split into four groups based on their position on the field. The
groups and the percentage of players in them can be seen in a pie chart form on Fig. 1.
Total number of players remaining in the dataset is 2013.

Aside from the listed four groups, three more were created: right wing and left wing
combined (as these positions are likely to have similarities), right wing, left wing and
center combined (as all non-defense groups), and all groups combined.

The productivity, or total time on ice divided by points, was used to split the players
into two groups: players with above and below average productivity. These groups were
then used as the target variable for the decision tree.

Table 1. Features used in the analysis.

Feature Meaning

Games_played Number of games the player participated in during the season

Goals Number of goals scored by the player

Assists Number of assists earned by the player

Production Productivity of the player, or the time on ice divided by points scored

Position Position of the player on the field (center, left wing, right wing or defense)

Height Height of the player

Weight Weight of the player

Body_mass_index Body mass index of the player

Age Age of the player

Experience Number of seasons passed since the player’s first appearance in NHL

To prevent overfitting, the data for every group was further divided into two sections:
first one for training the model and the second one to test the trained model. If the error
on the training set is much lower than the one on the test set, the model suffers from
overfitting and needs adjustment.
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To build the decision tree classifier, scikit-learn was used. Scikit-learn is a Python
module integrating awide range ofmachine learning algorithms formedium-scale super-
vised and unsupervised problems [21]. Supported algorithms contain the decision tree
classifier, which was used to build the models in our research.

Finally, a common decision tree classifier for all four groups and separate decision
tree classifiers for every group of players were built. The depth and other parameters
of decision trees were adjusted in the way most likely to avoid overfitting based on the
error percentages on the training set and the test set. Entropy was selected as the function
used to measure the quality of the split.

Fig. 1. Percentage of players in all positions

The fact that the decision tree builds a very simple model, which clearly shows
the features used for classification, allows to easily determine both the most important
feature found by the algorithm and the actual importance of the feature for classification.

In order to validate the results, it was important to score the tree’s performance,which
would not only allowpreventing overfitting, but also determiningwhether the builtmodel
is useful in predicting the player’s performance. Mean accuracy on the training and test
sets was used as the score.

In the first test, the models were built on features, which included goals per game
and assists per game. They were used to determine the most prevalent way of raising
productivity relative to the player’s position on the field. These values are directly linked
to productivity, so the models built are likely to have high accuracy. Then, these features
were deleted from the used dataset, and the models were built using the remaining
individual player’s attributes, which were no longer directly linked to their productivity.

5 Results

The aimof the studywas to determine themost useful features for predicting productivity.
First, themodelswere built to determinewhether goals per game or assists per gamewere
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more important for the task. The accuracy of the built models and the most important
feature determined are listed in Table 2.

As expected, built models have high accuracy (usually over 80%) on both training
and test sets. For most groups the most important feature was determined to be assists
per game. For example, one of the groups where the first decision classified the players
with higher amounts of assists per game as having higher productivity was the defense.

Still, the players with the highest amounts of assists per game were classified (on
the second level of the decision tree) into a group with lower productivity. The decision
tree for the defense group is shown on Fig. 2.

The rest of the trees showed a common trend: playerswith high amounts of assists per
game had lower productivity; however, players with no assists per game were still likely
to have lower productivity. To illustrate this point, the tree for the left wing productivity
is shown on Fig. 3.

Then, the assists per game and goals per game features were deleted from the dataset
and the models were built on the remaining data. This change allowed the built models
to contain only the characteristics of the player, such as their age and experience, but
not the statistical information on their scores. The models built on these features will be
more useful for the original goal of this study, which is to determine the most important
personal characteristics of the player. The accuracy and the most important feature
determined are listed in Table 3.

Table 2. Results of building decision trees on goals per game and assists per game.

Group Size (both sets) Train set accuracy Test set accuracy Most important
feature

All 2013 0.80 0.76 Goals per game

Center 507 0.80 0.82 Assists per
game

Defense 703 0.90 0.89 Assists per
game

Right wing 391 0.89 0.93 Assists per
game

Left wing 412 0.81 0.85 Assists per
game

Both wings 803 0.88 0.85 Assists per
game

All non-defense 1310 0.82 0.78 Assists per
game

Builtmodels have significantly lower accuracy than the ones built in the previous test.
For most groups, experience was chosen as the most important attribute in classification.
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Fig. 2. Decision tree for the defense group.

Fig. 3. Decision tree for the left wing group.

Table 3. Results of building decision trees on individual player characteristics

Group Size (both sets) Train set accuracy Test set accuracy Most important
feature

All 2013 0.64 0.59 Weight

Center 507 0.76 0.72 Age

Defense 703 0.69 0.70 Experience

Right wing 391 0.80 0.71 Weight

Left wing 412 0.72 0.81 Experience

Both wings 803 0.75 0.78 Experience

All non-defense 1310 0.75 0.77 Experience

The important fact is that for most groups, players with the highest and the lowest
experience were classified as less productive, while players with closer to average expe-
rience were classified as more productive. The tree for the left wing group is a good
illustration for this trend, because it classifies both the players with a very high (8 and
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more years) experience and the players with low (1 year) experience into less productive
groups. The aforementioned tree is shown on Fig. 4.

The number of nodes containing a certain feature among all trees can be used to
demonstrate the overall significance of the feature. These numbers for all features are
listed in Table 4.

The feature most often used to determine the productivity group of the player seems
to be experience, while the next most important feature seems to be weight. Height, age
and body mass index all appear to have less importance in prediction.

Fig. 4. Decision tree for the left wing group (for individual characteristics).

Table 4. The number of nodes using a specific feature for classification.

Feature Number of nodes

Height 2

Weight 5

Body mass index 1

Age 2

Experience 8

6 Discussion

The study aimed at determiningparameters that affect the individual player’s productivity
using publicly accessible data. Most of the publicly accessible data is focused on the
player’s scores, time on ice and similar features, while the data on player’s individual
characteristics is scarce. For this reason, the first built models contained predictions
based on the data on player’s scores.

The ways to achieve points for a player in hockey are goals and assists. The results of
the study indicate that assists per game were noticeably more important for the player’s
overall productivity than goals per game regardless of the player’s position on the field.
Of the parameters which had no direct connection to productivity, experience, which is
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defined as the number of seasons since the player’s first appearance, appeared the most
in classification.

In line with the hypothesis, some of the parameters appear to be more important
than others for determining the player’s productivity. Built models indicate that goals
per game are not as useful for determining the player’s overall productivity as assists
per game, which allow classifying the player into the more productive or less productive
group with an accuracy nearing 80%. Experience of the player and the player’s weight
also seem to be important features, although models built on the group of parameters
which cannot be directly linked to productivity have a noticeably lower accuracy of
70–75%.

As for the values of parameters, the highest productivity is shown to be linked to
more moderate values of both assists per game and experience, while extreme values
(both the highest and lowest) are associated with lower productivity.

While previous research has focused on collecting data from a limited number of
players, which allowed them to collect a high number of features, these results demon-
strate that the limited number of features present in publicly accessible databases with
high amounts of players can also be used to predict the player’s productivity.

Due to the lack of data on personal attributes of the players, only the general physical
parameters like weight or height could be used in the models. For that reason, the built
models are unlikely to be particularly useful in determining the expected productivity
of a new player based on the results they could show in a physical test.

Future studies on more detailed data could produce results with more practical appli-
cations; for example, establish links between certain physical test results and productivity
of the player.

7 Conclusion

The aim of the present research was to determine the most important parameters that
affect the player’s performance in an ice hockey game using the publicly accessible
datasets that include information on a large quantity of players. These results of this study
indicate that some of the present parameters can actually be used to predict whether a
certain player had lower or higher productivity than average during the season. A major
limitation of this study is the fact that publicly accessible datasets for the most part
consist of statistical data, which is directly linked to productivity, and only include
limited information on the player’s individual physical attributes. Collection of more
detailed data on the players will help to produce results with more practical application.
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Abstract. The paper considers the problem of determining the optimal daily
energy consumption of an enterprise. By solving this problem, a reduction of
electricity costs can be achieved by reducing energy consumption during periods
of high prices, increasing energy consumption during hourswhen electricity prices
are lower, as well as by cardinally reducing energy consumption during peak load
hours. To determine the optimal daily energy consumption, three different opti-
mization methods are proposed – linear programming method, genetic algorithm,
and particle swarm optimization algorithm. The results are provided regarding
the solution of the problem using the specified methods and specific input data,
as well as data on actual and forecasted electricity prices. The study includes an
estimation of savings obtained using various optimization methods. The effect of
forecasted prices and price volatility on the size of savings is investigated as well.
The methods for determining the optimal daily energy consumption discussed in
this study can be useful for enterprises that pay for electricity at market prices.

Keywords: Energy optimization · Optimal consumption profile · Forecasting ·
Linear programming · Genetic algorithm · Particle swarm optimization

1 Introduction

One of the ways to improve energy efficiency and reduce electricity costs is energy
consumption optimization. This topic is reflected in a large number of studies in the
world scientific literature [1–3]. All energy optimization problems can be divided into
optimal energy management problems and optimal energy scheduling problems [4]. The
first type corresponds to a closed-loop system, where the values of optimized parameters
are determined from the current state of the system. An example of this problem type is
a problem of optimal control of the microclimate and energy consumption of a building
[5]. One of the most popular methods for optimal energy consumption control is model
predictive control (MPC) [5, 6].

Optimal energy scheduling problems correspond to the open-loop system when the
values of the optimized parameters are determined in advance for the entire scheduling
period based on the prediction of the most important system indicators. Such problems
are common in the demand side management (DSM) systems of smart grids (SG) [7]. In
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particular, these include the recently popular problemsof energy consumption scheduling
for household appliances [8, 9].

This study considers the problem of determining the optimal daily energy consump-
tion profile of an enterprise, which also relates to the problems of optimal energy con-
sumption scheduling. In the context of the Russian Federation, this problem is relevant
for companies being energy consumers of 3, 4, 5 and 6 price categories. These enterprises
can save on electricity costs by controlling energy consumption with the consideration
of:

• changes in hourly market electricity prices;
• the power payment during peak load hours.

In the first case, it is possible to reduce energy consumption during periods of high
prices and increasing the load during hours when the electricity prices become lower.
In the second case, the energy consumption shall be cardinally decreased during the
peak load hours. At the same time, in all cases, it is necessary to take into account
the limitations imposed on the minimum and maximum energy consumption associated
with the enterprise’s main area of competence. These can include limitations associated
with the production equipment operation, production safety, activity of personnel, etc.
Therefore, the problem of determining the optimal energy consumption profile of an
enterprise can be defined taking into account peak load hours and other limitations on
energy consumption. Reducing energy consumption during high price hours and peak
load hours is possible by changing the enterprise’s operation schedule and optimizing
the equipment operation modes, as well as by utilizing own energy sources including
renewable (solar panels, wind generators) or other local generators and energy storage
devices [10].

The retail energy market of the Russian Federation regions related to the price zones
has a particular aspect – the data on market electricity prices and the peak load hours
of the current month becomes available only after the tenth day of the next month.
Such input data specifics determine the relevance of predicting market electricity prices
and peak load hours a month ahead. Forecasting allows solving problems of optimal
energy scheduling and obtaining significant economic effects even with a relatively low
accuracy of forecasting results.

The main issues that are considered in this study are the follows:

• Howcan the optimal energy consumption profile of an enterprise be determined taking
into account the peak load hours and other limitations on energy consumption?

• What size of savings can be obtained by optimal energy scheduling?
• How may the prediction accuracy for market electricity prices and peak load hours
affect the optimization results and savings?

• How can the price volatility affect the savings resulting from optimization?

Furthermore, the paper shows the methods that allow solving the problem of deter-
mining the optimal energy consumption profile of an enterprise. The results are provided
regarding the solution of this problem for the specific input data, data on the energy
consumption, as well as data on actual and forecasted electricity prices.
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2 Optimization Problem Definition

Let us suppose that the enterprise continuously consumes electricity during the day. Let
us take xi as the energy consumption by the enterprise per hour i, i = 1,…,24, and ci
retail electricity price per hour i. Hourly market electricity prices in the current month
can be determined by forecasting [11]. Then the optimality criterion for the problem of
optimizing the daily energy consumption profile can be described as follows:

f (x) = c1x1 + c2x2 + . . . + c24x24 (1)

Let us denote the daily energy consumption required for the enterprise operation as
Xd . Then the following condition is fair:

x1 + x2 + . . . + x24 = Xd . (2)

Let us define lower xil and upper xiu limits of hourly energy consumption:

xil ≤ xi ≤ xiu, i = 1, . . . , 24, i �= hpp, (3)

where hpp – peak load hour. These limits are determined by the enterprise’s ability to
reduce and increase its energy consumption without any significant consequences for
the enterprise’s operation. In addition, the energy consumption shall be reduced to the
lowest possible value of Xpph at the peak load hour hpp:

xi = Xpph, i = hpp. (4)

Thus, the problemof optimizing the daily energy consumption profile of an enterprise
consists of minimizing the criterion (1) if the conditions (2)–(4) are met. The advantages
of such problem definition are its simplicity and versatility, while disadvantages – a
relatively large problem order and lack of conditions for connecting energy consumption
with the main indicators of the enterprise’s economic activity.

3 Optimization Methods

We will use three different optimization methods to solve the problem of determining
the optimal energy consumption profile. Since the problem (1)–(4) is linear in variable
xi, linear programming (LP) is a logical choice for the main method of its solution. An
example of LP application for solving the problem of energy consumption optimization
is described in [12].

The genetic algorithm (GA) will be used as one of the alternative solution methods.
GA is one of the most frequently used algorithms for solving energy scheduling prob-
lems. In [3] specifically, GA is used together with an artificial neural network to optimize
the energy consumption of an office building. In [9], GA is used to schedule the energy
consumption of all automatic household appliances in a residential building in order to
minimize electricity costs. GA is widely used in DSM systems of SG [13, 14]. The main
GA parameters are population size Nps, mutation probability Pm, crossover probability
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Pc, a ratio of elite individuals Re, a ratio of parents in population Rp, selection type,
mutation type, crossover type.

Another popular method for solving energy scheduling problems is the particle
swarm optimization (PSO) algorithm. The utilization of PSO in a DSM system to sched-
ule energy consumption of household appliances is considered in [15]. Other PSO appli-
cations for energy optimization are described in [10, 16]. The main PSO parameters are
number of particlesNp, individualmemory coefficient kim, collectivememory coefficient
kcm, inertia coefficient ki.

4 Daily Energy Consumption Profile Optimization

4.1 Input Data

The input data to solve the energy consumption profile optimization problem are data
on energy consumption by one of the enterprises of the Yaroslavl region of the Rus-
sian Federation. This enterprise is the energy consumer of the third price category. For
definitiveness, we will use data on energy consumption and electricity prices for Febru-
ary 2020. The enterprise’s energy consumption schedule for February 2020 is shown in
Fig. 1. Let us take 06.02.2020 as a specific date to define the optimal energy consumption
profile of the enterprise.

Fig. 1. Enterprise’s energy consumption schedule for February 2020.

Data on market electricity prices in the Yaroslavl region are published on the website
of the energy provider, TNS Energo Yaroslavl [17]. As mentioned earlier, data on actual
electricity prices for the current month become available only after the tenth day of the
next month. This requires using forecasted electricity prices for the energy consump-
tion profile optimization. A month-long forecast can be obtained using the application
previously developed by the authors for forecasting market electricity prices described
in [18]. The hourly market electricity prices forecasting results for February 6, 2020
are shown in Fig. 2. The forecasting accuracy amounted to 1.7 MAPE (Mean Absolute
Percentage Error). The standard deviation for actual and forecasted electricity prices
was approximately 0.2. Figure 2 shows that the electricity price is significantly lower at
night and in the morning hours while reaching its maximum at 12–16 o’clock.



374 O. Yu. Maryasin and A. I. Lukashov

Fig. 2. Actual and forecasted prices for February 6, 2020.

Further, two optimal energy consumption profiles will be considered for each opti-
mization alternative. One for actual price values, and the other – for forecasted prices.
This allows estimating the effect of forecasting uncertainty on the optimal energy
consumption profile form, as well as on the electricity costs.

To solve the problem (1)–(4), we also need to know the peak load hour forecast for
the desired date. This forecast can be obtained using the digital electricity consumer
models developed by the authors in [19]. As shown in [19], the forecasting accuracy for
the peak load hours is about 50% of cases. The actual data on the peak load hours are
available on the Trade System Administrator website [20]. For February 6, 2020, the
forecast peak load hour coincided with the real value equal to 10 a.m. Consideration of
cases when the peak load hours are forecasted with an error, as well as methods that
address the uncertainty associated with the peak load hour forecasting, goes beyond the
scope of this study.

4.2 Linear Programming

To solve the problem of determining the optimal daily energy consumption profile (1)–
(4) using the LP algorithm, the authors have developed an application using Python
and the linprog function of the scipy library. To use this function, data structures were
prepared corresponding to Eqs. (1)–(4). For this, the following values of limits were
adopted: Xd = 9275.8 kW, xil = 300 kW, xiu = 400 kW, i = 1,…,24, Xpph = 200 kW,
hpp = 10. The optimal daily energy consumption profile for February 6, 2020 obtained
from the solution of the LP problem for actual prices is shown in Fig. 3, and for the
forecasted prices – in Fig. 4.

Analysis of Fig. 3 and 4 shows that the optimal energy consumption profile obtained
from solving the LP problem significantly differs from the real one. It mainly includes
the values of the lower and upper load limits and is a rather radical solution from this
point of view. Such an energy consumption profile requires significant restructuring and
mobilization of the enterprise’s production and energy resources and therefore may be
difficult to implement. At the same time, the difference in actual and forecast price values
may have a noticeable effect on the optimal energy consumption profile form.
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Fig. 3. Optimal energy consumption profile for LP problem and actual prices.

Fig. 4. Optimal energy consumption profile for LP problem and forecasted prices

4.3 Genetic Algorithm

The authors have used Python and geneticalgorithm2 library [21] to develop an appli-
cation allowing to determine the optimal daily energy consumption profile using the
GA algorithm. For this, the following values of GA parameters were used: Nps = 1000,
Pm = 0.1, Pc = 0.5, Re = 0.01, Rp = 0.3. The roulette method (roulette type) was
used as a selection operator. The mutation operator was implemented using uniform
distribution (uniform_by_center type). The crossover operator was implemented using
a multipoint homogeneous crossover (uniform type). The values of limitations as per
conditions (2)–(4) were taken the same as for LP.

The GA algorithm implemented using the geneticalgorithm2 library allows only
constraints (3), (4) to be taken into account. Limitation (2) can be taken into account by
converting the target function (1) to the form

F(x) = f (x) + p(x1 + x2 + . . . + x24 − Xd )
2 (5)

where p is the penalty coefficient.
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For the case of actual price values, changes of the target function (5) in the process of
finding an optimal solution using GA are shown in Fig. 5. The daily energy consumption
profile obtained usingGA for February 6, 2020, and actual price values is shown in Fig. 6,
and for forecasted prices – in Fig. 7.

Fig. 5. Changes of the target function during the search process using GA.

Fig. 6. Optimal energy consumption profile found using GA for actual price values.

Graphs of Fig. 6 and 7 are similar to the graphs shown in Fig. 3 and 4. Therefore,
the conclusions made for the LP case are valid for this case as well.

4.4 Particle Swarm Optimization

The authors have used Python and PySwarms library [22] to develop an application
to determine the optimal daily energy profile using the PSO algorithm. For this, the
following PSO algorithm parameter values were taken: Np = 100, kim = 0.5, kcm = 0.3,
ki = 0.9. Same asGA, the PSO algorithm allows directly considering only the constraints
(3), (4), and to take into account constraint (2) requires transforming the target function
to the form (5).

For the case of actual price values, changes of the target function in the process
of finding an optimal solution using the PSO algorithm are shown in Fig. 8. The daily
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Fig. 7. Optimal energy consumption profile found using GA for forecasted price values.

energy consumption profile obtained using the PSO algorithm for February 6, 2020, and
actual price values is shown in Fig. 9, and for forecasted prices – in Fig. 10.

Fig. 8. Changes of the target function during the search process using PSO

The optimal energy consumption profile obtained using the PSO algorithm signifi-
cantly differs from the profiles obtained using LP andGAmethods. This is due to the fact
that this algorithm does not find a globally optimal solution in a reasonable time. How-
ever, in terms of implementation feasibility, the profile obtained using the PSO algorithm
may be more convenient for the enterprise. The difference between the forecasted and
actual prices in this case almost does not affect the optimal energy consumption profile
form.

4.5 Electricity Cost Estimate

The electricity cost for enterprises being energy consumers 3–6 price categories includes
energy cost and the cost of power. The daily total electricity cost determined by the
formula (1) for actual hourly market electricity prices and real energy profile of the
enterprise on 06.02.2020 is 37,115.19 rubles. This value was used to estimate the savings
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Fig. 9. Optimal energy consumption profile found using PSO for actual price values.

Fig. 10. Optimal energy consumption profile found using PSO for forecasted price values.

on electricity paymentswhen using the optimized energy consumption profile taking into
account the hourly market electricity prices.

The cost of power is calculated as a product of the weighted average market price
of power and the average energy consumption of the enterprise during the peak load
hours for the current month. For the considered case, it amounted to 323,325.5 rubles
in February 2020. If the energy consumption of the enterprise in peak load hours was
minimal during the month (for example, 200 kW), then the power payment would be
173,502 rubles in this case. Furthermore, savings on electricity bills due to the power
payment would be 149,823.5 rubles or 7885.45 rubles per day.

Table 1 shows the daily electricity cost obtained by formula (1) for various methods
for determining the optimal energy consumption profile using actual and forecasted
prices.

Table 2 shows the daily savings obtained for various methods for determining the
optimal energy consumption profile using actual and forecasted prices. In addition, Table
2 contains the values of the total savings obtained by summing up savings due to energy
payment and the power payment.
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Table 1. Electricity costs for various optimization methods.

Algorithm Electricity cost (actual prices),
rub

Electricity cost (forecasted
prices), rub

Linear programming 36801.39 36966.64

Genetic algorithm 36824.29 36983.84

Particle swarm optimization 36925.54 37080.2

Table 2. Savings for various optimization methods.

Algorithm Savings on
electr. (actual
prices), rub

Savings on electr.
(forecast values),
rub

Total savings
(actual prices),
rub

Total savings
(forecast values),
rub

Linear
programming

313.8 148.55 8199.25 8034.0

Genetic
algorithm

290.9 131.35 8176.35 8016.8

Particle swarm
optimization

189.65 75.0 8075.1 7960.44

Analysis of the data fromTables 1 and2 shows that the greatest effect on savingswhen
paying by energy payment can be obtained when optimizing the energy consumption
profile using LP. GA provides a rather close result. The least savings due to the energy
payment resulted when using the PSO algorithm. It is worth noting that from a practical
point of view, the most feasible is the energy consumption profile obtained using the
PSO algorithm since it is closest to the real schedule.

The use of forecasted price values, instead of their real values, in this example,
reduces the savings by optimizing the energy consumption profile by more than half.
The calculations have shown that the positive difference between savings for actual
prices and forecasted prices is typical for most days in February 2020. However, this
difference may be significantly lower on some days of February, and there are days when
the energy savings for the forecasted prices are greater. Generally, this circumstance can
stimulate to improve the accuracy of forecasting electricity prices.

5 Discussion

One of the conclusions that can be made from the study is that the daily savings on
electricity bills obtained by optimizing the energy consumption profile can be quite
minor. This is explained by the fact that the Russian market has low electricity price
volatility. The market electricity prices are substantially smoothed taking into account
the regulated price component (electricity transmission tariffs and sales surcharges) and
may vary within a month in the range of 10–15% of the average electricity price. It
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should be noted that such stability of market electricity prices is specific to the Russian
electricity market. Energy markets of Europe and the United States have a much larger
range of price changes during the day and during the season.

To assess the influence of electricity price volatility on the savings obtained when
optimizing the energy consumption profile, the following experimentwas carried out. Let
us define an artificial electricity price (comparable to electricity prices in the European
market),which has greater volatility compared to current prices in theRussian Federation
and changes during the day as shown in Fig. 11. The standard deviation for this artificial
price is 1.55.

Fig. 11. Changes of the artificial price with great volatility.

Using LP for the same conditions as in the case described above, we shall define
the optimal daily energy consumption profile for artificial price. At the same time, the
electricity costs calculated by the formula (1) amounted to 29,053.22, while the daily
savings – 8061.97 rubles. This experiment shows thatwith the increase in electricity price
volatility, the savings due to energy consumption profile optimization rapidly increase
and become comparable to savings due to the power payment. Consequently, if the
electricity price volatility is increased to the values specified in the experiment, the
application of the optimized energy consumption profile brings significant savings.

This experiment allows concluding that the current two-factor pricing model in the
Russian energy and power market can be reduced to a single-factor model. In this case,
the daily schedule of electricity price with low volatility is maintained until the peak
load hour (for 3 and 5 price category calculations) and the scheduled peak load hours
(for 4 and 6 price category calculations), after which the price is again stabilized with
a low variability degree. Furthermore, the electricity price may change by tens of times
in peak load hour reaching the values of 30–40 rubles per kWh.

Therefore, for the currentmodel ofmarket pricing and current electricity prices,much
more significant are savings due to the power payment. In the considered example, the
daily savings due to the power payment are at least 25-times bigger than savings achieved
due to energy payment. This emphasizes the relevance of forecasting the peak load hours
and reducing energy consumption in these hours to the lowest possible values.
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6 Conclusions

This study considers the problem of determining the optimal daily energy consumption
profile of an enterprise. By solving this problem, a reduction of electricity costs can
be achieved by reducing energy consumption during periods of high prices, increasing
energy consumption during hours when electricity prices are lower, as well as by car-
dinally reducing energy consumption during peak load hours. To determine the optimal
daily energy consumption profile, three different optimization methods are proposed –
linear programming method, genetic algorithm, and particle swarm optimization. The
results are provided regarding the solution of the problem using the specified meth-
ods and specific input data, data on the energy consumption, and data on actual and
forecasted electricity prices. The problem definition of determining the optimal daily
energy consumption profile discussed in the study is general, as it does not depend on
the specifics of the consumer operation. However, such a general approach can limit the
enterprise’s possibilities related to reducing electricity costs. The study also includes an
estimation of the savings obtained using various optimization methods. The effect of
forecasted prices and price volatility on the size of savings is investigated as well.

The methods for determining the optimal daily energy consumption profile can be
useful for companies that pay for electricity atmarket prices. In the case of low electricity
price volatility, the greatest effect in terms of savings is provided by the power control
during peak load hours. The key factor, in this case, is the possibility of forecasting
the peak load hours and reducing energy consumption during these hours to the lowest
possible values. This will result in savings up to 15–30% of the total electricity cost for
consumers.
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Abstract. The paper developed a nonlinear regression model under initial Z-
information. The information received from experts has a certain level of relia-
bility, therefore, to study dependencies and predict such information, is necessary
apparatus regression analysis, that takes this reliability into account. However, the
development of such apparatus is at an initial stage, therefore, research in this area
is relevant and in demand. In the paper, we assume that the components of the
initial Z-numbers are the values of full orthogonal semantic spaces. Operations
on Z-numbers and distances between them are determined based on their aggre-
gating points, which are the midpoints of aggregating segments. The aggregating
segments for Z-numbers are defined as the aggregating segments of the product of
both components. The optimization function is defined as the sum of the squares
of the distances between the model Z-numbers and the initial Z-numbers and
between the first components of the model Z-numbers and the initial Z-numbers.
The choice of such an optimization function was made to enhance the influence
of the first components of the initial Z-information. To determine the unknown
regression coefficients, the minimum of the optimization function is found. The
new developed model expands the possibilities of regression analysis and allows
you to construct a prediction and investigate dependencies using Z-information,
which is shown by the numerical example given in the paper.

Keywords: Z-number · Z-information · Regression model · Semantic space

1 Introduction

Regression analysis plays an essential role in information processing to predict it and
identify dependencies between various indicators. The capabilities of classical regres-
sion analysis have been significantly expanded with the development of methods of
fuzzy regression analysis, which made it possible to take into account not only random
uncertainty, but also the fuzziness that arises when using natural language words in the
estimation or description procedures [1–8]. However, the developed fuzzy regression
models did not make it possible to process fuzzy information with a certain level of its
reliability. After the formalized presentation of such information (Z-information) with
the help of Z-numbers defined by Professor Lotfi Zadeh [9], the question of developing
regression models for prediction Z-information and identifying existing dependencies
was especially acute. To develop regression models under initial Z-information, it was
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necessary to develop amathematical apparatus, including operations onZ-numbers, their
ranking, determining the distances between them, and so on. The necessary apparatus
has been developed and continues to be developed to this day [10–19].

The first regression model with initial Z-information was developed in 2017 [20]
based on operations on fuzzy numbers and probability distributions. In [21], a lin-
ear regression model with input and output Z-information and crisp coefficients was
developed, as well as approaches to creating a linear regression model with initial Z-
information and fuzzy coefficients were given. For the study of dependencies and pre-
diction under Z-information, the few existing models are not enough. Therefore, the
paper continues research in this direction and a nonlinear model is being developed in
the conditions of input and output Z-numbers, the components of which are values of
full orthogonal semantic spaces.

2 Basic Concepts and Definitions

A linguistic variable [22] is called a full orthogonal semantic space, all the membership
functions of which have corresponding intervals, for all values of which the values of the
functions are equal to one. Functions increase to the left of these intervals and decrease
to the right of them. In addition, for each point of the domain of definition of the space,
the sum of all functions at this point is equal to one. All the functions are continuous or
have at most two discontinuity points of the first kind [23].

Methods for constructing full orthogonal semantic spaces for different input
information are developed in detail and presented in [24].

In [6], the aggregating segment [β1, β2] for fuzzy number B̃ = (
b1, b2, bL, bR

)
has

been defined:

β1 = b1 − 1

6
bL, β2 = b2 + 1

6
bR. (1)

In [21], the aggregating point β for fuzzy number B̃ = (
b1, b2, bL, bR

)
has been

defined as the midpoint of the weighted segment (1):

β = β1 + β2

2
= b1 + b2

2
+ bR − bL

12
. (2)

A Z-number Z =
(
B̃, R̃

)
is a pair of fuzzy numbers, where B̃ is a fuzzy value of

some variable and R̃ is a fuzzy value of reliability B̃ [9].

In [21], the aggregating segment
[
β1
Z , β2

Z

]
for Z =

(
B̃, R̃

)

(
B̃ = (

b1, b2, bL, bR
)
, R̃ = (

r1, r2, rL, rR
))

has been defined as the aggregating segment

of the product of its components B̃, R̃:

β1
Z = r1

(
b1 − 1

6
bL

)
− rL

(
1

6
b1 − 1

12
bL

)
, β2

Z = r2

(
b2 + 1

6
bR

)
+ rR

(
1

6
b2 + 1

12
bR

)
.

(3)
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By analogy with aggregating point (2) of usual fuzzy number, we define for Z - the

number Z =
(
B̃, R̃

) (
B̃ = (

b1, b2, bL, bR
)
, R̃ = (

r1, r2, rL, rR
))

the aggregating point

βZ :

βZ = β1
Z + β2

Z

2
= r1

(
b1
2

− 1

12
bL

)
− rL

(
1

12
b1 − 1

24
bL

)
+ r2

(
b2
2

+ 1

12
bR

)
+ rR

(
1

12
b2 + 1

24
bR

)
.

(4)

3 Problem Formulation and Solution

The problem to be solved is to construct a nonlinear regression model with initial input
and output Z-information.

Let Zp
k =

(
Ãp
k , R̃

p
k

)
, k = 1, n, p = 1,m and Zp =

(
Ãp, R̃p

)
, p = 1,m are the

input and output Z-numbers accordingly. The first components of initial Z-numbers or
fuzzy numbers Ãp

k = (
ap1k , a

p
2k , a

p
Lk , a

p
Rk

)
, k = 1, n, p = 1,m are equal to the one of

fuzzy numbers C̃kl, k = 1, n, l = 1,Lk , which are formalizations of the values of input
full orthogonal semantic spaces and Ãp = (

ap1, a
p
2, a

p
L, a

p
R

)
, p = 1,m are equal to one

of fuzzy numbers C̃l, l = 1,L, which are formalizations of the values of output full
orthogonal semantic space.

The second components of input and output Z-numbers or fuzzy numbers R̃p
k =(

rp1k , r
p
2k , r

p
Lk , r

p
Rk

)
, k = 1, n, p = 1,m and R̃p = (

rp1, r
p
2, r

p
L, r

p
R

)
, p = 1,m are equal

to one of fuzzy numbers R̃h, h = 1,H , which are formalizations of the values of
full orthogonal semantic space “Reliability”. We assume that all the full orthogonal
semantic spaces are constructed on the segment [0, 1]. In this case, the fuzzy numbers
Ãp
k , Ã

p, R̃p
k , R̃

p, k = 1, n, p = 1,m are non-negative. If for some spaces the universal set
is not the segment [0, 1], then this set can be transformed into [0, 1].

The dependence between the input and output Z-numbers will be constructed in the
form:

Z = a1Z
2
1 + . . . + anZ

2
n + an+1Z1Z2 + . . . + a n(n+1)

2
Zn−1Zn + a n2+n+2

2
Z1 + . . . + a n(n+3)

2
Zn,

(5)

where ak , k = 1, n(n+3)
2 are unknown coefficients of the regression model, which

are defined as crisp numbers.

Let us define the aggregating segment

[
β1
Zp
k
, β2

Zp
k

]
and the aggregating point β

Zp
k
for

Zp
k =

(
Ãp
k , R̃

p
k

)
, k = 1, n, p = 1,m according to respectively (3), (4):

β1
Zp
k

= rp1k
(
ap1k − 1

6a
p
Lk

) − rpLk
( 1
6a

p
1k − 1

12a
p
Lk

)
, β2

Zp
k

= rp2k
(
ap2k + 1

6a
p
Rk

) + rpRk
( 1
6a

p
2k + 1

12a
p
Rk

)
,

β
Zp
k

= 1
2

(p
1k

(
ap1k − 1

6a
p
Lk

) − rpLk
( 1
6a

p
1k − 1

12a
p
Lk

)) + 1
2

(p
2k

(
ap2k + 1

6a
p
Rk

) + rpRk
( 1
6a

p
2k + 1

12a
p
Rk

))
,

k = 1, n, p = 1,m.

(6)
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We define the aggregating segment

[
β1(

Zp
k

)2 , β
2(
Zp
k

)2

]
and the aggregating point β(

Zp
k

)2

for
(
Zp
k

)2
, k = 1, n, p = 1,m in the following forms:

β1(
Zp
k

)2 =
(

β1
Zp
k

)2

= (
rp1k

(
ap1k − 1

6a
p
Lk

) − rpLk
( 1
6a

p
1k − 1

12a
p
Lk

))2
, β2(

Zp
k

)2 =
(

β2
Zp
k

)2

= (
rp2k

(
ap2k + 1

6a
p
Rk

) + rpRk
( 1
6a

p
2k + 1

12a
p
Rk

))2
, β(

Zp
k

)2 =
(

β1
Z
p
k

)2

+
(

β2
Z
p
k

)2

2 , k = 1, n, p = 1,m.

(7)

We define the aggregating segment

[
β1
Zp
k Z

p
l
, β2

Zp
k Z

p
l

]
and the aggregating point β

Zp
k Z

p
l

for Zp
k Z

p
l , k = 1, n, l = 1, n, p = 1,m in the following forms:

β1
Zp
k ×Zp

l
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rp1k
(
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6a
p
Lk

) − rpLk
( 1
6a

p
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12a
p
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(
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6a
p
Ll

) − rpLl
( 1
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12a
p
Ll

))
,

β2
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k ×Zp

l
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rp2k
(
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6a
p
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( 1
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p
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12a
p
Rk

)) × (
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(
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12a
p
Rl

))
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β
Zp
k ×Zp

l
=

β1
Z
p
k ×Z

p
l
+β2

Z
p
k ×Z

p
l

2 , k = 1, n, l = 1, n, p = 1,m.

(8)

Let us define the aggregating point β
Zp
mod

for

Zp
mod = a1

(
Zp
1

)2 + . . . + an
(
Zp
n
)2 + an+1Z

p
1Z

p
2 + . . . + a n(n+1)

2
Zp
n−1Z

p
n + a n2+n+2

2
Zp
1 + . . . + a n(n+3)

2
Zp
n :

β
Zp
mod

=
n∑

k=1

akβZp
k

+ an+1βZp
1Z

p
2

+ . . . + +a n(n+1)
2

β
Zp
n−1Z

p
n

+
n(n+3)

2∑

k= n2+n+2
2

akβZp
k
, p = 1,m.

(9)

We define the aggregating segment

[
β1
Apk

, β2
Apk

]
and the aggregating point β

Apk
for

Ãp
k , k = 1, n, p = 1,m in the following forms:

β1
Apk

= ap1k − 1

6
apLk , β

2
Apk

= ap2k + 1

6
apRk , βApk

= ap1k + ap2k
2

+ apRk − apLk
12

, k = 1, n, p = 1,m.

(10)

We define the aggregating segment

[
β1(

Apk
)2 , β

2(
Apk

)2

]
and the aggregating point β(

Apk
)2

for
(
Ãp
k

)2
, k = 1, n, p = 1,m in the following forms:

β1(
Apk

)2 = (
ap1k

)2 − 1
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p
1ka

p
Lk + 1

12

(
apLk

)2
, β2(

Apk
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p
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p
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12

(
apRk

)2
,

β(
Apk

)2 =
β1

(A
p
k)

2+β2

(A
p
k)

2

2 , k = 1, n, p = 1,m.

(11)
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Let us define the aggregating segment

[
β1
ApkA

p
l
, β2

ApkA
p
l

]
and the aggregating point

β
ApkA

p
l
for Ãp

k Ã
p
l , k = 1, n, l = 1, n, p = 1,m:

β1
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p
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p
Lk
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p
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p
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)
, β2

ApkA
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= ap2l
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ap2k + 1
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p
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p
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β
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p
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=
β1
A
p
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p
l
+β2

A
p
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p
l

2 , k = 1, n, l = 1, n, p = 1,m.

(12)

Let us define the aggregating point βApmod
for Ãp

mod = a1
(
Ãp
1

)2 + . . .+ an
(
Ãp
p

)2 +
an+1Ã

p
1Ã

p
2 + . . . + +an(n+1)

2
Ãp
n−1Ã

p
n + an2+n+2

2
Ãp
1 + . . . + an(n+3)

2
Ãp
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βApmod
=
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akβApk
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2∑

k=n+1

akβApk−nA
p
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+
n(n+3)
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k= n2+n+2
2

akβApk
, p = 1,m. (13)

We define the aggregating segment
[
β1
Zp , β

2
Zp

]
and the aggregating point βZp for

Zp =
(
Ãp, R̃p

)
, p = 1,m in the following forms:

β1
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L
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)) + 1
2

(
rp2

(
ap2 + 1

6a
p
R

) + rpR
( 1
6a

p
2 + 1

12a
p
R

))
, p = 1,m.

(14)

We define the aggregating segment
[
β1
Ap , β

2
Ap

]
and the aggregating point βAp for

Ãp, p = 1,m in the following forms:

β1
Ap = ap1 − 1

6
apL, β

2
Ap = ap2 + 1

6
apR, βAp = ap1 + ap2

2
+ apR − apL

12
, p = 1,m. (15)

The optimization problem is defined as follows, using (6)–(15):F
(
a1, ..., an(n+3)

2

)
=

m∑

p=1

((
β
Zp
mod

− βZp

)2

+
(

β
Apmod

− βAp

)2
)

→ min.

Unknown coefficients ak , k = 1, n(n+3)
2 are solutions to a system of equations. To

obtain this system, the first derivatives with respect to each of the coefficients are found
and equated to zero.

Let us describe the prediction procedure for the output model Z-number Z mod =(
Ã mod , R̃ mod

)
. We designate the aggregating point of the first component Ã mod of Z-

numberZ mod =
(
Ã mod , R̃ mod

)
byβA mod and the aggregating points of fuzzy numbers

C̃l, l = 1,L, which are the formalizations of the terms of output full orthogonal semantic
space by βCl , l = 1,L.
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The first component Ã mod of model Z-number Z mod =
(
Ã mod , R̃ mod

)
is iden-

tified to fuzzy number C̃q, if
∣∣β mod − βCq

∣∣ = min
i

∣∣β mod − βCi

∣∣. In order to predict

the reliability of Ã mod or the second component of Z mod =
(
Ã mod , R̃ mod

)
, we

calculate the aggregating point βZ mod
of the model value Z mod = a1

(
Z1

)2 + . . . +
an

(
Zn

)2 +an+1Z1Z2 + . . .+an(n+1)
2

Zn−1Zn +an2+n+2
2

Z1 + . . .+an(n+3)
2

Zn and the aggre-

gating points βl, l = 1,L of the products R̃h × Ã mod , h = 1,H , where R̃h, h = 1,H
are formalizations of the values of full orthogonal semantic space “Reliability”. If∣
∣βZ mod − βd

∣
∣ = min

h

∣
∣βZ mod − βh

∣
∣, then the reliability of the value Ã mod is fuzzy

number R̃d and accordingly d -th value of full orthogonal semantic space “Reliability”.

Thus, the predicted output value of the model is Z mod =
(
C̃q, R̃d

)
.

4 Numerical Example

Let Zp =
(
Ãp, R̃p

Z

)
, p = 1, 5 and Vp =

(
B̃p, R̃p

V

)
, p = 1, 5 are the input and out-

put Z-numbers accordingly. Fuzzy numbers Ãp, B̃p, p = 1,m are equal to one of
the values C̃1 = (0, 0.2, 0, 0.1), C̃2 = (0.3, 0.7, 0.1, 0.2), C̃3 = (0.9, 1, 0.2, 0) of
full orthogonal semantic space. Fuzzy numbers R̃p

Z , R̃p
V , p = 1, 5 are equal to one

of the values R̃1 = (0, 0, 0.25), R̃2 = (0.25, 0.25, 0.25), R̃3 = (0.5, 0.25, 0.25),
R̃4 = (0.75, 0.25, 0.25), R̃5 = (1, 0.25, 0) of full orthogonal semantic space “Reliabil-
ity”. Let Ã1 = (0, 0.2, 0, 0.1), R̃1

Z = (0.5, 0.25, 0.25), Ã2 = (0.3, 0.7, 0.1, 0.2), R̃2
Z =

(0.75, 0.25, 0.25), Ã3 = (0.9, 1, 0.2, 0), R̃3
Z = (0.25, 0.25, 0.25), Ã4 =

(0.3, 0.7, 0.1, 0.2), R̃4
Z = (0, 0, 0.25), Ã5 = (0, 0.2, 0, 0.1), R̃5

Z = (1, 0.25, 0),
R̃1
V = (0.75, 0.25, 0.25), B̃2 = (0.1, 0.1, 0.1, 0.3), B̃1 = (0, 0, 0, 0.1), R̃2

V =
(0.25, 0.25, 0.25), B̃2 = (0.1, 0.1, 0.1, 0.3), R̃2

V = (0.25, 0.25, 0.25), B̃3 =
(0.4, 0.6, 0.3, 0.2), R̃3

V = (1, 0.25, 0), B̃4 = (0.8, 1, 0.2, 0), R̃4
V = (0.5, 0.25, 0.25),

B̃5 = (0.1, 0.1, 0.1, 0.3), R̃5
V = (0, 0, 0.25). The dependence will be found in the

following form: V = a1Z2 + a2Z .

Let us define aggregating segments
[
β1
Ap , β

2
Ap

]
,

[
β1
RpZ

, β2
RpZ

]
,
[
β1
Zp , β

2
Zp

]
,
[
β1
Bp , β

2
Bp

]
,

[
β1
RpV

, β2
RpV

]
,

[
β1
Vp , β

2
Vp

]
and aggregating points βAp , βRpZ

βZp , βBp , βRpV
βVp for

Ãp, R̃p
Z ,Zp =

(
Ãp, R̃p

Z

)
, B̃p, R̃p

V ,Vp =
(
B̃p, R̃p

V

)
, p = 1, 5 and enter this data into

the Table 1, 2 and 3.
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Table 1. Aggregating segments and points of Ãp, R̃pZ .

No
[
β1
Ap , β

2
Ap

]
βAp

[
β1
RpZ

, β2
RpZ

]
βRpZ

1 [0, 0.216] 0.108 [0.458, 0.542] 0.500

2 [0.283, 0.733] 0.508 [0.708, 0.792] 0.750

3 [0.867, 1] 0.934 [0.208, 0.292] 0.250

4 [0.283, 0.733] 0.508 [0, 0.042] 0.021

5 [0, 0.216] 0.108 [0.958, 1] 0.979

Table 2. Aggregating segments and points of Zp,B̃p.

No
[
β1
Zp , β

2
Zp

]
βZp

[
β1
Bp , β

2
Bp

]
βBp

1 [0, 0.118] 0.059 [0, 0.017] 0.008

2 [0.200, 0.581] 0.390 [0.083, 0.150] 0.233

3 [0.180, 0.292] 0.236 [0.350, 0.633] 0.492

4 [0, 0.031] 0.015 [0.767, 1] 0.883

5 [0, 0.216] 0.108 [0.083, 0.150] 0.233

Table 3. Aggregating segments and points of R̃pV ,Vp.

No

[
β1
RpV

, β2
RpV

]
βRpV

[
β1
Vp , β

2
Vp

]
βVp

1 [0.708, 0.792] 0.750 [0, 0.013] 0.007

2 [0.208, 0.292] 0.250 [0.017, 0.044] 0.030

3 [0.958, 1] 0.979 [0.335, 0.633] 0.484

4 [0.458, 0.542] 0.500 [0.351, 0.542] 0.447

5 [0, 0.042] 0.021 [0, 0.006] 0.003
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The optimization problem is defined as follows:

F(a1, a2) =
5∑

p=1

((
βVp

mod
− βVp

)2 +
(
βApmod

− βBp

)2) → min, F(a1, a2) =
5∑

p=1

((
a1β(Zp)

2 + a2βZp − βVp

)2 +
(
a1β(Ap)

2 + a2βAp − βBp

)2) → min .

{
∂F(a1a2)

∂a1
= 0

∂F(a1a2)
∂a2

= 0
(16)

We get the system from (16):

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

a1

(
5∑

p=1

(
β
(Zp)

2

)2 +
5∑

p=1

(
β
(Ap)

2

)2
)

+ a2

(
5∑

p=1
β
(Zp)

2βZp +
5∑

p=1
β
(Ap)

2βAp

)

=
5∑

p=1
βVpβ

(Zp)
2 +

5∑

p=1
βBpβ

(Ap)
2

a1

(
5∑

p=1
β
(Zp)

2βZp +
5∑

p=1
β
(Ap)

2βAp

)

+ a2

(
5∑

p=1
β
(Zp)

2 +
5∑

p=1
β
(Ap)

2

)

=
5∑

p=1
βVpβZp +

5∑

p=1
βBpβAp .

{
1.001a1 + 1.231a2 = 0.822
1.231a1 + 1.917a2 = 1.187

⇒ a1 = 0.281, a2 = 0.439 ⇒ V = 0.281Z2 + 0.439Z .

Let input Z =
(
Ã, R̃Z

)
, where Ã = (0.9, 1, 0.2, 0), R̃Z = (0, 0, 0.25), then deter-

mine output V =
(
B̃, R̃V

)
. Let us define B̃. The aggregating point for Ã mod =

0.281Ã2 + 0.439Ã is equal to 0.656, aggregating points for C̃1 = (0, 0.2, 0, 0.1), C̃2 =
(0.3, 0.7, 0.1, 0.2), C̃3 = (0.9, 1, 0.2, 0) are equal to 0.108, 0.508 and 0.934. As
|0.656 − 0.508| = 0.148 = min

l

∣∣β mod − βCl

∣∣, l = 1, 3, then B̃ = C̃2 =
(0.3, 0.7, 0.1, 0.2). Let us define R̃V . The aggregating point for V = 0.281Z2 + 0.439Z
is equal to 0.121, aggregating points of the products R̃h × Ã mod , h = 1, 5 are equal
correspondingly to 0.014, 0.164, 0.328, 0.492, 0.642. As |0.121 − 0.164| = 0.043 =
min
h

∣∣
∣βZ mod

− βh

∣∣
∣, h = 1, 5, then R̃V = R̃2 = (0.25, 0.25, 0.25).

Thus, the predicted output Z-numbers is V =
(
C̃2, R̃2

)
, where C̃2 =

(0.3, 0.7, 0.1, 0.2), R̃2 = (0.25, 0.25, 0.25).

5 Conclusion

In the paper, a predictive nonlinear regression model has been developed for the input
and output Z-information. The research carried out is relevant and in demand since the
regression analysis under Z-information is at the initial stage of development.

It is assumed that the components of input and output Z-numbers are values of full
orthogonal semantic spaces. For these components, aggregating segments and aggre-
gating points are determined, based of which, aggregating segments and aggregating
points for input and output Z numbers are defined. Based on the aggregating points, the
distances between model and initial data are determined. The optimization function is
defined as the sum of the squares of the distances between the model Z-numbers and
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the initial Z-numbers and between the first components of the model Z-numbers and
the initial Z-numbers. The unknown coefficients of the regression model are determined
from the condition of the minimum optimization function.

The developed model makes it possible to process the reliability of expert infor-
mation, construct a nonlinear relationship between the initial data, predict the output
information and its reliability, which is essential when making decisions.

The paper provides a numerical example that shows how the new model expands the
possibilities of regression analysis under initial Z-information.
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Abstract. In this paper the comparative analysis of student performance during
face-to-face and distance learning under Z-information is developed. Importance
of similar researches has increased in the context of pandemic, when the quality of
education has decreased due to the enforced transition of the majority of univer-
sities to online learning. Moreover the reliability of the students’ grades has been
affected negatively, which cannot be ignored. For this purpose an instrument for
the processing of Z-information is essential. Student performance is associated
with four Z-numbers, the first component represents the formalization of grades
“unsatisfactory”, “satisfactory”, “good”, “excellent”. The formalizations of these
grades constitute the valuation of a linguistic variable with the completeness and
orthogonal properties,which aggregates the linguistic variables by three regulating
criteria. The second component of Z-numbers is the fuzzy value of the reliabil-
ity of formalized grades. Students’ performance manifests itself through the total
of four Z-numbers for a term of face-to-face learning and for a term of distance
learning. To conduct a comparative analysis of the collected data operations with
Z-numbers, distances between them and the distance between the populations of
Z-numbers are specified.A numerical example is given demonstrating the function
and effectiveness of this model.

Keywords: Distance learning · Z-number · Z-information · Weighted segment

1 Introduction

These days, all spheres of human activity are in continuous change and adaptation to
current realities. For education this adaptation meant a transition from face-to-face to
distance learning. But the student academic performance aswell as the professor’s degree
of confidence about reliability of this information are changed. Since student evaluations
are not random variables it is needed to choose another mathematical approach. One of
the solutions of this problem can be the concept of Z-number proposed by Professor
Lotfi Zadeh.

By definition [1] Z-number is a pair of two fuzzy numbers, where the first fuzzy
number represents a fuzzy value of an uncertain real variable. The second fuzzy number is
related to thefirst and it expresses a degree of confidence about thefirst fuzzynumber. The

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. A. Radionov and V. R. Gasiyarov (Eds.): RusAutoCon 2021, LNEE 857, pp. 393–402, 2022.
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data presented in the form of Z-numbers is called Z-information. Z-numbers discovered
the possibility to formalize the reliability of information taken from the expert so that
this concept is very useful in many areas where the expert opinion plays an essential
role. Combining all the advantages of fuzzy sets the concept of Z-number takes soft
computing to the next level. The contribution made by Professor Zadeh to the process
of modeling the real world is invaluable and many of its possibilities have yet to be
discovered.

At present, the theoretical component of Z-numbers is not as developed as the prac-
tical, but scientists have made a significant contribution to methods of formalizing infor-
mation based on Z-numbers [2] operations with them [3–6], and to applied fields of
science – decision-making and prediction [7, 8].

In [2], the authors use the concept of t-normand t-conorm to formalize expert opinion.
In [3, 4], arithmetic operations on Z-numbers were developed. In [5], was proposed an
approach to operate with Z-numbers based on α - cuts of its components. In [6], the
authors integrate both components of Z-number and get one classical fuzzy number.

To compare Z-numbers it is needed to be able to rank them. Nowadays, there is no
one unique approach for ranking. However, several options were proposed each with its
own advantages and disadvantages. In [9] the authors suggest converting a Z-number to
a crisp number by multiplying both of its components, but part of the information is lost
with this approach. Authors in [10] use the principle of fuzzy optimality based on utility
functions. In [11], the Jaccard similarity measure is used for ranking Z-numbers. Novel
approach based on aggregative segments was proposed in the paper [12]. The model of
object monitoring under Z-information was developed in [13].

Today, there are no models based on Z-numbers that analyze and compare student
performance in face-to-face and distance learning. This paper is an attempt by the authors
tofill this gap and also allowsusing the proposed approaches to operatingwithZ-numbers
in other areas not related to learning.

The paper is organized as follows: Sect. 2 includes the basic concepts and definitions.
Section 3 represents the formulation of the problem and its solution. Section 4 proposes
a numerical example of the analysis of student performance during face-to-face and
distance learning under Z-information. Section 5 gives conclusions.

2 Basic Concepts and Definitions

Let us define [14] a fuzzy set B̃ is a pair {x, μB(x)}, x ∈ X , where membership function
of fuzzy set B̃ is μB(x) : X → [0, 1] and X - universal set of B̃.

Let us define [15] linguistic variable {X ,T (X ),U ,V , S}, where X - is a name of a
variable; T (X ) = {

Xl, l = 1,m
}
- a term-set of values of the linguistic variable X (each

one is a fuzzy variable on the set U ); V - is a syntactical rule for generating names of
new values X ; S - is a semantic procedure to convert a new name generated by the V
procedure into a fuzzy variable (determine the type of the membership function). We
will call a semantic space a linguistic variable with a fixed term-set {X ,T (X ),U , S}
[15].

The properties of semantic spaces have been studied in [16–19].
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Semantic spaces with the following properties 1–4 of terms Xl, l = 1,m with mem-
bership functions μl(x), l = 1,m have been named Full Orthogonal Semantic Spaces
(FOSS) [17]:

• For terms Xl, l = 1,m the sets
�

Ul = {x ∈ U : μl(x) = 1} are points or intervals.
• The membership functions μl(x), l = 1,m of terms Xl, l = 1,m does not increase to

the right of
�

Ul and does not decrease to the left of
�

Ul .
• μl(x), l = 1,m have at most two first type discontinuity points.

• ∀x ∈ U :
m∑

l=1
μl(x) = 1.

Z - number is an ordered pair of fuzzy numbers, Z =
(
Ã, R̃

)
, where Ã is a fuzzy

number represents fuzzy constraint on a uncertain variable X ∈ R with membership
function μA(x) : X → [0, 1] and R̃ with membership function μR(x) : [0, 1] → [0, 1]
is a fuzzy number represents degree of confidence of the first component. In other word R̃
is a fuzzy constraint on the measure of reliability of the first component such as sureness,
probability or possibility, strength of belief [1].

Let consider an α - cut of fuzzy number Ã with membership function μA(x) =
(a, aL, aR) as the ordinary set Aα such as

Aα = {x ∈ R : μA(x) ≥ α} =
[
A1

α,A2
α

]
= [a − (1 − α)aL, a + (1 − α)aR], α ∈ [0, 1].

In [13], for fuzzy number Ã (μA(x) = (a1, a2, aL, aR)) a weighted segment [�1,�2]
has been defined in the following form:

�1 =
1∫

0

2a1 − (1 − α)aL
2

2αdα = a1 − 1

6
aL,

�2 =
1∫

0

2a2 + (1 − α)aR
2

2αdα = a2 + 1

6
aR .

(1)

To determine the weighted segment, the weighting function for the α - cuts is taken
equal to p(α) = 2α.

Consider the formulation of the problem and its solution.

3 Problem Formulation and Solution

In this paper is developed the comparative analysis of student performance during face-
to-face and distance learning under Z-information.

The approach to the formalization of Z-numbers proposed in this paper is based
on the principles that were developed in [12, 13]. Conclusions about the improvement
or worsening of student performance are made based on the comparison of formalized
Z-numbers with the ideal Z-number.
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Let us solve the problem in general form. A numerical example will be represented
in the next section.

Let us consider qualitative characteristics K1 - student performance during face-to-
face learning, K2 - student performance during distance learning where each one has
characteristics X1,X2,X3. So that X1 - «Grades for tests», X2 - «Grades for home tests»,
X3 - «Grades for the exam».These characteristics completely determine the characteristic
Kv, v = 1, 2.

For characteristics Xj, j = 1, 3 let us define the levels of verbal scales as Xij, i =
1, 4, j = 1, 3, accordingly, with corresponding verbal scale: C1 - “Unsatisfactory”, C2
- “Satisfactory”, C3 - “Good”, C4 - “Excellent”. Fuzzy numbers C̃i, i = 1, 4 have
membership functions μi(x) = (ai1, ai2, aiL, aiR), i = 1, 4.

We construct the FOSSs with names X v
j , j = 1, 3, v = 1, 2 for grades “Unsat-

isfactory”, “Satisfactory”, “Good”, “Excellent”. Term sets for X̃ v
j , j = 1, 3, v = 1, 2

are X̃ v
ij , i = 1, 4, j = 1, 3, v = 1, 2, accordingly, with membership functions

μv
ij(x), i = 1, 4, j = 1, 3, v = 1, 2 [20]. The values for all FOSSs are numbers from

universal set [0, 1].
Define reliability of information as FOSS R with linguistic terms: U - «Unlikely»,

NVL - «Not very likely», L – “Likely”, VL – “Very likely”, EL – “Extremely likely”.
Membership functions of these terms areμU , μNVL, μL, μVL, μEL and let us define fuzzy
numbers corresponding to its by R̃k , k = 1, 5.

Let us assign estimates of characteristics as Z-numbers
(
X̃ v
ij , R̃

v
k

)
, i = 1, 4 , j =

1, 3, k = 1, 5, v = 1, 2 in relation to characteristics Xj, j = 1, 3. The evaluation of

the v-th characteristic we denote by Zv
i =

(
X̃ v
i , R̃v

i

)
, i = 1, 4, v = 1, 2 in relation to

the levels of characteristics Xj, j = 1, 3. The levels are represented by Ci, i = 1, 4. We
determine fuzzy numbers X̃ v

i , i = 1, 4, v = 1, 2 as X̃ v
i = ω1 ⊗ X̃ v

i1 ⊕ ω2 ⊗ X̃ v
i2 ⊕ ω3 ⊗

X̃ v
i3 with membership function μv

i (x) =
(

3∑

j=1
ωjavj1,

3∑

j=1
ωjavj2,

3∑

j=1
ωjavjL,

3∑

j=1
ωjavjR

)

, i =
1, 4, v = 1, 2. To determine fuzzy number R̃v

i , v = 1, 2, i = 1, 4 with membership
function μv

i (x) = (
rvi , r

v
iL, r

v
iR

)
, v = 1, 2, i = 1, 4 we correlate it with one of the

fuzzy numbers R̃k , k = 1, 5 and rvi = max
j

(
rvj

)
, rviL = max

j

(
rvLj

)
, rviR = max

j

(
rvRj

)
,

v = 1, 2, j = 1, 3, i = 1, 4.
The weights of the characteristics are ω1 = 0.3, ω2 = 0.3, ω3 = 0.4

correspondingly for X1,X2,X3.
Fuzzy rating of the v-th characteristic is defined as Zv = (̃

Av, R̃v
)
, v = 1, 2.

Z1 represents student performance during face-to-face learning, Z2 represents stu-
dent performance during distance learning. Fuzzy number Ãv, v = 1, 2 we determine
as Ãv = ω1 ⊗ X̃ v

1 ⊕ ω2 ⊗ X̃ v
2 ⊕ ω3 ⊗ X̃ v

3 ⊕ ω4 ⊗ X̃ v
4 with membership function

μv(x) =
(

4∑

i=1
ωiavi1,

4∑

i=1
ωiavi2,

4∑

i=1
ωiaviL,

4∑

i=1
ωiaviR

)
, v = 1, 2. The weights of the eval-

uations X̃ v
i , i = 1, 4, v = 1, 2 are ωi = 0.25, i = 1, 4. To determine fuzzy number

R̃v, v = 1, 2 with membership function μv(x) = (
rv, rvL, r

v
R

)
, v = 1, 2 we correlate it
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with one of the fuzzy numbers R̃k , k = 1, 5 and rv = max
i

(
rvi

)
, rvL = max

i

(
rvLi

)
, rvR =

max
i

(
rvRi

)
, v = 1, 2, i = 1, 4.

Based on [13]we define a fn-segment [�1,�2] for fuzzy number Ãwithmembership
function μA(x) = (a, aL, aR) as follows:

�1 =
1∫

0

2a − (1 − α)aL
2

3α2dα = a − 1

8
aL,

�2 =
1∫

0

2a + (1 − α)aR
2

3α2dα = a + 1

8
aR .

(2)

For fuzzy number Ã with membership function μA(x) = (a1, a2, aL, aR) a
fn-segment is:

�1 =
1∫

0

2a1 − (1 − α)aL
2

3α2dα = a1 − 1

8
aL,

�2 =
1∫

0

2a2 + (1 − α)aR
2

3α2dα = a2 + 1

8
aR .

(3)

To determine the weighted segment the weighting function for the α- cuts is taken
equal to p(α) = 3α2.

3α2 − 2α > 0, α(3α − 2) > 0, α ∈ [0, 1] ⇒ 2

3
< α ≤ 1.

Taking the weighting function p(α) = 3α2 as opposed to p(α) = 2α in formula (1),
we want to give more weight to α - cuts larger than 2

3 , since these α - cuts play the most
important role for recognizing fuzzy concepts and definitions, than α - cuts smaller than
2
3 , which in [12] have no priority.

Let us determine the distance between two Z - numbers Z1 = (̃
A1, R̃1

)
,Z2 =

(̃
A2, R̃2

)
with fn-segments

[
�A1

1 , �A1
2

]
,
[
�R1

1 , �R1
2

]
and

[
�A2

1 , �A2
2

]
,
[
�R2

1 , �R2
2

]
:

d(Z1,Z2) =

√√√√√√

(
�A1

1 − �A2
1

)2 +
(
�A1

2 − �A2
2

)2 +
(
�R1

1 − �R2
1

)2 +
(
�R1

2 − �R2
2

)2

+
(
�A1

1 �R1
1 − �A2

1 �R2
)2 +

(
�A1

2 �R1
2 − �A2

2 �R2
2

)2

(4)

This formula takes into account both components of the fn-segment and it is more
general than the formula based on weighted points which does not allow, for example,
to distinguish between two unimodal and two tolerant fuzzy numbers [6].
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Determine the left and the right borders of fn-segment �Av
1 , v = 1, 2 and �Av

2 , v =
1, 2 for the fuzzy number Ãv = ω1 ⊗ X̃ v

1 ⊕ ω2 ⊗ X̃ v
2 ⊕ ω3 ⊗ X̃ v

3 ⊕ ω4 ⊗ X̃ v
4 with

membership function μv(x) =
(

4∑

i=1
ωiavi1,

4∑

i=1
ωiavi2,

4∑

i=1
ωiaviL,

4∑

i=1
ωiaviR

)
, v = 1, 2:

�Av
1 =

4∑

i=1

ωia
v
i1 −

4∑

i=1
ωiaviL

8
, v = 1, 2;

�Av
2 =

4∑

i=1

ωia
v
i2 +

4∑

i=1
ωiaviR

8
, v = 1, 2.

Determine the left and the right borders of fn-segment �Rv
1 , v = 1, 2 and �Rv

2 , v =
1, 2 for the fuzzy number R̃v, v = 1, 2 with membership function μv(x) = (

rv, rvL, r
v
R

)
:

�Rv
1 = rv − rvL

8
, v = 1, 2;

�Rv
2 = rv + rvR

8
, v = 1, 2.

Let us define the idealZ-number in the frameworkof the problemasZid =
(
Ãid , R̃id

)

where Ãid hasmembership functionμAid (x) = (1, 1, 0, 0) and R̃id hasmembership func-
tion μRid (x) = (1, 0, 0). Fn-segments are �Aid

1 = 1, �Aid
2 = 1 and �Rid

1 = 1, �Rid
2 =

1.
Calculated(Zv,Zid ), v = 1, 2. Ifd(Z1,Zid ) > d(Z2,Zid ) then student performance

has improved, if d(Z1,Zid ) < d(Z2,Zid ) then student performance has become worse,
if d(Z1,Zid ) = d(Z2,Zid ) then student performance has not changed.

4 Numerical Example

Let the professor evaluates performance of a group of students during face-to-face and
distance learning according to the following criteria: «Grades for tests», «Grades for
home tests», «Grades for the exam». It is required to evaluate whether performance of
the group has improved has become worse or has not changed.

We define «Grades for tests», «Grades for home tests», «Grades for the exam»
during face-to-face learning and during distance learning asX 1

1 ,X 1
2 ,X 1

3 andX 2
1 ,X 2

2 ,X 2
3 ,

accordingly. We will call X̃ 1
1 , X̃ 1

2 , X̃ 1
3 and X̃ 2

1 , X̃ 2
2 , X̃ 2

3 fuzzy numbers corresponding to
the formalizations of these characteristics.

The linguistic scale corresponding to these characteristics has the form: C1 -
«Unsatisfactory», C2 - «Satisfactory», C3 - «Good», C4 - «Excellent».

The data obtained are presented in Tables 1 and 2.
We construct membership functions with methods [20].
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Table 1. Performance for 100 students during face-to-face learning.

During face-to-face learning Grades for tests Grades for home tests Grades for the exam

Unsatisfactory 10 20 10

Satisfactory 40 40 30

Good 30 30 40

Excellent 20 10 20

Table 2. Performance for 100 students during distance learning.

During distance learning Grades for tests Grades for home tests Grades for the exam

Unsatisfactory 10 10 20

Satisfactory 30 40 40

Good 40 30 30

Excellent 20 20 10

For characteristics X v
j , i = 1, 3, v = 1, 2 membership functions are μv

ij(x), i =
1, 4, j = 1, 3, v = 1, 2. Then.

μ1
11 = (0, 0.05, 0, 0.1), μ1

21 = (0.15, 0.35, 0.1, 0.3), μ1
31 = (0.65, 0.7, 0.3, 0.2),

μ1
41 = (0.9, 1, 0.2, 0);

μ1
12 = (0, 0.1, 0, 0.2), μ1

22 = (0.3, 0.45, 0.2, 0.3), μ1
32 = (0.75, 0.85, 0.3, 0.1),

μ1
42 = (0.95, 1, 0.1, 0);

μ1
13 = (0, 0.05, 0, 0.1), μ1

23 = (0.15, 0.25, 0.1, 0.3), μ1
33 = (0.55, 0.7, 0.3, 0.2),

μ1
43 = (0.9, 1, 0.2, 0);

μ2
11 = (0, 0.05, 0, 0.1), μ2

21 = (0.15, 0.25, 0.1, 0.3), μ2
31 = (0.55, 0.7, 0.3, 0.2),

μ2
41 = (0.9, 1, 0.2, 0);

μ2
12 = (0, 0.05, 0, 0.1), μ2

22 = (0.15, 0.35, 0.1, 0.3), μ2
32 = (0.65, 0.7, 0.3, 0.2),

μ2
42 = (0.9, 1, 0.2, 0);

μ2
13 = (0, 0.1, 0, 0.2), μ2

23 = (0.3, 0.45, 0.2, 0.3), μ2
33 = (0.75, 0.85, 0.3, 0.1),

μ2
43 = (0.95, 1, 0.1, 0).
Define reliability of information as linguistic variable R with linguistic terms: U –

“Unlikely”, NVL – “Not very likely”, L – “Likely”, VL – “Very likely”, EL – “Extremely
likely” with membership functions:

μU = (0, 0, 0.25), μNVL = (0.25, 0.25, 0.25), μL = (0.5, 0.25, 0.25),

μVL = (0.75, 0.25, 0.25), μEL = (1, 0.25, 0).

Next step we should aggregate X̃ v
ij , i = 1, 4 , j = 1, 3, v = 1, 2 to get a fuzzy

number X̃ v
i , i = 1, 4, v = 1, 2 for each grade: “Unsatisfactory”, “Satisfactory”, “Good”,

“Excellent”. The weights of the characteristics are ω1 = 0.3, ω2 = 0.3, ω3 = 0.4
correspondingly for X1,X2,X3. Thus we obtain the following membership functions
μv
i (x), i = 1, 4, v = 1, 2:



400 S. V. Tumor and O. M. Poleshchuk

μ1
1 = (0, 0.065, 0, 0.13), μ1

2 = (0.195, 0.34, 0.13, 0.3), μ1
3 = (0.64, 0.745,

0.3, 0.17), μ1
4 = (0.915, 1, 0.17, 0);

μ2
1 = (0, 0.07, 0, 0.14), μ2

2 = (0.21, 0.36, 0.14, 0.3), μ2
3 = (0.66, 0.76, 0.3, 0.16),

μ2
4 = (0.92, 1, 0.16, 0).
Next step we should aggregate reliability R̃v

k , k = 1, 5, v = 1, 2 to get a fuzzy
number R̃v

i , i = 1, 4, v = 1, 2 for each grade: “Unsatisfactory”, “Satisfactory”, “Good”,
“Excellent”.

The professor expressed degrees of confidence for the characteristics X 1
1 ,X 1

2 ,X 1
3 :

“Likely”, “Not very likely”, “Likely”, correspondingly. For the characteristics
X 2
1 ,X 2

2 ,X 2
3 the professor’s degrees of confidence are: “Not very likely”, “Not very

likely”, “Not very likely”, correspondingly.
Thus, we obtain the following membership functions μv

i (x), i = 1, 4, v = 1, 2:
μ1
1 = (0.5, 0.25, 0.25), μ1

2 = (0.5, 0.25, 0.25), μ1
3 = (0.5, 0.25, 0.25), μ1

4 =
(0.5, 0.25, 0.25);

μ2
1 = (0.25, 0.25, 0.25), μ2

2 = (0.25, 0.25, 0.25), μ2
3 = (0.25, 0.25, 0.25), μ2

4 =
(0.25, 0.25, 0.25).

Hence the corresponding Z-numbers take the form Zv
i =

(
X̃ v
i , R̃v

i

)
, i = 1, 4, v =

1, 2.
Let us calculate fuzzy rating for student performance during face-to-face learning

Z1 =
(
Ã1, R̃1

)
and during distance learning Z2 =

(
Ã2, R̃2

)
. Since the weights of the

evaluations X̃ v
i , i = 1, 4, v = 1, 2 are ωi = 0.25, i = 1, 4 we obtain fuzzy number

Ã1 with membership function μ1 = (0.4375, 0.5375, 0.15, 0.15) and fuzzy number Ã2

withmembership functionμ2 = (0.4475, 0.5475, 0.15, 0.15). Fuzzy number represents
reliability - R̃1 has membership function μ1 = (0.5, 0.25, 0.25) and fuzzy number
represents reliability - R̃2 has membership function μ1 = (0.25, 0.25, 0.25).

As we received both ratings Z1 and Z2 then we should calculate fn-segments[
�A1

1 , �A1
2

]
,
[
�R1

1 , �R1
2

]
and

[
�A2

1 , �A2
2

]
,
[
�R2

1 , �R2
2

]
by using formulas (2) and (3):

[
�A1

1 , �A1
2

]
= [0.4188, 0.5563],

[
�R1

1 , �R1
2

]
= [0.4688, 0.5313];

[
�A2

1 , �A2
2

]
= [0.4288, 0.5663],

[
�R1

1 , �R1
2

]
= [0.2188, 0.2813].

Next using the ideal Z-number and applying formula (4) we calculate the distance
d(Z1,Zid ) and d(Z2,Zid ):

d(Z1,Zid ) = 1.4761, d(Z2,Zid ) = 1.7803.
Since d(Z1,Zid ) < d(Z2,Zid ) then student performance during distance learning

has become worse than student performance during face-to-face learning.

5 Conclusions

In the paper a model for the comparative analysis of student performance during face-
to-face and distance learning under Z-information is developed. The authors determine
a new concept of fn-segment for a fuzzy number and a distance between two Z-numbers
using fn-segments. This research is relevant because at the present there are nomodels for
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comparative analysis of student performance taking into account the degree of reliability
of information received from an expert.

Fuzzy rating of student performance is represented by Z-numbers and the first com-
ponent of Z-numbers is calculated based on four grades «unsatisfactory», «satisfacto-
ry», «good», «excellent». Performance of students is assessed according to three criteria
«Grades for tests», «Grades for home tests», «Grades for the exam». The second com-
ponent of Z-numbers expresses the degree of professor’s confidence in the given marks
according to the corresponding criteria. Both components of Z-numbers are fuzzy num-
bers which are values of Full Orthogonal Semantic Spaces. Calculating the distance
between Z-numbers, both of their components are taken into account. Comparison of
student performance during face-to-face and distance learning is made using the ideal
Z-number.

The paper provides a numerical example of the proposed approach of the compar-
ative analysis of student performance during face-to-face and distance learning under
Z-information.

Developed model, within the framework of Z-information, can be used not only for a
comparative analysis of academic performance, but also to determine the state of objects
in different periods in comparison with the ideal state.
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Abstract. Today the most functional complex control and measurement system
(CMS) is one used in intensive care units (ICU). However, the problem of com-
pact and informative work results presentation of the control and measurement
resuscitation complexes is still relevant. Problems include the low sensitivity and
discriminative ability of existing patient assessment scales. There also are data
problems such as limited time for obtaining, processing, analyzing and interpret-
ing. Another problem is the lack of a unified approach to determining the patient’s
condition dynamics (PCD), and the large amount to be transformed and visual-
ized data. The article is devoted to identifying the problems of automated PCD
assessment. Themain goal of the study is to develop a methodology for PCD auto-
mated assessment. The methodology includes eight stages: the initial stage is the
research tasks formulation, the final stage is the results visualization. The devel-
oped methodology is the basis for the automated program. This program will help
to significantly facilitates and accelerates the diagnosis process, patient dynamics
assessment and outcome prediction. The software was tested on the clinical data
taken from patients having peritonitis.

Keywords: Methodology · Dynamics assessment · Diagnosis · Prognosis ·
Resuscitation and intensive care · Outcome · Neural networks

1 Introduction

The widespread and gradual introduction of information technologies into clinical prac-
tice is the priority direction ofmodernmedicine andmedical technology. Rapid computer
technologies development as one of the new requirement in the health policy set the task
of creating complex CMS for the diagnosis and diseases monitoring.

Among the integrated CMS, the ICU systems are the most developed and imple-
mented ones. These systems are aimed at optimizing a wide range of tasks. They should
minimize the burden of routine operations on the medical staff. This will help to save
precious time for the patients’ treatment. Another important task is organization and
structuring the data flows recorded by CMS, as well as providing doctor intellectual
support in decision-making. This helps to track the dynamics of quantitative indicators,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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conduct differential diagnostics and accurately predict the course of the disease and its
outcome in lack of time conditions.

The modern ICU is a high-tech structure that allows tracking thousands of body state
parameters of each patient 24/7. However, most of this data is not used to understand the
patient profile and improve treatment outcomes. For many years, resuscitators have used
individual patient data for monitoring and tracking the severity and trajectory of organ
failure. They used scoring systems [1], but the current level of CMS development allows
implementing powerful assessment systems that can measure vital signs, track dynamic
changes and support decision-making. However, automation of a multiple processes at
the same time is difficult due to the peculiarities of themeasured data. Therefore, themain
task of the study is to identify the problems of automating the procedure for assessing the
PCD. Themain goal is developing a methodology for automated assessment of the PCD,
which allows significantly reducing the process of making a diagnosis and predicting
the disease outcome.

2 Relevance and Scientific Significance of the Research

There are special tools to make the right decision regarding the assessment of the sever-
ity of the patient’s condition and the following disease prognosis. It scales (systems)
for assessing the disease severity and the outcome predicting. Currently, there are about
1,500 different scales that directly or indirectly reflect the severity of the patient’s con-
dition. The probability of their negative effects is represented as a sum of points or
other integral assessment. There are universal ones, such as APACHE II, SOFA, SAPS,
MODS, and specialized ones for assessing the severity of an injury – ISS, TRISS, RTS.
All these quantitative systems for assessing the condition severity make it easier for the
doctor to predict the outcome. It also helps to make decisions about the tactics of the
patient managing. Another important part of research purposes and controlling the qual-
ity of treatment is the capability of comparing the treatment results of different patient
groups. The average predictive accuracy of quantitative assessing systems which identi-
fying the severity of the condition is 85%. These systems enable to give a pretty accurate
prognosis for patients with low scores (survival) and high scores (death). With interme-
diate values, the prognostic accuracy is significantly lower, due to the great importance
of the timeliness and correctness of treatment [2].

To improve the quality of forecasting, medical information systems based on neural
network technologies are currently being widely implemented [3–6]. At the same time, a
number of problems remain unresolved due to the accuracy and reliability of automated
PCD assessment. All this certainly have great importance for the immediate and effective
therapeutic measures adjustment. The precise outcome prognosis depends on the disease
diagnosis, as well as body state diagnosis with the identification of its reserves and capa-
bilities at each moment. Another attribute is the correct and qualitative PCD assessment
[7]. Therefore, the development of methods and tools for automated patient’s condition
assessment, determining the condition dynamics and the disease outcome predicting is
a very important and urgent task.
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3 Problems of Automating the Process of Assessing the patient’s
Condition Dynamics

Cliniciansmust have a clear understanding of the patient’smedical history, physiological
characteristics, and possible response to treatment. All of this will provide safe and
effective resuscitation care. Therefore, there is a need to integrate a huge amount of data
in real time. Specialists ofmedical institutions should be able to qualitatively process any
information, including physical examination data, information received from colleagues,
the results of radiological studies, and mathematically analyze laboratory data. Even
a simple clinical decision can be affected by insufficient information or an incorrect
assessment and prevent it from being made [2].

Modern systems used in ICU allow to accurately recording a large number of the
patient’s condition parameters. The software as part of the control and measurement
resuscitation complexes is able to simultaneously receive and consolidate the registered
clinical indicators from resuscitation monitors. It also helps to form an electronic map of
intensive care and a list of prescriptions for medicines and procedures. There is a need
in clinical practice to reduce the flow of information, especially digital, coming to the
attending physician. This can be done either by using a specially developedmathematical
language for describing the problem or visualization methods. Nowadays the problem of
compact and informative results presentation of control and measurement resuscitation
complexes remains very relevant. Resolving this problem will allow effectively moni-
toring the PCD and keep in mind all of the necessary and sufficient data volume. All of
this builds the basis which gives the user a very quick, accurate and objective assess the
severity and the PCD.

There are several aspects that make it difficult to automate the assessing process
illustrating the severity of a patient’s condition, the dynamics and disease outcome.

The first problem is the imperfection of patient assessment scales and complicated
objective diagnosis. Low sensitivity with sufficiently high specificity is a common dis-
advantage of existing scales. These features of integral scales enable to divide patients
into groups for scientific research and report writing, but practically it makes the scales
unsuitable for deciding on the patient treatment tactics [8].

The second problem is the shortage of time to make a decision in the ICU. There is
also a need to deal with a patient whose nosologic diagnosis may remain unknown for
a long time. This problem makes it difficult to optimize the therapeutic and diagnostic
process in the ICU. For the anesthesiology and intensive care a syndrome approach to
the critical conditions diagnosis may be a promising direction for the unified therapeutic,
tactical, organizational and methodological standards creation [9].

Syndrome diagnosis in the ICU is based on the fact that “resuscitation” syndromes
are mostly are a variety of nonspecific pathological conditions (nosologic units) with
a risk factors range. All this factors have similar manifestations in the case of extreme
forms [10].

More than 2.5 thousand syndromes are described in the specializedmedical literature.
Any syndrome is essentially an integral characteristic of several parameters (symptoms)
connected by the unity origin mechanism. At the qualitative level, it is preferable to
assess a syndrome, since this approachhelps the ICUphysician to judge thewhole clinical
situationmore adequately. At that point each physician is guided by his clinical thinking,
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his experience, his degree of understandingof the diseasemechanisms, and the diagnostic
techniques available to him. The presence and severity of the syndrome are usually
determined approximately (“there is” - “there isn’t”), based on the specialist experience.
The dynamics of the syndrome (“positive”, “negative”, and “no dynamics”) is very
important. However, this approach makes it possible to use the algorithmic diagnostic
principle, as opposed to solving diagnostic problems by the heuristic method. The main
difference between these two principles is the amount of information. Applying the
nosologic approach, the doctor deals with a huge volume of information. The syndrome
approach gives to doctor only single elements of information [11].

Automated determination of the PCD and outcome prediction based on the syndrome
approach can be included in the functionality of comprehensive diagnostic monitoring
and measurement systems. However, the process of automation tools developing is sig-
nificantly hampered by the lack of conceptual and classification unity. Another problem
is the difference in intensive care specialists’ opinions, domestic and foreign. The num-
ber of leading syndromes and the lack of quantitative measures of syndrome severity
are also needed to be considered. All this is the third problem of assessing the PCD and
predicting the outcome of the disease.

The fourth important problem is partly correlating with the third. It is the lack of
accurate methods for determining the dynamics of the disease.

If a single parameter is analyzed (trend models are mostly used) it is easy to monitor
the change dynamics. However, the number of constantly monitored parameters in the
ICU is measured in hundreds. Thus the assessing of change severity in one particular
parameter makes it very difficult. This problem is also related to the general patient con-
dition and disease development. The values of the linguistic variable characterizing in
the textual representation the PCD (“positive”, “negative”, and “no dynamics”) for suc-
cessful automation of the diagnostic process and outcome prediction must obey a certain
semantic rule that determines the algorithmic procedure for calculating the meaning of
each value.

In the specialized literature several approaches to determining the patient’s state
dynamics have been already described. One of them is based on the clinical state index.
Another one is based on one of the most significant parameters. The last of them is based
on one or more parameters with mandatory consideration of improvement of well-being
[7]. Despite this none of these approaches is effective for the ICU.

Currently, the assessment of a resuscitation patient’s condition is increasingly per-
formed by using the syndrome approach, which is based on several assumptions. Body
parameters deviation degree can be “insignificant”, “significant” or “prohibitive” (both
increasing and decreasing relatively to the average statistical values). Possible values of
any organism parameter are divided into conditional ranges (10 for each parameter). If
the parameter value deviation from the average statistical norm is “insignificant”, then
it falls into the +3S or −3S range (depending on whether the deviation is found to be
increasing or decreasing). Similarly, cases where the deviation is “significant” (4S/+4S)
or “prohibitive” (−5S/+5S) are also considered. The normal range is further subdivided
into 4 subranges (2S, −1S, +1S, +2S). The deviation degrees of any parameters are
comparable with each other but their absolute values aren’t [11]. The dynamics in this
case is the transition of the parameter value between the ranges (or subranges).
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Such an approach to the integral assessment of a patient’s condition has a number
of advantages. For example, a clinician has no need to keep in mind the entire set of
defined parameters (a resuscitation patient has more than 100 of them). But only those
parameters that deviate from their average statistical values in the case of pathology,
established for one of them by expert assessments. However, this method also has one
disadvantage. The translation of quantitative parameter values into their “qualitative”
characteristics requires the creation of special reference books of correspondence of
numerical values intervals of each parameter to its “qualitative” characteristic [12]. The
reference books are formed by using expert estimates. For all kinds of pathologies there
is its own reference book.

Thus, there are two promising directions in the development of comprehensive intel-
ligent CMS for medical purposes. The first one is the formation of reference books of
nosologic units using modern information technology capabilities. The second one is
software tool development that allows visualizing the PCD within syndromes for each
nosologic unit during the transition from one qualitative characteristic to another.

4 Methodology for Automated Assessment of Patient Dynamics
in Intensive Care Units

Themethodologyof automatedpatient dynamics assessment in the ICU involves a certain
sequence of actions that must be performed in order to successfully applying information
technology to find the solution for intensive diagnosis and therapy problems.

The diagnosis process, determining the severity of the patient’s condition (“satis-
factory”, “moderate severity”, “severe”, etc.) or the dynamics (“positive”, “negative”,
“no change”) can be identified with solving a classification problem. The process of
predicting the outcome, under certain conditions, can also be referred to as classification
problems. The main condition in this case will be the prediction not in the form of a time
series, but the linguistic equivalent of the outcome of some development trend.

Various mathematical methods, such as discriminant, correlation, regression analy-
sis, etc., can be used to solve the problems of classification and attributing an object using
a certain set of features to oneof the knownclasses.However, the development of automa-
tion tools using traditionalmathematicalmethods can be significantly complicated by the
nature of the data under study, the complexity of formalizing the dependencies and the
large volume of computational operations. The most promising experience for diagnos-
tics and prediction can be considered the applying neural network technologies [13–20]
as a part of complex CMS considering all features of the input information.

The methodology for patient dynamics assessing in the ICU is presented in Fig. 1.
It includes eight main stages.

The first stage involves a clear formulation of the tasks to be solved. This stage is
mandatory, accompanied by a preliminary diagnosis and an approximate assessment
of the severity of the patient’s condition. The analysis tasks are formulated depending
on what kind of neural network apparatus a particular ICU has. For example, a patient
has peritonitis. The tasks to be solved can be to determine the outcome of peritonitis
(recovery, death in the distant or early postoperative period), to determine the deviation
of the set of syndrome parameters (a separate task for each syndrome).
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Sometimes, in addition to the task of patient’s condition assessing, a differential
diagnosis may be required, which is also formulated as a separate task. The list of tasks
determines the number of applied neural networks.

At this stage, there must be a simple and intuitive selection of the components of
the neural network unit of the system involved in the further PCD assessing in the ICU.
This choice is supposed to be implemented using user interface elements.

The second stage is data acquisition. It involves selecting only those body state data
that is needed for resolving the tasks formulated in the previous stage. This stage should
be performed fully automatically and initiated by the selection of the required tasks using
the user interface at the previous stage. For successful automation in the system devel-
opment it is necessary to clearly specify the correspondence of the selected parameters
to the tasks. Another important step is determining the transformation mechanisms of
qualitative variables into quantitative ones, and to ensure the transfer of the selected data
to the block of the system responsible for the subsequent manipulations with the data.

The third stage is an automated data set formation for the subsequent analysis. It also
takes place can be conducted without the user’s participation. At this stage the selected
data are presented in a form, which is able to be perceived by a neural network unit (it
is defined by features of the programming environment, in which neural networks were
created). At this stage the transposition of sets and transformation of data types can be
carried out. The generated array is fed to the input of all neural networks, which are
involved in the solution of the formulated tasks. The degree of user involvement in this
process is minimal. The user should simply run the neural network analysis by pressing
the button on the interface control.

The fourth stage (the neural network analysis process itself) is also performed auto-
matically. In this case, each neural network involved in the analysis generates an output
set, which contains encoded information about the solution of a particular problem. It
is supposed to use several neural networks in parallel to solve different types of tasks,
because it increases the sensitivity and specificity of the final result.

At the fifth stage all output sets are combined into a common one. Then the results are
interpreted. The elements of the row (column) of the final set correspond to one particular
solution, and the values presented as numbers represent the code of the general solution.
This stage must also be automated as much as possible.

To evaluate and control parameters (dynamics) changes, it is necessary to compare
the new results with the data obtained earlier. Such a process is realized at the sixth
stage. At this stage user should define the dynamics evaluation period (for example,
from the beginning of admission of the patient to the ICU or the previous result of the
analysis). Relationship operators can be used in the comparison, but it is more effective
to find the difference between the results of each individual solution. In this way it is
possible to record not only the fact that the patient’s condition has changed, but also to
assess the extent to which this condition has changed (e.g., not just worsened, but the
deviation from the norm has changed from insignificant to prohibitive). The degree of
change in the patient’s condition is evaluated at the seventh stage. Then the automatic
determination of correspondence between the obtained difference of solutions and the
linguistic dynamics expression is implied.

The eighth stage includes an automated procedure for plotting the PCD.
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Fig. 1. The methodology for PCD assessing in the ICU

Practical implementation of the technique proposed by the authors of the article will
allow implementing of several processes. The first thing is accumulating the measure-
ments results. The second one is analyzing the patient’s condition in dynamics according
to the selected syndromes. And the third thing is interpretation and visualization of the
results of neural network analysis with the required detailing.
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5 Examples of the Implementation of the Methodology in Solving
Private Problems of Diagnosis and Prediction

Based on themethodology developed by the authors of the article, an automated software
tool for diagnosing and predicting the condition of patients was created. It performs the
following functions: 1) parameters values measurement characterizing the patient’s con-
dition and saving them into the database; 2) set formation that will help with differential
diagnosis, evaluation of the patient’s condition, PCD, predicting the disease outcome; 3)
input sets neural network analysis; 4) interpretation of neural network analysis results;
5) visualization of interpreted results of neural network analysis, including comparison
with previous research results; 6) storage, processing and transferring of data sets at any
functioning stage; 7) “post-training” of neural networks on new examples; 8) evaluation
of neural network unit performance.

For example, the program of automated PCD assessment, created by the authors of
the article, allows to visualize markers of syndromes, considering coagulation poten-
tial, thrombinemia level, platelet hemostasis, anticoagulation system work (Fig. 2).
Color indication of the values is performed according to a developed reference book
of nosologic units, a fragment of which is shown in Table 1.

Fig. 2. Visualization of syndrome markers characterizing the coagulation potential.

Currently, the automated programhas been tested to solve several ICU tasks. The first
one is assessing the condition of a patient with peritonitis. The second one is predicting
the outcome of this disease.

Clinical data from four groups of patients were used for testing (Table 2): control
group, healthy (0), 53 persons; group 1, patients who recovered (mean hospital stay 30.7
± 1.7 bed-days), 40 persons; group 2, patients who died in the long-lasting period (mean
hospital stay 20.8 ± 2.5 bed-days), 47 persons; group 3, patients who died in the early
postoperative period (mean hospital stay 1.7 ± 0.3 bed-days), 57 persons.

The software tool is able to predict the following disease outcomes. Outcome one
(“I1”) patients stayed alive. Outcome two (“I2”) implies that patients died in the remote



A Tool to Automate the Assessment of Patient Dynamics 411

Table 1. Handbook of nosologic units

Syndrome Syndrome Markers
Deviation

-5S -4S -3S -2S -1S +1S +2S +3S +4S +5S

Coagulation 
potential 

Activated partial 
thrombin time (APTT)

Less 
than 20

From 
20

From 
22

From 
24

From 
27

To 
31

To 
34

To 
45

To 
55

Over 
55

Echinotoxic time Less 
than 13

From 
13

From 
16

From 
9

From 
25

To 
35

To 
41

To 
50

To 
60

Over 
60

Thrombin time Less 
than 10

From 
10

From 
12

From 
14

From 
16

To 
17

To 
18

To 
22

To 
24

Over 
24

Clotting time Less 
than 4

From 
4

From 
6

From 
8

From 
9

To 
10

To 
12

To 
14

To 
16

Over 
16

Anticoagulation 
system Antithrombin-3 (AT-3) Less 

than 76
From 

76
From 

78
From 

80
From 

90
To 
100

To 
110

To 
112

To 
114

Over 
114

Table 2. Characteristics of patient groups.

Syndrome Syndrome markers Patient groups

0 1 2 3

Coagulation
potential

APTT 31,9 ± 0,8 49,1 ± 1,3 45,5 ± 3,7 60,1 ± 16,5

Echinotoxic time 25,5 ± 0,5 26,7 ± 0,5 26,8 ± 0,5 31,7 + 2,6

Thrombin time 14,9 ± 0,3 15,2 ± 0,2 14,7 ± 0,3 20,1 ± 3,6

Clotting time 11,1 ± 0,9 12,6 ± 0,5 13,5 ± 1,4 17,0 ± 4,4

Anticoagulation
system

AT-3 97,4 ± 0,8 90,4 ± 0,5 91,4 ± 1,9 80,6 ± 6,4

period (14 or more days after admission to a hospital). Outcome three (“I3”) implies
that patients died in the early (including early postoperative) period (2–3 days after
admission to a hospital). In the course of resuscitation measures the resuscitator must
constantly monitor the changes in the measured and recorded parameters. Also making
a large number of calculations is required.

An example of predicting the disease outcome and visualizing the PCD is shown in
Fig. 3.

Practical application of the developed software automation tool has shown that
its diagnostic efficiency is 92%. Meanwhile the average diagnostic efficiency of
resuscitation scales is about 85%.
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Fig. 3. Example of the disease outcome predicting and visualizing the PCD.

6 Conclusions

As a result of a detailed analysis of the problems that arise when solving the tasks of
automating the process of the PCD evaluating and predicting the disease outcome, the
methodology for evaluating the PCD has been developed.

When the methodology has been developing, a syndromic approach to parameter
assessment was applied, i.e. analysis of the study of changes in the syndrome trend,
which combines the dynamics of a limited set of parameters. In this case there was no
need to analyze the single integral parameter or the entire set of parameters.

The practical embodiment of the technique was the creation of a software tool and its
testing to solving individual tasks of diagnosing and predicting the condition of patients
with peritonitis and hemorrhagic fever. Functional tests of the developed program have
shown that it has higher sensitivity and specificity in comparison with traditional scales.

Thus scaling up the diagnostic and prognostic system and expanding the tasks
range to be solved will provide a universal software automation tool that will help
the resuscitator to quickly and accurately determine the PCD and the degree of therapy
efficiency.
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Abstract. The work is devoted to the concept of decision synthesis within the
components as a part of technical systems of intelligent data processing.Amethod-
ology of experimental research aimed at substantiating the scientific and practical
significance of this concept has been developed and implemented. As an object
of research, we used a computer model of the component of decision-making,
which provides a pattern recognition procedure based on data obtained about an
external analyzed object. The results of the research represent the response of the
object to changes in external conditions that affect the formation of the decision. It
was revealed that the incorporation of the principles of decision synthesis into the
object of research promoted the emergence of cognitive mechanisms in the pro-
cess of information processing, which led to an increase in the adaptive abilities
of the technical system to change the external conditions of its existence.

Keywords: Artificial intelligence · Artificial neural networks ·
Decision-making · Pattern recognition · Intelligent data processing

1 Introduction

The transition to innovative technologies for establishing the computational process
within systems of intelligent data processing (SIDP) is impossible without eliminating
the constraints related to themodern hardware and software implementations of artificial
intelligence (AI).

First of all, the fact that the functioning of the discussed systems still has a strict
algorithmic form, which is reduced to the use of combinatorial methods, can be consid-
ered as a constraining factor. For this reason, system functioning is deterministic at each
stage of the process preventing the incorporation of cognitive functions into it, which
is important for the autonomous study of the environment and decision-making under
changing objectivity conditions.

This aspect is important for SIDP, since the experience of the practical application
of these systems for solving various applied problems shows that in most cases, with
external conditions of the environment changing, their functioning significantly affects
the data processing quality and in some cases makes correct functioning impossible [1].
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2 Current State of Research on the Subject

Analyzing the current state of research on the considered subject, we have studied papers
published in leading scientific and technical sources. Today, SIDP can bemost effectively
implemented bymeans of technologies that imply using a fundamentally newapproach to
the synthesis of computational mechanisms in an algorithmic sense. These technologies
are associated with a group of methods known as machine learning [2, 3, 4, 5, 6, 7],
which grants systems the ability to learn from known examples, which is believed to
determine their belonging to the smart type. The experience of the practical application
of machine learning shows that it becomes possible to construct mathematical models
of dynamic processes without laborious, and often impossible, analytical descriptions
of computed functions. Furthermore, a system can operate with fuzzy concepts and, as
a result, solve applied problems with a high degree of accuracy, which are reduced to
special cases of approximation of mathematical functions, classification and clustering
of objects of various nature, pattern recognition in any data types, forecasting, etc.

To assess the SIDP development level related to using cognitive mechanisms to
generate solutions for certain tasks, their ability to maintain the specified performance
indicators during autonomous functioning under changing objectivity conditions shall be
used as the main criterion. The fundamental research carried out so far has contributed to
the accumulation of basic theoretical background that reveals the principles underlying
themethods of SIDPdesign and functioningwith signs of smart decision-making, but has
not provided the final results proving that these technologies are based on the cognitive
machine abilities.

An overwhelming number of studies in this area suggest connectionist models based
on neural networks to be used as the main tool for building the basic computational
architecture of SIDP. Specific examples can be papers devoted to the development of
control systems based on neural networks for dynamic processes, image processing in
machine vision systems and automated image recognition, information security, big data
mining, and decision-making based on expert systems. The considered papers describe
experimental studies, which do not always take into account the fact that the data pro-
cessing quality indicators obtained at the learning stage may not have the same values
during functioning in real conditions.

The information found in the considered scientific paper leaves open the question of
creating SIDP capable of an autonomous reaction to changes in the external conditions
of its environment. As a rule, the applied methods are adapted to solving a practical
problem in ideal conditions and do not consider the issues of ensuring that the data pro-
cessing process stays within the specified accuracy limits when exposed to the external
environment.

Certain studies include attempts to provide an autonomous smart behavior for a
computing system. In such a case, its functioning is based on methods that are not
invariant to the practical application area and are consistent only for solving a single,
highly specialized applied problem. Somemethods are based on variations of approaches
to segmentation and analysis of multivariate time series, which in some cases is not
feasible in practice.

The next important criterion for proving the possibility of implementing cognitive
mechanisms in SIDP is the use of the potential of modern computational methods by
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means of innovative approaches at the hardware implementation stage for these systems.
The theory and practice of SIDP design prove that these systems shall be implemented
in a form of specialized hardware with modern hardware components suitable for the
applied algorithms. However, the main widely-used modern approach to the creation of
machine learning tools is still based on software emulation using classical computing
systems with von Neumann architecture. Thus, the lack of approaches to the creation of
a general fundamental concept of AI that takes into account this aspect, as well as the
systematization, standardization and unification of the process of engineering design of
specialized software and hardware components remains an insurmountable obstacle to
the emergence of cognitive mechanisms in SIDP.

Summarizing the abovementioned, we can conclude that only private theoretical and
practical developments currently exist that do not sufficiently recreate the complete or
partial similarity of cognitive mechanisms in SIDP. The data processing process in the
discussed systems is still has a deterministic algorithmic form without the incorporation
of functions that are important for the autonomous study of its environment and decision-
making under changing objectivity conditions.

Thus, an inevitable stage inAImodernization is conducting research aimed at the for-
malization of new fundamental laws necessary for the implementation of quasi-cognitive
functions providing an autonomous and adaptable behavior of SIDP during functioning
under the influence of internal factors and the external environment.

3 Methods

If we consider the human brain as an ideal model of the data transformation and decision-
making process organization including the ability to perform cognitive operations, then
one of the fundamental differences of this biological cognitive tool compared to the
computer technology is the fact that its high effectiveness is due to focusing on the
decision synthesis.

Therefore, if we consider an object based on any existing neural network technol-
ogy related to the field of machine learning as SIDP, then it can be said that such a
computational architecture exists as a deterministic finite state machine [8].

In other words, after learning, such a system can adopt a limited number of states,
which determines the current value of the output data vector at each stage. Then we can
conclude that during functioning, the system has a finite set of basic decisions, and the
procedure ofmathematical approximation of the function’s value is performed if required
with specific input parameters. This clearly contradicts the principle of maintaining the
quality of the system’s functioning when the general rule of data transformation is
changed affected by the external destabilizing influences.

The currently knownmethods of additional learning assume the conditional plasticity
of states, which lies in the plane of adjustment of parameter values of computational
elements (weight coefficients and biases), which does not imply taking into account
changes in the general rule of data transformation. Thus, the approximated function can
change its values with variations of the arguments, but not its properties that determine
its inherent regularity.Moving away from an algorithmic deterministic behavior requires
other methods of establishing plasticity within the considered objects, which enable the
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Fig. 1. Illustration of the decision synthesis concept for SIDP.

system to adapt its state to the requirements of the current problem being solved, which
is not included in the general set used at the learning stage.

To solve the formulated scientific problem, the decision synthesis concept for SIDP
has been proposed (Fig. 1), which is based on four principles described below.

First of all, to reveal the meaning of a schematic representation of the proposed
concept shown inFig. 1, SIDP structural elements shall be determined taking into account
the system’s interaction with the physical world.

The system’s interaction with the physical world is represented by two cases, where
the system acts as an object and subject of influence. In the first case, the system is
focused on solving a certain applied problem, and this requires obtaining certain data
froman external source for its subsequent processing. Let us call the fact of data reception
as an influence on the system, prompting it to switch to operation. In another case, the
system itself influences the elements of the environment based on the obtained data
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processing results. In the existing paradigm for SIDP design, each of these two cases
of interaction is formalized using quantitative parameters called input and output data,
respectively. At the same time, the nature of each of the influences is a physical change
in the surrounding environment, while the influence acting both on the system and in the
opposite direction is part of the objective reality. It is assumed that excluding the physical
measurement from the impact formalization process is the reason for the impossibility
of the manifestation of cognitive properties in SIDP, which would contribute to the fault-
tolerant system operation in case a potential change in the general data transformation
rule.

Based on the abovementioned, let us formulate the first principle of the concept
concerning the decision synthesized by the system as a result of its operation: “The
output data determines the impact of the system on the external environment, but is not
a decision, since it is not aware of this impact.”

Now let us introduce the concept of the external environment for SIDP. This term
means a certain part of reality where physical interaction of the system with the applied
problem being solved takes place. For example, the external environment for a mobile
robotic system is the space in which it moves, restrictions imposed on the process of
its existence and manifestation of activities, as well as channels for data transmission
in both possible directions. The external environment affects the system, and for the
classical version of a computing device, the input data vector is the equivalent of this
impact. However, under the conditions requiring fault-tolerant operation of the system
when the general rule for data transformation is changed, the formalization of the input
influence in the form of quantitative parameters is not enough. The impact does not
have an exhaustive description by the applied abstraction apparatus via quantitative
parameters due to the heterogeneity of the impact elements in the physical sense. It
is assumed that the impact of the external environment on the system and systems on
the external environment can be expressed in terms of a state of equilibrium, and the
developed decision is a tool for establishing this state of equilibrium.

The result of generalization of the presented theoretical information will be the
second principle of the concept: “The effects of the system on the external environment
can be known by establishing an associative relationship between a cognitive agent and
the external environment of its existence, which forms the experience of solving local
problems inside the system that are not included in the general set of tasks existing in
the object’s environment at a given time.”

The implementation of the previous principles requires a special tool for organizing
the cognitive activity process. For this purpose, the data duality concept is proposed to
be incorporated into the system. This principle is based on the idea of the intersection of
two fundamental classes of data, mutually influencing each other, but not changing the
overall structure. The first class is quantitative data in digital form, which is used by the
system to perform the programmed action. The second class of data is the qualitative
properties of types of system influence on the external environment, which generate a
contradiction within the system and develop its cognitive activity. It is assumed that data
duality within the system will act as a new cognitive semantics providing the required
effect, which allows to organize the process of combining heuristic solutions with the
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transfer of known operations that were originally developed under different conditions,
but used to achieve current goals.

In this case, the third principle can be represented as follows: “The synthesis of
decision is based on the data duality within the system – the division of data flow into
two classes, the existence of these classes and their intersection”.

As it was specified earlier, the input data received for processing is represented exclu-
sively by quantitative parameters of the properties of the analyzed object and is isolated
from a certain integrative entity (which systematizes a given form object, defining it as
a part of reality). For instance, the operation of an automated face recognition system
is based on biometric data, however, humans recognize other individuals without exact
knowledge of these properties and use it in connection with the general picture that
generates associative phenomena in the nervous system. Therefore, it can be assumed
that each object has a certain integrative essence, which contains additional hidden data
that can be used to intellectualize SIDP. In turn, the previously declared strategy of the
system’s behavior is closely related to the analysis of this integrative entity.

Thus, an additional data class appears from an additional abstraction of the external
environment impact on the system: “The strategy is formed within the system based on
an additional abstraction of the external environment impact initiating the division of the
data flow into two classes, which can be defined as quantitative and qualitative ones.”

4 Results

To assess the scientific and practical significance of the proposed concept as an object
of the experimental study, we used a computer model of the pattern recognition and
decision-making component as part of an abstract SIDP. It is assumed that a certain part
of the physical world (the analyzed object) is a source of images. As a result of the
image identification, the component must generate the system’s response to the external
environment. Each image has a strict geometric interpretation, i.e., can be described by a
certain two-dimensional figure. To perceive it, multiple parameters are measured, which
are supposed to be sufficient to compare the image with one of the four basic states of
the analyzed object, four variants of special cases of basic states and other anomalous
states that are irrelevant during recognition. The measurement results enter the system
as a vector of input data X = {x1, x2, x3, x4, x5, x6}, where x1 – object height, x2
– object width, x3 – object area, x4 – object perimeter, x5 – area of a circle inscribed in
the object, x6 – area of the circumscribed circle. The component transforms the received
input information andmakes a decision regarding the observed object state. The accepted
decision is the output vector Y = {y1, y2, y3}, where y1 – image type indicator for the
object’s base state, y2 – image indicator for a particular case of the object’s base state,
y3 – image indicator for any abnormal condition of the object. A training set containing
5000 examples was used as a training sample. The sample included sample values of
geometric parameters of 4 image types of the object’s basic states (Fig. 2), 4 image types
for particular cases of object’s base states (Fig. 2), various image types for anomalous
states of the object (multiple polygon varieties), as well as the corresponding set of target
values of the output vector Y. Figure 3 shows the principle of general data transformation
rule change.
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Fig. 2. Geometric interpretation of the types of recognizable images of the analyzed object states,
where are the initial learning conditions for the basic computing architecture.

A basic computational architecture model was developed using MATLAB for the
investigated component performing pattern recognition and decision-making. Themodel
is an artificial neural network (ANN) capable of performing an approximation of a given
function with a high degree of accuracy. It is a three-layer fully-connected feedforward
network with 55 neurons in the first layer, 18 in the second, as well as 3 output neu-
rons. The activation function for the first and second layers is tangential, while for the
third layer – a threshold function. The Levenberg-Marquardt algorithm with Bayesian
regularization (TRAINBR function in MATLAB) was used for training. The training
was carried out until the maximum quality of data transformation was obtained, which
allowed to obtain the probability of correct pattern recognition of 0.97 for 100 test
examples.

The experimental study consisted of several stages. At the first stage, the basic neural
network computing architecture has undergone a change in the general data transforma-
tion rule. As a factor of such a change was the replacement of each of the four main
images with an image resembling the original one, but not completely the same (Fig. 2).
This impact significantly affected the probability of correct pattern recognition, which
dropped to 0.21 per 100 test cases.

After that, the decision synthesis mechanisms were incorporated based on the pro-
posed principles. Since the proposed study was primarily aimed at obtaining results to
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Fig. 3. Geometric interpretation of the types of recognizable images of the analyzed object states,
where is the principle of general data transformation rule change.

demonstrate a tendency proving the manifestation of the adaptive abilities of the mod-
eled system, the implementation of the decision synthesis principles in the experimental
conditions was carried out programmatically relying on classical methods of data pro-
cessing. The creation of mechanisms for the emergence, existence and intersection of
two different data flows within the neobasic part consists in the representation of the
analog aspects of these phenomena through a discrete representation.

To get the ANN’s response to the changes, a pattern recognition cycle was performed
consisting of 100 epochs. Each iteration contained 100 examples, including modified
images of all four basic states with different geometric parameters. Figure 4 shows the
values of the experimental results.

The experimental study results presented in Fig. 4 show that due to the incorporation
of the decision synthesis mechanisms, the studied system model showed its adaptive
abilities and increased the probability of correct recognition of the input image over
100 epochs. The increase in the number of epochs over 100 does not contribute to a
significant change in the analyzed indicator. Based on this, we can conclude that during
operation, the system strived to adapt to the changed general data transformation rule.
However, it should be noted that the maximum probabilities (in the range of 0.59–0.61
for a trapezoid, 0.57–0.58 for a rectangle, 0.49–0.51 for an ellipse, and 0.48–0.49 for a
rhombus) did not reach sufficient values to assert that a complete system fault tolerance
was achieved.
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Fig. 4. The results of the experimental study as the dependence of the probability of correct
pattern recognition on the system operation epoch after the incorporation of decision synthesis
mechanisms – ellipse (blue), rhombus (green), trapezoid (red), rectangle (purple).

5 Conclusions

The obtained results allowed to conclude that new cognitive mechanisms may form that
can be used as the base for decision synthesis within the computational components
of SIDP. In the considered case, incorporating such innovation into the data processing
process leads to an increase in the adaptive abilities of the studied object when the
external conditions of its environment change. However, to implement this process with
maximum efficiency, natural cognitive semantics shall be developed, as well as an analog
and not algorithmically described method shall be developed for the existence of a
decision synthesis mechanism capable of finding its hardware implementation when
implementing the considered systems as applied devices based on modern electronic
components [9, 10].
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Abstract. The article discusses the main problems of timely detection of defects
in sheet metal by means of technical vision. In the course of the analysis, it was
found that artificial neural networks of a typical structure do not allow to reduce
the influence of real production factors on digital flaw detection images, and the
quality of defect detection will be quite high. Created on the basis of a system of
neurons second set and a special structure, and developed specialized algorithms
based on the established network. In the course of experimental studies, defects
in sheet metal were successfully identified in 89% of the images of the test set.

Keywords: Flaw image defect of metal · Machine vision · Neural networks ·
The defects detection systems

1 Introduction

Themain task ofmetallurgical enterprises is to produce quality products without defects.
In the conditions of production of sheet metal, it is very difficult for a defectoscopist to
detect the entire spectrum of defects. Therefore, in production there is an acute issue of
the development and application of a process for automating the detection of defects on
sheet metal by means of technical vision and ensuring a high reliability indicator. This
approach is due to the accumulation of a set of flaw detection images at the production
site for detailed research and analysis of segmentation and detection.

Currently, in technical vision [1] at enterprises, non-destructive testing is used using
various methods and algorithms for pattern recognition, adapted to a specific non-
destructive testing. But it is worth noting that the increasing popularity recruit neural
networks, which are composed of convolution algorithms, segmentation, detection and
are a relatively new approach to solving the problems of the analysis of flaw images, in
particular for the automatic detection and identification of defects [2–6] on sheet rolled
metal. This study examines the creation of a system for detecting and detecting defects
in sheet metal in production conditions based on a convolutional neural network. The
problem of such flaw detection images is noise, uneven pixel contrast [6] and practically
the same gradient of the background and defect in the images.
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2 Development of an Ensemble of Filtering and Segmentation
Algorithms in a Convolutional Layer

When designing detection systems and detection [4, 5] defects n and sheet metal, must
be considered a convolution neural network in terms of its layers individually. This is
to ensure that the complex algorithms for filtering, detection and segmentation found
camping in different layers of the neural network. The key layer m in the system being
developed is the convolutional layer [7]. Based on the structure diagram of the convo-
lutional layer (Fig. 1), the architecture of the input network layer is rectangular input
two-dimensional images with a defect in sheet metal.

Fig. 1. Convolutional layer structure. Input - input, V - weight matrix of the layer, Y - output;
M1, N1 - height and width of the entrance;M2, N2 - height and width of the outlet; H,W—core
height and width;K1 - depth of entry and core;K2 - exit depth and number of nuclei; x - horizontal
shift of the filter.

Let X - a lot of flaw images, while the Y - a set of non-intersecting imaginary defects
of sheet metal then f -target function that will display the X on the set of the Y, f:
X → Y . The values of the objective function Y are known only for a finite set of pairs
of precedents (Xi,Yi)-a training set.

Recording f (Xk) = Yk will mean that Xk there is a defect on the flaw image Yk , as
shown in Fig. 2.

Based on the described data, the following structure of the alternation of layers of a
deep convolutional network is compiled (Fig. 3).

The convolution of the flaw detection image X with is g indicated as X ∗ g and is
calculated:

(X ∗g)[m, n] =
K∑

k=−K

L∑

l=−L

f [m − k, n − l]g[k + K, l + L]

where g-kernel size (2K + 1) × (2L + 1).



A System for Detecting and Detecting Defects 429

Fig. 2. Flaw detection image.

Fig. 3. Block diagram of a deep neural convolutional network with alternating layers

The areas of interest in the flaw detection image are the edges of the defect, namely, a
sharp change in the value of the background brightness function to the edge of the defect
[8]. Finding such areas can be organized based on the analysis of the derived image.

Algorithm of actions:
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1 Divide the feature map of the n(l − 1) layer into disjoint blocks of two by two pixels,
sum the values of these pixels in each block, and obtain a matrix Zl−1

n = {
Zl−1
n (i, j)

}
,

whose elements are the values of the sums.

The formula for calculating the values of the matrix elements will be as follows:

Zl−1
n = yl−1

n (2i − 1, 2j − 1) + yl−1
n (2i − 1, 2j) + yl−1

n (2i, 2j − 1) + yl−1
n (2i, 2j)

Then the subsampling layer feature map is calculated as:

yln = fl
(
zl−1
n ∗wl

m,n + bln
)

Thus, it turns out that Hl ∗ Wl- the feature maps of the yln subsampling layer l will

look like: Hl = Hl−1

2 , Wl = wl−1

2 .

2 Consider the output layer of a L multilayer convolutional neural network, which con-
sists of single neurons. Let be the NL number of neurons in the output layer. A filter
wL
m,n, applied to the feature map of the m last convolutional layer to get the transition to

the neuron in the n output layer. Then bLn is the threshold value added to the neuron n.
3 Using the introduced designations, we express the formula for calculating the value of
the output neuron n:

yLn = fL

⎛

⎝
NL−1∑

m=1

yL−1
m wL

m,n + bLn

⎞

⎠

3 Experimental Part

Figure 4 shows the process of selecting the points of the area (a) and constructing a
histogram of the selected defect (b).

Fig. 4. Selecting points of the defect area (a) and constructing a histogram (b).
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Thus, the coordinates of the selected contour of the defect are obtained.
koordinata defekta.
= [(188.16330645161287, 242.65080645161285), (185.52016129032256,

200.36048387096773), (188.16330645161287, 162.47540322580642),
(209.30846774193543, 118.42298387096773), (227.8104838709677,
78.77580645161291), (248.07459677419354, 55.86854838709678),
(267.45766129032256, 114.01774193548385), (274.5060483870967,
167.76169354838706), (256.8850806451613, 214.45725806451608),
(241.02620967741933, 242.65080645161285)].

4 Implementation of Algorithm a for Recognition of Flaw Detection
Image of Sheet Metal

The developed algorithm is divided into several sequential steps:

1 The original digital flaw image is converted to grayscale and noise is removed.
2 Image segmentation is performed to search for suspected defects [9]. The estimated
location of defects in the image is determined for the purpose of their further recognition
by a multilayer convolutional neural network.
3 Unsized illumination of the flaw detection image is removed.
4 Detection are and are classified are defects using trained multilayer convolution neural
network.
5 Conversion found defect in 3D.

In order for the convolutional neural network to receive a set of original flawdetection
images with a size of 1600 × 256 at the input, it is necessary to extract a subwindow
from the original image so that the defect occupies the maximum part of the image of the
required dimension. In the final convolutional layer, the filtering will double [11]. Thus,
an area with a defect is found. The detected defect, if necessary, is scaled, segmented
and fed to the input of a multilayer convolutional neural network [10–13].

5 Creation of an Ensemble Method in the System of Detecting
and Detecting Defects in Rolled Metal

Figure 5 shows the images after the experiment.
In order for the created neural network to produce a more reliable work result, it

must be trained [14, 15].
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Fig. 5. Experimental result of the system for detecting and detecting defects in sheet metal a) the
result of the work after the first step of the algorithm (segmentation) b) the result of the work after
the second step of the algorithm (complex filtering) c) the result of the work after the third step of
the algorithm (background extraction) d) the result of thework after the fourth step of the algorithm
(background removal) e) the result work after the fifth step of the algorithm (transformation of the
defect into 3 D)

For more effective training of layers of a deep convolutional neural network, you
must first train on a large dataset (training took place on a set of 1,000 0 flaw detection
images), and then adjust the layers to the required set of flaw detection images. The last
layers are retrained, since the first layers contain more general features, and the latter
are responsible for the area of the defect, its outline and determination of coordinates.

The result is a new layer structure of the deep convolutional neural network, as shown
in Fig. 6.
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Fig. 6. The resulting structure of layers of a convolutional neural network for a system for
detecting and detecting defects in sheet metal

6 Algorithm for Transforming the Background with Its Subsequent
Removal from the Flaw Detection Image

Detection of the presumptive location of the defect occurs in several stages. The process-
ing is based on the proposal for cross-correlation of the map of the features of the flaw
detection image. First, convolution is performed with a classified known defect, and the
resulting convolution determines the centers of local maxima, which will correspond to
the assumed locations of the defects, as shown in Fig. 7.
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Fig. 7. Operation of the system for detecting and isolating a defect in sheet metal a) defect
with the transformed background b) determining the contour of the defect c) a complex filtering
convolutional layer d) Semantic Segmentation e) removing background f) conversion of a defect
in the 3D

7 Conclusion

The developed system for detecting and detecting defects in sheet metal on rolled prod-
ucts in grayscale images is implemented in the form of a convolutional neural network.
The system is aimed at multiple complex filtering in the process of segmentation in the
convolutional layer, as well as detection, determination of coordinates and background
extraction of a defect in the subsampling layer.

More than 10,000 flaw detection images have been tested in the developed system.
As a result, more than 89% of defects in sheet metal products from the set under study
were successfully isolated.
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The developed system is a prerequisite for a new automatic approach in technical
vision to determine the imaginary areas of a defect, its geometry, coordinates. The
developed algorithm for converting to 3D is the basis for determining the depth of a
defect on sheet metal.
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Abstract. The article considers the issue of increasing the level of security of
industrial automated systems by automating the training of users to respond to
information security incidents. A software package for training users to respond
to information security incidents in industrial automated systems is proposed. The
article presents an overview of the information security state in industrial auto-
mated systems: the damage from cyber threats, types of attacks and objects of
attacks in industrial automated systems, confidential information of the attackers’
interest. The study examined the impact of the users’ information security knowl-
edge level on improving the quality of users’ response to information security
incidents to increase the level of industrial automated systems security and pre-
vent information security threats. 4 classes of attacks were investigated: 1) attacks
using malicious software, 2) DoS-type attacks, 3) attacks using social engineering
methods, 4) credential matching attacks. The results of the study and experimental
data confirm the effectiveness of the proposed software package, which made it
possible to increase the industrial automated system security level by an average
of 28%.

Keywords: Information security incidents · Software package · User · Industrial
automated system · Attack · Attacker · Cyber threat

1 Introduction

The tasks of incident management and countering attacks in industrial automated sys-
tems have been sufficiently studied, but they remain relevant. With the global growth of
cybercrime and the constant improvement of cyberattacks, it is necessary to increase the
security level of information systems, web resources, industrial automated systems, etc.
Increasing the level of security is possible by solving the problem of training users to
respond to information security incidents in the information systems operation. Usually,
the training of industrial automated systems users is carried out through advanced train-
ing courses, which require on-the-job training, time, and material resources. A review of
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the literature [1–3] showed that currently there are software solutions for training users
to protect information. They are aimed at increasing the users’ awareness about cyberat-
tacks, but the use of practical simulation tasks is not presented in them. The works [4–7]
published the results of research on the development of software that allows users to
reduce information security incidents through configuration settings, both in the physical
and in the virtual environment of the information system. The authors [8–14] describe
tools for mass education aimed at various categories of users (students, schoolchildren,
programmers, professional users of information systems of various fields of activity,
etc.) who are interested in information security, but are characterized by a limited set of
sections and topics, practical tasks. The works [15–18] describe interactive and practi-
cal courses on information security with limited access. The article proposes a software
package for training users to respond to information security incidents in industrial auto-
mated systems. Its main task is to provide the industrial automated system users with
practical skills for an adequate response to incidents. The package will increase the
knowledge level of industrial automated systems users, thereby increasing the security
level of these systems.

2 Review of the Information Security State of Industrial Automated
Systems

Analysis of works [19–21] on damage from crimes in the digital space shows that
potential losses from cybercrimes are estimated at $ 10.2 billion. Thanks to the prompt
investigation of incidents, it was possible to prevent about 70–80% of cybercrimes in
the world. Such statistics should motivate an increase in the information security of any
enterprise. Table 1 shows the total losses from various types of cyber threats [22].

Table 1. Total losses from cyber threats in 2019.

Type of cyber threat Damage, $

Spoofing 300 478 433

Identity theft 160 305 789

Personal data breach 120 102 501

Phishing/Vishing/Smishing/Pharming 57 836 379

Tech support 54 041 053

Corporate data breach 53 398 278

Harassment/Threats of violence 19 866 654

Misrepresentation 12 371 573

Ransomware 8 965 847

DenialofService/TDoS 7 598 198

Malware/Scareware/Virus 2 009 119

Hacktivist 129 000
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Tables 2, 3 show the distribution of attacks types and attacks objects in industrial
automated systems in 2019 [23–25].

Table 2. Percentage distribution of attacks types on industrial automated systems in 2019.

Class of attacks 1 quarter 2 quarter 3 quarter 4 quarter

Malicious software 79 96 92 91

Social engineering 71 78 95 88

Hacking 21 4 5 3

Exploiting web vulnerabilities 0 7 5 3

Selection of credentials 0 4 0 6

Other 0 0 3 9

Table 3. Percentage distribution of attack targets in industrial automated systems in 2019.

Type of attack object 1 quarter 2 quarter 3 quarter 4 quarter

Infrastructure 96 96 92 94

Web-pecypcy 0 4 3 6

Users/employees 4 0 5 0

Analysis of statistical data showed that, on average, in 89.5% of cases, attackers use
malicious software to gain access to information unauthorized, and in 83% of cases,
they use social engineering methods. The infrastructure of industrial automated systems
is the main target of attacks. Figure 1 shows the distribution of confidential information
in industrial automated systems of enterprises that was stolen in 2019 and is of interest
to the attacker. The average for each of these types of confidential information is 25%.

To gain access to confidential information of industrial automated systems, attackers
all over the world act according to typical scenarios. The most common scenarios are:

1. hacking corporate e-mail to gain access to financial and management contacts of the
company, to understand internal processes and correspondence;

2. exploitation of the users trust in the technical support service of the enterprise (the
damage is $ 54 million);

3. ransomware viruses that get into industrial automated systems through phishing
mailings.

Except for material damage, there may be other types of damage associated with
the downtime of an industrial automated system, reduced efficiency, incident response
costs, and others. That makes developing special software to increase the security level
of industrial automated systems relevant.
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The developed software package is aimed at automated users training to respond to
information security incidents in industrial automated systems. It can reduce costs to
ensure information security at industrial enterprises (material, time resources, etc.).

Fig. 1. Histogram of the distribution of confidential information in industrial automated systems
of enterprises stolen in 2019.

3 Software Package for Training Users to Respond to Information
Security Incidents in Industrial Automated Systems

The software for training users to respond to information security incidents in industrial
automated systems consists of three main modules: a user authorization and accounting
module, a trainingmodule (theoretical part) and a contingencymodelingmodule (virtual
simulator). Figure 2 shows a schematic diagram of the software package.

Fig. 2. Diagram of a software package for training users to respond to information security
incidents.
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3.1 User Authorization and Accounting Module

Successful learning requires controlling the assimilation of the received information.
Therefore, the beginning of the training is preceded by the user authorization procedure.
In a separatewindow, the user is prompted to enter the username and password previously
issued by the administrator (it is assumed that the login and password for the software
matches the user’s credentials in the operating system). An account is created for each
user. Their ID and training progress data are stored in that account. This data includes a
list of chapters studied and the results of answers to control questions after each chapter.
All data is stored on the server and is available only to system administrators. At the
same time, each user sees their own progress in the learning process. Figure 3 shows the
authorization dialog box for the software package users.

3.2 Training Module

The training module consists of a means of displaying text and graphic material and
a testing mechanism. The training material is presented in hypertext format, for easy
navigation between chapters (Fig. 4).

Fig. 3. User authorization window of the software package.

Fig. 4. Window of the educational module of the software packagel.

The study of theoretical material consists of two main sections: general principles
and basic concepts of information security, practical aspects of automated process con-
trol systems information security ensuring. The first section covers basic information
security concepts such as confidentiality, integrity and availability, vulnerability, threat
and attack; authorized and unauthorized access and others. To help the user understand
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information security problems in a short time, the training material reveals the mean-
ing of the information security basic principles: consistency, complexity, continuity of
protection, reasonable sufficiency, flexibility in themanagement and application of infor-
mation security measures, openness of algorithms and protection mechanisms, ease of
use of protective means and tools. Figure 5 shows a block diagram of the user’s work
algorithm with the software package.

After studying each chapter, the user is asked to take a control test. You cannot
move on to the next chapter without passing the test successfully. The ability to re-pass
testing based on the studied chapter materials opens after a certain period, set by the
administrator. (The default is 30 min.) This gives the users time to review the studied
material, to pay attention to their mistakes, and also to minimize the likelihood of finding
the correct answers. For the same purpose, the test questions and answer options are
displayed in a different order for each attempt.

3.3 Modeling of Contingency

Modeling of contingency is based on the following idea. As different diseases can have
the same symptoms and only by the totality of all the symptoms can the doctor make
the correct diagnosis, so in computer systems, only by the totality of signs can one try
to determine what kind of emergency has arisen. The simulator randomly generates a
set of features and displays them on the screen. After that, the user must determine the
essence of the contingency by a combination of different signs and respond adequately.

Below is a list of signs of abnormal situations (accidental failures, malicious pro-
grams running in the automated control system, or other malicious effects on the system:
1) “deadlock” of the operating system, 2) software “deadlock”, 3) slowdown of the oper-
ating system, 4) software slowdown, 5) completing some software functions faster than
usual, 6) error messages or program crashes appearing, 7) inability to access network
resources, 8) inability to open previously saved files, 9) data disappearing from previ-
ously saved files, 10) programs or files disappearing from disk, 11) the appearance of
unknown programs or files on the disk, 12) disappearing shortcuts on the desktop, 13) the
appearance of unknown shortcuts on the desktop, 14) display disappears, 15) complete
shutdown of the computer etc.

It is obvious that the concepts of “contingency” and “sign of a contingency” are not
equivalent, and in this work, a contingency is considered to be the manifestation of a
non-empty set of signs. An example of a combination of signs and their corresponding
abnormal situations is given in Table 4. Table 4 is given as an example, the complete list
of contingency and combinations of their signs is much more extensive and cannot be
contained in this article. For each contingency there is a script of user actions. Scripts
help to prevent malicious impact on the system or minimize damage from such impact.

A script is a non-empty set of the following simple actions:

• do not take any action.
• close the running applications and start again.
• close the running applications and run a full scan of the computer with an antivirus.
• check the antivirus for individual suspicious files.
• restart the system.
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Fig. 5. Block diagram of the algorithm for the user with the software package.

Table 4. Contingencies and their signs.

Contingencies
and their signs

“Deadlock”
of the
operating
system

Software
“deadlock”

Slowing
down the
operating
system

Slow
down
the
software

Data
disappearing
from
previously
saved files

Error
messages
or
program
crashes
appear

Inability
to access
network
resources

Complete
shutdown
of the
computer

Emergency
power off

0 0 0 0 0 0 0 1

Network
problems. No
network
connection

0 0 0 0 0 0 1 0

The system is
affected by
DoS attack

0 0 1 0 0 0 1 0

Malicious
software is
running on
the system

0 1 1 1 1 0 0 0
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• disable the computer’s access to the network.
• inform the administrator about what is happening.
• turn off the computer, etc.

Figure 6 shows the simulator operation window. In the simulator window, the user
sees an image of the elements of his workplace: a computer display, a button for turning
on the system unit, a telephone, etc., provided with appropriate inscriptions. By clicking
on such shortcuts, the user simulates one action from the list above. For example, by
clicking on the phone image, the user imitates the action “inform the administrator.”
The user of the simulator learns about the signs of abnormal situations from the text
messages that appear at the top of the window.

Fig. 6. Simulator window of the software package.

To respond to various situations, the user is given a certain amount of time from a few
seconds to a minute. The results of the work on the simulator are displayed on the screen:
the number of simulated situations and how many of them were worked out correctly.
According to the results, the user can be offered to re-examine individual chapters from
the theoretical part.

4 Experimental Results

The study was conducted during 15 months of 2019–2020. The results of the exper-
iment were processed in the statistical package Statistica 10.0. All participants of the
experiment gave their written consent and voluntarily agreed to participate in the study.

The study examined the impact of the users’ knowledge level in information security
on improving the quality of user response to information security incidents to increase the
security level of industrial automated systems and prevent information security threats.
An industrial automated system of a largemachine - building industry enterprise [26–28]
of the Republic of Tatarstan was selected for the experiment. The study analyzes infor-
mation security incidents [29, 30], which revealed 4 most common classes of attacks: 1)
attacks usingmalicious software, 2)DoS-type attacks, 3) attacks using social engineering
methods, 4) credential matching attacks.
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The experiment was conducted in 3 stages:

1. Collection of statistical data on the number of information security incidents (1st-2nd
quarters of 2019).

2. Training of users to respond to information security incidents (3rd-4th quarters of
2019).

3. Analytical study of information security incidents of industrial automated systems
(1st quarter of 2020).

During the period of self-isolation due to the global COVID-19 pandemic, the exper-
iment was not conducted (2–4 quarters of 2020). After achieving a favorable sanitary
and epidemiological situation, the experimental study will resume.

As a result of the analysis of the experimental data of stage 1, it can be concluded
(Fig. 7) that in industrial automated systems, attacks of two types are predominantly
carried out: social engineering attacks (average value 95%), attacks using malicious
software (average value 90%).

Fig. 7. Histogram of the distribution of attacks in the industrial automated system of the enterprise
(1st-2nd quarters of 2019).

At the 2nd stage of the experiment, 1,500 users of industrial automated systems
were trained for 6 months. During this period of the experiment, information security
incidents were also monitored. Over the analyzed period of time, the number of attacks
on an industrial automated system (Fig. 8) decreased by an average of 11.87%, the
number of attacks implemented using social engineering methods decreased by 16.5%,
the number of attacks using malicious software decreased by 17.5%, the number of
DoS–type attacks decreased by 8.5%, and the number of credential matching attacks
decreased by 5%.

At the 3rd stage of the analytical study, based on the results of user training, an
analysis of information security incidents of an industrial automated system was carried
out. The analysis showed (Fig. 8) that the number of attacks on an industrial automated
system in comparison with the initial results of the study (Stage 1) decreased by an
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average of 33.75%, which proves the effectiveness of the proposed software package.
The number of attacks implemented using social engineering methods decreased by
60%, the number of attacks using malicious software decreased by 49%, the number of
DoS–type attacks decreased by 16%, the number of credential matching attacks – by
10%.

Fig. 8. Histogram of the distribution of attacks in the industrial automated system of the enterprise
(3-4 quarters of 2019, 1 quarter of 2020).

The number of attacks on an industrial automated system at the end of the 3rd
stage of the study, comparing with the results of the 2nd stage of the study, decreased
by an average of 21.87%, which also confirms the positive effect of the proposed set
of programs. The number of attacks using social engineering methods decreased by
43.5%, the number of attacks using malicious software decreased by 31.5%, the number
of DoS–type attacks decreased by 7.5%, and the number of credential matching attacks
decreased by 5%.

The analysis showed that as a result of training, users respond to emerging infor-
mation security incidents more correctly and adequately because most situations were
considered and analyzed while training using the software package. On average, the
number of attacks at the end of 2019 compared to the 1st quarter of 2020 as a whole
decreased by 28%: the number of attacks implemented using social engineering meth-
ods decreased by 51.75%, the number of attacks using malicious software decreased by
40.25%, the number of DoS–type attacks decreased by 11.75%, the number of credential
matching attacks decreased by 7.5%.

The results of the study show that the level and quality of user knowledge on infor-
mation security positively affect the quality of user response to information security inci-
dents, which allows to increase the level of security of an industrial automated system
by 28%.
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5 Conclusion

The article presents an overview of the state of information security in industrial auto-
mated systems. Confidential information that is of value to an attacker has been identi-
fied in industrial automated systems. The damage from cyber threats, types of attacks,
objects of attacks in industrial automated systems is analyzed. A software package for
automated training of users to respond to information security incidents in industrial
automated systems is proposed. The software package for training users to respond to
information security incidents in industrial automated systems consists of three com-
ponents: authorization and accounting of users, training, and simulation of emergency
situations.

The influence of the users’ knowledge level in information security on improving
the quality of user response to information security incidents has been investigated.
The study was conducted with the aim of increasing the level of security of industrial
automated systems and preventing threats to information security. The research results
and experimental data confirm the effectiveness of the proposed software package, which
can increase the security level of an industrial automated system by an average of 28%.
In the future, we plan to improve the software package in terms of modeling information
security incidents by expanding the set of situations that simulate the implementation of
attacks, as well as expanding the types of attacks. It is planned to refine and automate the
algorithmof the software package to be able towork in a large-scale network using virtual
machines. The results of the study allow to apply a new level of training approach to the
information security incidents study in the industrial enterprises information systems,
obtaining interesting and visual results.
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Modeling Threats to APCs Information Security

D. Chernov(B)

Tula State University, 92, Lenina Avenue, Tula 300012, Russia

Abstract. In the modern world automation technologies of industrial processes
have found wide application. Automated process control systems have become
an important part of enterprises that operate in different economic fields and life
support facilities all over the world. Nevertheless, the high growth of automa-
tion means raises the acute problem of providing APCs information security from
external and internal threats. There are systematic reports in the media about new
critical vulnerabilities in industrial equipment and attacks based on the exploitation
of such vulnerabilities. When designing such systems it is necessary to estimate
possible information security threats that already exist in the system or that are
predicted to appear. That is why threat modeling is an important part of provid-
ing information security at industrial facilities using automation. In this work the
author investigates the methodology of estimating threats to software security
TRIKE. The research is aimed at finding general approaches to determine threat
sources, tactics, and techniques for making implementation scenarios of threats
to software information security, for applying them to provide cyber security of
automated process control systems. In the frameworks of the subject mainstream-
ing, the research gives a description of cyber-attacks at big industrial facilities,
and their basic vulnerabilities are emphasized. In the article the analysis of TRIKE
methodologyhas beendone. It is aimed at determiningbasic threatmodeling stages
applicable to industrial automation systems. The approach of TRIKE methodol-
ogy to generating a list of threats to information security is formalized. To achieve
the aims the author constructs DFD data flow diagrams with the decomposition
of peculiar elements of the algorithm for modeling threats to information security
of automated process control systems using TRIKE methodology.

Keywords: Automated process control systems · Information security · Threat ·
Threat model · TRIKE · Data flow diagrams · Attack library

1 Introduction

In recent years cyber-attacks at industrial systems often appear in security bulletins
of the leading companies that develop information security means. For example, in
2019 there were several large-scale information security attacks at automated process
control systems (APCs), which had consequences for residents of entire cities and even
countries. Attacks at Venezuela power facilities such as the automated process control
system of the hydroelectric power plant and others led to massive blackouts all over the
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country, including state strategic facilities [1]. Malicious actions of a cryptographer to
the company City Power that provides electricity to Johannesburg, South Africa, left
its citizens without power till the company restored information systems [2]. Hackers
often attack industrial facilities web-sites. Intruders placed Trojan Emotet on the Uniden
web-site. The web-site of the oil and gas company Petrobangla was hacked twice on
the same day. In the latter case the intruder insisted that he showed the web-site owners
the security problems [3]. Dragos, the company specializing in industrial cyber security,
presented the results of a study of vulnerabilities in industrial systems (ICS-CERT)
excluding related equipment (network, system, etc.). According to the results 77% of
the estimated vulnerabilities demand substantial access to operation control network
and are considered to be “deeply interior” ones; 26% of the known vulnerabilities had
no mending (patches) at that moment; 46% of vulnerabilities refer to workstations and
user interface software that require an Internet connection to operate, which is often
unacceptable in the industry.

By vulnerabilities types the leaders are [4]:

• Lack of monitoring of user input;
• Buffer overflow;
• Incorrect processing of input in web-interfaces (cross-site scripting);
• Using hard-coded credentials;
• Lack of monitoring the use of system resources (memory leaks).

In order tominimize the consequences of the threats using vulnerabilities information
security specialists model information security threats. At the present time there is a lot
of threat modeling methodologies, though only a few of them meet the needs in the field
of information security of automated process control systems.

Threat modeling is the process by which potential threats, such as structural vul-
nerabilities or the lack of appropriate security measures, can be identified, listed, and
measures to address them can be prioritized. The goal of threat modeling is to provide
defenders with a systematic analysis of what controls or defenses need to be enabled,
given the nature of the system, the profile of the likely attacker, the most likely attack
vectors, and the assets most sought after by the attacker. Threat modeling answers ques-
tions like “Where am I most vulnerable to attacks?”, “What threats are most relevant?”
and “What do I need to do to protect myself from these threats?”. When developing the
threat model, the features of the territorial location of remote objects of automated pro-
cess control systems with the distributed nature of the functioning of automated control
systems, their social and economic status, operating modes, equipment used, personnel,
and other factors that determine the possibility of threats to information security and
their predicted consequences are taken into account [5].

In 2005 the methodology TRYKE was published and it has found a wide application
by specialists when modeling threats to APCs software [6]. However, this technique can
also be applied at the hardware level of industrial systems.

The trike is based on a risk-based approach to building information security and is
designed for conducting information security audits and building threat models.
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The distinctive features of this methodology are:

• its initial focus was on using specialized software to build threat models;
• using “attack trees” to describe security threats;
• using libraries of typical attacks.

2 Methodologies

The methodology TRIKE is based on the structure of using information security threat
models as a risk managing tool. In the frameworks of the structure, information security
threat models are used to satisfy the security audit process. The threat models are based
on the ratio of “requirements models” and “system implementation model”, built on the
basis of DFD - data flow diagrams. The requirements model sets an “acceptable” risk
level determined by the expert method for each of the asset classes obtained from the
results of the inventory. Based on the requirements model an information security threat
model is formed where threats are listed and appropriate risk values are assigned. The
complete information security threat model is used for building a risk model based on
assets, roles, activities and computed risk exposure. The given description fully complies
with the possible application of the considered methodology for modeling information
security threats to APCs information security.

Let us show graphical notation IDEF0 of the process of assessing security threats to
APCS in accordance with TRIKE methodology in Fig. 1 [7–9].

An expert group participates in the process of estimating APCs information secu-
rity threat. It is formed of the subject area specialists who use respective software and
hardware in their work. Information security threat estimation is carried out on the basis
of operational documentation, ongoing technological processes, as well as local regula-
tory documents of the organization that operates APCs. The threat model formed by the
results of the estimation is built on the basis of information assets, operations, attacks,
rules and possible threats.

All the threats of the considered methodology are divided into two categories:

• Service denial;
• Privilege elevation.

A service denial threat appears if the access subject fails to perform a legitimate,
planned operation in an APCs, acting in accordance with the access differentiation rules.
A privilege elevation threat occurs in one of the threes situations:

• An access subject fulfills the operation that none of the subjects should fulfill with the
asset (a completely prohibited action);

• An access subject fulfills an operation with the asset despite the access differentiation
rules for this operation (in particular a prohibited action);

• An access subject uses APCs to fulfill operations with another system asset (a threat
to “social responsibility”).
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Fig. 1. IDEF0 – diagram of APCs security threat assessment

It is noteworthy that the latter case of “social responsibility” threats includes, for
example, an open SMTP relay server in the local APCs network, which can be used by
potential information security intruders [10].

The list of threats to APCs information security is generated on the basis of the
obtained “requirements model” as follows: one “service denial” threat is made for each
assumed operation. The next step is to invert the set of planned operations in order to
form a set of prohibited operations. Doing so, a “privilege elevation” threat is created for
each set of prohibited operations. Then for each planned operation “privilege elevation”
threats to completely or partly prohibited actions are generated. After that a “social
responsibility” threat is added to the obtained threat set (a threat that a subject will use
the system to take measures against another system). Thus TRIKE methodology covers
all possible threats to APCs information security. The obtained by the given algorithm
information security threat model can be formalized in accordance with the expression
(1).

Udi =
n∑

d=1

(
Ud (a)+

3∑

i=1

Ud (bi)

)
(1)

where Ud - threats to operations d = 1, n; Ud (a) - the function that characterizes a
“service denial” threat in relation to operations d ;Ud (bi) - function describes “privilege
elevation” threats bi, i = 1, 3, for the inverted operation d under the following condi-
tions: b1 - a threat of a completely prohibited action; b2 - a threat of a partly prohibited
action; b3 - a “social responsibility” threat.

3 Discussion

TRIKE methodology allows determining APCs vulnerabilities and uses particular mea-
sures to eliminate them. It is important to note that in accordance with the considered
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methodology, system vulnerability is a complete way through a threat tree from one or
several leaves to a threat, where all the conditions for every attack are fulfilled.

As the key peculiarity of the consideredmethodology the presence of repetitive paths
of the attack graph is noted, which allows them to be combined into attack libraries in
order to minimize computations when building graphs and to increase the efficiency of
using graphs when identifying actual threats to APCs information security.

Based on the analysis of the possible application of TRIKE methodology for mod-
eling threats to APCs information security a functional model for assessing threats to
APCs security was built and a transition was made to the decomposition of functional
blocks characterizing the main operations when modeling threats to APCs using the
methodology under consideration. The model presented in Fig. 2 describes in detail all
the stages of information security threat modeling, which include obtaining a require-
ments model, obtaining an implementation model, generating a list of actual threats and
creating an attack library.

Fig. 2. APCs security threat assessment model.

The decomposition of the functional block Defining the requirements of the auto-
mated control system, which includes operations for identifying the assets of the auto-
mated control system and developing an access matrix for the list of assets, is shown
in Fig. 3. The result of the execution of this functional block is a model of the require-
ments of the automated control system. At the stage of asset identification, the expert
group conducts interviews with the personnel of the automated control system in order
to identify the assets used. The assets of the automated process control system are a
component or part of the overall system in which the organization operating the sys-
tem directly invests and which, accordingly, require protection from the organization.
When identifying assets, it should be borne in mind that the automated process control
system includes not only hardware, but also software [11–13]. The description of infor-
mation assets is carried out by constructing binary statements. The following types of
information assets can exist:
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Information (files containing information about the technological process).

• Hardware (PLC, SCADA, computers).
• Software, including application programs.
• Local network.
• Software and hardware (electronic media).

Fig. 3. Decomposition of the functional block determining APCs requirements.

Decomposition of the functional blockDeterminingAPCs implementation including
the operations identifying possible operations and forming DFD data flow diagram, is
presented in Fig. 4. The result of this functional block execution is an APCs implementa-
tionmodel. Each automated control system has steps that the user performs in the system
that are not included in the set of planned actions. These operations indicate how the
user interacts with the rules of the automated control system, which affect how and when
he can take actions and what requirements he must meet to do so. In other words, these
auxiliary operations affect the state of the automated process control system itself, as
opposed to assets. Logging in is a prime example of such a supportive operation—it puts
the user in a new role, which is a prerequisite for other, scheduled actions in the system.
Defining a set of auxiliary operations is similar to defining a set of intended actions. To
find the set of possible operations, you must first find the set of possible objects of these
actions [6]. After determining the set of possible operations, the TRIKE methodology
involves the transition to building a data flow diagram in the automated process control
system. DFD diagrams provide a logical description of the system implementation and
show the large-scale architecture of the system. They show which entities exist in the
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implementation of the system and in which ways these entities exchange information
[14–16].

An important stage in the process of modeling threat to APCs information security is
developing a list of actual threats to the system, as it includes basic functions of a threat
model, such as threat generation, identification of vulnerable links and vulnerabilities
[17, 18].

Based on the results of the formation of the list of threats to the security of infor-
mation of the automated control system, described by the expression (1), the TRIKE
methodology implies the formation of a graph of attacks. Based on the results of graph
generation, attacks are organized into attack trees, which are hierarchical descriptions of
how an attacker can implement a specific threat to the automated control system using
the system implementation in question. The attack tree consists of tasks and subtasks.
The root node of each tree is a threat, and the child nodes of each node describe in more
detail how an attacker can perform a task in the parent node. Except for the root node
of the threat, all nodes in the attack tree are attacks. The children of each node are sub-
targets for the node, and together the children of the node should indicate all possible
ways in which that node can occur. In addition to target-type nodes, attack graphs can
contain logical links. Some nodes may require that all of their children be executed inde-
pendently, while others may require that only one node be executed. Usually, you don’t
need to create a complete attack tree for each threat. In such cases, it is only necessary
to expand the attack tree until there is enough information to reasonably decide whether
the risk caused by the threat has been reduced to an acceptable level of risk or not [6].

Fig. 4. Decomposition of the functional block determining APCs implementation.

A vulnerable link in the system can be a software, hardware, or hardware-software
tool, including information security tools, in respect of which security threats can be
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implemented. Vulnerable links are identified at each level of the automated control
system [19, 20].

Vulnerability is the properties inherent in the object of informatization that lead to
a violation of the security of information on a particular object and are caused by the
peculiarities of the process of functioning of the object of informatization, the properties
of the architecture of the automated system, the exchange protocols and interfaces used
by the software and hardware platform, as well as the operating conditions [21].

Decomposition of the functional block generating a list of actual threats to APCs
is presented in Fig. 5. The result of this functional block execution is an APCs threat
graph.

Fig. 5. Decomposition of the functional block generating a list of actual threats to APCS.

Mitigation is a guarantee that reduces or eliminates the risk associated with a particu-
larweakness. The goal ofmitigation is to reduce the risk to an acceptable level determined
by the stakeholders. Mitigation can either reduce the likelihood of a successful attack,
or reduce the impact of a successful attack.

Developing a functional model allows to display visually and effectively the entire
mechanism of modeling threats to APCS information security. The conducted analysis
of TRIKE methodology allowed to structure information, required for supporting APCs
threatmodeling functions, emphasize basic stages of threatmodeling, trace the dynamics
of functions, information and resources.

As a difference from other existing approaches to threat modeling let us emphasize
the focus on modeling threats to information security from the point of view of an
information protection system and not a potential intruder. This difference is an essential
dignity of the TRIKE methodology.

The main lack of the considered methodology, which is especially evident when
modeling threats to APCs information security, is the complexity of its implementation
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for all system components situated at different levels of APCs [22]. This lack justifies the
assumption that some threats will be excluded from consideration in a threat model as
insignificant. Minimizing the consequences from the possible exclusion of actual threat
from consideration due to the impossibility of using TRIKE methodology for modeling
threats to APCs information security is the subject of further research.

4 Conclusion

Based on the results of TRIKE methodology analysis aimed at determining basic stages
of threat modeling, applicable to industrial automation systems, the approach of the
considered method to generating a list of information security threats was formalized.
Diagrams ofDFDdata flowwere built with the decomposition of the peculiar elements of
the algorithm for modeling threats to information security of automated process control
systems using TRIKE methodology. The main advantages and disadvantages of the
considered method are indicated.

Acknowledgment. The reported study was funded by the Russian Ministry of Science (informa-
tion security), project number 15/2020.
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Abstract. Nowadays, industrial control systems are becomingmore digital, more
complex, and more interconnected causing growing anxiety about their safety,
security, and especially cybersecurity. For dealing with all security problems
including cybersecurity assessment, security programs are utilizedwhere the prop-
erties of confidentiality and integrity are characterized in detail. But the availabil-
ity attribute often suffers due to a lack of attention, which makes the assess-
ment of availability grow into one of the thorniest issues. The article investigates
cybersecurity in the industrial control systems context, clarifies the great value
of availability, and explains a reasonable shift between cybersecurity and avail-
ability assessment problems. A delay of the signal transmission is discovered to
be a suitable measure of the quantitative availability assessment, and a theory of
deterministic queuing systems Network calculus is advocated to be a relevant tool
for the delay estimation and availability modelling. A reference model for the
availability assessment and also an appropriate metric based on delay and system
dependency are proposed. The results of the verification of the applicability of
Network calculus to solving the delay estimation and cybersecurity assessment
problems are presented.

Keywords: Cybersecurity · Availability · Industrial control system · Delay ·
Measure · Metric · Network calculus

1 Introduction

Since the Information Age began, a great amount of data containing personal, business,
and industrial information have been processed daily. Many consequent problems have
been unsurprisingly raised. As the major part of information needs to be protected, the
problem of security of information proves to be the burning one. Because today’s infor-
mation is stored mostly in digital format and operated by digital means, aka computers,
this problem is likely to be better referred to as a cybersecurity problem. Indeed, the
term cybersecurity is probably the most popular among all the other notions concerning
the security of information.

As for the precise meaning, the concept of cybersecurity usually implies “the protec-
tion of computer systems and networks from information disclosure, theft of or damage
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to their hardware, software, or electronic data, as well as from the disruption or misdirec-
tion of the services they provide [1].” Taking into account this definition and comparing
cybersecurity of digital systems with the security of traditional engineering systems in
relation to restricted access, preventing attacks, user errors, and complexity of construc-
tion, it is easy to realize that cybersecurity is significantly different and more complex
[2]. From this, the issues related to cybersecurity happen to be very serious.

The first important issue is that historically the cybersecurity problem has been fully
recognized for classic information technology applications like business, government,
and academic systems, but cybersecurity for industrial control has not been a popular
realm of investigation for many years.

Indeed, cybersecurity for classic information technology is widely debated, many
international conferences organized every year have special information- and cyber-
security sessions, many conferences and events are fully devoted to cybersecurity. As a
result of these activities, five lawsof cybersecurity focusedonvulnerabilities, innovations
and exploitations, as well as human’s trust and doubts were advised for a broad range
of software, developers and consumers [3].

However, cybersecurity in the industrial control context had not gained much atten-
tion until the second decade of this century when in 2010 the Stuxnet attack happened.
Since then, a concern about industrial control systems cybersecurity is becoming more
considerable and deeper [4]. As for accepted approaches that can help to ensure industrial
cybersecurity, the process hazard analysis (PHA) method [5] can be distinguished.

The second issue is that cybersecurity is widely assumed to be all about protect-
ing the Internet and online computerized systems [6]. Up to now, local area networks
have not been considered seriously. The most dangerous cyberattacks are expected to be
based on Internet vulnerabilities. Such online threats as social engineering, ransomware,
distributed denial-of-service (DDoS) attacks, third party software, and cloud comput-
ing vulnerabilities as well as solutions on how to protect against them are thoroughly
discussed.

This issue is mostly regarded to classic information technology, as many modern
appliances are Internet-connected now forming the Internet of Things. As for the indus-
trial world, the list of threats and solutions is different herein [7] but also related to the
Internet and Industrial Internet of Things, which is becoming a trendy innovation these
days.

Even investigating Supervisory Control and Data Acquisition (SCADA) systems,
open access networks are considered as a primary threat [8]. To solve this problem,
unidirectional gateways have been advised instead of standard firewalls [7].

The third issue is the reality that a vast majority of cybersecurity studies and discus-
sions are hyper-focused on threats and methods to prevent them. The problem of how
to assess cybersecurity is not raised often: very little number of investigations deal with
cybersecurity assessment. Furthermore, some researchers point out to behavioral, not
technological, nature of cybersecurity [9]. Others claim that one of the critical attributes
of cybersecurity, availability, can be either 0 which means a lack of availability or 1
that corresponds to any usable value of availability [10], which leads to the conclusion
that availability and so cybersecurity is not needed to be quantitatively assessed at all.
However, the truth is that the problem of proper cybersecurity assessment with accurate
quantitative measures and metrics happens to be very serious [11].
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The presented study is devoted to the cybersecurity issues related to industrial control
systems and their local area networks. The article starts with a review of cybersecurity
modelling and an in-depth explanation of the great value of availability, especially for
industrial control. Then the problem of availability assessment is considered: the scope
of application is elucidated, the techniques based on a theory of deterministic queuing
systemsNetwork calculus are explained, and a quantitativemetric is proposed. In the last
but one section, the results of the verification of the applicability of Network calculus
to the cybersecurity assessment is presented. The article concludes with a discussion of
the contributions made in the research.

2 Cybersecurity and Availability Modeling for Industrial Control

When considering cybersecurity issues, the majority keep in mind a set of attributes:
confidentiality, integrity, and availability called the CIA triad. The attributes mean the
following. Confidentiality: only authorized users or processes should be able to access
data. Integrity: nobody should be able to improperlymodify data.Availability: authorized
users should be always able to access data. According to the CIA triad, cybersecurity
assurance implies maintaining all of these three attributes. There are other more compli-
cated alternative models, e.g., the Parkerian hexad, but they usually rely on these three
basic concepts, moreover, they are not so popular [12].

Historically, cybersecurity as well as information security began with confidential-
ity. This is because most of the commonly used information is business, corporate, or
personal, which must be obviously confidential. Also, correctness, or integrity, is a prop-
erty that traditionally must be maintained for this type of information. At the same time,
availability is usually being forgotten. As a result, confidentiality plays a major role in
the triad, integrity, the second, and availability, the last.

Considering formally the classic CIA triad, we must admit that it has the equilateral
shape with each of the attributes on its own side, treating all three concepts equally valu-
able. But in reality, there is a dependence of confidentiality and integrity on availability
[10]. The dependence can be explained as follows. For the information to be available,
i.e., for the existence of availability, the properties of confidentiality and integrity are not
needed to be maintained. But if the information is not available, i.e., availability does
not exist, the properties of confidentiality and integrity can never be achieved. Following
the idea of the prevalence of availability, Fig. 1 presents the more realistic shape of the
CIA triad.

Fig. 1. The realistic CIA triad.
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If we consider the CIA triad with respect to industrial control, the priority of avail-
ability becomes much more clearly evident. Indeed, a control system must be always in
operation, i.e., it must be constantly available. Even in the case of stealing and chang-
ing information, which means disrupting confidentiality and integrity, operability, or
availability, must be maintained.

Nevertheless, in special documents devoted to the cybersecurity assurance and
assessment called security policies, the properties of confidentiality and integrity are
usually described in detail, but it is not the case for the availability attribute, which
suffers due to a lack of attention. Considering the industrial cybersecurity model of
foundational requirements [13], it is interesting to note that it is just the last seventh
requirement that corresponds directly to availability.

In security programs, for the cybersecurity assessment to be mathematically clearly
described, formal models are utilized [14]. The most commonly used models: the Bell-
LaPadula model and the Biba model focus on the properties of confidentiality and
integrity respectively. In short, the Bell-LaPadula model states “write up, read down,”
i.e., data of higher security level cannot be read by the subject of the lower level. The
Biba model proposes “read up, write down,” i.e., data cannot be written to a higher
integrity level by the subject of the lower level. There are other popular models, e.g., the
take-grant model, but none of them corresponds directly to availability.

Besides, formal security models are not absolutely ideal: they have theoretical limits,
they can lead to unusable systems, following the model is time-consuming and costly,
based on assumptions, they do not establish security, moreover, provable security is not
necessarily beneficent [15].

As we can see from the above discussion, the availability attribute happens to be
the most important, especially for control systems, but we must also admit that it is the
least researched one. That is why the shift from the problem of cybersecurity assessment
towards the problem of availability assessment seems to be reasonable.

In order to make a useful and accurate availability assessment, a suitable description
of availability is needed. There are a vast variety of availability interpretations presented
in different international standards; the most commonly used of them revolve around the
statement “the fraction of time for which a system is capable of fulfilling its intended
purpose”. Referring to a real value of time and therefore making availability quantita-
tively assessable, such definitions look advantageous, but they are closely connected to
classic reliability and do not suit properly to availability of industrial control [16].

We propose to use another quantifiable definition, which designed especially for
industrial control, the IEC 62443 one: “the property of ensuring timely and reliable
access to and use of control system information and functionality [17].” Following this
definition, we can select a time of the signal transmission from a source to a receiver, or
delay, as a measure of the availability assessment.

The major advantage of delay is its natural correspondence to the operation of indus-
trial control systems because it is the delay, not “the fraction of time”, that describes
the behavior of a system during and after a cyberattack [18]. In addition, it should be
mentioned that “real time network traffic flow statistics,” a measure similar to delay, is
also usually encountered in today’s industrial control systems investigations [19].
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3 The Problem of Availability Assessment

Having clarified a delay to be a suitable measure of the quantitative availability assess-
ment, one can realize that all the availability problems are closely connected to the
concept of delay.

3.1 General Techniques for Availability Assessment

When considering the availability assessment, one should distinguish two different
general scopes where this assessment is commonly applied: normal operation and the
prediction for the future.

The appropriate techniques utilized for the assessment can also be classified into
two general classes: 1) direct delay (time) measurement, further for short referred to
“measurement,” 2) indirect delay (time) measurement, further referred to “estimation.”

The first technique, measurement, is preferable in most cases because it provides
results with high confidence. Besides, it is easy to attain since the measurement of
delays in industrial control systems is a common practice for the operational personnel:
a special diagnostic function delivers measured values of delays during normal operation
[20].

Unfortunately, in many practical cases, measurements are not possible. The problem
might be related to the absence of a suitable test configuration of the system due to the
high reconfiguration costs, or to the fact that some modes of the system operation are
not available at the moment.

The second technique, estimation, is potentiallymore attractive but requires an exten-
sive verification of themodel or other testing environment,which provides a link between
estimated results and real characteristics of the system.

For both techniques, the results are usually subjected to subsequent statistical pro-
cessing, but for digital industrial control systems, the statistical interpretation of the
estimation might be extremely challenging. The matter is that in many practical cases,
statistical distributions of the time parameters tend to be non-gaussian heavy-tailed,
which require sophisticated processing [21].

That is why, resolving this issue, for more convenient delay estimation, we advise
using a deterministic approach of Network calculus.

3.2 Network Calculus Basic Idea

Being a competitor to classic queueing theory, a theory of deterministic queuing systems
Network calculus is specially designed for calculating deterministic worst-case bounds,
which are naturally not needed to be subjected to the statistical processing and especially
useful for critical important plants with high operation risk [22]. The basic idea of
Network calculus can be outlined as follows.

In Network calculus, a lossless system (single buffer, communication node, etc.) is
considered as a black boxwith arrival and departure cumulative functionsF(t) andF*(t).
It is easy to see that a delay at any time in this model equals to a horizontal deviation
between these functions.
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However, a delay is proved to be calculated using bounds, not actual cumulative
functions [23]:

d(t) ≤ sup
s≥0

{inf{τ ≥ 0 : α(s) ≤ β(s + τ)}} (1)

where α(t) is the minimum arrival curve, a bound of F(t),

α(t) = sup
s≥0

{F(t + s) − F(s)} = F�F (2)

and β(t) is the service curve, a bound of F*(t). Herein, two different types of service
curves can be used. The minimum service curve βmin(t) defined as

F∗(t) ≥ inf
0≤τ≤t

{F(τ ) + βmin(t − τ)} = F ⊗ βmin (3)

describes the minimal performance of the system. The maximum service curve
βmax(t) defined as

F∗(t) ≤ inf
0≤τ≤t

{F(τ ) + βmax(t − τ)} = F ⊗ βmax (4)

characterizes the systemperformance under normal conditions. For all service curves

βmin(0) = βmax(0) = 0 (5)

Symbols⊗ and�meansmin-plus convolution and de-convolution respectively [24].
As for the values of delays calculated with the help of these service curves, the

minimum service curve (2) gives the maximum, or worst, delay. The maximum service
curve (3) gives the operational delay under normal conditions.

3.3 Network Calculus Techniques for Delay Estimation

A couple of different techniques for delay estimation can be derived from the basic
Network calculus idea discussed above.

Thefirst technique, classic delay calculation, consists of the immediate usage of (1) in
the case when the arrival process and service are known. Unfortunately, straightforward
calculations with arbitrary arrival and service curves can lead to insuperable problems.
For convenience, the arrival and service curves must be expressed by linear functions.
Two linear models of the arrival curve are commonly used: a “leaky bucket” specified by
the affine function and a traffic specification that can be described by a couple of “leaky
buckets”. The most broadly applicable model for the service curve is determined by the
rate-latency function. For linear arrival and service curves, the calculations according to
(1) were proved to be simple and easy to handle [23].

The second technique, delay from backlog bound calculation, is applicable when
the arrival process is unknown, but there is relevant information about a backlog, i.e., a
number of items (bits, processes, etc.) kept inside the system, and both types (a frame-
work) of service curves (3) and (4). The technique consists of the calculation of the delay
with the help of the maximum value of a backlog and a framework of service curves.
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The solution for the linear relationship between service curves, particularly defined by
rate-latency functions, was proved to be easy to calculate [25].

Taking a glance at the applications where considered techniques can be used, we
should note the following. The first technique, classic delay calculation, is useful for
the modelling of the availability dependence on potential cyberattacks [16]. The second
technique, the approach of utilizing a backlog bound and a framework of service curves,
is useful for the modelling of process scheduling [25].

Table 1 summarizes considered techniques for handling delays and the scopes of
their application.

Table 1. Delay techniques and scopes of application.

Technique Scope of application

Measurement Normal operation

Diagnostic function Availability diagnostic

Estimation Future

Classic delay calculation Modelling of the availability dependence on potential
cyberattacks

Delay from backlog bound calculation Modelling of process scheduling

3.4 Availability Metric Modeling

Having explained the techniques for the delay estimation, we need an availability model
utilizing the delay measure and providing a metric for the availability assessment.
Construct now this model.

Taking into consideration a set of organizational levels that is usually regarded during
availability investigations [10], we should note that we consider just the software level
and omit other levels, such as physical site, personnel, hardware, etc.

For the availability assessment, we propose using the reference model presented in
Table 2. The six concepts that constitute the model mean the following. Availability met-
ric is an abstract attribute based on related measures, which facilitates the quantitative
availability assessment. The function is one of the functions for which implementation
the system is designed. The system is system architecture. The platform is a set of assets
that are needed to be protected. Delay is a measured or estimated value of delay consid-
ered with respect to system architecture. Time dependent parameters are parameters for
which the delay is measured for.

In order to make a metric according this reference model, firstly, we should consider
the function domain. For simplicity, we can select just one function, e.g., the monitoring
function, for the assessment. Then the availability metric we are vouching for can be
specified as follows

A =
{
1 − d

dmax
, d < dmax

0, d ≥ dmax
(6)
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Table 2. Availability reference model.

Availability Availability metric

Function

System

Platform

Delay

Time dependent parameters

where d is a measured or estimated value of delay according to the specified time
dependent parameters, dmax is the preassigned maximum value of delay, for example,
according to the technical assignment.

To make (6) more accurate, we should consider the system concept and understand
that in reality delay d depends on system architecture, i.e., it is a complex variable
containing some time slots.

Following the idea that availability is known to be an attribute of dependability [26],
we can apply the dependability notion for utilizing the system concept andmakingmetric
(6) more general. To do this, consider a control system to be composed of a number of
software components.

Regard a dependency matrix for representing the dependency between system com-
ponents with the elements cij = 1 if i-component depends on j-component, and cij = 0
otherwise [27]. Then the dependency of the whole control system can be specified as
follows

n∑
i=1

n∑
j=1

cij (7)

where n is the number of software components.
With the use of (7), the delay can be defined

d =
n∑

i=1

n∑
j=1

cijdij (8)

where dij means the time of the signal transmission from i-component to j-component
if i �= j, and time of the execution of i-component if i = j.

From (6) and (8) the availability metric

A =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1 −
∑n

i=1
∑n

j=1 cijdij

dmax
,

n∑
i=1

n∑
j=1

cijdij < dmax

0,
n∑

i=1

n∑
j=1

cijdij < dmax

(9)
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Equation (9) allows calculation of the availability metric based on the knowledge of
the system structure with the use of the measured time slots of the signal propagation
and the specified maximum value of delay.

4 Verification of Network Calculus Modeling

As already mentioned, we advocate Network calculus to be a suitable tool for the imple-
mentation of techniques for the delay estimation and availability modelling (see Table
1). Moreover, Network calculus happens to be useful for solving a number of other
problems related to industrial control systems [18].

Now our wish is to verify the applicability of Network calculus to solving problems
related to delays, in particular, how accurate the metric derived with Network calculus
happens to be for the availability assessment. In other words, the idea is to analyse how
close the calculated values of delay to the actual ones. To do this, some tests have been
carried out. The arrival flow was simulated. For this, different distributions were used:
normal distribution, Rayleigh distribution, generalized Pareto distribution, and uniform
distribution. The volume of samples was about 1000 elements.

Two different types of simulation tests were performed. The first type of tests was
implemented via straightforward computer simulation in a numeric computing environ-
ment, namely, in Wolfram Mathematica. For the second type of tests, special software
was developed; these tests were much closer to real signal transmission in industrial
control systems.

Each test for a particular arrival flow distribution was organized as follows. Arrival
flow was simulated. Actual values of delay were measured, from which the maximum
value was obtained. A delay was also calculated according (1) with the minimum (2)
and maximum (3) service curves. Then the maximum value from measured values of
delay was compared to the calculated ones.

Table 3 presents the results of the tests. The designations of the rows stand for:
N(0,5;0,3) and N*(0,5;0,3) are normal distributions with the mean μ = 0,5 and the
variance σ2 = 0,3; N*(0;0,3) is a normal distribution with the mean μ = 0 and the
variance σ2 = 0,3; R*(0,5) is the Rayleigh distribution with the scale parameter σ = 0,5;
GP*(0,1;0,01;1) is the generalized Pareto distribution with location μ = 0,1, scale σ =
0,01, and shape k = 1; U (0;0,3) is the continuous uniform distribution with the bounds
(0;0,3).

An asterisk * indicates that a test was carried out with real software execution. The
lack of asterisk means that results are gained by simulation in a numeric computing
environment.

The columns are denoted as follows: dx is the maximum among measured values
of delay; d1 is the calculated with the minimum service curve value of delay; d2 is the
calculated with the minimal of the maximum service curve value of delay; P(d) (where
d can be either dx , d1, or d2) is the probability that the actual delay is smaller than d.

From Table 3, it is easy to see that the delay calculated with the minimum service
curve (d1) is always greater than the maximum among measured values of delay (dx),
i.e., d1/dx > 1 for all d1 and dx . It means that delay d1 as a measure and the appropriate
metric can be used for characterizing the worst behavior of the system.
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On the other hand, the delay calculated with the minimal of the maximum service
curve (d2) is in most cases smaller than the maximum among measured values of delay
(dx), i.e., d2/dx < 1 for all d2 and dx except for the uniform distribution. It means that
delay d2 as a measure and the appropriate metric can be used for characterizing the
normal operation of the system.

Table 3. Simulation tests results.

Distribution dx P(dx) d1 P(d1) d1/dx d2 P(d2) d2/dx

N(0,5;0,3) 1,61 0,99 26,78 1 16,63 1,10 0,99 0,68

N*(0,5;0,3) 1,58 0,99 34,33 1 21,73 1,27 0,99 0,80

N*(0;0,3) 1,08 0,99 12,41 1 11,49 0,94 0,99 0,87

R*(0,5) 1,86 0,99 24,84 1 13,35 1,61 0,99 0,87

GP*(0,1;0,01;1) 19,23 1 35,37 1 1,84 17,67 1 0,92

U(0;0,3) 0,30 1 6,86 1 22,86 0,41 1 1,37

5 Conclusion

Industrial control systems are facedwithmany challenges related to cybersecurity; one of
the most serious and least researched of them is the cybersecurity assessment. Because
the availability attribute is much more critical in the CIA triad for industrial control,
and the confidentiality and integrity attributes are usually carefully investigated and
accurately described in security policies, the problem of availability assessment turns to
be the thorniest one. Keeping this in mind allows shifting the problem of cybersecurity
assessment towards the problem of availability assessment.

For the availability assessment, the IEC 62443 availability representation happens to
be the most relevant because it is quantitatively applicable and allows direct calculation.
Following this description, we selected a delay of the signal transmission to be a suitable
measure of the availability assessment. For the delay estimation, a theory of deterministic
queuing systems Network calculus was used.

A reference model for the availability assessment and the appropriate metric based
on the delay measure and the system dependency were proposed. Two general scopes
of application related to the availability assessment where the metric is applicable were
distinguished: normal operation and the prediction for the future.

A couple of Network calculus techniques are proposed to be applicable for the
estimation. The first, the classic delay calculation technique, is helpful for solving the
problem of availability dependence on potential cyberattacks. The second, delay from
backlog bound calculation technique, is useful during process scheduling.

In order to verify the applicability of Network calculus to solving problems related
to delays, special tests were carried out. As a result, Network calculus was revealed to
be applicable to solving the problems of delay estimation and availability assessment.

The contributions made in this research are applicable to any industrial control
system. Future works can be directed towards applying other Network calculus delay
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estimation techniques to the industrial control system availability and cybersecurity
assessment.

Acknowledgments. The reported study (Sect. 3) was partially funded by RFBR, project number
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Abstract. The article is devoted to the study of the efficiency of arithmetic oper-
ations with points of an elliptic curve using the residue number system. Based on
the obtained data, it was found that the use of the residue number system with
moduli of a special type from the operations with an elliptic curve from NIST
FIPS 186 allows gaining 7.72% for the operation of addition and 7.50% for the
operation of doubling points of an elliptic curve on average.

Keywords: Residue number system · Elliptic curve · Arithmetic operations ·
Doubling points · Weighted number system · Cryptography

1 Introduction

In the modern world, information security is one of the most important problems. If ear-
lier it was quite easy to hide information due to the poor communication, now, with more
developed communication systems, such as the Internet, andwith theworld transforming
into an information community, we cannot be sure that every bit of information is safe.
Therefore, simply hiding information is no longer enough. Now even if the information
is lost or stolen, it should remain inaccessible to those for whom it was not intended.

Today, elliptic curves application in cryptography is used to deal with the difficulty
of solving the discrete logarithm problem. The main purpose of building cryptographic
systems has always been to protect information during its transmission and storage.
This problem remains relevant to this day, but the development of computing systems
has given it a new quality: the question is no longer just about data protection, but also
about the speed of encryption and decryption algorithms execution. In this regard, we
propose to apply a residue number system to obtain the maximum speed of performing
arithmetic operations with the points of an elliptic curve given over a simple field. This
work aims to efficiently implement cryptographic algorithms on elliptic curves using
the residue number system and the C++ programming language.

2 Elliptic Curves

Elliptic curves can be found in many different areas of mathematics such as algebra,
geometry, number theory, complex analysis, etc. Factoring and cryptography were the
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latest of the most significant applications of elliptic curves. Elliptic curves are groups
defined over fields. Elliptic curve groups allow only one binary operation (referred
to as the low addition operation of the addition group), which arises from arithmetic
operations over a finite field. The representation of elliptic curves can be performed in
several ways, such as the Legendre equation, cubic equations, fourth-order equations,
and the intersection of two quadratic surfaces [1]. This can also be expressed in terms
of the Weierstrass equation.

Elliptic curve E(F) is determined by the Weierstrass equation [2, 3]:

E(F) : y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6 (1)

where a1, a2, a3, a4, a6 ∈ F and � �= 0.
Here � is the discriminant of E(F). Equation (1) is called the general Weierstrass

equation for elliptic curves. The possibility of solving the discrete logarithm problem in
a public-key cryptosystem by a group of rational points on the elliptic curve E(F) was
shown byMiller andKoblitz. Besides all (x, y) ∈ F solutions of the above equation, there
is an additional point, which is called a point at infinity and denoted as O, that cannot be
determined using the affine equation but is necessary to complete the definition of the
group.

If characteristic of the field F char F /∈ {2, 3}, then E(F) can be transformed into
[2]

E
(
Fp

) : y2 = 4x3 + b2x
2 + 2b4x + b6 (2)

and then we apply coordinate change (x, y) →
(
x−3b2
36 ,

y
108

)
, which leads to the

following simplified equation [2]

(Fp) : y2 = x3 + ax + b (3)

where a, b ∈ Fp.
If p = 3 then the canonical form of the equation has the form:

y2 = x3 + a2x
2 + a4x + a6 (4)

If p = 2, then the equation is reduced to one of the forms:

y2 + y = x3 + ax + b (5)

or

y2 + xy = x3 + ax2 + b (6)

Equation (5) corresponds to super singular curves, and Eq. (6) to non-super singular
curves.

Equation (3) is called the short Weierstrass equation for elliptic curves. In elliptic
cryptography, the equations of the Weierstrass form are used. To prove that (2) has three
different roots the condition 4a3 + 27b2 �= 0 is necessary and sufficient. An elliptic
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curve with different roots is called a nonsingular curve and forms an Abelian group with
respect to the binary operation.

If char F = 2 then an acceptable substitution of variables transforms E(F) into a
curve of the equation [2]

E(F2m) : y2 + xy = x3 + ax2 + b (7)

where a, b ∈ F2m . Such a curve is called non-singular and has a discriminant � = b [2].
The set of points

{
(x, y) ∈ E

(
Fp

)} ∪ {O} by the operation rule of the additive group,
i.e., ⊗, which forms an additive Abelian group, the sum is the gain of a point on the
same curve. The group operation on elliptic curves is defined by the operations of adding
points (ADD) and doubling points (DBL).

3 Group Operations in Affine Coordinates

The calculations of the binary group addition operation in affine coordinates over simple
fields are summarized in the Algorithm 1. As we can see from the algorithm, it requires
a division operation. Since all the coordinates of the elliptic curve points are represented
as finite elements of the field, the proposed division operation is implemented as an
expensive and complex inversion operation in the finite field.

Algorithm 1. The rule of addition for an elliptic curve E over p in affine coordinates [2] 

Input: ( ) ( )1 1 1 2 2 2,  ,  . ,  , pP x y P x y= = ∈ 

Output: ( )3 3 3 1 2,  .P x y P P= = ⊕
1: If 1P =  Then Return 2P  ; 
2: Else If 2 0P = Then Return 1P ; 
3: Else If 2 1P P= − Then Return O /* 1 2x x= and 1 2y y= − */
4: Else If 2 1P P= Then   /* Perform a DBL operation */

4.1:
2
1

1

3
  ;

2
x a mod p
y

λ +
=

5: Else If 2 1P P≠ ± Then  /* Perform an ADD operation */

5.1: 2 1

2 1

   ;
y y mod p
x x

λ −
=

−

6: ( ) ( )( ) ( )( )2
3 1 2 3 1 3 1 2 3 2mod ; mod  mod ;x x x p y x x y p x x y pλλλ= − − = − − == − −

7: Return ( )3 3, .x у

Algorithm 1 shows that for affine representation of the points, calculations with ellip-
tic curve points involve arithmetic addition/subtraction over the finite field, multiplica-
tion, squaring, and an expensive inversion operation. Since the operation of arithmetic
inversion over the field is relatively expensive compared to the operations of arithmetic
multiplication and squaring, and the calculation of the modular inversion in the residue



Efficient Application of the Residue Number System 477

number system is quite problematic, it is necessary to represent the points of the elliptic
curve in another coordinate systems [3]. The transition to projective coordinate systems
makes it possible to exclude the operation of modular inversion, which enables efficient
application of the residue number systems.

3.1 Group Operations in Projective Coordinate System

The general way of defining a set of points in a projective space for curves defined over
Fp, that is (2), is to homogenize an elliptic curve: to replace x = X /Z and y = Y /Z and
multiply it by Z3 to remove the denominators, which gives

Eϕ
(
Fp

) : Y 2Z = X 3 + aXZ2 + bZ3 (8)

Then, the projective coordinates (XP,YP,ZP) can be used to replace the affine coor-
dinates

(
xp, yp

)
. These substitutions xp = XP/ZP, yp = YP/ZP , when ZP �= 0, are the

simplest and commonly used way to get the projective coordinates but are not limited to
this substitution choice. In general, the projection remains the same, when projections
obtained by substitutions of the form x = X /Zi and y = Y /Zi.

If we have an affine representation of a point
(
xp, yp

)
, to convert it to projective

representation, it is necessary to set the Z coordinate 1, i.e.,
(
xp, yp, 1

)
. Using projective

coordinates has several advantages, the most important of which is that it eliminates
the need to perform arithmetic inversion in low-value addition algorithms. On the other
hand, it increases the number of multiplications and squares required for each bit of the
scalar. Moreover, the projective coordinates are usually used for internal computations,
and the result must be converted to the affine representation before transmission. This
can be achieved by using the modular exponentiation given by Fermat’s little theorem,
according to which the inverse of A ∈ F2m is A−1 = Ap−2 mod p if the gcd(A, p) = 1.
We can also implement modular inversion using the extended Euclidian algorithm and
the Montgomery inversion algorithm [2].

The operation of adding the points (P + Q) in projective coordinates has the form:

XR = A · D
YR = B ·

(
XP · ZQ · A2 − D

)
− A3 · YP · ZQ

ZR = A · ZP · ZQ
where A = XQ · ZP − XP · ZQ, B = YQ · ZP − YP · ZQ, C = XQ · ZP + XP · ZQ and
D = B2 · ZP · ZQ − A2 · C.

The point doubling operation (2P) is specified as follows:

XR = 2B · D
YR = A · (4C − D) − 8Y 2

P · B2

ZR = 8B3,

where A = 3X 2
P + aZ2

P,B = YP · ZP,C = XP · YP · B and o = A2 − 8C.
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3.2 Jacobian Projective Coordinates

Jacobian projective coordinate system allows effective representation of the ellip-
tic curves defined over Fp. There, the point represented in projective coordinates
as (X ,Y ,Z), Z �= 0, corresponds to the point represented in affine coordinates as
X /Z2,Y /Z3. The corresponding Weierstrass equation of an elliptic curve represented
in the Jacobian coordinates is [2]:

EJ
(
Fp

) : Y 2 = X 3 + aXZ4 + bZ6 (9)

The point O corresponds to (1, 1, 0) and the negative value of the point (X ,Y ,Z)

is (X ,−Y ,Z). By replacing the point
(
X /Z2,Y /Z3

)
in the equation of the affine curve,

that is, in Algorithm 1, we can get the operations of doubling and adding points. The
point Q = (

XQ,YQ,ZQ
)
, resulting from doubling the point P = (XP,YP,ZP) with

P �= −P, that is, YP �= 0, can be written as follows [2]:

XQ ←
(
3X 2

P + a · Z4
P

)2 − 8XP · Y 2
P ,

YQ ←
(
3X 2

P + a · Z4
P

)(
4XP · Y 2

P − XQ

)
− 8Y 4

P ,

ZQ ← 2YP · ZP.

(10)

If the time values are stored in registers from A to C, then the coordinates(
XQ,YQ,ZQ

)
of the doubling points requires the following operations: 3 arithmetic

multiplications (M), 1 arithmetic multiplication by a constant (D), 6 arithmetic squares
(S), and 11 arithmetic additions (A) [4]:

A ← 2Y 2
P ,B ← 2XP · A,C ← 3X 2

P + a · Z4
P,

XQ ← C2 − 2B,YQ ← C · (
B − XQ

) − 2A2,ZQ ← 2YP · ZP
(11)

When fast squaring can be used, the doubling operation costs 1M +11S+1D. When
the curve parameter a = −3, we can perform a quick doubling of the point by storing
two arithmetic squares in (10) using [4]:

C ← 3
(
XP + Z2

P

)(
XP − Z2

P

)
(12)

Field operations require up to 4M +5S+12A arithmetic operations to implement fast
doubling. Point R = (XR,YR,ZR), resulting from the addition of point P = (XP,YP,ZP)

and pointQ = (
XQ,YQ,ZQ

)
with P �= ±Q and ZP,ZQ �= 0, can be expressed as follows

[4]:

XR ← F2 − E3 − 2A · E2,

YR ← F
(
A · E2 − XR

)
− C · E3,

ZR ← ZP · ZQ · E. (13)

where

A ← XP · Z2
Q,B ← XQ · Z2

P,C ← YP · Z3
Q,
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D ← YQ · Z3
P,E ← B − A,F ← D − C.

Field operations require up to 14M + 9S + 7A arithmetic operations for general
addition. During performing addition for projective Jacobi coordinates one square and
four multiplications can be stored in (12) if any of the points P or Q are represented in
affine coordinate system, which gives 8M + 3S + 7A arithmetic operations [2, 4].

3.3 Jacobian-Chudnovsky Projective Coordinates

The Jacobian-Chudnovsky projective coordinate system is based on the Jacobian coor-
dinate system, and therefore the equation of the elliptic curve remains the same as in
the Jacobian coordinate system. However, here the point of the elliptic curve is given by
the five coordinates P = (

XP : YP : ZP : Z2
P : Z3

P

)
. If ZP = 0, then P = O is a point at

infinity.
The adding and doubling the points of an elliptic curve formulas remain unchanged.

But instead of the operation Z2
P and Z3

P , the coordinates of this point are used [4].

3.4 Modified Jacobian Coordinates

The modified Jacobian coordinate system is also based on the Jacobian coordinate sys-
tem, due to which the Weierstrass equation remains the same as in the Jacobi coordinate
system. But the point of an elliptic curve in the given coordinate system is given by four
coordinates P = (

XP : YP : ZP : aZ4
P

)
.

The formulas for adding and doubling points on an elliptic curve remain unchanged.
However, instead of the operation aZ4

P , the coordinate of the origin point [4] is used.

3.5 Comparative Analysis of Computational Complexity

In this sectionwe perform a comparative analysis of the arithmetic operationswith points
of an elliptic curve given over Fp computational complexity in the coordinate systems
described earlier. We use the following notations:

I – modular inversion computed over the field Fp.
M – multiplication in Fp.
S – squaring in Fp.

According to Table 1, it follows that:

• The computational complexity of the number multiplication in a finite simple field
is greater than the squaring computational complexity for the Jacobian-Chudnovsky
coordinate system. In this regard, the Jacobian-Chudnovsky coordinate system ismost
effective for implementing the operation of adding points.

• The modified Jacobian coordinate system is an effective coordinate system for
implementing the arithmetic operation of doubling point.
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Table 1. Calculating the time of addition and doubling of elliptic curve points.

Coordinate systems P + Q 2P

Z �= 1 Z = 1 a �= −3 a = −3

Affine – I + 2M + S I + 2M + 2S

Projective 15M + 3S 9M + 2S 7M + 5S 7M + 6S

Jacobian 14M + 9S 8M + 3S 4M + 6S 4M + 5S

Jacobian-Chudnovsky 11M + 3S 8M + 3S 5M + 6S 5M + 4S

Modified Jacobian 13M + 6S 9M + 5S 4M + 4S

3.6 Standard Elliptic Curves and Their Parameters

It is necessary to be careful choosing elliptic curve parameters, because the wrong choice
can lead to an unsafe system, and other specific parameters can increase the safety and
optimization of the implementation. The two main NIST standards in FIPS 186-3 [5]
and GOST 34.10-2018 have recommendations about setting curve parameters for each
finite field. These curves provide the greatest cryptographic strength and allow efficient
implementation of algorithms. NIST recommends the use of five trailing fields in binary
fields, i.e. F2163 ,F2233 ,F2283 ,F2409 and F2571 for use in ECDSA [5]. In simple fields,
NIST and GOST recommend using five trailing fields, i.e. F2192 ,F2224 ,F2256 ,F2384 and
F2521 to use in ECDSA [5]. These fields and their corresponding elliptic curves with
parameters are listed in Table 2.

Table 2. NIST FISP 186 Recommended finite fields and their corresponding elliptic curve
parameters.

Elliptic curve

Field
size m

Reduction
polynomial p(x)

a b

1 192 2192 − 264 − 1 −3 245515554600894381774029391519
7451784769108058161191238065

2 224 2224 − 296 + 1 −3 18958286285566608000408668544493926
415504680968679321075787234672564

3 256 2256 − 2224 +
2192 + 296 − 1

−3 410583637251521421293261297800472684091
14441015993725554835256314039467401291

4 384 2384−2128−296 +
232−1

−3 2758019355995970587784901184038904809
30569058563615685214287073019886892413098
60865136260764883745107765439761230575

5 521 2521 − 1 −3 109384903807373427451111239076680556993
620759895168374899458639449595311615073
501601370873757375962324859213229670631
3309438452531591012912142327488478985984
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4 Residue Number System

The residue number system (RNS) was proposed by Svoboda and Wallach in 1955. It
was also independently proposed by Garner in 1959. It uses the base of relatively prime
moduli {m1,m2, ...,mN } to split an integerX into smaller integers {x1, x2, ..., xN }, where
xi is the residue of X divided by mi: xi = X mod mi, or just xi = |X |mi

.
Converting a number to RNS is a simple task. The inverse converting is complex. It

requires the use of the Chinese Remainder Theorem (CRT) [6–9]. Modular operations,
such as addition, subtraction and multiplication can be performed in RNS with residues
extremely efficient. The peculiarities of RNS allows parallel carry-free implementation
of these operations. This and other properties of RNS accelerate computations and enable
a high level of modularity and scalability.

RNS applications in cryptography became one of the most promising developments
[6]. Some cryptographic algorithms that require large word lengths, such as the RSA
(Rivest-Shamir-Adleman) algorithm, were implemented using RNS [9]. RNS is also an
attractive technique for elliptic curve cryptography, where sizes range from 160 to 521
bits.

The residue number system allows not only reducing the digit capacity of num-
bers and performing arithmetic operations component-wise, but also providing such
advantages, as [10, 11]:

• low-bit residue;
• maximum parallelism;
• security;
• high accuracy;
• enabling tabular arithmetic;
• ability of the system to self-correct;
• implementation of the pipeline information processing principle.

Modular arithmetic operations with integers A
RNS→ (a1, a2, . . . , aN ) and

B
RNS→ (b1, b2, . . . , bN ) in the RNS are performed component-wise, if the result falls

in [0,M − 1], where M = ∏N
i=1 mi:

A ± B
RNS→ (|a1 ± b1 |m1 , |a2 ± b2 |m2 , . . . , |aN ± bN |mN

)
,

A · B RNS→ (|a1 · b1 |m1 , |a2 · b2 |m2 , . . . , |aN · bN |mN

)
.

However, the division operation is computationally complex. This operation is per-
formed only under the condition that B|A, and then division is performed similarly to the
multiplication operation using the operation of calculating the multiplicatively inverse
element modulo (modular inversion):

A

B
RNS→

(
|a1 · b−1

1 |m1 , |a2 · b−1
2 |m2 , . . . , |an · b−1

n |mn

)
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4.1 Residue Number System Parameters

Asmoduli of the residue number system, four moduli RNS of a special type can be used:
{
2n − 3, 2n − 1, 2n + 1, 2n + 3

}
.

The use of these moduli in the development of algorithms makes it possible to
efficiently implement arithmetic operations by using ideas from the work of Chervyakov
et al., 2016. In this regard, the use of the above-described moduli of a special type is
perfect for the cryptography on elliptic curves implementation in the RNS [11–20].

5 Simulation

To implement the software, we use standard elliptic curves SoCswithmoduli of a special
type described above, as well as the C++ programming language. NTL is selected as the
long arithmetic library.

During the development of the software for the study, the RNS that represents a
software implementation of the algorithms described above was created. For the com-
putational experiment, a PC with the following characteristics was used: an Intel Core
i5 processor with a frequency of 2.7 GHz, 8 GB 1867 MHz DDR3, an operating system
macOS High Sierra ver. 10.13.6.

5.1 Simulation Results

Table 3 and Fig. 1 represent the execution time of 1000 operations of points of
elliptic curves addition from NIST FIPS in the above-mentioned coordinate systems,
respectively.

Table 3. Time (in seconds) of addition operation with the points of an elliptic curve.

Coordinate systems
P-192 P-224 P-256 

without RNS with RNS without RNS with RNS without RNS with RNS

Affine 432 361 480 453 523 465
Projective 352 320 430 413 425 415
Jacobian 421 395 480 428 485 422 
Jacobian- Chudnovsky 505 478 583 525 578 521
Modified Jacobian 490 433 554 520 565 487 

Coordinate systems
P-384 P-521 

without RNS with RNS without RNS with RNS
Affine 730 708 994 940
Projective 620 592 1002 960 
Jacobian 634 560 922 912
Jacobian- Chudnovsky 778 750 1194 1122 
Modified Jacobian 763 670 1120 1052
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Fig. 1. Execution time in seconds for addition operation with points of elliptic curves: P-192,
P-224, P-256, P-384, P-521, using coordinate systems: a) Affine; b) Projective; c) Jacobian; d)
Jacobian-Chudnovsky; e) Modified Jacobian.

Based on Tables 3 and 4, a conclusion can be made that the RNS with special
moduli enables obtaining an average gain for affine coordinates from 3.01% to 16.44%,
for projective coordinates from 2.35% to 9.09%, for Jacobian coordinates in 1.08%–
12.99%, for Jacobian-Chudnovsky – 3.60%–9.95%, and for Modified Jacobian – from
6.07% to 13.81%.

Table 4. Comparative analysis of the execution time of the addition operation with the points of
an elliptic curve (%).

Coordinate systems |with RNS/without RNS - 1|

P-192 P-224 P-256 P-384 P-521

Affine 16,44 5,63 11,09 3,01 5,43

Projective 9,09 3,95 2,35 4,52 4,19

Jacobian 6,18 10,83 12,99 11,67 1,08

Jacobian-Chudnovsky 5,35 9,95 9,86 3,60 6,03

Modified Jacobian 11,63 6,14 13,81 12,19 6,07

Figure 2 and Table 5 represent the execution time of 1000 operations of doubling
points of elliptic curves from NIST FIPS in the above-described coordinate systems,
respectively.
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Fig. 2. Execution time in seconds for doubling points of elliptic curves: P-192, P-224, P-256,
P-384, P-521, using the coordinate systems: a) Affine; b) Projective; c) Jacobian; d) Jacobian-
Chudnovsky; e) Modified Jacobian.

Table 5. Time (in seconds) to complete the operation of doubling the points of an elliptic curve.

Coordinate systems
P-192 P-224 P-256 

without RNS with RNS without RNS with RNS without RNS with RNS

Affine 432 386 490 460 521 448 

Projective 350 321 440 395 427 383 

Jacobian 289 280 340 312 338 334 

Jacobian- Chudnovsky 388 345 440 429 439 410 

Modified Jacobian 310 290 360 319 355 307 

Coordinate systems
P-384 P-521 

without RNS with RNS without RNS with RNS

Affine 759 742 1063 945 

Projective 612 549 967 951 

Jacobian 455 405 696 668 

Jacobian- Chudnovsky 600 586 926 818 

Modified Jacobian 478 441 698 685 

Based on the data from Tables 5 and 6, we can conclude that the use of RNS with
moduli of a special type makes it possible to obtain on average a gain for the operation of
doubling points of affine coordinates from 2.44% to 14.01%, for projective coordinates
1.65%–10.30%, for Jacobian coordinates 1.18%–10.99%, for Jacobian-Chudnovsky
2.33%–11.66% and for Modified Jacobian – from 1.86% to 13.52%.
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Also, from Figs. 1 and 2, we can see that not only the use of RNS affects the speed
of algorithms, but also the choice of the size of the final field. If the use of RNS allows
getting advantage, then the choice of a finite field with a large size gives a significant
loss.

Table 6. Comparative analysis of the execution time of the doubling operation with the points of
an elliptic curve (%)

Coordinate systems |with RNS/without RNS - 1|

P-192 P-224 P-256 P-384 P-521

Affine 10,65 6,12 14,01 2,24 11,10

Projective 8,29 10,23 10,30 10,29 1,65

Jacobian 3,11 8,24 1,18 10,99 4,02

Jacobian-Chudnovsky 11,08 2,50 6,61 2,33 11,66

Modified Jacobian 6,45 11,39 13,52 7,74 1,86

6 Conclusion

In general, these main results are consistent with the study of arithmetic operations
with points of an elliptic curve in various coordinate systems efficient implementation,
showing that the use of RNS in elliptic cryptography provides not only acceleration in
calculations, but also the ability to parallelize algorithms to obtain maximum speed. The
simulation results presented in Tables 3, 4, 5 and 6 indicate that the residue number
system with special moduli from NIST FIPS 186 allows obtaining gain for the operation
of adding the points of the elliptic curve on average 7.72% and for the operation of
doubling the points of the elliptic curve 7.50%.

Further research could fruitfully continue to consider this issue, using a large number
of moduli of the residue number system to improve data processing.

Acknowledgment. The reported study was funded by RFBR, project number 20-37-70023.
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Abstract. This article proposes the architecture of a diagnostic data mining soft-
ware system for data storage systems. Analysis of logs consists of several stages:
extraction of metrics from big data storage diagnostic information using artifi-
cial neural networks, analysis of time series anomalies for diagnostic data metrics
using machine learning methods, generalization of the results of the analysis of
anomalies and patterns of change and existence of storage performance metrics
based on the characteristics of the subject area using a subject ontology, the infer-
ence of the recommendation to the administrator for correcting the storage system
state through the composition of the results of the analysis of anomalies and sub-
ject ontology. In the article, an effective solution (software or algorithm) is found
for the implementation of each stage. In the future, it is planned to develop this
system and evaluate its effectiveness during experiments.

Keywords: Metrics · Forecasting · Log analysis · Neural network · SWRL ·
Ontology

1 Introduction

One of the ways to improve the performance of the storage system is monitoring the
state of the storage system and timely response to failures and collisions.

The solution to this problem includes the development of models and methods for
intelligent monitoring and analysis of storage system diagnostic information in real time.
The software platform should implement these models and generate human-readable
recommendations based on expert knowledge in natural language.

Online monitoring of storage system diagnostic information using an intelligent
software platform solves the following tasks:

• Reduction of equipment downtime.
• Improving storage performance.
• Reducing the cost of maintaining storage systems.

It is necessary to solve the following tasks to achieve the goal:
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A. A. Radionov and V. R. Gasiyarov (Eds.): RusAutoCon 2021, LNEE 857, pp. 489–499, 2022.
https://doi.org/10.1007/978-3-030-94202-1_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-94202-1_45&domain=pdf
https://doi.org/10.1007/978-3-030-94202-1_45


490 A. Zarubin et al.

• Selection of an effective technology and software for working with big data of
diagnostic information in the form of corpuses of semi-structured information (logs).

• Automatic extraction of storage metrics from big data diagnostic information.
• Analysis of time series anomalies of characteristics in diagnostic data.
• Generalization of the results of the analysis of anomalies and descriptions of storage
metrics based on the characteristics of the subject area.

• Training the static and dynamic components of the knowledge base of the storage
model to update the interpretation of its characteristic collisions.

• The logical conclusion of the recommendation in natural language for correcting the
state of the supported storage system.

Consider the currently used basic approaches to solving these problems.

2 Automatic Log Analysis Software

Currently, there is a set of software products that automate the analysis of logs of complex
technical systems. Let’s consider the most popular ones.

2.1 Papertrail

Papertrail is software that collects diagnostic data from syslog, text files, Apache,
MySQL DBMS, Heroku applications, Windows event log, routers and other objects
[1].

In addition, Papertrail can search online using the http protocol, command line and
API (Fig. 1).

Fig. 1. Papertrail flow chart.
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2.2 Loggly

Loggly is one of the most widely used log analysis applications [2]. Loggly can receive
logs of the following software systems:

• Web servers Apache, Nginx, interpreters PHP, JavaScript, NET, Java, etc.
• OS family Windows and Unix-like OS.

Loggly can collect data for analysis and create dynamic dashboards to monitor
specific performance metrics (Fig. 2).

Loggly can search for data in text and structured databases and archives.

Fig. 2. Loggly log analyzer.

2.3 Sumo Logic

Sumo Logic has a software collector and parser of diagnostic data [3]. Sumo Logic is
a service for monitoring and analyzing application and hardware logs. The service can
translate and interpret any types of logs online to monitor the status of specific software
and hardware (Fig. 3).

Sumo Logic includes built-in algorithms for analyzing diagnostic information for
the following applications: mongoDB, AWS Lambda, AWS, Salesforce, Trend Micro,
Docker, Linux, Nginx, Apache, IIS, MySQL.

The system primarily serves to automatically analyze and fix performance problems,
analyze traffic, proactively monitor security, and create advanced analytics.

2.4 Splunk

Splunk Cloud is a service for collecting, indexing, analyzing and visualizing information
of any structured level (Fig. 4).

Splunk can monitor and visualize data and set alert thresholds [4].
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Fig. 3. Sumo logic log analyzer.

Fig. 4. Splunk log analyzer.

2.5 Logz.Io

Logz.io service hosts ELK (Elastic Search, Logstash, Kibana) as a service [5]. ELK is
a free structured and semi-structured data analysis platform.

Logz.io implements the function of data indexing of most modern technologies
used in popular information systems (Apache HTTP/Tomcat, Nginx, Hadoop, Heroku,
Node.js, mongoDB, postgreSQL, Windows, Linux, AWS), and also provides analysis
with the ability to visualize analysis results.

2.6 Timber

The Timber system solves the problems of online monitoring of applications, provides a
modern filtering system, fast search [6]. In addition, the Timber service can be integrated
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with a specific application or platform. Libraries are available for Node, Ruby and Elixir
and support the following software platforms: Logstash, Zeit, AWS Lambda, Docker,
Linux, Heroku, etc.

2.7 Logsene

Logsene is a cloud-based ELK Stack for managing, automatically collecting, managing
and analyzing logs [7]. Logsene supports security protocols and allows you to send logs
over encrypted channels from any source, including Syslog.

Logsene runs on AWS and supports SOC, SSAE, FISMA, DIACAP, HIPPA, and
more.

It is required to develop a semantic training methodology for analyzing semi-
structured resources with the ability to search for anomalies and generate a human-
oriented set of recommendations and its implementation in the form of an intelligent
software platform, despite a large number of software systems that provide flexible and
fast analysis of diagnostic information.

3 The Architecture of the Software for the Intelligent Analysis
of Diagnostic Information

3.1 Formal Model of Diagnostic Information Logs

Formally storage diagnostic information logs are:

L = {P, VP, TV},
where P is a set of technical characteristics (metrics) of the storage system; V is the set
of values of the corresponding elements of P; T is the timestamp of recording an element
of the set P for the metric pεP. An example of a fragment of the storage status log looks
like this (Table 1):

Table 1. Fragment of the storage log

2021-03-19T12:21:17.000Z,"researchvisor01","researchvisor01 ceph-osd: 2021-03-19 15:21:17.126930 7f259b8eb700 1 --
172.17.1.111:6802/886215 --> 172.17.1.112:0/1396165398 -- osd_op_reply (387847 
rbd_data.11f56b8b4567.000000000000041b [read 2191360~40960] v0'0 uv67 ondisk = 0) v8 -- 0x562fb74b42c0 con 0"

2021-03-19T12:21:45.000Z,"researchvisor01","researchvisor01 ceph-osd: 2021-03-19 15:21:45.234788 7ff95ea32700 1 --
172.17.1.111:6804/886327 <== client.4557 172.17.1.112:0/1396165398 26931 ==== osd_op (client.4557.0:415098 1.bc 
1.dfe99ebc (undecoded) ondisk+read+known_if_redirected e138) v8 ==== 247+0+0 (2572540661 0 0) 0x56402dd99080 con 
0x56402deb0800"

2021-03-19T12:20:44.000Z,"researchvisor01","researchvisor01 ceph-mon: 2021-03-19 15:20:44.572710 7f6666ce0700 20 
is_capable service=mon command= exec on cap allow *"

Metrics are various characteristics of the analyzed object (software or hardware
environment). Most often, metric data is a time series. Several thousand metrics (from
each node) can be taken from a working storage system, forming a space of metrics
(multidimensional time series).
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One of themain tasks to be solved in achieving the goal of increasing the performance
of storage systems is the search, detection, analysis and prediction of anomalies in
multidimensional time series of metrics taken from the storage system.

Anomaly is some deviation of a technical process from its usual course, such as an
increase in the duration of a certain stage of the process or a change in its metrics, etc.

3.2 Anomaly Analysis

Distance-based models use some metric as anomaly rating at [8–10]. Normal data is
assumed to be closer together than abnormal data. For example, a distance based on the
nearest neighbors method:

at =
∑

xi∈kNN (xt)

D(xi, xt)

where D is some metric, kNN (xt) - k nearest neighbors of xt .
The model will not be able to give adequate estimates on the data on which it was not

trained if it is a weak extrapolator. Almost all machine learning algorithms have these
properties. The use of recurrent neural networks solves this problem:

• Recurrent networks naturally support time series. In order to take into account the
dependence on time in the data, for such a model it is only necessary to supply the
vectors xt in the required order without using complex construction of features.

• At the moment, neural networks give the highest quality of regression in such prob-
lems, when the data on the test sample is similar to the data in training, but at the same
time they are greatly mistaken in the opposite case. This strong contrast for detecting
rare events is a key success factor.

In deep learning, the most effective were LSTM [11] and GRU [12]. These
architectures have several advantages:

• The ability to “memorize” very long sequences.
• Fast convergence rate.

The general scheme for detecting anomalies using recurrent neural networks is shown
in Fig. 5.

Fig. 5. Search for anomalies using a neural network.

Thus, when using recurrent neural networks, the following values are predicted based
on the trainedmodel, and if the real value of themetric diverges from the predicted value,
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this case can be considered anomalous. In this case, for the model to work effectively, it
will be necessary to solve a number of problems that arise.

• The training dataset should not contain abnormal data;
• At any moment of time it is necessary to have an up-to-date neural network model
for correct anomaly detection. To do this, it is necessary to determine in advance the
“lifetime” of each version of the model and conduct reinforcement learning.

3.3 Choice of Knowledge Base Model

1) Ontology

Ontology is an extended interpretation of semantic networks based on descriptive
logic.

In general, any ontology can be viewed as a collection of “triplets”: object attribute
value (RDF standard). On the other hand, an ontology can contain the following specific
elements:

• Classes
• Individuals (class objects)
• Relations:

A. Datatype Properties;
B. Object Properties;
C. Annotation Properties.

• Axioms or functions of interpretation.

It is the possibility of defining axioms that distinguishes ontologies fromother seman-
tic structures (thesauri, dictionaries, applied semantic networks). Axioms define the
dependencies and constraints imposed on the class, relations and objects of the subject
area, represented in the ontology.

The principles of building ontologies are schematically presented in Fig. 6.
Ontologies have become widespread when used as a knowledge base in many expert

systems due to:

• Mathematical basis of construction;
• Simplicity of presentation and perception by a person;
• Availability of a large number of presentation formats necessary for efficient process-
ing and analysis of ontologies with appropriate software (RDF/RDFS, Turtle, OWL,
OWL 2, OWL Lite, OWL Full, OWL DL, FuzzyOWL, etc.) [13].

2) SWRL
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Logical rules include a set of prerequisites (conditions) and consequences. In general,
any rule can be represented as follows:

a1 ∧ a2 ∧ . . . ∧ an → b,

where a1…an are atoms of the antecedent; b is the consequent of the rule. The consequent
can also consist of several atoms.

Fig. 6. Principles of constructing subject ontologies.

Rules are a form of knowledge on the basis of which a logical conclusion is made
in most expert systems. Elements of the rules must be present in the intelligent platform
for semantic analysis of storage diagnostic information. An important advantage of this
form of knowledge representation is the presence of a standard for representing rules
that is integrated into the ontological form - SWRL (Semantic Web Rule Language).

SWRL is a methodology for describing a mechanism for managing objects and
patterns of a problem area. The main advantage of SWRL is the ability to generate new
facts from existing knowledge and statements [14].

The simplest SWRL constructs implement production building technology and con-
sist of a set of conditions and consequenceswritten in accordancewith theW3C standard.
Formally, SWRL rules can be represented in the form of the diagram shown in Fig. 7.

Basic advantages of representing knowledge in the form of SWRL rules:

• Rule atoms include references to domain objects, not the objects themselves.
Therefore, each rule can be used for a wide class of objects;

• SWRL notation can be integrated into OWL ontology;
• The format for presenting rules is unified and described in the W3C standard.
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Fig. 7. Scheme of representation of SWRL-rules.

The most effective option for the formation of a knowledge base is the integration of
various forms of storage and processing of knowledge with the possibility of its training,
by expanding the static (terminological) and dynamic (based on rules and precedents)
components of the expert knowledge base.

One of the most effective options for building a knowledge base is the semantic
integration of the ontological representation of the subject area [15].

A preliminary diagram of the operation of an intelligent storage system condition
monitoring platform is shown in Fig. 8.

Fig. 8. The principle of operation of an intelligent platform for analyzing storage diagnostic data.

Thus, when constructing an expert knowledge base and logical inference of a recom-
mendation based on the results of the analysis of anomalies extracted from the diagnostic
information of the storage logs, it is planned to implement a hybrid knowledge repre-
sentation model. This model will be obtained by integrating a subject ontology and a set
of rules with the implementation of logical inference to generate recommendations and
analysis results in a form natural to humans.



498 A. Zarubin et al.

4 Conclusions

Based on the analysis of the most effective methods for analyzing semi-structured data,
the following approaches were chosen to build a platform for intelligent monitoring of
the storage system state:

• Automatic extraction of metrics from big data storage diagnostic information using
artificial neural networks.

• Analysis of time series anomalies for diagnostic data metrics using machine learning
methods.

• Generalization of the results of the analysis of anomalies and patterns of change and
existence of storage performance metrics based on the characteristics of the subject
area using a subject ontology.

• The inference of the recommendation to the administrator for correcting the storage
system state through the composition of the results of the analysis of anomalies and
subject ontology.

• Extension of the static and dynamic components of the storage ontological model
through semantic analysis of semi-structured information (extraction and classifica-
tion of short texts and terms).

Acknowledgments. Thisworkwas carried outwithin the framework of the state contractNo. P33-
1-26/5 datedFebruary 26, 2021 for the implementation of researchworkon the topic “Development
ofmethods,models and tools for increasing the productivity and fault tolerance of software-defined
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Automatic Diagnostics System for Well Tubing
Wax Cleaning Devices

S. N. Fedorov, A. N. Krasnov, and M. Yu. Prakhova(B)

Ufa State Petroleum Technological University, 1, Kosmonavtov Street, Ufa 450064, Russia

Abstract. Oil extraction by the artificial lift method leads to the formation of
asphalt, resin, and paraffin wax deposits (ARPD) in well tubing. Narrowing of
the useful pipe cross-section decreases the well flow rate and increases the power
consumption of the electric centrifugal pump. Therefore, cleaning of well tubing
from paraffin wax is a routine procedure, which is most often performed mechani-
cally using special cleaning devices—scrapers. Thismethod hasmany advantages,
though sometimes scrapersmight jam in thewell, or the scraperwiremight slacken
or break off. To ensure the fully automatic operation of such units, they shall have
an automatic diagnostic system, which evaluates certain indirect signs to identify
any problems, and performs the necessary actions as per a preset algorithm. This
study proposes a diagnosticmodel of the paraffinwax cleaning device based on the
results of an active experiment at the operating oil well, as well as the diagnostic
algorithm allowing to increase the reliability and control of the dewaxing unit.

Keywords: Well tubing · Paraffin wax · Scraper · Diagnostic model · Diagnostic
algorithm

1 Introduction

During oil deposit development, the quality of the produced oil inevitably deteriorates,
which obstructs oil extraction, increases the overheads, and leads to various operating
problems. For instance, the oil becomes more saturated with the so-called ARPD—
asphalt, resin, and paraffin wax deposits. These deposits represent a natural composite
material consisting of 10–15 organic andmineral substances and compounds. This mate-
rial is a cream-like suspension or an emulsion having high adhesion to various surfaces
[1]. The ARPD composition to a certain extent depends on the properties and composi-
tion of the initial oil, as well as on the deposit location along the path of oil movement.
The ARPD composition may change significantly within a single oil-producing region
and even a single field. Oil of most fields may contain traces of ARPD up to 30% or
more. The amount of dissolved paraffin wax varies from below 1% to 2%.

The deposition of ARPD significantly affects such factors as pressure decrease at
the well bottom and the associated disruption of the hydrodynamic equilibrium in the
gas-liquid system, hydrocarbon composition of oil phases, temperature decrease in the
reservoir and the wellbore, intensive gas emission, gas-liquid mixture speed change,
pipe surface condition [2–4]. ARPD deposition intensity depends on the predominance
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of one or more factors that may vary in time and depth, therefore the volume and nature
of deposits are not constant as well.

The main objects susceptible to the formation of paraffin wax deposits are sub-
mersible pumps, well tubing, flow lines, tanks of commercial oil gathering stations [5].
The most intense paraffin wax deposition happens on the inner surface of the rising
pipes.

Field studies [5] have shown that the paraffin wax deposit distribution patterns in
pipes of various diameters are approximately the same. The deposit thickness gradually
increases from the depth of 500–900 m where their formation starts and reaches its
maximum at a depth of 50–200 m from the wellhead, and then decreases to a thickness
of 1–2 mm in the wellhead area.

ARPD causes many problems during oil extraction. ARPD reduces the useful cross-
section of the well tubing, which significantly reduces the fluid phase flow rate, and
increases the power consumption during oil extraction [6–10]. In extreme cases, ARPD
blocks well operation due to the complete construction of the well tubing cross-section.
For this reason, various methods are used to prevent the ARPD deposition and further
removal. Smooth protective coatings are used as preventive measures including var-
nishes, glass and enamels, as well as physical methods based on the effects of mechan-
ical and ultrasonic oscillations or electrical, magnetic and electromagnetic fields on the
extracted and transported products. Special paraffin wax inhibitors are used as well.

Despite the abovementioned measures used to prevent ARPD deposition, certain
thermobaric conditions may lead to paraffin wax being released from oil and crystallized
on the inner surface of pipes with a sufficiently strong cohesion with pipe surface that
excludes the possibility of deposits’ falling off under the pressure of the gas-liquid
mixture or oil at the corresponding operating conditions. In such cases, paraffin wax is
removed using other methods—thermal, chemical or mechanical.

2 Relevance and Scientific Significance

2.1 Relevance of Research

An analysis of the existing ways to combat ARPD deposition shows that one of the
most common, simple and affordable methods is mechanical cleaning. The mechanical
cleaning of ARPD in oil wells using scrapers (pigs) is a reliable and time-provenmethod.
This method is flexible, simple, has low cost, and a wide range of existing scrapers
that meet the most diverse requirements. Nevertheless, many companies are constantly
working on the further improvement of paraffin wax removal units, which confirms the
scientific and practical significance of the studies.

Mechanical methods imply the removal of the already formed ARPD in the well
tubing [11]. For this purpose, a wide range of scrapers of various designs has been
developed. The so-called “flying” scrapers are the most widespread and are outfitted
with blades, which unfold when moving upwards, providing the additional lift.

The scraper is descended on the wire or a thin steel cable, scraping the deposited
paraffin wax from pipe walls as its travels. Scrapers travel down affected by the gravity
and attached weights (up to 10 kg). While hoists are used to bring them back up (Fig. 1).
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Scraper application frequency for cleaningwell tubing fromARPD varies depending
on the well flow rate and the “tendency” of the well fluid to deposit paraffin wax. The
cleaning procedure typically lasts from3 to 5 days [6]. Timely cleaning fromparaffinwax
allows to increase the well flow rate, as well as to decrease the frequency of overhauls.

Fig. 1. Cleaning the tubing string from ARPD.

A large number of paraffin wax removal devices are available on the market, which
can be controlledmanually or automatically, aswell as using special control stations. The
examples are an automatic paraffin wax removal unit ADU-3, semi-automatic paraffin
wax removal units PADU andUDS, installed at a distance of 25–30m from thewellhead.
In these units, the scraper descent is performedmanually controlled by the operator using
the brake lever, while lifting is automatic. Well paraffin wax removal (WPR) mechanism
is designed to clean the inner surface of the well tubing using puncher scrapers in wells
with electric submersible pumps in manual and automatic mode. This fully automatic
unit is installed directly in the wellhead with the wellhead control equipment.

Despite the large variety of paraffin wax removal units, they all have a number of
problems associated with the essence of the mechanical scraping method. The main
problems are scraper jamming in the well tubing, scraper wire break, formation of wire
loops due to wire slackening, low performance due to well blockage, existing deposits
serving as points of additional paraffin wax deposition.

2.2 Problem Definition

Oil producers are interested in the paraffin wax removal units that can operate in fully
automatic mode without operator supervisionmaintaining an optimal oil flow rate, while
registering the operating parameters into the non-volatile memory.
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To ensure reliable operation of such units, constant state monitoring of the scraper
descent and lifting in the well is required for any measured parameters. If the attached
weight is insufficient, the scraper may jam. Certain problems may also arise associated
with jamming and abrupt upward motion of the scraper in the well, which may break
the wire. Monitoring allows diagnosing the problem and preventing the transition of an
abnormal situation into an emergency.

The objective of this study is to develop a diagnostic model and an algorithm for
diagnosing the condition of well tubing cleaning device, which will increase the ser-
vice life of the mechanisms, reduce the number of unscheduled repairs and downtime,
improve the operation reliability and efficiency of the well tubing cleaning device.

3 Materials and Methods

The creation of diagnostic systems involves solving such problems as the analysis of
diagnosed objects, the choice of diagnostic methods, and the development of diagnostic
algorithms [12]. The theoretical foundation for engineering diagnostics is the pattern
recognition theory and the theory of diagnosability. The pattern recognition in its turn is
based on the decision rules. The pattern recognition theory implies the construction of
diagnostic models and recognition algorithms—describing the action sequences during
diagnostics [13]. Using diagnostic models when studying the object, the pattern recog-
nition theory allows determining the decision rules for recognizing the current state and
type of malfunction. The optimal recognition algorithm (sequence) can be developed if
any malfunction properties are known. The theory of diagnosability solves problems of
determining the rational sequence of finding failed or faulty elements, as well as control-
ling the object state. Decisions are based on the diagnostic information characterizing
the object state.

Thus, the successful operation of a diagnostic system primarily depends on the
completeness and adequacy of the diagnostic model, which is used as the base. The
diagnostic model (DM) implies a formalized description of an object requiring techni-
cal diagnostics, which is necessary to solve diagnostic problems. The description may
include analytical, tabular, vector, and graphic forms [14]. The model is required to con-
nect the so-called diagnostic parameters between each other, i.e. those signs of an object
that numerically or qualitatively characterize the object’s technical condition. Diagnostic
parameters are typically divided into four categories—normal, maximum permissible,
extreme and emergency values. Diagnostic models can be based on the results of gen-
eralization of production experience, logical analysis or theoretical and experimental
studies. In this study, diagnostic models were based on the identification from the results
of the active experiment during the normal functioning of the object. This method allows
addressing the physical nature of the diagnosed object in the fullest scope.

Generally, the essence of engineering diagnostics is to evaluate and forecast the tech-
nical condition of the diagnosed object by the results of direct or indirect measurements
of the object’s state parameters or diagnostic parameters, as well as their deviations from
normal values (Salisbury principle) [15]. At the same time, the state parameter or diag-
nostic parameter values do not provide any estimates of the object’s technical condition.
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The diagnostic symptom necessary for the operation of any diagnostic algorithm is the
difference in the actual and reference values of the diagnostic parameter. Therefore, the
diagnostic symptom can be calculated using not only the actual values of the parameters,
but also the corresponding reference values obtained during the normal operation of the
object.

3.1 Constructing the Diagnostic Algorithm

The diagnostic algorithm is typically developed in several stages [16].
At the first stage, the design specifics are determined, as well as the nature of loading

of mechanism elements. The failures and operating conditions are analyzed.
At the second stage, the state dictionary is created, which is a list of possible states

and their properties. These data are used to select diagnostic parameters, as well as
perform object’s condition estimates.

At the third stage, diagnostic parameters and measurement tools are selected. The
measurement program is developed.

At the fourth stage, a diagnostic table (matrix) is prepared, containing states and
decision rules. In the recognition system, the data required for diagnosis is represented
by the rules and logical conclusions such as “if…, then…”.

At the fifth stage, the model of a diagnosed object is developed, which is the
description of an object in an analytical, graphical, tabular or other forms.

3.2 Active Experiment

The active experiment with the creation of a diagnostic model was carried out on an
operating well outfitted with an electric centrifugal pump (ECP). The UOK-NKT device
was mounted in the well for cleaning the well tubing string together with the SULS-16
control station remotely controlled via the RS-485 interface.

The experimental studies were conducted to solve the following objectives:

• establish the possibility of developing a diagnostic model based on the available
sensors of the tubing string cleaning device;

• determine the dependencies of sensor readings on the tubing string cleaning device
condition;

• develop the diagnostic algorithms.

The experimental installation layout is shown in Fig. 2. The scraper is pulled upwards
by winding the wire over the drum driven by the electric motor. Weight sensor monitors
wire tension and scraper position. The rotational speed converter ensures smooth lifting
and lowering of the scraper, measuring of the power consumed by the electric motor,
measuring of the power supply voltage, automatic adjustment of the electric motor rota-
tion speed, and stopping the drum rotation as per the weight sensor signal. RPM sensors
are based onmagnetic reed switches. The sequential triggering ofmagnetic reed switches
allows calculating the roller rotation speed and determining the scraper depth. The direct
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sequence of triggering indicates scraper descent (increase in the roller rotation) and vice
versa. The total number of roller rotations is calculated by the controller. The temper-
ature sensor measures the temperature inside the control station. The current sensor is
intended for remote indication of the electrical equipment state (off/on). The indicator’s
output circuit closes if the current of the controlled circuit is above the setpoint. In case
of a stop, the indicator’s output circuit opens and the signal is sent to the controller to
stop the UOK-NKT unit.

The experiment lasted severalmonths and involvedmodeling various situations using
the control station, while the UOK-NKT unit worked in the well and performed cleaning
in normal mode. Numeric data were registered using a special software.

4 Results and Discussion

The results of the experiments allowed to develop a diagnostic algorithm for monitoring
the paraffin wax removal unit state.

As already noted, the development of the diagnostic algorithm is carried out in several
stages.

1. Analyzing the diagnosed object. For this, the paraffin wax removal unit (PRU) was
represented by individual interrelated elements, its possible states were considered
(possible combinations of element failures), as well as the technical capabilities of
the system of pattern recognition were analyzed characterizing the diagnosed object
state. Statistical data were also collected and processed to determine the distribution
of possible object state probabilities, as well as the occurrence of failures of its
individual elements.

This stage allowed to create the structure of the well cleaning process model
(Fig. 3).

2. Preparation of the object state dictionary involved determining the most informative
indirect diagnostic signs of possible PRU state changes, as well as possible defects,
which represent the greatest danger to PRU functioning and should be detected
during the diagnostic process. These data are used to select diagnostic parameters,
as well as perform object’s condition estimates. Some of the typical conditions of
the well cleaning device and the form of their occurrence are shown in Table 1.

3. Selecting the diagnostic parameters and measurement tools. The diagnostic process
usually consists of a series of individual experiments (elementary checks), during
which the object is affected in a certain way, and a certain set of control points is
used to measure the object’s response (reaction) to this effect. The elementary check
result is the object response, that is, a set of signals received from the control points.
In this case, a formal description of the diagnosis process (diagnostic algorithm) is an
unconditional or conditional sequence of elementary checks and rules for analyzing
the results of the latter. This stage was performed during the active experiment.
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Fig. 2. Schematic diagram of experimental installation.

Fig. 3. Structure of the well cleaning process model.

Figure 4 shows the start of the scraper descent from the parking position. The
graph shows that when the scraper descent starts, the power consumed by the engine
increases and then stabilizes at a certain level. When the scraper passes the obsta-
cle during the descent (Fig. 5), the scraper is repeatedly pulled up and down until
the obstacle is passed. During lifting, the power consumed by the drive increases.
Figure 6 shows the end of the scraper’s descent from the top position to the bottom
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Table 1. Dictionary of UOK-NKT unit states.

State property Cause of occurrence

Reduction of the drive power consumption and the
weight sensor readings below the setpoints

Downwards obstacle

Increase in the drive power consumption and the
weight sensor readings above the setpoints

Upwards obstacle

Reduction of the weight sensor readings below the
setpoint when lifting

Scraper break off

Scraper reaches lifting height setpoint Top position

Scraper reaches descent depth setpoint Bottom position

Power consumption by the engine above setpoint Engine overload failure

Power supply voltage below the setpoint Low power supply voltage

Power supply voltage above the setpoint High power supply voltage

Incorrect movement direction—incorrect sequence
of level sensor responses

Incorrectly connected level sensor

The specified scraper top level has not been detected
during search in the specified top position range

Well top not found in the specified limits

The control station temperature above the setpoint High control station temperature

Current indicator output circuit open ECP shutdown

Discrepancy between the values rotation count and
the depth of descent at CULC control station

Scraper level not confirmed

position and the beginning of lifting. The graph shows that at the beginning of lifting,
the power consumed by the engine increases and then stabilizes at a certain level,
which is higher compared to the descent. When the scraper is fully lifted into the
parking position (Fig. 7), the power consumed by the engine becomes zero.

4. Preparing a diagnostic table (matrix) of states with decision rules. This table is
necessary for the optimal arrangement of the diagnostic processes. The controlled
object is represented in the diagnostic matrix by the object state function table, which
columns correspond to diagnostic symptoms, while the rows represent the causes
of failures [17]. Intersections of rows and columns contain symbols that indicate
the presence or absence of certain signs for this diagnosis. In fact, this matrix is a
recognition system, in which the data required for diagnosis is represented by the
rules and logical conclusions such as “if…, then…” (Table 2).

5. Developing the model of the diagnosed object and diagnosing. This stage is the most
important. Actually, this stage is the ultimate goal of building a system of automatic
PRU state diagnostics. Complex systems and mechanisms require the diagnostic
algorithm to be based on a diagnostic matrix (see Table 2). This matrix is a logical
model describing the relationship between the sets of diagnostic parameters S and
the possible object states. Analyzing this table allows formulating the properties of
a set of checks required to solve technical diagnostic problems.
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Fig. 4. The start of scraper descent from the parking position.

Fig. 5. Scraper descent from the top position to the bottom position passing through the obstacle.
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Fig. 6. Scraper descent from the top position to the bottom position and beginning of lifting.

Fig. 7. Scraper is fully lifted into the parking position.
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Table 2. States and decision rules.

Diagnosis Diagnostic parameters Decision rules

Temperature,
ºC (S1)

Power, W
(S2)

Voltage,
V (S3)

Weight,
kg (S4)

ECP
(S5)

Level

Rotations,
m (S6)

Direction
1 (S7)

Direction
2 (S8)

Downwards
obstacle
(D1)

0 S2 ≤ 75 0 S4 ≤ 50 0 0 0 0 S2 ≤ 75 & S4 ≤
50 → D1

Upwards
obstacle
(D2)

0 S2 ≥ 150 0 S4 ≥ 150 0 0 0 0 S2 ≥ 150 & S4
≥ 150 → D2

Scraper
break off
(D3)

0 0 0 S4 ≤ 50 0 0 0 0 S4 ≤ 50 → D3

Top
position
(D4)

0 S2 ≥ 200 0 0 0 S6 ≥ −10 0 0 S6 ≥ −10 & S2
≥ 200 → D4

Bottom
position
(D5)

0 0 0 0 0 S6 = −
1600

0 0 S6 = −1600 →
D5

Low
voltage
(D6)

0 0 S3 ≤ 140 0 0 0 0 0 S3 ≤ 140 → D6

High
voltage
(D7)

0 0 S3 ≥ 300 0 0 0 0 0 S3 ≥ 300 → D7

High
temperature
(D8)

S1 ≥ 80 0 0 0 0 0 0 0 S1 ≥ 80 → D8

Overload
(D9)

0 S2 ≥ 300 0 0 0 0 0 0 S2 ≥ 200 → D9

ECP
shutdown
(D10)

0 0 0 0 true 0 0 0 S5 = true →
D10

Scraper
level not
confirmed
(D11)

0 0 0 0 0 S6 < −
1600

S6 < −1600 →
D11

Invalid
direction
during
descent
(D12)

0 0 0 0 0 0 false true S7 = false & S8
= true → D12

Invalid
direction
during
lifting
(D13)

0 0 0 0 0 0 true false S7 = tue & S8
= false → D13

Top side
not found
(D14)

0 0 0 0 0 S6 > 0 0 0 S6 > 0 → D14
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The diagnostic matrix allows constructing a diagnosed object model, which
represents the diagnostic algorithm (Fig. 8).

Fig. 8. Diagnostics algorithm.

5 Conclusions

The main results of theoretical, practical and experimental studies are described below.

• The analysis of the existing ways to combat ARPD deposition has shown that one
of the most common, simple and affordable methods is mechanical cleaning. A wide
range of the existing paraffin wax removal units allows addressing the specifics of
operational wells. The disadvantage of the method is the possibility of a scraper
wire break off and the formation of loops due to wire slackening. Therefore, the
paraffin wax removal units are of particular interest operating in fully automatic mode
without operator supervision and connected to an automatic system of scrapper device
diagnostics based on certain indirect signs.

• The diagnostic model describing scraper descent and lifting in the well tubing based
on the results of an active experiment at the operating oil well allowed to develop the
algorithm for diagnosing the state of the paraffin wax removal device. The proposed
algorithm allows to facilitate the process of adopting technological solutions in various
conditions, increase the reliability and efficiency of the paraffin wax removal unit
control.
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Abstract. Commercial accounting is carried out at all stages of delivery of the
produced and prepared oil to the final consumer. The most common are dynamic
methods, direct (mass) and indirect (volume-mass). As a rule, accounting is carried
out by systems for measuring the quantity and quality of oil (SIQO). In the process
of accounting, the work of SIQO is influenced by a large number of external
factors that cause the appearance of additional errors. When accounting for crude
oil, wax deposition on the inner surfaces of meter lines and flow meters becomes
significant. The influence of this factor in practice is not taken into account due
to the immeasurability of the thickness of the paraffin layer. The article discusses
the effect of paraffin on the metrological reliability of an ultrasonic flow meter.
It is proposed to automatically estimate the current value of the thickness of the
paraffin layer by the model and determine the value of the additional error. This
allows, when approaching the limits of metrological reliability, to timely carry
out maintenance of the flow meter and extraordinary control of its metrological
characteristics and, in general, to increase the accuracy of accounting.

Keywords: Oil commercial accounting ·Metering system · Ultrasonic
flowmeter · Paraffin deposition · Predictive diagnostics ·Metrological reliability

1 Introduction

After being extracted from the reservoir, oil is subjected to various technological influ-
ences, the purpose of which is to prepare it for long-distance transport and bring it to
standard conditions. When oil is transferred from production companies to companies
that pump it through trunk pipelines, its fiscal accounting is carried out. It should be
noted that such accounting is one of the most common operations in the process of
delivering produced oil to the final consumer.

According to [1], the mass of oil can be determined by the direct static, direct
dynamic, indirect volume-mass dynamic, indirect volume-weight static, and indirect
hydrostatic measurement techniques.

Among all the listed techniques, the dynamic ones are the most widespread in the
fiscal metering of oil. The operation of systems for measuring the quantity and quality
of both commercial (SIQO) and crude (SIQOC) oil is based on these techniques.
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The SIQO comprises a filter unit, a measuring line unit (MLU), the oil quality
measuring unit (QMU), a verifier unit (fixed mechanical displacement prover (MDP) or
compact prover), as well as the required shut-off and control valves and piping (Fig. 1).
All the calculations required are performed by the data processing system (DPS) located
in the SIQO’s control room [2].

Both SIQO and SIQOC are a measuring system designed for direct or indirect
dynamic measurements of mass and quality indicators of oil and oil products. There-
fore, each system has a Pattern Approval Certificate of Measuring Instrument [3]. Both
systems are almost identical. The SIQOC difference is an additional measurement of
the amount of associated petroleum gas along with the measurement of the quantity and
quality of the oil produced.

The main measuring instrument in the MLU is a flow meter, volumetric or mass.

Fig. 1. The SIQO process flow sheet. CF-coarse filter, MDP-mechanical displacement prover,
MLU-measuring line unit, QMU-oil qualitymeasuring unit, DPS-data processing system, TF-tank
farm.

2 Research Essentials

2.1 Relevance and Overview of the Existing Solutions

In the Russian Federation, Coriolis and ultrasonic flowmeters are the most common
ones, which are expanding their presence due to the gradual downturn of turbine meters
(Fig. 2).

Fig. 2. Percentage of flowmeters used in the SIQO.
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Flowmeasurement is generally a more complex problem than measuring parameters
such as temperature or pressure. In the case of measuring the flow rate of crude oil, the
flowmeter is subjected to a large number of external impacts, that randomly affect each
other.

These are the properties of the medium being measured, such as density, viscosity,
the content of paraffins, water, mechanical impurities, and dissolved gases. Further, these
are the pipeline operation process parameters (temperature, pressure) and the rheological
characteristics of the flow. And these are random external disturbing factors generated
by the conditions of the process equipment and measuring instruments (the conditions
of the inner pipeline surface, e.g., paraffin deposits both in the pipes and on the sensitive
elements of flow meters such as turbine blades or a Coriolis spool, etc.).

The influence of wax deposits on the condition of the measuring lines and the oper-
ation of the Coriolis flowmeter is discussed in detail in [4–7]. However, as follows from
Fig. 2, about a third of the SIQO (SIQOC) use an ultrasonic flow meter, in which wax
deposits also lead to additional error.

So, amajor problemof the crude oil pipeline transportation is also paraffindeposition,
which occurs under the effect of many factors [8–17]. It is very important to note that
in fact, these deposits are uncontrollable since that their thickness cannot be measured
directly in the deposition place. This leads to unpredictable changes in the operating
conditions of both equipment and measuring instruments, and, as a consequence, affects
the efficiency of their maintenance and metrological service.

Let us make a short digression. Maintenance has also passed through several stages
in its development. Initially, it was performed based on a ‘Run-to-Failure’ strategy; then
the concept of preventive and predictive maintenance (PPM) was introduced. Despite
the discernible advantages of this system, such as control over the TBO duration and
regulating the equipment downtime for repairs, it also has obvious drawbacks. In partic-
ular, depending on the actual conditions at a particular SIQO, either the PPM is not yet
needed as of the moment of its scheduled performance or an emergency arises earlier,
requiring unscheduled repair.

With the technological development, primarily due to the emergence of the micro-
processor technology, a third strategy has emerged, i.e., repairs based on monitoring of
conditions. These three strategies in various combinations are currently used in most
enterprises for any type of equipment [18].

Today’s APCS systems have a certain redundancy for the number of parameters
monitored and the MIs used. Thereat, despite the long measurement data storage period,
this information is not used in maintenance or repair, possibly because the existing
APCSs ensure control over parameters in very wide ranges without considering their
relationship (correlation). Herewith, the analysis of the parameter trends may predict,
e.g., the imminent onset of metrological failures of the MIs, which is far from always
manifested explicitly.

All these reasons have led to developing predictive diagnostics systems, or predictive
analytics, which allow building an equipment operation model (a set of interrelated
parameters), train this model based on historical data corresponding to normal operating
modes, and then use it in a real-time environment to early predict the equipment or MI
failures. The new technology allows passing from the reactive and calendar approaches
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to the proactive ones (i.e., recognizing signs of approaching failures and preventing
them) [19].

Such systems are highly effective since they eliminate sudden failures and provide
the possibility of flexible management of risks and production losses due to expanding
the planning horizon when making decisions.

Therefore, all studies that allow qualitatively and quantitatively estimating any fac-
tors affecting the accuracy of measurements andmetrological reliability using the appro-
priate parameters being measured to promptly intervene in the SIQO operation remain
relevant.

As for the paraffin deposits, the urgency of this problem can hardly be overestimated.
In many studies, e.g., [20], it is called The Cholesterol of the Oil Industry. According
to global estimates [21], the paraffinic oil volume is about 20% of the world’s reserves.
Its production and transportation require additional measures to control and eliminate
paraffin deposits. The solution to this problem is complicated by the still understudied
mechanism of paraffin deposition [22]. Herewith, it strongly affects the economic per-
formance of oil industry enterprises since underestimating the deposition intensity and
untimely cleaning pipes from paraffin may cause their complete clogging, and overesti-
mating may lead to too frequent cleaning and increasing the production cost. Therefore,
predictive diagnostics in this area is very relevant.

So, all studies that allowqualitatively and quantitatively estimating any factors affect-
ing the measurement accuracy using the related parameters being measured to promptly
intervene in the SIQO operation remain relevant.

2.2 Statement of Problem

The article examines the influence of wax deposits on the metrological reliability of
ultrasonic flow meters. The purpose of the research is to create additional functionality
for SIQOC for assessing the current state of an ultrasonic flow meter to predict the
moment of its withdrawal for maintenance due to the loss of metrological reliability.

2.3 Theory

According to Fig. 2, ultrasonic flowmeters (USMs) are the second most popular in the
SIQOs.

Ultrasonic flowmeters are those measuring the characteristics of ultrasonic waves
propagating in a gas or liquid flow by analyzing one or another acoustic effect. The most
widespread ones are flowmeters operating on the principle of measuring the difference
in the upwind and downwind transit times of sound oscillations in the measured medium
stream (the so-called time-pulse flowmeters) (Fig. 3). When sound travels downwind or
upwind in the medium studied, the flow rate is added up with or subtracted from the
sound velocity, respectively. Then, the measured medium flow rate can be determined by
the time the acoustic signal passes the same segment downwind and upwind. Thus, the
time difference in the signal travel through the medium, which is directly proportional
to the average flow rate, is converted into a volumetric flow output.
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Fig. 3. Principle of ultrasonic flowmeter operation.

A, B are piezoelectric transducers (PETs); LA is the measuring beam active part
length; v is the average oil flow rate in the pipeline; α is the PET to the pipeline axis
inclination angle; D is the inner pipeline diameter in the PET installation area.

To pass acoustic oscillations through the flow and read them at the exit, ultrasonic
emitters and receivers are used, which are piezoelectric transducers made of monocrys-
tals of zirconate, and barium and lead titanates. They operate in the so-called dual mode,
in which each PET alternately acts as a receiver or emitter.

The time of downwind τ1 and upwind τ2 ultrasound propagation is determined by
the equations

τ1 = L

c + V cosα
, τ2 = L

c − V cosα
. (1)

The time difference �τ is determined by the equation

�τ = 2LV cosα

c2 − V 2 cos2 α
, (2)

where LA is the ultrasonic beam path; V is the flow rate; c is the ultrasound speed in a
stationary flow of the measured medium; α is the PET to the pipeline axis inclination
angle.

The volumetric flow rate Q is determined by the equation [23]

Q = πD2

4

�τC2
0

2LAcosα
K (3)

where K is the correction factor calculated depending on the flow pattern and the design
parameters of the pipeline.

USM is a flowmeter measuring volumetric flow on the area-velocity principle, i.e.,
the flow rate is determined by the local velocities in the flow section and the area of
this section. Therefore, any changes in this area due to, e.g., paraffin deposition on the
inner pipe surface and the reduced useful area entail additional errors. Table 1 shows
the results of calculating the additional error arising from the reduced pipe section. All
velocity meters will have this error since it is caused by the flow contraction and, as a
result, an increase in the local velocity. Therefore, at any contamination deposited on the
inner pipe surface, all flowmeters of this group begin to overestimate the readings and
generate an additional error. An additional error has been calculated for several nominal
pipeline diameters for the paraffin layer thickness obtained as a result of simulating its
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deposition in the measuring line [6]. The values after a month and a year of operation
have been taken as an example.

Table 1. Additional error of velocity meters due to a change in the pipeline useful area.

Nominal
diameter DN

Rated section
area, mm2

Section area, mm2, in the
presence of a paraffin layer
with a thickness, mm

Additional error, %, for a
paraffin layer thickness, mm

0.082 0.007 0.082 0.007

50 1962.5 1949.65 1 961.40 0.65 0.06

100 7850 7824.27 7 847.80 0.33 0.03

150 17662.5 17623.90 17 659.20 0.22 0.02

200 31400 31348.53 31 395.60 0.16 0.01

The USM principle of measurements determines their two more drawbacks [23].

• Dependence of the ultrasonic velocity on the pipeline temperature and pressure and
the physicochemical properties of the measured medium.

• The flow velocity is averaged along the ultrasonic signal path and not over the pipe
section.

The second drawback is easily eliminated in multi-beam USMs, and the first one
is a stable source of additional error. And while a change in the flow rate pattern due
to a change in the pipeline temperature or pressure may introduce an error of up to a
few percent (approximately 1.2% per 10 °C), then the impact of deposits may cause an
overestimation of readings by tens of percent [24].

2.4 Experimental Results and Practical Significance

As for paraffin deposits, when the ultrasonic beam propagates through them, its speed
differs from that laid down in the formula for calculating the flow rate. In oils from
Russian fields at normal temperatures, the ultrasound speed is 1,335–1,379 m/s, and in
paraffin at the same temperatures –1,460 m/s [25]. However, calculations show that this
difference does not virtually affect the oscillation travel time.

Since the USM is actually the same pipeline as the measurement line, in which
it is installed, to estimate the additional error caused by the paraffin deposition in its
measurement channel, the results of simulating this process in the measurement lines
themselves in the Aspen HYSYS environment can be used (Fig. 4).
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Fig. 4. Measuring section of an ultrasonic flow meter in Aspen HYSYS.

The calculation results are shown in Fig. 5 for a paraffin layer thickness of 0.007;
0.049 and 0.082 mm. These values correspond to a time period of one, six and 12
months. As can be seen, the error value depends on the nominal diameter and after a
year it becomes unacceptably large even for relatively large diameters.

Fig. 5. Relative USM error for a paraffin layer of 0.007; 0.049 and 0.082 mm.

The data obtained allow real-time evaluation of the additional error arising in the
ultrasonic flow meter due to wax deposits. This, in turn, makes it possible to control the
metrological characteristics (CMC) according to the real state of the flowmeter, thereby
eliminating an unacceptable decrease in metrological reliability.

In general, the system for diagnosing paraffin deposits in the measuring elements of
the SIQOCoperates according to the following algorithm.On the basis of the experimen-
tally obtained data on the change in pressure in the ML at the same flow rate, regression
equations are constructed that determine the dependence P (Q), their adequacy and sig-
nificance of individual coefficients are checked [26–28]. Then, in real time, for all MLs
participating in the accounting, a comparative analysis of the current regression equa-
tions with the original ones is carried out, and the actual value of the thickness of the
paraffin layer at a given time is determined. Then, according to themodel presented in the
article, the additional error of the ultrasonic flowmeter is determined and the proximity
to the limit of metrological reliability is estimated. If necessary, a decision is made to
hold an extraordinary CMC. All necessary calculations are carried out in DPS, and the
results of calculations are displayed upon request to the operator’s workstation.

3 Conclusions

The study results allow drawing the following conclusions.
In the case of commercial accounting of oil, it is necessary to exclude or take into

account additional errors arising at specific metering units. When it comes to crude oil,
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one of the sources of this error is wax deposition on all internal surfaces, including
where the ultrasonic flow meter is installed. This factor is essentially uncontrollable.
The proposed model for assessing the current thickness of the paraffin layer by indirect
indications (changes in pressure in themeasuring line)makes it possible to timely predict
the approach of the flow meter to the limits of metrological reliability and to carry out
the necessary maintenance. As a consequence, the accuracy of custody transfer of crude
oil is improved.
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Abstract. This article proposes a model of a distributed information system with
the possibility of dynamically distributing the functions performed across the
physical nodes of the system by changing its structure. The model is based on
a matrix representation of the physical and logical structures of the system and
the procedure for establishing correspondence between them. Restrictions are
introduced, the observance of which is necessary for the formation of a set of
equivalent transformations. The implementation of the proposed model is based
on the theory of multi-agent systems. The main provisions of this theory, the types
of agents used, and their structure are described. The properties of mobile agents
as the main tool for implementing the model are described. A fuzzy relational
model is proposed as the basis of the implementing agent. It is proposed to use a
vertically organized architecture of a multi-agent system. The application of the
proposed model in the construction of distributed information systems for various
purposes, in particular, systems for monitoring the state of industrial facilities,
will increase their reliability and safety.

Keywords: Information systems · Multi-agent systems · Monitoring systems ·
Dynamic structure

1 Introduction

Operational and reliable collection of information by monitoring systems does not lose
its relevance despite constantwork in this direction [1–3].New structures of such systems
and technologies for data collection and transmission are being developed. In particular,
the joint use of stationary and movable sensors makes it possible to create monitoring
systems that are resistant both to external influences (IW) [4–6] and to the conditions of
data collection and transmission.

The distribution and dynamism of the monitoring processes of modern technical
systems motivates the construction of monitoring systems in the form of distributed
information systems with the possibility of dynamic changes in the structure, which
undoubtedly entails the need to use mechanisms for automatic distribution of functions
performed by individual nodes (distribution of intelligence). The construction of such
systems is a difficult task [7], associated with a complex hierarchy, the inclusion of a
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large number of technical elements in it, the heterogeneity of data transmission channels
between the nodes of the system.

2 Materials and Methods

The construction of a distributed information system with the possibility of dynamic
distribution of the functions performedwhen its structure changes (DISDD) is associated
with a number of difficulties [7] associated with the complex hierarchy of the system,
the inclusion of a large number of technical elements in it, the heterogeneity of data
transmission channels between the nodes of the system.

DIS DD has logical and physical structures [8–10]. The logical structure is under-
stood as the entire volume of monitoring and analytical functions performed by the sys-
tem, the physical structure is a set of computing devices and physical communication
channels that implement the logical structure.

The logical structure can be represented as a graph [11] of the logical structure,
which is given by the set:

Λ = {V ,E} (1)

where V = {
v1, v2, ..., vNV

}
– is the set of vertices of the graph, each of which is a

separate node of the logical structure of the system, which makes sense to be called a
logical node; E = {

e1, e2, ..., eNV

}
– is the set of arcs of the graph, meaning the transfer

of data between individual logical nodes of the system.
The nature of the transmission flows and information processing procedures in the

system is reflected by setting the vertices and arcs of the graph of weights. Each vertex
vi ∈ V is assigned a weight ri, which denotes the number of elementary computational
operations processed in the node per unit of time. Each arc ei ∈ E is assigned a weight
dij, which denotes the amount of data transmitted per unit of time by a logical node
vi ∈ V to a logical node vj ∈ V .

The given characteristics are more convenient to denote in the form of a processing
matrix R and a transmission matrix D:

R =

⎛

⎜⎜
⎝

r1
r2
...

rNV

⎞

⎟⎟
⎠ (2)

D =

⎛

⎜⎜
⎝

d11 d12 ... d1NV

d21 d22 ... d2NV

... ... ... ...

dNV 1 dNV 2 ... dNV n

⎞

⎟⎟
⎠ (3)

The physical structure of DIS DD can also be represented as a graph reflecting a set
of physical nodes of DIS DD and a set of connections between them [12]:

Θ = (U , �) (4)
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U = {
u1, u2, ..., uNU

}
– a set of graph vertices, each of which represents a physical

node (computing device) of the monitoring system; � = {
ζ1, ζ2, . . . , ζNU

}
– the set of

edges of the graph, meaning a physical digital communication channel between nodes.
The technical characteristics of the physical nodes and communication channels in

the system are reflected by setting the vertices and arcs of the graph of weights. Each
vertex ui ∈ U is assigned to a weight βi indicating the performance of the physical
node (the maximum number of operations that a node can perform per unit of time).
Each edge ζi ∈ � is assigned to a weight sij, which indicates the maximum amount of
data that can be transmitted per unit of time [13]. Here it is assumed that the graph of
the physical structure is fully connected, that is, there is a physical possibility of data
transfer between any pairs of physical nodes.

The task of implementing DIS DD is to establish a correspondence between the
logical and physical nodes of the system [7], which can be set by a matrix of assignments
Φ, each element φij ∈ Φ denotes the assignment of a logical node vi ∈ V to a physical
node uj ∈ U , where the rows are logical nodes and the columns are physical ones:

Φ =

⎛

⎜⎜
⎝

φ11 φ12 ... φ1NU

φ21 φ22 ... φ2NU

... ... ... ...

φNV 1 φNV 2 ... φNVNU

⎞

⎟⎟
⎠. (5)

Here the element ϕij is determined in the following way:

ϕij =
{
1, υi −→ uj

0, otherwise.
, (6)

The design process of DIS DD is characterized by the presence of a certain set of
possible equivalent transformations of this system – various implementation options:

{Φ1, Φ2, . . .}. (7)

The presence of this set indicates the fundamental presence of the adaptivity property
of DIS DD.

For all Φi, we can define some criterion C(Φi) that is actually an objective function
and has the property that if an option Φ1 is preferable to an option Φ2, then C(Φ1) >

C(Φ2) and vice versa. The introduction of this criterion allows us to cut off obviously
suboptimal transformations when implementing the adaptivity property of the system.

At the same time, it can be assumed that any equivalent transformation of the sys-
tem [14] leads to unambiguously known consequences and the given criterion C(Fi)

numerically expresses an estimate of these consequences, then an acceptable variant of
the transformation F∗ is the one that satisfies the condition:

Cmin(F) < C
(
F∗) < Cmax(F) (8)

It should be noted that the set of equivalent transformations should be formed under
the following restrictions.
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The physical node cannot be overloaded, that is, the condition of matching the node
load and its performance must be met:

NV∑

i=1

riφi1 ≤ β1,

NV∑

i=1

riφi2 ≤ β2, . . .

NV∑

i=1

riφiNU ≤ βNU (9)

The physical communication channel cannot be overloaded, that is:

NV∑

i=1

di1φi1 ≤ si1,
NV∑

i=1

di2φi2 ≤ si2, . . .
NV∑

i=1

di3φiNU ≤ siNU (10)

Several logical nodes can be assigned to one physical node, and all logical nodes
must be implemented:

NU∑

j=1

φ1j > 0,
NU∑

j=1

φ2j > 0, . . .
NU∑

j=1

φNV j > 0 (11)

Thus, we can talk about the problem of finding a set of permissible equivalent
transformations satisfying the condition (8), under given constraints (8), under given
constraints.

The minimum necessary requirement for the possibility of forming a set () is the
fundamental possibility of performing the entire set of operations (implementing a log-
ical structure) of DIS DD on the existing physical structure. This requirement can be
expressed by the following relation:

NU∑

i=1

ri ≤
NV∑

i=1

βi (12)

At the same time, it should be noted that a similar condition for transmission channels
is not mandatory, since, in general, there may be such an option that there will be no
data transmission over physical channels, in a particular case, when all logical nodes are
implemented on one physical node:

At the same time, it is obvious that in the presence of condition (11), the only
option for the objective function will be the amount of data transmitted over physical
communication channels:

C(F) =
NU∑

j=1

NV∑

i=1

(
1 − φij

)
dij (13)

Next, we need to determine the minimum and maximum values of the objective
function.

The minimum value of the objective function Cmin(F) = 0 in the case of
implementing a logical structure on a single physical node.



526 A. A. Sychugov

The maximum value of the target function:

Cmax(F) =
NU∑

j=1

NV∑

i=1

dij (14)

In this case, the following condition must be met:

NV∑

j=1

NV∑

i=1

dij ≤
NU∑

j=1

NU∑

i=1

sij (15)

To determine the assignment matrix (5), it is proposed to use the mechanisms of
multi-agent systems [15, 16] based on the concept of a software agent. A software
agent is an independent process that has the characteristics of artificial intelligence,
works independently or jointly with other agents, able to respond in a timely manner to
changes in its environment and initiate actions that affect its environment [16]. It should
be noted that the theory of software agents and multi-agent systems based on them is
well developed and described in the special literature [15–21]. The author managed to
find the most qualitative review on this issue in [15].

The generalized model of software agents includes four levels:

• The software agent
• Agent management component: Tracks agents on a specific computing device, and
also provides a mechanism for creating and destroying agents

• Directory Service: The agent can use it to find out about the existence of other agents
• The communication channel between the agents.

Of the currently known four main types of software agents [16]: 1) cooperative; 2)
mobile; 3) interface and 4) information, mobile agents that can move from one node to
another are of the greatest interest.

Amobile agent (MA) canmove fromone location to another until approval is received
from the delivery location. At the same time, the places of dispatch and delivery can be
both on the same or on different computing devices. In any case, themobile agent initiates
the transfer by executing a command that has the address or name of the delivery point
as an argument. The following command is executed by the MA at the place of delivery,
spaced away from the place of dispatch. Thus, information technology based on MA
reduces the work of a distributed automated system for accessing program instructions.

MA can programmatically interact with the environment it visits, as well as with
other agents it meets in these places, with their consent. The MA usually travels in order
to receive the service offered to it in a remote place, independently implementing the
method, time and place of fulfilling the final goal set by the user.

The main advantages of mobile agents are: productivity; the ability to automate
processing processes; ease of software installation [16].

To solve the problem, the following types of mobile agents are offered:

• Agent Manager (central authority) conducts a decomposition of the initial problem
into separate subproblems, which are distributed among the Executive Agents, that
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is, in fact forms the logical structure of the system (1), and monitors meeting the
conditions (9), (10), (11).

• Executing Agent solves a particular task assigned to it by the Agent Manager;
• Client Agent constantly functions on each physical node ui ∈ U in order to control
the overall load, processor load and memory usage, as well as ensuring the safe
functioning of the mobile Executing Agent on this node, protecting the node from
potentially destructive actions of the agent.

Separately, we should focus on the Agent Manager as a mobile agent. It is assumed
that this type of agent, as a key element of the system, can also move through individual
nodes of the information system and, in principle, function on any available computing
device in order to prevent possible negative impacts on this type of agents.

Taking into account the specifics of the tasks solved by the information system, in
the process of work, implementing agents will process different types of data, for this
reason, it is proposed to use a fuzzy relational model as the basis of the implementing
agent.

R: A → B, R =

⎛

⎜⎜
⎝

r11 r12 · · · r1p
r21 r22 · · · r2p
· · · · · · rjk · · ·
rm1 rm2 · · · rmp

⎞

⎟⎟
⎠ (16)

where A = {A1,A2, ...,Am} - a set of linguistic terms defined on X with membership
functions μAi(x) ∈ [0, 1] for j = 1,…, m; x = (x1, x2, ..., xm) - a vector of fuzzy current
parameters of the network functioning; B = {B1,B2, ...,Bm} - a set of linguistic terms
defined on Y with membership functions f μBk(y) ∈ [0, 1] for k = 1,…, p; y – a fuzzy
output variable which value from 0 to 1 is an estimate of the presence of an anomaly;
rjk ∈ [0, 1], j = 1,…, m, k = 1,…, p.

When obtaining the values of terms A′ = {
A′
1,A

′
2, . . . ,A

′
m

}
- a fuzzy set reflecting

a vector of values of different types, including symbolic, variables with the values of
membership functions μA′

1
(x) ∈ [0, 1], it allows us to get an estimate of the anomaly as

a result of fuzzy inference

B′ = A′ ◦ (A → B)

The architecture of a multi-agent system is determined by the conceptual model of
the agent and the mechanism of interaction of agents in joint functioning [16].

Based on the analysis of the advantages and disadvantages, as well as the features of
the functioning of each of the currently known architectures (horizontally organized and
vertically organized) [10], this work uses a vertically organized architecture in which
only one of the levels has access to the level of perception and actions, and each of the
other levels communicates only with a pair of directly adjacent levels.

One of the advantages of such architecture is that the problem of managing the
interaction of levels is quite simple, since the output information of each of the levels
always has an addressee.

The disadvantage of a vertically organized architecture is the possibility of overload-
ing the execution (actions) level. It should be noted that this disadvantage is not critical
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and therefore does not have a tangible impact on the operation of the entire information
system as a whole.

3 Discussion

The application of the model proposed in this article in the construction of systems for
monitoring the state of industrial facilities will increase their reliability and safety due
to the dynamic redistribution of the performed logical functions for individual nodes of
the system in case of failures of individual nodes or communication channels as a result
of the impact of destructive factors of man-made, anthropogenic or natural character.

4 Results

The main result of the work is a model of a distributed information system with the
ability to dynamically distribute the functions performed over the physical nodes of the
system. The model is based on a matrix representation of physical and logical structures.
The formation of a set of equivalent transformations is performed subject to a number
of restrictions. The theory of multi-agent systems is used to implement the model. The
properties of the used mobile agents are described. A vertically organized architecture
of a multi-agent system was used.
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