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Preface

Asone of themost valuable assets for industrial systems, data has an enormous impact
on sustainable success of businesses to obtain competitive advantage. The increasing
size and variety of data has revealed new technologies that enable the analysis of big
data. Especially, after real-time data collection and storage are facilitated via smart
business and product concepts using digital transformation technologies, business
analytics provides a new dimension to enterprises when revealing new insights for
decision-making process by using the array of machine learning techniques on a
variety of structured and unstructured data under interdisciplinary environment. As
a pillar of business analytics, intelligent automated systems have come of age not
only because technologies have matured, but also in response to business needs. The
new generation of decision making is directly embedded in main business process
flows thatmove from insight to action in a rapid and optimalmannerwhile preventing
the limitations of earlier decision support techniques in terms of human intervention
and the time to analyze and maintain them.

In this context, this book not only introduces implementation aspects of busi-
ness analytics, but also provides theoretical background for its management-related
approaches and technologies with application cases. This book is divided into two
main parts. In the first part, methods, tools and technologies which are needed for
business data analytics will be introduced. Techniques used in descriptive, predic-
tive and prescriptive analytics are explained from the business perspective. In the
second part, the book addresses giving the comprehension of how businesses receive
application-oriented advantages of intelligent automation as an industrial strength.
To satisfy this objective, applications of the analytical tools to different areas of
the business functions are given. Detailed problems and their solutions for busi-
ness problems in various areas such as supply chain, marketing and CRM, financial,
manufacturing and human resources are presented with their Python codes.

Please note that all dataset and Google Colab Jupyter notebooks for applications
and case studies given in the chapters of the book can be reached from the following
links or QRCode: https://bit.ly/3E6RKWs, https://github.com/ITU-Business-Analyt
ics-Team.
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vi Preface

When the solutions for data-related problems about the management of business
functions in real-life industrial systems are concerned, inadequacy in theoretical
background can be observed due to challenges and complexities to the current tech-
niques. On the other hand, although a number of algorithms and methods have been
developed in scientific manner, very few of them have been validated on real-life
data and some obstacles may be encountered about their applicability. Therefore,
the book is triggered by the requirement for enhancing theoretical perspective of
professionals when bringing business analytics solutions for decision problems in
strategical, tactical and operational levels.

There are numerous books about business analytics, but none of them explain both
managerial and technological aspects of business analytics in an integrated frame-
work. In this situation, this book fills the gap between real-world business manage-
ment problems and solution techniques by providing comprehensive guidance for
managers about business analytics.

The intended audience of this book will mainly consist of researchers working
on the areas of business analytics, AI and machine learning intelligent automation
as well as practitioners such as business analysts, data scientists, IT professionals,
system integrators and consultants in various sectors. The book is also of interest
to graduates and undergraduates in business analytics, data science, engineering
management and industrial engineering.
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• Cigdem Kadaifci, Istanbul Technical University
• Dogan Oruc, Istanbul Technical University
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• Emre Cevikcan, Istanbul Technical University
• Erkan Isikli, Istanbul Technical University
• Hidayet Beyhan, Istanbul Technical University
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Business Analytics for Managers

Yakup Turgut, Yildiz Kose, Alp Ustundag, and Emre Cevikcan

1 Introduction

Humans are decision-makers. Career and lifestyle decisions such as starting a busi-
ness, purchasing a product, and investing in the future are all personalized decisions.
Managers also in businesses make many decisions every day. If there is one truth
that may be agreed upon about all managers, it is that they are overwhelmed by the
burden of decisions. Known as prioritizing and differentiating in business, budgeting
and scheduling are a few of these decisions. Since so many of these decisions are
complicated by incomplete data and poor information, it is often difficult to get an
accurate assessment of their impact on the future profits.

Moreover, the current business environment is characterized by constant change
and is getting even more difficult. Businesses in the modern world must always
be evolving in order to remain competitive. This is calling for an organization to
be flexible and fast-moving, making tough decisions at times as well as significant
and complicated ones. All of this may require a great deal of relevant data and
knowledge. The processing of those data must be done rapidly, often in real time, and
usually require computerized support within the context of the necessary decisions
[1]. Hence, ill-informed decisions will cause one to fail at business.

Fortunately, businesses are inundated with data at an astounding rate and volume.
Companies are recording and collecting enormous amounts of data every day. Big
data gathered on customer interactions and purchases will offer a variety of advan-
tages tomanagers, depending on how they are analyzed. The rise of data inmarketing
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from small to big sets is the impetus for great management that expands beyond
standard techniques.

Companies could vastly enhance their business operations through the use of busi-
ness analytics, such as data analysis, optimization, simulation, and machine learning
[2, 3].Business analytics (BA) is the science and art of incorporating quantitative data
into decision making. The goal of business analytics is to help organizations improve
their decision making with faster, better analysis. No business analytics activity is
ever performed in vain. They all seek to increase business value for the enterprise
[4, 5].

Recently, many transaction and management tasks have shifted to the cloud, with
computer and mobile-based tools in use for problem and issue analysis and solution
in many times when you need them. Growth in hardware, network, software, and
data storage resources can certainly be identified as major reasons for the analytics
industry’s recent surge. However, decision support and analytics have flourished
thanks to several key developments:

1. Enhancement of data management: Many organizations decide to store data
not only in their own databases, but also in external databases because they
have cloud storage. Data can be in the form of text, sounds, sounds/video, or
texts and graphics/videos. In many cases, sending data from locations over long
distances is unavoidable. Systems today can store, collect, search, and transmit
the data efficiently, all at low cost, without compromising security, quickly, and
cheaply.

2. Data warehouses and big data: It is virtually impossible to work with data
warehouses which contain a great deal of data because it is enormous and
unmanageable. Special methods, including parallel computing and Spark, are
made available to assist in the organization, search, and extraction of the data.
The costs of storing data and processing are steadily decreasing. Big data tech-
nologies have enabled gathering enormous amounts of diverse information from
a number of sources and in various shapes and forms.

Somore advanced analytics and data management and business intelligence tools,
including the use of data warehouses, data mining, and cloud-based systems, are
essential to today’s management.

Some past components of computerized decision making, formerly branded as
computer support, havemostly been supplanted by terms like “analytics” in the recent
past. The analytics literature states that analytics is the art of developing actionable
recommendations based on data derived from past experience and insight [6]. Other
organizations, of course, have developed their own viewpoints about analytics, too.
According to The Institute for Operations Research and the Management Sciences
(INFORMS), analytics is the scientific process of translating data into discoveries
that improve the decisionsmade. Before delving into the details of business analytics,
it is necessary to define a few key terms for readers: A model is a simplified repre-
sentation of a real-world system, concept, or object. The representation may be in
written or verbal terms, a graphical representation, or a mathematical representa-
tion. A model can be used to codify a wide variety of decision problems. Models
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Fig. 1 Simple nature of
models

encapsulate the essential characteristics of a problem and portray them in an easily
understandable format. It enhances the intuition of decision-makers by providing
alternative perspectives and enabling a clearer analysis of a given situation. Models
used in business applications are primarily composed of three components, as illus-
trated in Fig. 1. The term input refers to any data or parameter required for the
model’s computational execution. On the other hand, output refers to any data that
has been generated as a result of the execution of a model.

Data analytics is the process of looking at massive amounts of datasets to discover
and unveil trends and insights that lead to operational and strategic decisions. Busi-
ness analytics is concerned with analyzing various types of data in order to make
data-driven business decisions and implementing changes as a result of those deci-
sions. Gaining insight from data is a fundamental aspect of business analytics. The
main application of business analytics is the detection and resolution of problems
by taking advantage of information obtained from data analysis [5, 7]. Business
analytics is not really a separate field; rather, it is an umbrella term that can describe
the field because it includes the term “business”. Before getting into the analysis of
the business, it is essential to have a firm understanding of the business basics. One
of the critical components of business analytics is domain knowledge. An effective
business analytics solution requires an in-depth understanding of industry functions,
industry terminology, industry data handling, and industry obstacles that may arise
(Fig. 2).

Business intelligence (BI) is an umbrella term referring to analytical and reporting
tools used to determine historical data trends. Insight-based reports, dashboards, and
visualizations (all BI presentations) are key distinctions between analytics and BI.

Fig. 2 Main components of BA



6 Y. Turgut et al.

According to INFORMs, business analytics can be classified into three types:
descriptive, prescriptive, and predictive. Notably, there is a subset of descriptive
analytics known as “diagnostic analytics” that is concerned with the question “Why
did it happen?” [8]. Four basic analytics application approaches for businesses are
detailed as follows:

Descriptive analytics: This term is the fundamental type of business analytics.
Most analytics tasks deal with summarizing business activities and therefore are
called business reporting. At this level, analytics activities include the creation of
reports summarizing business activities in order to answer the question, “What is
happening?”. The reports provide static snapshots of business activity on a schedule
(i.e., daily), as well as real-time performance snapshots with advanced features in
dashboards that may be crafted and designed by the decision-maker (e.g., weekly or
quarterly).

Diagnostic analytics: Rather than explaining what just occurred, diagnostic
analytics asks the question of “Why did it happen?”. It utilizes exploratory data
analysis techniques such as visualization, business intelligence, and data mining in
order to ascertain the underlying causes of a given problem.

Predictive analytics: Once descriptive data has been done, organizations want to
learn the answer, “What will happen?”. It uses the data to predict what will happen in
the future. The concept of prediction involves projecting what some variables might
be like in the future, such as market demand, inflation rate, and market trends.

Prescriptive analytics: It is the most advanced level of analytics. While descrip-
tive analysis seeks to give an overview of what happened and prediction analytics
helpsmodeling and predictingwhatmight happen, prescriptive analysis aims to iden-
tify, given the known parameters, the best solution or result among various choices. It
provides answers to the question of “What should we do?”. In other words, prescrip-
tive analytics is seen as the precursor to better business performance and can also
be described as proactive decision making ahead of time. Figure 3 illustrates the
relationship between time complexity and added value for four different types of
business analytics. The four types of analytics are illustrated in Fig. 3 by drawing
inspiration from the study [9]. Techniques that can be used in analytical types are
indicated in Table 1.

The data processing capabilities used in analytics include structured and unstruc-
tured data. The term “structured data” refers to data that is quickly and readily
interpreted by computers with data structures.

A relational database stores structured data, while documents, videos, and
photographs, as well as web pages that contain all of these, are unstructured. Semi-
structured data is structured data that does not adhere to the table structure of rela-
tional databases or other table-based models, but nevertheless hashtags or hierar-
chies to distinguish between different types of records. Semi-structured documents
have become increasingly prevalent since the advent of the Internet where full-text
databases are no longer the only tool for sharing information. Table 2 summarizes
the fundamentals of these data structures.
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Fig. 3 Classification of business analytics techniques according to computational complexity and
value

Table 1 Used techniques for the applications of analytics approaches

Type of analytics Used techniques/methods

Descriptive Data aggregation, statistical analysis, data mining, machine learning

Diagnostic Data mining, machine learning, drill down, feature extraction, feature
selection

Predictive Machine learning, data mining, probabilistic models, statistical analysis

Prescriptive Mathematical programming, probabilistic models, machine learning, data
mining, evolutionary computation, simulation, logic-based models

Table 2 The classification of data structures

Structure data Semi-structured data unstructured data

Definition Data that is highly
organized and in a
spreadsheet format

Slightly organized data Data that lacks a
predefined
organizational
structure and a
predefined format

Example data formats Relational databases,
Excel spreadsheets

HTML files, JSON
files, XML files

Image files, video
files, sound files

Data processing The data is completely
machine-readable,
which is why analysis
does not require heavy
preprocessing

Some preprocessing is
necessary before a
computer can analyze
it

Typically requires
significant
preprocessing before
being analyzed by a
computer
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Analytics in Practice: Tesco Company

Tesco is an international supermarket based in Welwyn Garden, England [9]. This
corporation ranks third in the amount of gross revenue and ninth in terms of revenues
and profits, according to market authority. It operates stores in five countries across
Europe and is the market leader in the UK’s grocery market. Tesco operates a diverse
range of businesses and desires that their goods be purchased by all. Tesco’s objective
is to maintain long-term customer loyalty and offer them better products. Tesco’s
business operations must be efficient in order to accomplish these objectives. Tesco
may utilize various kinds of business analytics in any number of ways to excel their
activities. The following are just a few of them:

Descriptive Analytics: Through this process, managers can access standard and
custom reports as well as getting into the data to look for patterns and trends. A
manager can employ descriptive analytics to address the following sorts of questions:
“How much revenue and profit did we make last month?”, “How much revenue did
we receive in each region?”.

Diagnostic Analytics: It can be used to handle the following types of questions:
“Why have our sales declined in certain regions?”, “What are the possible causes of
stock outs during certain seasons?”.

Predictive Analytics: It can be used to handle the following types of questions:
“Which items are most likely to run out of stock in the coming week?”, “How does
the price cut affect customer demand?”.

Prescriptive Analytics: It can be used to handle the following types of questions:
“How should Tesco segment its stores?”, “How much stock should Tesco keep for
online and in-store sales?”.

While professionals recognize the benefits of business analytics in their organiza-
tions, there are some significant issues that must be addressed prior to implementing
BA. A challenging issue that data professionals will need to confront in the next
decade is better understanding how to utilize big data and business analytics in order
to create business value [10, 11]. As an organization, to successfully meet these
challenges, project management must be used to implement the BA tools.

1.1 Decision-Making Process

Decisions aremade at all levels of organizations by people who aremanagers or tech-
nical staff. People wish to be able to justify the decisions so that the reasons why they
make are easily understood [12]. Some questions arise in organizations, and some
decision making with different levels such as operational, tactical, and strategic is
required to answer these questions. Strategic-level decisions are described as “what”
the company expectations to achieve and related to the goals of the company are.
The strategic-level decisions are oriented to future aspects and have high uncertainty.
Tactical-level decisions are efforts to demonstrate how the company will achieve its
goals. Operational decisions are daily operations in functional area of the company.
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Decision making is simply defined as choosing a plan of action from a set of
alternatives to achieve the desired outcome for a particular problem. Several factors
affect decision making, including risk, changes in the environment, time pressure,
contradictory objectives, many alternatives, and group or individual agents. Deci-
sion making is carried out by several agents (such as human agents and software
agents) communicated between each other rather than being the task of one person
or one group [13]. The characteristics of decision-making situations that emerge
under changing environment over time also change. Decision-makers may consent
to choose an acceptable decision in place of the optimum decision due to time
constraints or cost. Decision making becomes complicated under incomplete infor-
mation consisting of uncertainty, risk, and ambiguous information. Therefore, the
complexity of the decision-making process increases in the case of involving afore-
mentioned factors. However, the ability of effective decision making provides high
performance and competitive advantage of the organization. Since management
support in decision making supports organizational learning, knowledge manage-
ment, and technology sourcing in terms of competitive advantage, decision-making
process should be a part of the overall organization strategy [14].

Types of decision making are divided into two categories: programmed decision
and non-programmed decisions [15]. Programmed decisions develop a guideline
to follow. Decisions whose components or variables are known can be measured
quantitatively. Non-programmed decisions are unstructured decisions that are gener-
ally based on components or variables that are not measured quantitatively. Deci-
sion making is performed via information, and a manager’s intuition, and judg-
ment. Figure 4 exhibits the relationship between decision levels and decision types.
While the strategic decision-making level mostly deals with non-structural decisions,
operational-level decision making is related to structural decisions.

After giving main definitions, it will be meaningful to mention about transitions
among remarkable breakthrough in decisionmaking. Decision support system (DSS)

Fig. 4 Types of decision
making
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is a computer-based system supporting decision-makers in solving unstructured prob-
lems rather than replaces them with automates decision making. DSS emphasized
facilitating decision process [16]. Besides, DSS provides value added to the decision-
maker and enhances the analytical capacity of firms to evaluate information and create
new knowledge [17].

With the integration of AI into traditional decision support systems, efficiency in
the decision-making process increases, and higher autonomous levels are achieved.
The system, called intelligent DSS or information-oriented DDS, includes the appli-
cations of rule-based expert systems or machine learning techniques [18]. Such a
system is useful in a complex and volatile environment for managers or decision-
makers to make faster decisions and change them quickly as needed [19]. Moreover,
the fact that machines have the ability to continuously learn or the “self-learning”
trait generates the autonomous decision-making process.

Basically, decision-making process consists of six steps: situation analysis, alter-
native search, alternative evaluation, objective and criteria setting, making decision,
and decision review [15]. Also, in decision-making process, the requirements are
determined, various criteria are considered, and the alternatives are evaluated [12].

The development of modern business analytics originated from the requirements
of both organizational decision making and complex problem solving. The right
decision making is the sign of a successful business analytics. Traditional business
decisions are made mainly by people based on available information. Unfortunately,
the perception and judgment of the humanmindwill changewhen information inputs
or psychological factors change. Therefore, business analytics should also be able
to deal with uncertainty and risk on behalf of effective decision making. Business
analytics and related technologies such as artificial intelligence (AI), cloud-based
system, and data mining can improve an organization’s business and markets. AI
enables modeling human reasoning and learning from examples. Moreover, soft
computing, known as the AI method, incorporates imprecise and uncertain infor-
mation into computer programs [20]. With the aforementioned developments and
dynamic conditions, conventional steps in the decision-making process should have
been modified comprehensively in order to gain value from the use of business
analytics [21]. Moreover, managers spend much of their time in the evaluating alter-
natives stage. In the business decision, there are not the time or money to search for
all alternatives. There is an increasing need for informational assistance to facilitate
decision-makers to produce fast and feasible decisions [22]. Therefore, the business
decision-making process should be reconfigured for organizations in terms of project
management. Table 3 shows the stages of the reconfigured decision-making process
based on predictive business analytics.

The decision-making process as given in Table 3 basically includes the struc-
turing of the problem, the construction of the decision model, and the analysis of
the problem. These three basic stages are not enabled to realize without cooperation
among the data, business, and information technology (IT) departments within the
organization. Since the prerequisite for effective business analytics is the availability
and sustainability of readily available high-quality data, data analysts provide that
relevant and accurate data which is available for analytical use from sources within
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Table 3 Stages of decision-making process for predictive business analytics projects

Stage Action

Business analysis Define the business problem

Identify the necessary variables for basic and alternative
models

Determine the estimation horizon and variable frequency

Data integration and extraction Integrate data from different sources

Extract inaccurate and inconsistent data

Identify incomplete information and related methods

Determine and apply methods for outlier values in data

Variable analysis Calculate the importance of variables

Decrease data size and number of variables (PCA, factor
analysis, clustering etc.)

Visualize data

Modeling Determine forecasting algorithms and methods

Measure and compare forecasting and estimation
performance

Detect insufficient and excessive compliance situations

Determine the contribution of variables to forecasting
performance

Construct the final model

Result analysis Adjust hyper-parameters for performance improvement
(fine-tuning)

Understand the actions implied by the model

Determine the implications of the action

Implementation of the results Incorporate the solution into the company

Monitor the results

Calibrate the result according to decision-maker
requirements

and outside the organization according to the problemdetermined. In addition, appro-
priate governance arrangements need to be made to ensure data sustainability [23].
Qualified people in the business unit with the analytical mindset that helps to derive
business value from BA ensure that the right model is selected and the model is set
up correctly as well as analyzing unstructured data. IT, on the other hand, is comple-
mentary to both data and business units, via a platform based on an autonomous
infrastructure in order to accelerate the solution of the developed model and ensure
data sustainability. Consequently, the most appropriate way of working would be to
build collaboration among data, business, and IT on analytical projects in terms of
organizational business value. Last but not least, no matter how good the technical
infrastructure system is, it will not be possible to benefit from the system unless the
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employees in the organization are motivated to use the system and have sufficient
knowledge of how to use the system effectively [24].

In the business decision-making process, data are compiled fromcompany reports,
documents, interviews, or statistical sampling, and their accuracy is ensured. Models
developed to solve the problem can be physical, logical, scale, schematic, or mathe-
matical. Mathematical models can be deterministic or probabilistic. In the determin-
istic models, all values are known. Operational research (OR) as science and source
of IT evaluation models includes the use of these models by human decision-makers
in organizations [17]. The problems are assumed to be exhaustively described with
parameters, data, and possible decision outcomes. Objective functions are gener-
ated according to data and parameters to measurements of decision outcomes. It is
assumed that these objective functions yielding as a result of performing the model
correspond to the best decision [13]. Results should be tested before proceeding to
the analysis phase in order to ensure the accuracy of the model. In the analysis phase,
sensitivity analysis is performed by changing the input values and parameters.

Critical points of the reconfigured decision-making process are investigated
according to stages.Modeling and testing stages are essential due to their complexity,
expensive, and time-consuming efforts. After the modeling, even if the model is
accurate, its verification should be tested and fine-tuning should be made. Generally,
testing amodel becomesmore difficult as long as the information is non-quantifiable.
While trial-and-error experimentation may result in the loss, experimentation with
the real system may only occur once. When the model is established, the accuracy of
the model should be provided. Assumptions used in the construction of the decision
modelmay underestimate some essential real-life points. The fact that the established
model produces a single solution creates an obstacle in front of the development since
it will create a limiting effect on the decision-maker. Thereby, the model should have
focus on predictability over parametric adjudication. While explaining the analytic
approach to decision-makers is time-consuming, understanding the decision-making
procedure is important. Although knowledge exists in the organization, it may not
be optimally distributed in some cases to the decision-making process. In other
words, some bottlenecks occur in the flow of information due to the lack of cognitive
insights. As for data collection stage, data integration may take time and money due
to gathering information from different sources. The information collected needs to
be extremely accurate for the business analytics in order tomake the decision-making
process reliable. To achieve reliable data output, it is necessary to concentrate on the
term “garbage in, garbage out (GIGO)”. Generally, GIGO is used to describe failures
in the model established and decision making eventually, due to poor quality data. In
addition, conflicting perspectives and different expectations from different depart-
ments of the organization are some of the challenges in the data collection as well as
problem definition stage. However, an accurate model represents real-life conditions
in a more sensitive manner saving time and money in the decision-making process.
Also, the prescriptive decision model helps not only in problem solving but also in
communicating problems and solutions to different agents.
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2 Applications

Even if organizations regularly update their business data, there are several limita-
tions like finding the necessary time to review them, determining the data means,
and not knowing what to do. In other words, it is difficult to incorporate data-
centric approaches into organizations’ decision-making processes, and it is not
certain that the expected benefits will be achieved [25]. Therefore, recently, busi-
ness analytics has become a very popular application area for practitioners and
researchers in both academic and business communities [26]. Business analytics
provides the technologies andmethodologies that improve decisionmaking and busi-
ness data understanding. Especially, competitive companies benefit from program-
ming languages such as Python and R in order to analyze business data and effective
decision making. Business analytics is a common tool for applications areas such as
planning, scheduling, supply chain analysis, marketing analysis, inventory analysis,
project planning, and capital budgeting in different industry sectors such as manufac-
turing, telecommunications, finance, health care, consumer products, and transport
(see Fig. 5).

The evolution and applications of business intelligence and analytics are divided
into three eras (see Fig. 5) in terms of their key characteristics and capabilities. The
first era, where data is mostly structured, is related to data collection, extraction, and
analysis of industries. Statistical analysis and data mining techniques are already
included in business intelligence software offered by Oracle, IBM, Microsoft, and
SAP for some actions such as dimensionality reduction, clustering, classification,
regression analysis, and forecasting modeling. As for the second era, the Internet

Fig. 5 Characteristics of business analytics
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and web are used frequently for data collection and analytical research for business
decision making through various text and web mining techniques. In the third era,
sensor-based Internet-enabled devices equipped with RFID, barcodes, and radio tags
(Internet of things) are addressed to support highly mobile, location-aware, person-
centered, and context-relevant applications [26].

The fundamental content of business analytics is stated in Fig. 6. Almost all
departments of an organization adopt business analytics for their own purposes,
create the process in terms of project management accordingly, and apply it in the
required field.

To make the application areas more understandable, sector-oriented applications
are mentioned in the following paragraphs.

Companies adopting digitized business models, such as Google, Netflix, Uber,
and Airbnb, operate the decision-making process using techniques such as AI,
blockchain, cloud system, and data mining. Since the data collected from the web
are less structured, text analysis and sentiment analysis are frequently used for these

Fig. 6 Content of business analytics
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firms. For example, Netflix collects data from its 151 million subscribers and cate-
gorizes movie reviews such as liked, loved, and hated to recommend movies to
the customer according to their requirements [27]. Meanwhile, in a decision-making
process that handles decreasing sales volumes, the media company determines a new
pricing strategy with a business analytics mechanism. The pricing strategy generates
different pricing strategies, considering regional price differentiation, and estimates
sales and subscription volumes.

Since the existing decisions in the healthcare system are generally related to the
prediction of an outcome, techniques based on prediction modeling, such as machine
learning, neural networks, and deep learning, are among the most used. Thanks to
the integration of analytics applications to the information system in health systems,
unnecessary hospital stays can be prevented, care delivery models can be improved,
and costs can be decreased. The health information system which is compatible with
the goals of the method with a business mechanism that can monitor the clinical
practices and results of physicians is presented [28]. Kaiser Permanente, which is an
American integrated managed care consortium, provided better clinical practice by
means of electronicmedical record service [29]. Another case analysis in themedical
field is the application of a machine learning-based disease prediction system [30].

Data collected from assets and information technologies in the manufacturing
industry are analyzed to support business intelligence decisions in the manufacturing
industry. Sensor data are stored as a result of high-quality modeling of the current
state of physical assets in the workshop, called digital twins, in a virtual environment.
With machine learning techniques to be selected in accordance with these data,
many decisions can be made that provide lean and more efficient production in the
manufacturing industry [18]. In the automobile industry, AUDI collected data from
cars driven by 70 AUDI managers in a pilot project, recording 500 data points per
second. This data includes parameters such as driving behavior depending on car
type, usage time, mileage, and favorite radio station. The analysis of these data
provided the basis for the development of services based on automobile data [31].
On the other hand, total quality management technique in the field of manufacturing
can be an example of using business analytics [21].

In the financial sector, companies aim to provide investment advice at a low cost
and to rebalancing portfolios over time. For example, the investment firm Vanguard
established a new “Personal Advisor Services” (PAS) system that combined auto-
mated investment advice with the guidance of human advisors via AI. Thus, it has
increased customer satisfaction, reduced costs, and quickly raised more than $80
billion in assets under management [32]. Another financial case, CitiBank, can mini-
mize financial risk and pinpoint fraudulent behavior using real-timemachine learning
and predictive modeling [29].

Companies in the aerospace industry are becomingmore competitive and efficient
with successful AI applications. At NASA, 86% of human resources applications
were carried out without human intervention by means of RPA, which is a busi-
ness robotic process automation technology based on AI [32]. Airbus used AI to
investigate a production problem, analyze a vast amount of data, and make effective
decisions [29].
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Business analytics can be performed for a company in the transportation sector,
considering some parameters such as the changing frequencies, capacities, vehicle
types, and fleet structure. The aim is to generate optimal revenues by modeling and
simulating the effects of changes on route revenues. Also, transportation compa-
nies aiming to determine passenger capacities and prevent passenger overflows by
managing the traffic center with a decision support system can benefit from business
analytics techniques on the behalf of establishing a simulation system.

Another case is related to multi-mode database analysis. Data compiled from
multi-mode databases through voice-controlled interfaces enable the use of voice
and sound analytics in business research. New targets are determined in business
decisions by analyzingdata collected fromvoice-controlled interfaces such asGoogle
Assistant, Amazon Alexa, or Siri. The R programming language is used for the
analysis and processing of audio files collected from such voice-controlled interfaces.
Specifically, the analysis of Amazon Alexa app’s audio files distinguishes different
emotional states of consumers and provides shopping-related implications such as
purchasing probability and accuracy as input to machine learning models [33].

AtMcCann Japan company, which operates in the field ofmarketing, better adver-
tisements were produced using the information of historical advertisements in the
data collected by a robot designed with AI technology [29].

New applications of network analysis may include online virtual communities,
criminal and terrorist networks, social and political networks, and trust and reputation
networks [26].

Further information on BA applications can be found in [27, 29].

3 Summary

To get ahead in today’s rapidly changing business world, managers need new and
cutting-edge decision-making tools to aid them in their endeavors. To find answers to
all of your business needs, business analytics encompasses multiple analytic tools,
some of which are technical and others of which are simply creative. This term
“business analytics”, originally coined by business world, may be the best metaphor
for that specific group of tools geared toward turning raw data into useful insights
through a process that is systematic and rigorous. Many studies in the application
section demonstrate that BA has already established itself as a business enabler in
many businesses. So far, it is safe to say that BA represents an amazing paradigm-
shifting opportunity.

To learn about business analytics, this chapter presents a holistic, overarching
characterization of the subject as it is found in the real world, an issue for explo-
ration, a methodology for decision making, and a place for businesses. It covers
some variety elements that relate to business analytics such as the historical develop-
ment, the current situation, needs, and issues. In a nutshell, this chapter discussed the
following fundamental concepts related to theBA: definitions of basic terms and their
interdependencies, decision-making processes and BA relationships, data structures
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in BA, methodologies used in BA applications, how BA is used in real-world situ-
ations, the steps of BA applications, the boundaries of BA, and the essential points
for organizations thinking about incorporating BA in their organizations.

It is essential to have a solid understanding of a few essential points before busi-
nesses use business analytics to improve their business processes. These points are
summarized in the following paragraphs, so read on to learn more.

Although the business analytics decision-making process consists of sequential
steps, feedback loops may occur in some cases.

Modeling nonlinear relationships in a high-dimensional space via AI tools,
complexity of real-life can be better represented by thesemodels. Themain difference
of business analytics is that it creates a boundless platform by creating integration
between multiple disciplines such as behavioral sciences, psychological factors, and
human judgments as well as technical aspects.

As with other competencies in an organization, the successful implementation
of the BA approach hinges on several organizational-specific factors other than
merely the handling of data and data analysis, data processing, and technological
issues. Major aspects are ensuring everyone has a clear understanding of the orga-
nization’s goals, while developing an analytics-friendly workplace; employing a
management philosophy that recognizes and supports the use of business analytics;
and implementing methods for avoiding bias due to ignorance, anxiety, or coercion.

Data management within the organization is a major requirement for BA-oriented
applications to succeed. Data collected in a variety of formats from a variety of
sources must be filtered through the project leader. Additionally, by instituting a
discipline to improve the data management process within the organization through
BA applications, it is necessary to ensure the continuity of data flow among stake-
holders by storing the desired data in the appropriate format and sharing it during
the specified time periods, i.e., ensuring data sustainability.

A large part of this book deals with explaining quantitative approaches that can
be applied directly to your work. This book is about applying several quantitative
methods with your hands-on experience in mind. In the hands-on chapters, a variety
of quantitative approaches described and their implementation are examined in a
multitude of diverse business environments. This book includes several examples
from the fields of businesses, marketing, business, accounting, and other fields of
business, as you will see.
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Descriptive Analytics

Nizamettin Bayyurt and Sefer Baday

1 Introduction

In this chapter, descriptive analytics and statistical analyses are introduced. Specif-
ically, data exploration and visualization, probability distributions, statistical infer-
ence, and Bayesian statistics are explained. Along with theory, practical applications
on a sample data set are provided. Applications are performed using the following
Python libraries: Pandas, Seaborn, and Statmodels.

2 Key Definitions

Statistics is the collection of methods for analyzing data. It allows examining the
relationships between variables, making predictions and forecasts. In terms of its
subjects, statistics is classified into two types: descriptive and inferential statistics.
Descriptive statistics describe data by charts and graphs while inferential statistics
allows making predictions.

Data is information gathered about a problem. It can be classified into two types:
quantitative data and qualitative data. Quantitative data: numerical or countable data.
These kinds of data can be subdivided into two: discrete or continuous data.

• Discrete data: This type of data consists of whole numbers (0, 1, 2, 3…), for
example, the number of children in a family.
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Table 1 View of IBM SPSS data

gender age educ jobcat salary salbegin jobtime prevexp

Male 43 15 Manager 57,000 27,000 98 144

Male 37 16 Clerical 40,200 18,750 98 36

Female 66 12 Clerical 21,450 12,000 98 381

Female 48 8 Clerical 21,900 13,200 98 190

Male 40 15 Clerical 45,000 21,000 98 138

• Continuous data: Data that can take any value within an interval, for example,
people’s height (between 50 and 210 cm) or weight (between 50 and 150 kg).

Qualitative data: non-numeric or categorical data. It measures qualities and
generates categorical answers. (color, gender, and nationality).

A variable is anything that can take different values across data set (e.g., age, salary
or gender). Scales of measurement tell us how precisely variables are recorded.

There are four types of scales: nominal, ordinal, interval, and ratio.

• Nominal Scale: The data can only be categorized (e.g., gender, ethnicity, marital
status, etc.)

• Ordinal Scale: The data can be categorized and ranked (e.g., preference level;
first, second, language ability; beginner, intermediate, and advanced

• Interval Scale: The data can be categorized, ranked, and evenly spaced. The
differences of observations are meaningful (e.g., exam scores, salaries)

• Ratio scale: The data can be categorized, ranked, evenly spaced, and has a natural
zero. The ratio of observations is meaningful. (e.g., height, age, weight, etc.)

Employee data from IBMSPSS data files was used for this chapter’s applications,
which included the annual salary, starting salary, age, gender, job time, previous
experience, and job type of 474 employees.

The information is presented in Table 1.

3 Descriptive Statistics

3.1 Frequency Distributions

The distribution created by finding how many times the observations in a variable
repeat is called frequency distribution.When the number of observations is large, data
is first divided into certain classes, and the table showing the number of observations
falling into these classes is called the classified frequency distribution.

The education frequencies are depicted in Table 2. Employees’ educational back-
grounds range from 8 to 21 years. There are personnel with 12 years of education
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Table 2 Education frequency Education Count Percentage

8 53 0.111814

12 190 0.400844

14 6 0.012658

15 116 0.244726

16 59 0.124473

17 11 0.023207

18 9 0.018987

19 27 0.056962

20 2 0.004219

21 1 0.002110

the most (190 people) and then with 15 years of education (116 people). The rela-
tive frequencies of those are given in the last column. 45.08% of employees have a
12-year education, whereas 24.47% have a 15-year education.

Table 3 shows the frequencies of education by gender. There are no women with
higher education levels (>17); however, there are more women with lower education
levels than men (8, 12).

Salary is a continuous variable. For the frequency table, it must be divided into
classes. The number of employees per class is given in Table 4 when it is divided into
ten classes. The first class (15,630.749–27,675] has the greatest number of employees
(210). The number of employees per class reduces as the salary rises.

Table 3 Education
frequency by gender

Education Female Male All

8 30 23 53

12 128 62 190

14 0 6 6

15 33 83 116

16 24 35 59

17 1 10 11

18 0 9 9

19 0 27 27

20 0 2 2

21 0 1 1

All 216 258 474
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Table 4 Salary frequency Salary interval Frequency

(15,630.749, 27,675.0] 210

(27,675.0, 39,600.0] 159

(39,600.0, 51,525.0] 38

(51,525.0, 63,450.0] 28

(63,450.0, 75,375.0] 22

(75,375.0, 87,300.0] 8

(87,300.0, 99,225.0] 4

(99,225.0, 111,150.0] 4

(111,150.0, 123,075.0] 0

(123,075.0, 135,000.0] 1

3.2 Measures of Central Tendency

Measures of central tendency are the measures that allow us to learn about a series
tendency and make various comparisons. These kinds of measures are used to find
out which values the data tend toward. The measures are classified as sensitive and
insensitivemeasures. Sensitivemeasures are arithmeticmean,weightedmean, square
mean, harmonic mean, and geometric mean while insensitive measures are mode,
median, and quartiles. The reason why they are called sensitive is that all the values
in a variable are taken into account in calculation. This method of calculation pulls
the mean toward the extremes, making it difficult to make an accurate estimation,
especially in the case of extreme values in the variable.

Mean is the average of a variable. Mode is the most frequently observed value
in a variable and median is the middle value when the variable is sorted in order of
magnitude.

The P-th percentile in the ordered set is that value below which lies P% of the
observations in the set. Quartiles are the percentage points that break down the
ordered data set into quarters. The first quartile is the 25th percentile. It is the point
below which lies 1/4 of the data. The second quartile is the 50th percentile, which is
the median, and the third quartile is the 75th percentile.

Table 5 shows summary statistics for numerical variables in the data set. The
mean, standard deviation, minimum and maximum values, and first, second, and
third quartiles of the variables are shown in the table. The second quartile and the
median are the same.Theyoungest employee is 24years old, the oldest is 66 years old,
and the average age is 38.67 years old, according to the table. 25% of the employees
are under the age of 24, 25% are between the ages of 24 and 33.5, 25% are between
the ages of 33.5 and 47, and 25% are between the ages of 47 and 66 years.
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Table 5 Summary statistics for numerical variables in the data set

Age Educ Salary Salbegin Jobtime prevexp

count 474.00 474.00 474.00 474.00 474.00 474.00

mean 38.68 13.49 34,419.57 17,016.09 81.11 95.89

std 11.77 2.88 17,075.66 7870.64 10.06 104.56

min 24.00 8.00 15,750.00 9000.00 63.00 0.00

25% 30.00 12.00 24,000.00 12,487.50 72.00 19.25

50% 33.50 12.00 28,875.00 15,000.00 81.00 55.00

75% 47.00 15.00 36,937.50 17,490.00 90.00 138.75

max 66.00 21.00 135,000.00 79,980.00 98.00 476.00

3.3 Measures of Variability

Various measures of distances of observations from each other or from any mean
value in a variable are calledmeasures of variability.Mean value of a variable alone is
not sufficient to understand the variable. In addition to mean, measures of variations
are also useful. Some of the measures of variability are;

• Range: Difference between maximum and minimum values
• Interquartile Range: Difference between third and first quartile
• Variance: Average of the squared deviations from the mean
• Standard Deviation: Square root of the variance

4 Data Visualization

Data visualization is the process of displaying data with graphs. Graphs show
meaningful relationships in data, making the data easier to understand and interpret.

Bar Graphs

Bar charts are one of the most popular ways of visualizing data. Heights of rectangles
represent group frequencies. It is used for categorical data. The chart in Fig. 1 depicts
the distribution of jobcat variable, which includes clerical, manager, and custodian.
The frequencies are represented on the vertical axis.

The average salaries of these three groups are shown in Fig. 2. Managers are paid
twice as much as the other two groups, as shown in the graph. Although custodians’
incomes appear to be slightly higher than clericals’ salaries on average, the salaries
of clericals and custodians seem to be equal.

Next graph (Fig. 3) was created to see if there is a wage disparity between men
and women in similar roles. As can be shown, men receive more salaries on average
than women in all groups. There is not security woman in the data set.
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Fig. 1 Bar plot of category
distribution

Fig. 2 Bar plot of average
salaries for job categories

Fig. 3 Bar plot for average
salaries of job categories
grouped by gender
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Histogram

Histograms show frequencies on the vertical axis and class intervals on the horizontal
axis. Each box is assigned to a class. It is used for continuous data. The histogram
of the variable salary is shown in Fig. 4. Salary seems to be skewed right rather than
distributed normally.

Pie Charts

Categories represented as percentages of total. It is used for categorical data. In
data set, 76.6% of the employees are clerical, 17.7% are managers, and 5.7% are
custodians (Fig. 5).

Box Plot

In this chart type, five statistical summaries are seen together. These are; max, min
values, first, second, and third quarters. It is useful for numerical data.

Fig. 4 Histogram for
salaries

Fig. 5 Pie chart for job
category distribution
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Fig. 6 Box plot for salary

The salary variable’s box plot graph is presented in Fig. 6. The minimum wage is
$15,000, while the maximum salary without outliers is little less than $60,000. The
three lines in the box represent the first quartile value of $24,000, the median value
of $28,000, and the third quartile value of $36,000.

A box plot graph of salary and education is shown below to illustrate how salary
varies at different levels of education (Fig. 7). As one’s education level rises, so does
the salary, as well as the variability of the salary.

Line charts

These are used to display changes or trends in data over a period of time. It is useful
especially for time series.

Fig. 7 Box plot for salary
grouped by education
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Fig. 8 Heat map for correlation of numerical variables

Heat maps

Heat maps represent individual values from a data set on a matrix using variations
in color or color intensity. A heat map for correlation of numerical variables is given
in Fig. 8. Thanks to a divergent color map, it is easier to detect highly positively or
highly negatively correlated variables.

Scatter Plots

These types of graphs are used to identify and report any underlying relationships
among pairs of data sets. Each point represents an observation. It is useful for
numerical data. A scatter plot for current salary versus beginning salary is given
in Fig. 9.

5 Discrete Probability Distributions

5.1 Binomial Distribution

An experiment named as Bernoulli process if it possesses the following properties
[2]:

1. The experiment consists of repeated trials.
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Fig. 9 Scatter plot
beginning salary versus
salary

2. Each trial has two possible outcomes that may be classified as success and
failure.

3. The probability of success, p, in a trial remains constant in each trial.
4. The repeated trials are independent of each other.

The number x of successes in n Bernoulli trials is called a binomial random
variable. The probability distribution of this discrete random variable is called the
binomial distribution. The number of successes in n independent trials is

b(x; n, p) =
(
n
x

)
pxqn−x where x = 0, 1, 2, …, n and p + q = 1.

Here is an example for the application of binomial distribution. The probability
of a person has H. pylori infection in a country is 0.73. If 50 people are randomly
selected from the population, the probability that 10 of them will have H. pylori is a
binomial distribution where n = 50, x = 10, p = 0.73, and q = 0.27.

5.2 Poisson Distribution

Poisson distribution is a discrete probability distribution used to determine the prob-
ability of a number of successes per unit of time, when the events are independent,
and the average number of successes per unit of time remains constant [2].

f (x) = e−λλx

x ! where x = 0, 1, 2, …., is the number of successes per unit time, and
λ is the average number of successes per unit time.

If four accidents occur on average per month at Istanbul’s Taksim Square, the
probability that at most two accidents will occur in the following month is a Poisson
distribution where λ = 4
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6 Continuous Probability Distributions

6.1 The Normal Distribution

Oneof themost important distributions for continuous randomvariables is the normal
distribution. The reasons of this are that most of the continuous random variables
observed in our daily life are showing the normal distribution, and the normal distri-
bution is used as the basic distribution in statistical inferences. For example, the
monthly returns of an investment, theweekly sales of a company, theweights, heights,
or IQ level of people are approximately normally distributed. The probability density
function of a normally distributed X random variable [1].

N
(
x;μ, σ 2

) = f (x) = 1√
2πσ 2

e− 1
2 (

x−μ

σ )
2 − ∞ < x < ∞ (1)

μ: the mean of the random variable.
σ 2: the variance of the random variable.
e = 2.7182818… constant, π = 3.1415926… constant.
Normal distribution is bell-shaped and symmetric (Fig. 10). Because the distri-

bution is symmetric, one-half (50%) lies on either side of the mean. Because mean
divides the distribution into two equal parts and it has the highest frequency, it is
median and mode at the same time.

Normal distribution is characterized by a different pair of mean, μ and variance,
σ 2. That is: [X ~ N(μ, σ 2)]. Normal distribution is asymptotic to the horizontal axis
both to left and right. The area under any normal probability density function is 1
and the same for any normal distribution, regardless of the mean and variance.

The standard normal random variable, Z, is the normal random variable withmean
μ = 0 and standard deviation 1.

Z ∼ N
(
0, 12

)
.

The probabilities of being within one standard deviation, two standard deviations,
and three standard deviations about the mean are approximately

Fig. 10 Shape of normal
distribution
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P(μ − σ ≤ x ≤ μ + σ) ∼= 0.68
P(μ − 2σ ≤ x ≤ μ + 2σ) ∼= 0.95
P(μ − 3σ ≤ x ≤ μ + 3σ) ∼= 1

Tests for Normality

Almost all parametric statistical methods are based on the assumption that data is
drawn from a normal distribution. The hypotheses for the analysis of normality are
as follows.

H0: Normal probability density function is suitable for the distribution.
H1: Normal probability density function is not suitable for the distribution.
Histograms (forn>25) cangive an idea ofwhether the data is normally distributed.

If the data is approximately normally distributed, the graph will be symmetrical and
bell-shaped. The histogram of salary reveals that it is not symmetrically distributed
but rather skewed to the right (Fig. 4).

Another method that can be used to test normality is the Q-Q plot (normal quantile
plot). Let x(1), x(2), …. x(n) show n observations of a variable, Xi, and let us assume
that these values are ordered from smallest to largest x(1) < x(2) < …< x(n).

x(j) indicates that j-numbers of data are less than or equal to x(j).
j−1/2
n is the approximation of the ratio of data smaller than x(j) to all, that is, j/n.

Quantiles in the standard normal distribution are defined by

P
[
Z ≤ q( j)

] =
q( j)∫
−∞

1√
2π

e−z2/2dz = p( j) = j − 1
2

n
(2)

If data is normally distributed, then (q(j), x(j)) form a line [3].
A theoretical normal is represented by the red line on Fig. 11. The salary variable

by blue dots. The data is closer to the red line the closer it is to normal. The salary
variable seems to be far from the normal distribution.

Fig. 11 Q-Q plot
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Kolmogorov–Smirnov Test

The test is based on comparison of the cumulative frequency distribution obtained
from the sample with the theoretical cumulative distribution. The D statistic to be
calculated is the maximum absolute difference between the observed cumulative
frequency distribution (g) and the theoretical cumulative frequency distribution (f ).

D = max| f − g| (3)

D value for salary variable is calculated as 219.3 with a p-value of 2.32e-48 using
Python statsmodel library.

The closer the D statistic is to zero in Kolmogorov–Smirnov test, the better the
data fits to a normal distribution. In sample data D is 219.3 which is far from zero.
Its significance level is 2.3 × 10–48 that rejects the normality of the salary variable.

Skewness and Kurtosis tests

The skewness and kurtosis measures based on the moments give information about
the distribution of the data. A measure of skewness of a sample x1, x2 . . . ..xn with n
units drawn from a population is

α3 =
∑n

i=1 (xi − x)3/n

s3
(4)

A negative skewness value indicates that the data is skewed to the left, and a
positive skewness value indicates that the data is skewed to the right. If the distribution
is normal, the skewness value is zero. The skewness of the salary variable is calculated
as 2.12.

The kurtosis measure of the distribution is;

α4 =
∑n

i=1 (xi − x)4/n

s4
(5)

In a normal distribution, the kurtosis measure is 3. The kurtosis measure shows
the weights of the distribution in the tails. A kurtosis measure greater than 3 indicates
that the distribution is narrow, and a kurtosis measure of less than 3 indicates that
the distribution is flattened. The kurtosis for salary is calculated to be 5.37.

The skewness measure of the variable salary in data set is 2.12 that shows it is
skewed to the right. The distribution’s kurtosis value is 5.37. This is still far from 3,
which is the normal distribution’s kurtosis measure, indicating that the data have a
peak distribution.

Shapiro–Wilk Test

It is based on the calculation of the W statistic to test whether a random sample
is drawn from a normally distributed population. W statistic is obtained by ratio
of the variance estimator obtained as the linear combination of the squares of the



34 N. Bayyurt and S. Baday

Fig. 12 Log transformed
salary

observations ordered from the smallest to the largest, and the variance estimator
obtained by the sum of the squares of the differences of observations and the mean
[4]. W statistic is calculated from the following formula:

W =
(∑

ai x(i)
)2

∑n
i=1(xi − x)2

(6)

W is between zero and one. For very small W values, the hypothesis that the
population is normally distributed is rejected. The “a” values in the W statistic are
obtained from the standard tables prepared according to various sample sizes for
Shapiro–Wilk test. Using stats module of the Python SciPy library, W statistic is
calculated as 0.77 with a p-value of 3.28e-35.

The Shapiro–Wilk Test, with a W statistic of 0.77 and a p-value of 3.29 × 10–25,
rejects the salary variable’s normality. According to the statistics, managers earn
significantly more than the rest of the workforce. By splitting managers from clerical
and custodians, itmaybe able to achieve amore normal distribution.Applying a trans-
formation to the data is another way to approximate the normal distribution. Figure 4
presented an income graph that was highly skewed to the right. After applying a
logarithmic transformation on the distribution of income less than $55,000, the graph
obtained (Fig. 12) shows a distribution that is closer to normal.

7 Statistical Inference: Estimation

7.1 Sampling

A population is a set that consists of all measurements for which the investigator is
interested.
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A sample is a subset of the measurements selected from the population.
(e.g., the set of all voters in an election in Turkey is population). A sample is a

subgroup that can be selected from the population. The size of the sample is always
less than the total size of the population. In general, the calculations are done using
sample data, and then, the population is estimated by the results of the sample.

• The sample mean, x , is the estimator of the population mean, μ.
• The sample variance, s2, is the estimator of the population variance, σ 2.
• The sample standard deviation, s, is the estimator of the population standard

deviation,σ .
• The sample proportion, p

∧

, is the estimator of the population proportion, p.

7.2 Sampling Distribution Means

A statistic calculated from all possible samples with certain sizes from a population
varies from one sample to another. The probability distribution of these values is
called sampling distribution. For instance, the sampling distribution of x is the prob-
ability distribution of all possible values the random variable, x , may get when all
possible samples of size n are taken from a population.

The expected value of the sample mean is equal to the population mean as shown
in Eq. 7.

E(X) = μX = μX (7)

The variance of the sample mean is equal to the population variance divided by
the sample size:

σ 2
X

= σ 2
X

n

√
N − n

N − 1
(8)

when N is large enough compared to n, σ 2
X approaches σ 2

X = σ 2
X
n

When sampling from a normal population with mean μ and standard deviation
σ , the sample mean, X , has a normal sampling distribution [1].

X ∼ N (μ,
σ

n

2
) (9)
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7.3 Central Limit Theorem

If X is the mean of a random sample of size n taken from a population with mean
μ and variance σ 2, then the distribution of Z = x−μ

σ/
√
n
as n → ∞ (the sample size

becomes large, n > 30) is the standard normal distribution, N(Z; 0, 1).

7.4 Confidence Intervals of Means and Proportions

It is difficult, sometimes even impossible, to get information about the population by
examining the entire population data. For this reason, it is attempted to estimate the
parameters of the population by using sample data from the population and sampling
methods.

There are two types of parameter estimates;

1. Point estimation: A single numerical value of a statistic that best estimates
the parameter is called point estimation. Sample mean, for example, is a point
estimator of the population mean.

2. Interval estimation: Its goal is to find the lower and upper boundaries within
which the unknown population parameter can be identified with a high degree
of certainty (Fig. 13).

P(−Z α
2

< Z < Z α
2
) = 1 − α and since Z = x−μ

σ/
√
n

A (1 − α)% confidence interval for population mean is

P

(
X − Zα/2

σ√
n

≤ μ ≤ X + Zα/2
σ√
n

)
= (1 − α) (10)

If the population variance is not known than, replace σ with sample standard
deviation, s, and using the t distribution, the confidence interval as follows.

P

(
X − tα/2

s√
n

≤ μ ≤ X + tα/2
s√
n

)
= (1 − α) (11)

Fig. 13 Confidence interval
estimation
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Table 6 Confidence interval statistics for salary, education, and previous experience variables

Variable N Mean SD SE 95% Conf. Interval

Salary 474.0 34,419.5675 17,075.6615 784.3111 32,878.4025 35,960.7326

Educ 474.0 13.4916 2.8848 0.1325 13.2312 13.7519

Prevexp 474.0 95.8861 104.5644 4.8028 86.4486 105.3235

degrees of freedom: df = n − 1.
The 95% confidence interval for education is (13.23 – 13.75). Table 6 provides the

95%confidence intervals for the salary, education, and previous experience variables,
as well as their summary statistics.

The estimator of the population proportion, p, is the sample proportion, p
∧

; if
sample size is large, p

∧

has an approximately normal distribution with mean and

standard deviation,p
∧

and σp
∧, where μp

∧ = p and σp
∧ =

√
pq
n , p + q = 1.

Then a (1 − α)%confidence interval can be constructed for population proportion,

p
∧ ± Zα/2

√
p
∧

q
∧

n
where np ≥ 5 and nq ≥ 5

The ratio of the number of 1s in the variable to the total number, after coding
the managers with 1 and the others with zero, displays the manager ratio in the
data, which is also equal to the column average. 95% of confidence interval for the
managers proportion is (0.14–0.21).

7.5 Testing Hypotheses

A statistical hypothesis is a statement made concerning one or more unknown
population parameters and denoted by H0. Every hypothesis has a contradiction
or alternative, denoted by H1.

H0: μ = 100 (Null hypothesis).
H1: μ �= 100 (Alternative hypothesis).
The null hypothesis is written that the difference between the value of the sample

statistic and the population parameter is not significant, it is statistically zero.
A hypothesis is either true or false; one may reject or fail to reject it on the basis

of information obtained from sample data.
A test of any statistical hypothesis where the alternative is one-sided, such as
H0: θ = θ0 or perhaps H0: θ = θ0.
H1: θ > θ0 H1: θ < θ0.
is called a one-tailed test. One-tailed tests are given in Fig. 14.
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Fig. 14 Representations for one-tailed test

If the hypothesis is two-sided, the level of significance is divided into two equal
parts; on the right and left (Fig. 15). If the hypothesis is one-sided, the rejection
region is only one side; right or left.

The null hypothesis is frequently used to indicate the status quo or a preexisting
view. It is kept, or considered to be true, until it is rejected in favor of the alternative
hypothesis by a test.

There are two possible states of nature:
H0 is true OR H0 is false.
There are two possible decisions:
Fail to reject H0 as true OR Reject H0 as false.
Rejection of null hypothesis when it is true is a wrong decision and called type

I error. The probability of a Type I error is denoted by α. α is called the level of
significance of the test.

Non-rejection of null hypothesis when it is false is called type II error, and the
probability of a type II error is denoted by β. 1 − β is called the power of the test.
α and β are conditional probabilities;

The possible outcomes of a statistical hypothesis test are depicted in a contingency
Table 7.

The p-value is the minimum level of significance, α, at which the null hypothesis
may be rejected using the test statistic’s obtained value. When the p-value is less
than α, reject H0.

Fig. 15 Representation for
two-sided test
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Table 7 Contingency table
of a statistical hypothesis

State of nature

Decision H0 true H0 false

Don’t reject H0 Correct Type II error (β)

Reject H0 Type I error (α) Correct

7.6 Testing Hypotheses About the Population Mean
and Proportion

Suppose that a sample of n observations has a mean x and the standard deviation s,
selected from a population whose mean is claimed to be equal to a certain value, μ,.
Is the difference between μ and x statistically significant? Or is it a sampling error?
In other words, can the claim that the population mean μ =μ0 be rejected by means
of the sample statistics at α level of significance?

H0: μ = μ0.
H1: μ �= μ0

Significance level:α
Test statistics

Z = x−μ0

σ/
√
n
, σ known

T = x−μ0

s/
√
n
d f = n − 1, σ unknown

The null hypothesis is rejected if the test statistic exceeds the absolute critical
value. Otherwise, it cannot be rejected at the predetermined α level of significance.

Hypotheses for the population proportion, p
H0: p = p0.
H1: p �= p0.

Test statistic is Z = p
∧

−p0√
pq
n

The null hypothesis is rejected if the test statistic exceeds the absolute critical value
which is 1.96 for: α =0,05. Otherwise, it cannot be rejected at the predetermined: α
level of significance.

The following hypotheses were tested in sample data. The first is regarding salary,
whether it is 34,000 dollars or not; hence, the null and alternative hypotheses are as
follows.

H0: μ = 34,000.
H1: μ �= 34,000.
The null hypothesis could not be rejected because the T statistic is 0.53 and the

p-value is 0.59. If the null hypothesis is rejected, the likelihood of making a wrong
judgment is 0.59, which is quite high. The second hypothesis is regarding whether or
not the salary is 32,000 dollars. The null hypothesis is rejected since the T statistic is
3.08with a p-value of 0.002. Thus, the alternative hypothesis was indirectly accepted.
Because the sample’s average salary is 34,419, it is assumed that the population’s
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average wage is not 32,000 but higher. The third hypothesis tests whether population
education is equal to 14 years or not. Thus, the null hypothesis, population education
equals 14, is rejected with a T value of 3.83 and a significance level of 0,00,014,
implying that true education is less than 14, as the sample average education is 13.49,
which is less than 14.

The following hypotheses were developed to test if the proportion of women in
the industry is 60%.

H0: p = 0.60.
H1: p �= 0.60.
The null hypothesis is rejected at the significance level of 2.8 × 10–10 with T =

−6.308.

7.7 Testing Hypotheses for Differences Between Two Means
and Proportions

If there is a need to compare whether there is a significant difference between the
means of two independent populations, the hypotheses are as follows:

I: Difference between two population means is 0
μ 1 = μ 2.
H0: μ 1 − μ 2 = 0.
H1: μ 1 − μ 2 �= 0.

II: Difference between two population means is less than 0
μ 1 ≤ μ 2.
H0: μ 1 − μ 2 ≤ 0.
H1: μ 1 − μ 2 > 0.

III: Difference between two population means is less than a number “d”

μ1 ≤ μ2 + d.
H0: μ1 − μ2 ≤ d.
H1: μ1 − μ2 > d.
Large-sample (for n1 ≥ 30 and n2 ≥ 30 because of Central Limit Theorem) test

statistic for the difference between two population means is

Z = (x1 − x2) − (μ1 − μ2)√
σ 2
1
n1

+ σ 2
2
n2

(12)

if population variances, σ 2
1 andσ

2
2 , are known. x1 and x2 are sample means and n1

and n2 are sample sizes. The term in the denominator is the standard deviation of
the difference between the two sample means.

A (1 − α)100% confidence interval for the difference between two population
means, μ1 − μ2, using independent random samples will be
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(x1 − x2) ± z α
2

√
σ 2
1
n1

+ σ 2
2
n2

σ 2
1 andσ

2
2 are known.

The test statistics depending on whether σ 2
1 = σ 2

2 and σ 2
1 �= σ 2

2 when they are
unknown are as follows.

σ 2
1 andσ

2
2 unknown but if σ 2

1 = σ 2
2

T = (x1 − x2) − (μ1 − μ2)√
1
n1

+ 1
n2

/

√
(n1 − 1)s21 + (n2 − 1)s22

n1 + n2 − 2
with d f = n1 + n2 − 2

σ 2
1 andσ

2
2 unknown but if σ 2

1 �= σ 2
2

T = (x1 − x2) − (μ1 − μ2)√
s21
n1

+ s22
n2

d f = (s21/n1 + s22/n2)
2

[(s21/n1)2/(n1 − 1)] + [(s22/n2)2/(n2 − 1)]

Test statistic for a large-sample test for the difference between two population
proportions is

z = (p
∧

1 − p
∧

2) − (p1 − p2)√(
p
∧

1(1−p
∧

1)

n1
+ p

∧

2(1−p
∧

2)

n2

) (13)

And a (1− a) 100% confidence interval for the difference between two population
proportions by means of the test statistic is

(p
∧

1 − p
∧

2) ± z α
2

√(
p
∧

1(1 − p
∧

1)

n1
+ p

∧

2(1 − p
∧

2)

n2

)
(14)

Are women andmen educated at the same level? The following are the hypotheses
to be tested.

H0: μm − μw = 0.
H1: μm − μw �= 0.

Table 8 Statistical test
results

Test Statistics result P-value

Levene (equal variances) 13.96 0.000209

T-test (different variances) −8.45 3.4588e-16
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Table 9 Mean values for variables

Gender Age Educ Salary Salbegin Jobtime Prevexp

Female 39.3 12.3 26,031.9 13,091.9 80.3 77.1

Male 38.1 14.4 41,441.7 20,301.3 81.7 111.6

For both equal variance and different variance cases, the hypothesis that women
and men have similar educational levels is rejected at the 5% significance level.
The null hypothesis is rejected and concluded that men and women have different
educational levels. When the sample data are examined to better understand the
differences between the groups, it can be revealed that men, on average, have more
education than women. Men have a mean education of 14.43, while women have a
mean education of 12.37 years (Table 9).

7.8 Analysis of Variance

The hypothesis of whether there is a difference between more than two means is
tested using analysis of variance (ANOVA). In an analysis of variance, there are
r independent samples each of which corresponds to a population subjected to a
different treatment. The samples have n= n1 + n2 + n3 + · · · + nr total observations
and means: x1, x2, x3, . . . xr and variances: s1ˆ2, s2ˆ2, s3ˆ2, …, srˆ2. ANOVA has
two assumptions: The populations are normally distributed with equal variances.

The hypothesis test of analysis of variance:
H0: μ 1 = μ 2 = μ 3 = μ 4 = … μ r.
H1: null hypothesis is wrong (at least one of them is different).
The test statistic of analysis of variance is based on the ratio of two estimators of

a population variance:

F(r − 1, n − r) = Estimate of variance based on means from r samples

Estimate of variance based on all sample observations
(15)

Grand mean: Grand mean is obtained by dividing all the data obtained by the total
number of observations.

Total variation (SST): Total variation is obtained by summing the squares of the
difference of each observation and the overall mean. The degrees of freedom of total
variation are (n − 1).

The total variation is divided intowithin-group variation and between-group varia-
tion. The logic of the analysis of variance is to compare the ratio of the between-group
variation to the within-group variation. If the between-group variation is greater than
the within-group variation, at least one of the group means is said to be different
from the others.
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Variation Between Groups (sum of square of treatment, SSTR): The variation
between groups is obtained from the difference of each group mean from the overall
mean. If the means of the groups is very close to each other, the variation between
groups will be small. If the number of groups is r, the degree of freedom for the
variation between groups will be (r − 1).

Variation within groups (Sum of square of error, SSE): Error variation obtained
by the differences of observations in each group from the group mean to which they
belong. If the observations in the groups are close to each other, the variation within
the group will also be small. Degrees of freedom for intra-group variation can be
represented as sd = n − r.

F-test statistic: The F-test statistic is obtained from the ratio of the mean squares
of between-group to the mean of squares of within-group with (r − 1; n− r) degrees
of freedoms.

Table 10 Key terms for ANOVA analysis

Source of variation Degrees of freedom Sum of squares Mean sum of
squares

F

Between groups r − 1 SSTR SSTR/(r − 1) MSTR/MSE

Within groups n − r SSE SSE/(n − r)

Total n − 1 SST

The null hypothesis is rejected if the F value is greater than the critical table
F value. At least one group is interpreted to be distinct from the others. Pairwise
comparisons are used to determine which group or groups differ. One of such post
hoc tests, the Tukey test is based on the studentized range distribution, q, with r and
(n − r) degrees of freedom. The critical point in a Tukey Pairwise Comparisons test
is the Tukey Criterion:

T = qα

√
MSE√
ni

(16)

where ni is the smallest of the r sample sizes. The test statistic is the absolute value
of the difference between the appropriate sample means, and if the test statistic is
greater than the Tukey Criterion’s critical point, the null hypothesis which is the
equality of two population means is rejected.

On the variable jobcat, there are three groups: manager, clerical, and custodian.
Is the average educational level of these groups the same? The ANOVA test can be
used because there are more than two groups (assuming the ANOVA assumptions
are met). The hypotheses are as follows:

H0: μ cler = μ cus = μ man.
H1: at least one of them is different.
F = 165.2, p-value= 4.3× 10–55 are the test findings presented in the table above.

As a result, the null hypothesis is rejected, and it is inferred that the mean education
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Table 11 Pairwise Tukey analysis

Group1 Group2 MeanDiff p-adj Lower upper Reject

Clerical Custodial −2.6826 0.001 −3.7221 −1.6431 True

Clerical Manager 4.3822 0.001 3.7513 5.0132 True

Custodial Manager 7.0648 0.001 5.912 8.2176 True

of at least one group differs from that of the others. To figure out which groups were
different from the others, the Tukey test was used. As a result, the following results
have been obtained. The Tukey test, which compares the group means pairwise,
reveals that all of the groups are different from one another (Table 11).

Managers have an average of 7.06 years more education than clericals, 4.38 years
more education than custodians, while clericals have an average of 2.68 years more
education than custodians.

8 Bayesian Statistics

Bayesian statistical analysis integrates a prior probability distribution and likelihoods
of observed data to calculate a posterior probability distribution of occurrences based
on Bayes’ theorem [5].

Bayes’ theorem for a discrete random variable:

P(θ |x) = P(x |θ)P(θ)∑
i P(x |θi )P(θi )

where P(x) =
∑
i

P(x |θi )P(θi )
(17)

where θ is an unknown population parameter to be estimated using the data. The
denominator sums all possible values of the parameter of interest, θ i , with x being
the observed data set.

P(θ): The prior, which refers to the knowledge of the parameters before to viewing
any data.

P(x |θ): The likelihood, or the chance of getting the data x from the model.
P(θ |x): Is known as the posterior in Bayesian jargon.
P(x): The evidence, which is the likelihood of the data given the model we chose,

rather than any specific set of parameters.
Bayes’ theorem for continuous distributions:

f (θ |x) = f ( x |θ) f (θ)∫
f ( x |θ) f (θ)dθ

(18)
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Deciding which model to use as a prior is complex. The following are some
examples of simple cases:

When analyzing natural events such as employee salary, education or IQ levels
of people, the normal distribution is used. When modeling proportions, the beta
distribution is used.Whenmodeling the frequency of events, the Poisson distribution
is used.

Beta function is defined as;

B(α, β) = ∫ 1
0(1 − θ)β−1θ

α−1
dθ for α, β > 0

Beta distribution with the parameters α > 0andβ > 0

f (θ) = �(α + β)

�(α)�(β)
θα−1(1 − θ)β−1 (19)

�: gamma function,

�(α) = ∞∫
0

θα−1e−θdθ forα > 0 (20)

Beta distribution has two parameters, α and β, that control the distribution. The
graphical representation for some α and β values is given in Fig. 16.

Getting the posterior: The posterior is proportional to the product of likelihood
and prior, according to Bayes’ theorem.

Fig. 16 Beta distributions for various α and β
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f (x) ∝ f (θ) f (θ)

The posterior will be proportional to the product of the binomial and beta
distributions if estimation of the women’s proportion is wanted:

f (x) ∝ n!
n!(n − x)!θ

x (1 − θ)n−x �(α + β)

�(α)�(β)
θα−1(1 − θ)β−1

By simplifying the expression above, the following is got.

f (x) ∝ θ x+α−1(1 − θ)n−x+β−1

The graphical representation of a binomial distribution is given below (Fig. 17).
Graph shows the probability distribution of getting × heads out of n (3, 7, 10) coin
tosses, given a fixed value of θ(0.25, 0.50, 0.75).

The following graphs are generated by using the analytical expression of the poste-
rior for estimating the women’s proportion in the industry for different beta param-
eters and given number of observations. See for codes and additional information
[5].

Themost likely value is determined by the posteriormode. The spread of posterior
is proportional to the degree of uncertainty regarding a parameter’s value; the wider
the distribution, the less certain we are. The real value for θ is represented by a black
vertical line at 0.50, the posterior by a green curve, and the prior by a red curve.

Fig. 17 Probability distributions of getting × number of heads for n-number of coin tosses
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Fig. 18 Posterior for estimating the true women proportion in the industry at θ = 0.50 using
employee data
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Prediction Modeling

Nursah Alkan, Yakup Turgut, Emre Ari, Seval Ata, Mehmet Yasin Ulukus,
Mehmet Ali Ergun, and Omer Faruk Beyca

1 Introduction

Predictive modeling can be defined as modeling the historical data using statistical
and machine learning techniques to predict future observations. Prediction modeling
tasks canbe grouped into three categories: supervised learning, unsupervised learning
and reinforcement learning. Supervised learning is the task ofmapping input features
to labeled outputs. Supervised learning may be utilized for many machine learning
problems such as stock price prediction, health care diagnosis, face recognition,
spam detection and demand forecasting. Unsupervised learning is used to extract
useful information from unlabeled data. Some of its applications are fraud detection,
customer segmentation, recommender systems, etc. Reinforcement learning teaches
agents to take actions in order to maximize the cumulative reward. In this chapter,
several algorithms for supervised learning as well as unsupervised and reinforcement
learning techniques will be discussed.

2 Linear Regression

Linear regression is one of the most widely used prediction algorithms in statistics
and machine learning in the last several decades. Popularity of linear regression
models can be attributed (but not limited) to the following reasons [1]:

• The training phase is often quite fast.
• Model outputs are easily interpretable even for non-technical audiences.
• It is easy to implement in any programming language.
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Linear regression assumes a linear relationship between the input (independent1)
variables x and output variable (dependent2) y. In other words, when using a linear
regression model, it is assumed that y can be calculated from a linear combination of
input variables. Linear regression models can be classified according to the number
of input variables used. The version in which there is a single input variable x is often
called simple linear regression. Similarly, when there are multiple input variables,
then it is referred as a multiple linear regression model. In general, the relationship
between input variables x and output variable y are assumed to have the following
form:

y = β0 + β1x1 + β2x2 + . . . βnxn (1)

where xi is the ith independent variable, βi is called the coefficient3 of the independent
variable xi and β0 is often referred as the intercept. This is actually a typical linear
relation equation. Please note that, if it is known the values of βi, it can be easily
made predictions about the value of y given particular xi just by plugging xi and βi

values into Eq. (1). In fact, when a linear regression model is trained on the data
under consideration, what is done is to calculate and determine the best-fit βi’s based
on the trends observed in the data.

For smaller models with small number of independent variables and/or small
number of data points, the values of βi can be calculated analytically. The method
used for the analytical solution is called the ordinary least squares (OLS) method.
However, as the number of features and data points grow, OLS method requires
considerable amount of computation time. This is where gradient descent (GD)
method comes in. More on both methods will be discussed later in this chapter.

Once a regression model has been trained, its success must be measured and
compared with models trained using other regression algorithms. There are several
metrics quantifying the difference between observed and predicted values. Later in
this chapter, some metrics commonly used in practice will also be discussed.

2.1 Simple Linear Regression

As discussed earlier, a simple linear regression model is a two-dimensional model
that includes a single independent variable x and a dependent variable y. Then the
expression in Eq. (1) reduces to:

y = β0 + β1x (2)

1 Other terms used for output variable are dependent variable or target value.
2 See Footnote 1.
3 Coefficients are referred as weights in some sources.
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Fig. 1 Graphical
representation of a simple
linear regression model.
Circles represent the
observed data, and the line
represents the trained linear
regression model from that
data

There will always be some difference between the observed values of y(i) and
the predicted values y

∧(i) because it is very unlikely for all y(i) to lay on a straight
line. For simple linear regression models, it is used OLS method whose main aim
is to minimize the errors between the observed data (yi) and predictions made for
these data points (y

∧

i) by calculating the optimum β0 and β1 values. With the explicit
introduction of an error term, the linear regression equation becomes:

y = β0 + β1x + E (3)

In Eq. (3); β0 is the intercept, β1 is the slope of Eq. (2) and the E is the random
error (residual) component. An example of a simple linear regression model trained
on a small sample data (number of data points (n) = 7) is shown in Fig. 1. The
observed data (y(i)) are marked with circles and the model learned from this data is
given as a straight line. The “x” marks along the line shows the predicted values (y

∧i
)

for corresponding x(i) value. Residual errors (Ei) are marked with dotted lines.
In order to analytically calculate optimal β0 and β1 using OLS method, it is first

expressed Eq. (3) in terms of individual data points:

y(i) = β0 + β1x
(i) + Ei (4)

where it is assumed that the dataset contains n pairs of (x(i), y(i)). As discussed earlier,
the objective of OLS method is to minimize sum of residual errors across all training
data which is often referred as the sum of squared errors4 (SSE):

4 Sum of squared errors (SSE) may be referred as “residual sum of squares” (RSS) or “sum of
squared residuals” (SSR) in other sources.
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SSE =
n∑

i=1

ε2i (5)

Since it is desired that the negative residuals are as close to zero as possible, it is
necessary to minimize the square of the errors rather than the error itself. By using
Eq. (4), the residual errors can express as:

Ei = (y(i) − β0 − β1x
(i)

︸ ︷︷ ︸

y
∧

i

(6)

Replacing Ei’s in equation of (5) leads to the following form for SSE for a given
(β0, β1) pair.

SSE(β0, β1) = Ei2 =
n∑

i=1

(y(i) − β0 − β1x
(i))

2
(7)

To find parameters of β0, β1 that minimizes Eq. (7), the partial derivatives of Eqs.
(7) with respect to β0 and β1 are calculated. The optimal values can be calculated by
solving for β0, β1 where the following partial derivatives are 0:

∂SSE

∂β0
= −2

n∑

i=1

(
y(i) − β0 − β1x

(i)
) = 0 (8)

∂SSE

∂β1
= −2

n∑

i=1

(
y(i) − β0 − β1x

(i)
)
x(i) = 0 (9)

When it is solved5 Eqs. (8) and (9) for optimal values β0

∧

and β1

∧

, it is get the
following set of formulas to calculate β0

∧

and β1

∧

from the data:

β0

∧

= y−β1

∧

x andβ1

∧

=
∑n

i=1(y
(i)−y)x(i)−x)

∑n
i=1 (x(i)−x)2

where y = 1
n

∑n
i=1 y

(i) and x = 1
n

∑n
i=1 x

(i).

Assumptions of Simple Linear Regression Models

When it is trained and used a simple linear regression model, it is assumed the
following conditions hold:

1. Linear relationship: output variable y has a nearly linear relationship with input
variable x,

2. Homoscedasticity: For each particular value of x, the residuals (errors) have the
same variance. That is, if it is picked two random values for x, the variance of
the residual errors should be roughly the same for both values chosen.

3. Independent Errors: Residuals (Errors) should be uncorrelated.
4. Normality: The residuals at a particular value of x follow a normal distribution.

5 The math of solving for β0

∧

and β1

∧

is left as an exercise for the curious readers.
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Fig. 2 An example of a
residual plot

One way to check if these assumptions hold is to create a residual plot that plots
independent variable values x(i) against residual values Ei (Fig. 2). In ideal world, it
should see the following patterns:

• Roughly same number of randomly placed points above and below the residual
value of 0. This indicates the assumption of a linear relationship holds well.

• Residuals forming a roughly horizontal band around residual value of 0. That is,
the spread of residuals remains roughly the same across all values of independent
variable x. This condition is looked to confirm the homoscedasticity assumption.

• There are no residual points standing far away from the rest. This makes sure that
it do not have any outliers in data.

It is also important not to over-read residual plots. If there is no obvious patterns
deviating just discussed, then the model is in good shape.

For other assumptions that residual plots do not cover, one can use goodness-of-fit
tests (Chi-Square [2], Anderson–Darling [3] and so on) to check the normality and
a Durbin–Watson test [4] for independence of errors.

2.2 Multiple Linear Regression

Multiple linear (multi-linear) regression models differ from the simple linear regres-
sionmodels in the number of independent variables (xi’s) used tomake prediction for
the output variable y. Specifically, in multi-linear regression, more than one explana-
tory variable are used. With that in mind, Eq. (2) can extend for multiple explanatory
variables:

y = β0 + β1x1 + β2x2 + · · · + βmxm + E (10)
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where y is the dependent variable, β0 is intercept of the model, β1,β2. . . βm are the
coefficients of x1, x2, . . . xm respectively, E is the residual (error term).

As it can see, many of the terminology carries over from the simple linear regres-
sion. One of the major differences is that we are no longer fitting a line to the data.
Depending on the number of explanatory variables, the resulting model may be a 2D
plane (in case of 2 explanatory variables) or a hyperplane (3+ explanatory variables)
which make it very hard or even impossible to visualize in 2-dimension.

When a multi-linear regression model is trained, the objective is the same: finding
the optimum values of βi that minimizes the error terms. To that end, there are two
major methods it can use: OLS method and the gradient descent (GD). Similar to
simple regression models, OLS method solves for optimal coefficient values analyt-
ically. OLS method solves the following system of linear equations for the optimal
coefficients:

β = (X TX )
−1
X TY (11)

where β =
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In words, matrix X includes all data for explanatory variables. Each column of
X contains data for a particular explanatory variable so the number of columns is
equal to the number of explanatory variables (m). The rows of X include data for a
particular data point so there will be a total of n rows. Similarly, the vector Y contains
all target values for n data points. Performing the matrix operations given in Eq. (11)
will yield a vector (β) that contains all of the optimal βi’s except the intercept (β0).
However, with slight modification of adding a row of 1’s at the top of matrix X , OLS
can solve for the intercept as well.

On the other hand, as the matrix X gets larger (i.e. as number of explanatory vari-
ables and/or data points increases), the matrix operations required to solve Eq. (11)
get computationally expensive. In turn, it results in a slow training phase. In such
cases, gradient descent (GD) algorithm can be used instead of OLS. Unlike OLS,
GD takes an iterative approach to finding optimum coefficients.

Before beginning the iterations, GD algorithm initializes all coefficients to
randomly selected values. Then, with these coefficients the predicted values are
calculated:

y
∧(i) = β0 + β1x

(i)
1 + β2x

(i)
2 + · · · + βnx

(i)
n ∀i (12)

Although there are other alternatives, GD most commonly uses a squared loss
function which needs to be minimized:

L =
n∑

i=1

(
y(i) − y

∧(i)
)2

(13)
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Fig. 3 Evolution of
coefficient values over each
iteration of GD

Then GD algorithmwill update each coefficient according to the gradient at given
iteration by using the following formula:

β t+1
i = β t

i − η
∂L

∂β t+1
i

(14)

where t is the current iteration, β t
i is the coefficient value at the beginning of iteration

t, β t+1
i is the coefficient value after the update at iteration t. Aside from that, η is

called the learning rate or the step-size that is determined by the user.
At each iteration, GD moves coefficient values closer to their optimal value, if

the learning rate η is chosen appropriately (Fig. 3). Since the gradient is zero at the
optimal value, updates will not affect the value of the coefficients once they attain
their respective optimal values.

If η is set to a value that is too small, the steps will be very small which may
lead the GD algorithm to either run very slow or fail to converge to the optimal
solution. On the contrary, if the learning rate is too large, the values of coefficients
may oscillate around or diverge from the optimal values.

Assumptions of Multi-Linear Regression

All the assumptions listed for simple linear regression should also hold to multiple
linear regression. In addition to these assumptions, the explanatory variables are
also required to be uncorrelated. A model in which there are two or more highly
correlated explanatory variables is said to have multicollinearity problem. It can
investigate if multicollinearity exists by calculating correlations between each pair
of explanatory variables. If correlations closer to 1 or −1 are seen, the issue may
need attention. Multicollinearity problems may not affect the predicted power of the
model significantly but reduces the interpretability of the model. Reducing the effect
of multicollinearity becomes more important if one wishes to measure the individual
effects of each explanatory variable on the output. Several methods can be seen later
in this chapter to use in the case of associated explanatory variables.
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2.3 Performance Metrics for Regression Models

So far, how to train a linear regression model and some techniques for validity
checking are discussed. After training and validating the model, its performance in
the given task should also be evaluated. More specifically, it is necessary to measure
how well the model’s predictions and the observed data fit. To that end, several
metrics can be used in practice. A few of the most popular metrics namely Mean
Square Error (MSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error
(MAPE) andR-Squared (R2) are introduced in this chapter. It is important to note that
these metrics are not specific to linear regression models and can be used to assess
regression models created with other ML algorithms. These metrics are also useful
to compare performances of several models and pick the best among them. Also,
any performance evaluation strategy should include some form of cross-validation,
in which the performance of the model is evaluated on a separate dataset (referred to
as validation or test data) apart from the data on which the model is trained (training
data). Both train and test data should come from the same distribution, although at
least two separate datasets are being mentioned.

Mean Square Error (MSE)

Themean squared error (MSE) for a given dataset can be calculated by usingEq. (15).

MSE = 1

n

n∑

i=1

(y(i) − y
∧(i)

)
2

(15)

As the name suggests, MSE sums the squares of the residual errors and takes
the average over all data instances. The squaring is one of the ways to measure the
magnitude of the error. This measure is more sensitive to any outliers as it squares
the difference. The lower the MSE value the better the regression model.

Mean Absolute Error (MAE)

The Mean absolute error (MAE) is very similar to MSE as it sums all the residual
errors and takes the average over all data instances (n is the number of data instances).
However, MAE measures the magnitude of the error with its absolute value rather
than squaring it (Eq. (16)).

MAE = 1

n

n∑

i=1

|y(i) − y
∧(i)| (16)

Compared to MSE, MAE is less sensitive to outliers as it uses the absolute value
operator. Similar to MSE, MAE needs to be as small as possible.
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Mean Absolute Percentage Error

One drawback of both MSE and MAE is that they are not easily interpretable. For
instance, in order to judge if a model with MAE value of 5 is a good model or not,
it is necessary to know the spread and scale of the values of the output variable y. If
the difference between minimum and maximum values6 of y is small, say 10, then
MAE of 5 is an unacceptable error. On the other hand, If the difference between
minimum and maximum values of y is large, say 100,000, then MAE of 5 is a very
good performance.

It can use Mean Absolute Percent Error (MAPE) to work with an easier-to-
interpret metric.

MAPE = 100

n

n∑

i=1

∣
∣
∣
∣
∣

y(i) − y
∧(i)

y(i)

∣
∣
∣
∣
∣

(17)

When calculating the MAPE, the errors are normalized to the observed value, so
the error is measured as a percentage of the observed value. Thus, MAPE provides
an error measure distilled to a percentage which makes it easier to judge if the error
seen is an acceptable error or not.

R-Square (R2)

R-square measure is another metric that is easily interpretable. The coefficient of
determination or R-squared represents the proportion of the variance in the dependent
variable which is explained by the linear regression model. It is a scale-free score
i.e., irrespective of the values being small or large, the value of R-square will be less
than one.

R2 = 1 −
∑n

i=1

(
y(i) − y

∧(i)
)2

∑n
i=1

(
y(i) − y

)2 (18)

where y is the average of y(i)’s. R-square should be as close to 1 as possible. In most
cases, R-square gives a measure between 0 and 1. However, in rear cases, it may get
values outside of this range. This is an indication that the model is ill-formed and
should not be used for predictions. Reasons for an ill-formed model can be various
but one can focus on trying different learning rates (if GD is used) or regularization
parameters. One drawback of R-square is that addition of extra explanatory variables
usually increases R-square (due to increase in variance) even if the new variable has
little effect on predictive performance. Because of this, it either need to keep an
eye on other metrics (such as MSE, MAE) together with R-square or use adjusted
R-square.

6 Looking at minimum and maximum values of y is one way to gauge the spread of the data and
may be misleading if there are outliers. Other measures, such as the variance, could be used for this
purpose as well.
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Adjusted R-Square (R2)

As the name suggests, AdjustedR-square is amodified version of theR-squaremetric.
More specifically, it is adjusted for the number of independent variables in themodel,
and it will always be less than or equal to R-squared (Eq. (19)).

R2
adj = 1 −

[(
1 − R2

)
(n − 1)

n − m − 1

]

(19)

This adjustment makes sure that Adjusted R-square score goes up only if addition
of a new explanatory variable provides significant predictive power to the model.
That is, Adjusted R-square metric is robust to superficial increases of R-square due
to increases in variance.

2.4 Regularization in Linear Regression

As a broader concept, regularization is a process of enforcing constraints on ML
models to avoid overfitting and/or deal with insufficient/correlated data. Regulariza-
tion methods applying to linear regression models usually come in forms of extra
penalties added to the loss function. In linear regression applications, it is necessary
to consider regularization if:

• There is multicollinearity between two or more independent variables.
• There is not enough data to fit a meaningful model.

Adequate data means that there should be at least as many data instances as the
number of independent variables (so n ≥ m). For example, if there are 2 independent
variables, at least 2 data instances are needed to find a meaningful relationship.
Otherwise, there will be infinitely many ways to fit a linear model (i.e. we can define
infinitely many lines passing from a single point).

However, in some applications, the number of independent variables or features
are very large and data collection is very costly (i.e. genetic applications). In such
cases, it may need to work with data for which n ≤ m. If that is the case, it needs to
apply some form of regularization.

Ridge Regression

Ridge regression is a version of linear regression in which a penalty term is added
to the loss function. The penalty term is the sum of squared coefficients and is also
referred as the L2 regularization. The loss function for ridge regression becomes:

Ridge Loss =
n∑

i=1

(
y(i) − ŷ(i)

)2 +

L2 Penalty Term
︷ ︸︸ ︷

λ

n∑

i=1

β2
i (20)
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where λ is the parameter that tunes the magnitude of the regularization. Since the
aim is to minimize the loss function, the addition of L2 penalty makes sure that
βi coefficients do not get unnecessarily large. Thus, ridge regression shrinks the
coefficients, and it helps to reduce the model complexity andmulticollinearity.When
λ → 0 the ridge regression model turns into a regular linear regression model. On the
other hand, a larger value of λ means more shrinkage to the coefficients and results
in a more constrained model. In the presence of multicollinearity, ridge regression
shrinks the parameters of all correlated variables in equal proportions.

Lasso Regression

In Lasso regression a slightlymodified version of the ridge regression is used. Instead
of L2 penalty, An L1 penalty term is used, which is the sum of absolute value of the
coefficients.

Lasso Loss =
n∑

i=1

(
y(i) − ŷ(i)

)2 +

L1 Penalty Term
︷ ︸︸ ︷

λ

n∑

i=1

|βi| (21)

Similar to ridge regression, parameter λ is used to tune the intensity of the regu-
larization. However, unlike ridge regression, the use of L1 penalty quickly drives
coefficients of correlated features toward zero. Within a set of correlated features,
the coefficient of one of the features will be nonzero and the rest will be set to zero
given that λ is sufficiently large. This quality of lasso regression makes it useful for
automatic feature selection tasks as well.

3 Logistic Regression

Logistic Regression is a staple statistical learning method and a fundamental tool for
machine learning (ML) community. Although name includes the word “regression,”
it ismostly used for classification tasks inwhich the target (y) is a categorical variable.
Due to the discreet nature of categorical variables, it is no longer directly try to predict
the actual value/class label of a given data point. Rather, most classification algo-
rithms aim to learn a decision boundary that separates instances of different classes.
This type of classification algorithms is usually referred as the “Discriminative” clas-
sification methods. Most of the classification algorithms (logistic regression, ANNs,
SVM, decision trees, random forest, etc.) covered in this book fall under discrim-
inative category. There are also “Generative” classification methods that learns the
underlying distribution for each class label and then do the classification task using
that distribution.

Logistic regression is a discriminative classification algorithm used for binary
classification in its basic form. In binary classification, there are two possible
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outcomes for the target variable y such as negative–positive, true–false, healthy–
sick and so on. It can also be extended for use in multi-class problems in which there
are more than 2 class labels. Most contemporary logistic regression implementations
(such as logistic regression in scikit-learn) handle multi-class problems seamlessly.

For the discussions in this chapter, it is focused on binary classification problems.
Without loss of generality, the reference class (i.e. negatives or 0’s) and the other
class (i.e. positives or 1’s) can be labeled as the class of interest. In training phase, it is
learned to estimate the probability of actually belonging to the positive class. That is,
a logistic regression model predicts P(Y = Positive|xi) for each data point xi. Then,
it uses these probabilities to classify data points. If P(Y = Positive|xi) > 0.5 then
xi is classified as a positive. Similarly, if P(Y = Positive|xi) < 0.5 (which means
P(Y = Negative|xi) > 0.5), then xi is classified as belonging to the negative class.

3.1 The Reasons for Using Logistic Function

For the points in the dataset, P(Y = Positive|xi) values are equal to 1 for instances
of the positive class and 0 for the instances of the negative class because their class
is known with certainty. When plotted against a single independent variable X , they
are located along two horizontal lines as seen in Fig. 4.

If a linear regressionmodel is used to predict the probability ofP(Y = Positive|xi),
some problems are encountered (Fig. 4a). First of all, it may get values less than 0
or greater than 1 which are not valid values for a probability. This problem could
be solved by casting those values to either 0 or 1. However, a more serious problem
is that a linear line performs poorly for the intermediate values of X . One of the
reasons for this is that the considered data see as a step-function like shape rather
than a linear trend.

A logistic (sigmoid) function performs much better when it comes to predicting
probabilities. A logistic function asymptotically approaches to 0 for small X values
and similarly asymptotically approaches to 1 for larger X values which conforms

a b

Fig. 4 Linear versus logistic regression for estimating a probability
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with values of a probability. It also attains a value between 0 and 1 for intermediate
values X and it can fit the probability data much tighter compared to a linear function
(Fig. 4b). These qualities, along with many others, make logistic function very useful
for probability prediction.

3.2 The Logistic Function and Logistic Regression

As all the classification algorithms, there is also a mathematical formulation behind
Logistic regression. A logistic (sigmoid) function has an s-shape form the following
mathematical formula:

(22)

Logistic regression has lots of applications from statistics to sociology in the
different scientific fields. The domain of Logistic Function is the real numbers range
from −∞ to +∞ and the range of the Logistic regression between two points which
upper limit is the constant number, generally 1, when goes to +∞ lower limit is
zero when goes to +∞.

Similar to linear regression, logistic regression linearly combines the values of
independent variables (Xi) (Eq. 23).

(24)

where β0 is the intercept of the model and β1,β2. . . βn are the coefficients of
X1,X2, andX n respectively. After calculating the intermediate value , the resulting
value is fed through a logistic function for the predicted probability (Fig. 5).

(25)

3.3 Training a Logistic Regression Model

In training phase, the main aim is, again, to identify the βi coefficients that minimizes
a certain error function for a given training dataset. For logistic regression, this can
be achieved in two fundamentally different ways.

First approach is to formulate it as an optimization problem and solve for optimal
βi coefficients. Some ML libraries including scikit-learn employ such algorithms to
train a logistic regression model, it is referred to [5] for the details of this approach.

Logistic regression models can also train by using an error-driven approach
via gradient descent. Gradient descent methods are usually coupled with the
cross-entropy loss function:



62 N. Alkan et al.

Fig. 5 Graphic representation of logistic regression predictor

L(y, y
∧

) = −
c∑

i=1

ylog(y
∧

) (26)

In Eq. (26), y is the actual class label, y
∧

is the predicted probability value and c is
the number of possible classes.

For the two-class problems loss function will turn into the following formula:

L(y, y
∧

) = −[
ylogy

∧ + (1 − y)log(1 − y
∧

)
]

(27)

where it is assumed that y attains either value of 1 or 0. The cross-entropy loss
function is close to zero if y and y

∧

values are close to each other. Otherwise, it can
take on arbitrarily large positive values.

Since it is wanted to minimize the difference between y and y
∧

, the average of
the cross-entropy loss function is tried to be minimized in all training instances
by adjusting the coefficients. This average over all instances is known as the cost
function (I).

J = 1

m

m∑

i=0

L(yi, y
∧

i) (28)

Coefficients are adjusted by using gradient descent with which the value of each
coefficient is moved according to the gradient. This approach is also known as the
backpropagation algorithm as the errors made in prediction are propagated back to
the coefficients. The coefficients are adjusted in a way that the model, potentially,
produces results closer to observed classes. The backpropagation algorithm was first
introduced byRumelhart et al. [6] and rapidly become the go-to algorithm for training
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Artificial Neural Networks. It is referred to [7] for further details in the theoretical
background of the backpropagation algorithm.

The backpropagation algorithm will update beta parameters iteratively applying
value of gradient as given in the following equation:

β
∧

new = β
∧

current − η
∂J

∂β
∧

current

(29)

In Eq. (29), η is the learning rate that is determined by the user and βi

∧

are the
estimation of the coefficients.7 The coefficients are updated until either βi

∧

converge
to their respective optimal values or maximum number of iterations reached.

In the gradient descent algorithm, the change in the value of each coefficient
depends on three values:

The gradient value: If the absolute value of the gradient is greater, a bigger
change in coefficient value is seen.

The learning rate (or step-size): It is used as a multiplier to the gradient value.
The learning rate is usually chosen between 0 and 1 and most denoted by α. The
lower the value of alpha the slower the learning will be.

The actual value of the feature xi

The learning rate is one of the hyperparameters that needs to be specified by the
user and has a substantial effect on the performance of the model. If the learning
rate is chosen too small, learning process will be too slow and the model will fail to
converge to the optimal coefficients. On the other hand, if it is chosen too large, then
the model will be very likely to oscillate around the optimum value or diverge from
the optimal solution (i.e., goes in the opposite direction).

It must note that, in order to train and use a logistic regression model, one does
not need to know the algorithmic details given here. In most ML libraries, training
a logistic regression model is one line of code or press of a button given that your
training set is ready. However, these details are useful when you get unexpected
results from your model. Knowing the inner works of the implementations, one will
have easier experience in debugging the model and make it work.

3.4 Model Output

Given training data, a trained logistic regression model outputs the optimal set of
coefficients for the classification task. With those parameters, it can predict the prob-
ability of belonging to a positive class. As discussed earlier, if the trained model
predicts probability of being positive to be greater than the threshold probability, it is

7 Coefficients are also referred as “parameters” in some sources.



64 N. Alkan et al.

Fig. 6 An example decision
boundary obtained from a
logistic regression model

classified that instance as positive and vice versa.8 The threshold for the probability
is commonly chosen to be 0.5 but other thresholds could be utilized depending on the
application.Agiven probability threshold corresponds to a line or plane that separates
positive instances from negative ones. This separating line is usually referred to as the
decision boundary. Although logistic function is a nonlinear function, the resulting
decision boundary is linear (Fig. 6) because the features are combined linearly.

This means that the data needs to be linearly separable for logistic regression to
performwell. If this is not the case (i.e., data is not linearly separable), several logistic
regression learners may need to stack which, in fact, leads to an artificial neural
network (ANN) model. For this reason, logistic regression models are sometimes
referred to as building blocks of the ANNs [4]. Other algorithms such as tree-based
approaches, support vector machines with nonlinear kernels or K-nearest neighbor
(K-NN) are also suitable alternatives when a nonlinear decision boundary is needed.

3.5 Model Evaluation

There are many metrics that measure the performance of a model on a classification
task. Performance evaluation is necessary as it is desired to identify the model with
the highest discriminating power. That is, the model should be able to separate the
positive instances from the negative ones quite well. The metrics discussed in this
section are some of the most commonly used metrics for this task. It is important to
note that these metrics are not specific to Logistic regression models and apply to all
classification algorithms.

8 In most ML tools, you do not explicitly need to get the parameters, calculate the probabilities
and classify your data. There will be functions that automate this process. For instance, you call
predict(..) function in scikit-learn.
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Before diving into the definitions of these metrics, four possible outcomes from
a classification exercise should be identified.

• True Positive: True positive is an outcome that the model correctly classifies an
instance as positive when the actual value is also positive.

• True Negative: True negative is an outcome that the model correctly classifies an
instance as negative when the actual value is also negative.

• False Positive: False positive is an outcome that the model incorrectly classifies
an instance as positive when the actual value is negative. This type of error is also
referred as Type-I Error.

• False Negative: False negative is an outcome that the model incorrectly classifies
an instance as negative when the actual value is positive. This type of error is also
referred as Type-II Error.

For a more concrete example, consider a classification task in which a classifica-
tion model is predicting if there is a house in the image. An example of each of these
four cases in the context of a house picture identification task can be seen in Fig. 4.
When the numbers belonging to each category (TP, FP, TN and FN) are summed up
and written in the corresponding cells, the table in Fig. 7 is also called a confusion
matrix.

Accuracy

The accuracy metric is simply the percentage of correctly labeled instances. It is the
default metric for manyML libraries for classification tasks. The accuracy of a given
model can be calculated as:

Accuracy = TP + TN

TP + TN + FP + FN
(30)

It should be noted that changing the class referred as positive cases does not
change the accuracy score.

In many cases, a high accuracy score is a sign of a satisfactory model. This
is specifically true when there is a balanced dataset in which proportion of each
class label is comparable. However, for imbalanced datasets, accuracy score may be
misleading.

Consider an extreme case in which it is desired to identify a rare disease seen in 1
case per 100,000 people. Now consider a dummy classifier that classifies everybody
as healthy (as opposed to a carrier of the disease).What is the accuracy of this dummy
classifier? It is, in fact, very high (≈ 0.999). However, it is not doing the job we want
it to do which is catching positive cases for the disease. To overcome this, it can use
metrics specific to a class label which will be discussed later.
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Fig. 7 Four possible outcomes in classification for an image classification task

Precision and Recall

Precision9 and Recall10 metrics are two of the widely used class-specific metrics.
Formulas for these metrics are as follows:

Precision = TP

TP + FP
,Recall = TP

TP + FN
(31)

Recall = TP

TP + FN
(32)

Precision is a measure that reflects the percentage of correctly classified instances
when the model predicts as a positive. That is, a high precision means that when the
model predicts as positive, it is very likely to be correct.

9 Sometimes referred as positive predictive value (PPV).
10 Recall is also referred as “sensitivity” or “true-positive rate (TPR)” in some sources.
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Recall measures the percentage of the actual positive cases that are correctly
labeled as positive. A high recall rate means that the model catches most of the
positive cases.

A careful reader will realize that precision and recall values will be different if
he/she changes what is referred as the positive class. Also, these metrics allow us
to catch model imperfections in case of an imbalanced dataset. For instance, both
precision and recall values will be zero for the dummy classifier for the rare disease
when positive cases are identified as the people with the disease.

In some applications, recall is favored over precision and vice versa. For instance,
for a first-step medical test, catching as many positive cases as possible can be
more desirable so a high recall rate is preferred. This can come at the expense of
increasing false positives and in turn, hurts precision value. However, those cases
may be eliminated with a more detailed test.

On the other hand, for a spam filter a higher precisionwould prefer because emails
labeled as spam are often not seen and read. If the model is not precise when it says
the email is spam then it could cause user to miss an important email (because it
goes to the spam filter). However, making a spam email into the inbox is less of a
problem since user can quickly delete and mark it as spam.

F1 Score

If the specific application being worked does not warrant to favor precision to recall
or vice versa, a balanced score for both is preferred. This is where F1 score comes
in. F1 score is one the best alternative metrics to accuracy and is essentially the
harmonic mean of the precision and recall scores. F1 score can be calculated by
using the following formula:

F1 Score = 2 ∗ Precision ∗ Recall

Precision + Recall
(33)

ROC-AUC

A Receiver Operating Characteristics (ROC) curve is a graphical representation of
discriminative ability of a binary classifier as the decision threshold is varied. An
ROC curve is constructed by calculating false-positive rate (FPR) and true-positive
rate (TPR, also known as recall) for different decision thresholds.

For logistic regression, it may think these different thresholds as the thresh-
olds for P(Y = Positive|xi) value. Remember that most implementations classify
an instance as positive if P(Y = Positive|xi) > 0.5. When building ROC curve,
P(Y = Positive|xi) is ranged from 0 (for which everything is classified as positive)
to 1 (everything is classified as negative). Then FPR and TPR rates are plotted against
each other to form the ROC curve. It usually has FPR on x-axis and TPR on y-axis
at the coordinate system. An example ROC curve can be seen in Fig. 8.

TPR(Recall) = TP

TP + FN
(34)
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Fig. 8 An example: ROC
curve

FPR = (1 − Specivity) = FP

FP + TN
(35)

The area under the ROC curve (ROC-AUC) is a good measure of discriminative
power of the ML model. Both TPR and FPR have the maximum value of 1. In turn
the maximum value of ROC-AUC metric to attain is also 1 (Area of a 1 × 1 square).
Thus, a ROC-AUC value close to 1 means that the model has high discriminative
power at various decision thresholds. The worst case is that ROC-AUC value to
be close to 0.5 which means the models performance is very similar to a dummy
classifier that picks a random class.

4 K-Nearest Neighbor (K-NN)

K-nearest neighbor (K-NN) is an algorithm that is used as a machine learning algo-
rithm in many fields. K-NN algorithm is a supervised learning algorithm used for
classification and regression problems. However, it is mainly used for classification
problems in the industry.

K-NN algorithm can be implemented in binary (two-class) problems and multi-
class problems. K-NN is one of the simplest machine learning algorithms based
on supervised learning technique. K-NN algorithm assumes the similarity between
the new case/data and available cases and puts the new case into the category that
is most like the available categories. K-NN algorithm stores all the available data
and classifies a new data point based on the similarity. This means when new data
appears then it can be easily classified into a well suited category by using K-NN
algorithm. K-NN is a nonparametric algorithm, which means it does not make any
assumption on underlying data. It is also called a lazy learner algorithm because it
does not learn from the training set immediately instead it stores the dataset and at
the time of classification, it performs an action on the dataset. K-NN algorithm at
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the training phase just stores the dataset and when it gets new data, then it classifies
that data into a category that is much like the new data.

4.1 K-NN Algorithm

First a newdata point enters to dataset. Then, it is necessary tofind this newdatawhich
class belongs to. Second, the number of neighbors (K) is going to be determined.
Choosing the right value of K is called parameter tuning and it’s necessary for better
results. By choosing the K value, the square root of the total number of data points
available in the dataset is taken. [8].

K value should be chosen as an odd number, because the region with the most
neighbors to the new point should be selected, and in case of an even number, an
equal number of neighbors can be obtained.

Third, with the Euclidian distance or Euclidian metrics K-nearest neighbors are
found. According to new data point belongs to which class points has the highest
neighbors. Finally, new data point assigned to that class.

K-NN algorithm steps can be shown as follows.

• Select the number K of the neighbors
• Calculate the Euclidean distance of K number of neighbors
• Take the K-nearest neighbors as per the calculated Euclidean distance.
• Among these k neighbors, count the number of the data points in each category.
• Assign the new data points to that category for which the number of the neighbor

is maximum.

4.2 Advantages and Disadvantages of the K-NN Algorithm

Advantages

• Very Simple
• Training is trivial
• Works with any number of classes
• Easy to add more data
• It has few parameters such as K and distance matrix.

Disadvantages

• The computation cost is high because of calculating the distance between the data
points for all the training samples.

• Categorical features don’t work well.
• Not good with the high dimensional data.
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5 Naive Bayes

Naive Bayes is a classification technique that utilizes maximum likelihood. Although
Naive Bayes has assumptions that generally do not hold in real life problems it works
quite well for complex classification tasks such as document classification and spam
classification [9].

Let assume y is the categorical response variable with n classes and x1, x2 · · · xk
are the input variables. The conditional probability of y is the class i can be written
as:

p(y = i|x1, x2 · · · xk) = p(y = i)p(x1, x2 · · · xk |y = i)

p(x1, x2 · · · xk) (36)

Naive Bayes algorithm assumes that predictors x1, x2 · · · xk are independent of
each other. Thus the probability p(x1, x2 · · · xk |y = i) can be defined as follows:

p(x1, x2 · · · xk |y = i) = p(x1|y = i) ∗ . . . ∗ p(xk |y = i)

=
k∏

j=1

p
(
xj|y = i

)
(37)

Since the term p(x1, x2 · · · xk) is the normalization constant and is the same for
all classes the term write likelihood function can omit as follows:

p(y = i|x1, x2 · · · xk) = p(y = i)
k∏

j=1

p
(
xj|y = i

)
(38)

Lastly prediction is made by finding the class i that will maximize the above
equation.

ŷ = argmax
i

p(y = i|x1, x2 · · · xk)

= p(y = i)
k∏

j=1

p
(
xj|y = i

)
(39)

The variations of Naive Bayes are based on different assumptions made on the
distribution p

(
xj|y = i

)
.

Gaussian Naive Bayes assumes p
(
xj|y = i

)
is distributed normally.

p
(
xj|y = i

) ∝ N (μji, σ
2
ji ) (40)

where μji and the σji are the mean and standard deviation of the observations for the
variable j that belongs to class i.
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Multinomial Naive Bayes assumes data is distributed multinomially especially
used for document classification.

p
(
xj|y = i

) ∝ Ni,j + α

Ni + αn
(41)

For the document classification example Ni,j is the frequency of feature j that
belongs to class i. Ni is the number of all features that belongs the class i. Smoothing
parameter α prevents the occurrence of zero probabilities which may result in
inaccurate predictions.

Bernoulli Naive Bayes assumes each variable only consists of 0 and 1 values.

p
(
xj|y = i

) ∝ p
(
xj|y = i

)
xj +

(
1 − p

(
xj|y = i

))(
1 − xj

)
(42)

6 Support Vector Machine

Support vector machines (SVMs) are a popular machine learning algorithm, due to
their superior predictive power and highly flexible modeling techniques. In SVMs,
the function between the input and output vectors can be defined as a classification
problem used to assign the observations to predefined classes, or as a regression
problem used to estimate a continuous value of the desired output [10]. In SVM
algorithms, after each data item is specified as a point in n-dimensional space, the
value of each feature expresses the value of a particular coordinate. Here, SVM
uses new learning techniques that realize structural risk minimization. In this way,
the SVM algorithm for classification aims to find a maximum hyperplane to divide
the input data representing highly complex nonlinear relationships into a predefined
discrete number of classes where it becomes linearly separable. The misclassifica-
tions obtained in the training step are minimized thanks to the optimal separating
hyperplane, and a maximum margin classifier with the optimal decision limit is
found [11]. For this, the learning problem of SVM is considered as a constrained
nonlinear optimization problem, and a model with a quadratic cost function and
linear constraints is obtained [12].

A decision surface that is maximally distant from any data point forms the
boundary of positive and negative hyperplanes. In SVM, which also allows data
to be divided into more than two different classes using multiple hyperplanes, the
larger the distance or margin between the positive and negative hyperplanes, the
greater the predictive power of the classifier is. The possible cases of hyperplanes
on a sample space and an example of a linear support vector machine are shown in
Fig. 9.

Data points in the training data are given as followed:

〈(−→x 1, y1
)
,
(−→x 2, y2

)
, ....,

(−→x k , yk
)〉 (43)
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Fig. 9 Possible hyperplanes and an example of a linear support vector machine

where each member is a pair of the ith input variable vector −→x i and a class label yi
corresponding to it. In SVMs, each data point is scaled [0, 1] or [−1,+1] values.
In the case of classifying linearly separable data, the one with the largest margin is
found among all hyperplanes that minimizes the training error. For this, the bias term
b is determined to select among all hyperplanes perpendicular to the normal vector−→w . In the absence of an intersection term, a hyperplane that is forced to pass through
the origin is encountered and this leads to the limitation of the solution. Correct
classification is expressed by means of a dividing hyperplane in mathematical form
as given in Eq. (44) [10].

−→w · −→x + b = 0 (44)

In a given training dataset, the ith input vector −→x i which lie on the hyperplane
satisfy −→w · −→xi + b = 0, where −→w is the normal vector of hyperplane, b is a constant
term called bias, |b|

‖−→w ‖ is the perpendicular distance from the hyperplane to the origin,

and ‖−→w ‖ is the Euclidean norm of −→w .
Since the dividing line is the midline between two support lines, the parallel

hyperplanes expressing these two support lines can be defined by Eq. (45) [13].

yi
∧ =

{−1, (
w · 
xi + b) ≤ −1
1, (
w · 
xi + b) ≥ +1

(45)

This can be rewritten by combining into one set as given in Eq. (46).

yi(
w · 
xi + b) ≥ 1 (46)
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Parallel hyperplanes are determined with no points between them in case of linear
separation of the training data [14]. In order to increase the confidence in the predic-
tion results to be obtained, themaximumdistance between the decision boundary and
the data points on both sides of the line should be considered. The surface area with
the maximum distance is called the margin so that an optimal classifier is obtained
by maximizing the margin size. Hence, the margin value is measured by distance
between the vectors −→x + (vector of positive x data examples) and −→x − (vector of
negative x data examples) the closest to each other as shown in Fig. 10. The vector−→x + is on the positive hyperplane with normal vector −→w and perpendicular distance
from the origin (1−b)

‖−→w ‖ . The vector −→x − is on the negative hyperplane with normal

vector −→w and perpendicular distance from the origin (−1−b)
‖−→w ‖ . If the distance between

the hyperplanes is denoted by d, the margin is calculated geometrically by Eqs. (46)
and (47) [13].

d = (−→x + − −→x −
)

(47)

d = (1 − b) − (−1 − b)

‖−→w ‖ = 2

‖−→w ‖ (48)

Since the objective is tomaximize themargin, the expression 2
‖w‖ needs to bemaxi-

mized.However, such an optimization problemwith yi
(−→w · −→x i + b

) ≥ 1 constraints
are difficult to solve. In this situation, realizing the fraction maximization carries the

Fig. 10 Linearly separable SVM
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same expression as minimizing the denominator. By focusing on minimizing ‖−→w ‖,
the optimization problem is transformed into a quadratic programming problem that
is relatively simple to solve [15].

minimize
1

2
‖−→w ‖2 (49)

Subject to
yi · (
w · 
xi + b) ≥ 1, i = 1, 2, . . . , k

(50)

This quadratic optimization problem is solved by transforming a Lagrange factor
αi into a dual problem by relating it to each constraint in the primal problem. The
constraint, which is difficult to solve in the optimization problem given in above,
becomes easier by changing with Lagrange multipliers. In this way, the constrained
optimization problem is made unconstrained. The Lagrange function Lp used in the
solution of the problem is as given in Eq. (51) [13].

Lp = 1

2
‖−→w ‖

2

−
k∑

i=1

αi
[
yi ·

(−→w · −→x i + b
) − 1

]
(51)

where αi are non-negative Lagrange multipliers. Lp is a function that minimizes the
weight vector −→w and the constant b and maximizes the non-negative dual variable
αi. By taking the partial derivatives of the Lagrange function with respect to w and
b, the Karush Kuhn–Tucker conditions in Eqs. (52) and (53) are obtained [13].

dLp
d−→w = y −

k∑

i=1

αiyixi = 0 → −→w =
k∑

i

αiyixi (52)

dLp
db

=
∑

i

αiyi = 0 (53)

The obtained equations are put in the relevant places in the Lagrange function,
and the problem turns into a maximization type dual Lagrange problem. Writing the
optimization problem in dual form reveals that the classification is only a function
of the support vectors [10].

maximize
k∑

i=1

αi −
∑

i,j

αiαjcicj
−→x i

T−→x j (54)

Subject to
∑

i αiyi = 0 i = 1, 2, . . . ., k
(55)
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αi ≥ 0 i = 1, 2, ...., k (56)

where, i and j represent the observations in the training dataset. The αi values are
used to calculate the vector −→w in terms of the training set.

−→w =
∑

i

αiyi
−→x i (57)

After the optimization problem is solved, the training points located on the posi-
tive and negative hyperplanes parallel to the decision boundary create the vectors
corresponding to the nonzero α’s and provide all the necessary support in finding
the optimal values for −→w . These points are called support vector and the generated
algorithm is called support vector machines [10].

6.1 Soft Margin Classifier

The learning procedure presented above is valid for cases where the data can be sepa-
rated linearly, but in general the data are not linearly separated, that is, completely.
The quadratic programming presented above cannot be used in case of data whose
solutions are not linearly separable, since constraints yi ·

(−→w · −→x i + b
) ≥ 1 cannot

be met. As shown in Fig. 11, loose variables ξi are added to the SVM objective
function to allow the hard decision margin to make a few errors if the data is misclas-
sified. In this case, SVM is not looking for the hard margin that would classify all
data perfectly. Instead, SVM allows most of the data to be classified correctly while
allowing a few data to be misclassified around the decision boundary, and SVM is

Fig. 11 Soft margin SVM
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now characterized as a soft margin classifier [14]. The soft margin SVMoptimization
problem with slack variables is given as follows.

Minimize
1

2
‖−→w ‖2 + C

k∑

i=1

ξi (58)

Subject to
yi · (
w · 
xi + b) ≥ 1 − ξi i = 1, 2, . . . , k

(59)

ξi ≥ 0 i = 1, 2, ...., k (60)

By increasing the objective function by a function that penalizes nonzero ξi, the
optimization problem becomes a trade-off between a large margin and a small error
penalty. For ξi > 0 and a point −→x i the margin may be less than 1, but then the
penalty C is paid for this in minimization. The regulation term C, which qualifies as
a penalty parameter, provides control of how the SVM will handle the errors. The
larger the parameter C, which varies depending on the optimization goal, the tighter
the margin is achieved, and thus more emphasis is placed on minimizing the number
of errors resulting from misclassification. As C decreases, it is aimed to maximize
the margin between the two classes, resulting in more errors [15]. The dual problem
for soft margin SVM is given as follows.

maximize
k∑

i=1

αi − 1

2

∑

i,j

αiαjcicj
−→x i

T−→x j (61)

Subject to
∑

i αiyi = 0 i = 1, 2, . . . , k
(62)

0 ≤ αi ≤ Ci = 1, 2, ...., k (63)

6.2 Kernel Trick for Nonlinear Data

The SVM linear classifier is based on a dot product between vectors of training data
points. In the optimization problemgiven inEq. (10), the training data is in the formof
the scalar products −→x i

T−→x j. Each data point is moved to a higher-dimensional space
through theφ : 
x → φ(
x) transform tomakefindinghigher-dimensional relationships
easier. In this case the dot products of the training data will be replaced by scalar
products φ(
xi)Tφ

(
xj
)
in a higher-dimensional space. Then, it will be expressed using

a kernel function K
(
xi, 
xj

) = φ(
xi)Tφ
(
xj

)
to provide a simpler calculation [3].
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When a problem is not linearly separable in the input space, kernel tricks aim to
transform the original observations into a higher-dimensional space, called the kernel
space, where it can be linearly separable using nonlinear functions. For this, using
the Mercer method, any continuous, symmetric and positive semi-definite kernel
function K

(−→x ,
−→y )

are expressed as a dot product in a high-dimensional space, such
that

¨
K(
x, 
y)f (
x)f (
y)d
xd
y ≥ 0 for all f (64)

∫

f 2
(−→x )

d−→x < +∞ (65)

There are many possible kernels that meet Mercer’s requirements, and the most
popular ones are given as follows [10].

Linear Kernel:

K
(−→x ,

−→y ) = −→x T · −→y (66)

Polynomial Kernel:

K
(−→x ,

−→y ) =
(
1 + −→x T · −→y

)d
d > 0 (67)

Gaussian radial basis function:

K
(−→x ,

−→y ) = e

(

− (−→x −−→y )2

2σ2

)

(68)

Sigmoid Kernel:

K
(−→x ,

−→y ) = tanh
(
α
−→x · y + β

)
(69)

The kernel trick, which relies only on the dot product between two vectors,
converts a linear algorithm to a nonlinear algorithm using any algorithm, which
is equivalent to a linear algorithm operating in the w interval space. Because kernels
are used, high-dimensional space can be infinitely dimensional, and so the vector −→w
can never be calculated explicitly [16].

An Example: Airline Customer Satisfaction

Airline A, which has a large customer pool, appeals to customers from large masses.
Since the airline’s economy is largely dependent on customer satisfaction, the
companywishes to identify the conditions andmeasures it can provide to increase the
satisfaction of customers. For this, some actionable information has been provided
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Table 1 Performance metrics of SVM models

Model type Confusion matrix Accuracy
(%)

Recall
score
(%)

Precision
score (%)

F1
score
(%)

AUC

T F

SVM
(linear)

T 14,544 3010 83.4 83.9 85.6 84.7 0.9

F 3453 17,957

SVM
(radial)

T 16,348 1206 94.1 94.9 94.4 94.6 0.99

F 1092 20,318

SVM
(poly.)

T 15,909 1645 92.2 93.5 92.4 92.9 0.98

F 1397 20,013

SVM
(sigmoid)

T 12,248 5306 72.2 74.2 75 74.6 0.78

F 5531 15,879

from the airline to help increase customer satisfaction. The data have been obtained
through surveys that will enable the airline company to follow the satisfaction of
customers on each flight. Customer satisfaction can vary depending on many vari-
ables that a customer and airline experience during travel. Therefore, the customer
survey, which evaluates different aspects of airline service, consists of a combina-
tion of customer-specific information, such as age, and information provided by the
airline, such as flight distance. In the study, it is aimed to predict whether a future
customer will be satisfied with the service by considering the data provided through
the variables included in the survey. The prediction model is developed using support
vectormachines technique. In this way, it is tried to help the airline company inwhich
aspects of its services should be emphasizedmore in order to increase the satisfaction
of its customers.

The dataset includes 129,880 responses received through surveys conducted by the
airline on its customers over 3 months. In the dataset to be used to estimate customer
satisfaction, there are categories that measure the relative satisfaction of customers
with services such as seat comfort, leg room, inflight entertainment and cleanliness,
as well as personal information of customers such as age, gender, customer type.
Hence, the dataset contains a mix of both numeric and non-numeric features [17]. A
summary of the performances of the SVM method based on accuracy, recall score,
precision score and F1 score as well as confusion matrices is presented in Table 1.
The results show that the SVM method classifies airline customer satisfaction well,
with a high accuracy score.

7 Decision Trees

A decision tree is a type of diagram that uses nodes to represent the variables and
branches springing from these nodes depend on possible values for the variables [18].
In other words, a decision tree is an illustration of decision-making by representing it
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Fig. 12 A simple representation of a decision tree (all green boxes are decision nodes, and blue
ovals are leaf nodes)

as a branching path from one or more possible options to multiple possible branches.
Decision trees can be used for both classification and regression. Figure 12 illustrates
a decision tree used for classification.

A decision node is a node in a decision tree at which the flow branches into
multiple alternative flows. Terminal nodes, also known as leaf nodes, represent the
final subsets. Each internal node in a decision tree is assigned a discrete function of
the values of one or more attributes and then divides the feature space into two or
more subspaces based on that function (Fig. 13 [19]). Tree-based methods involve

Fig. 13 Left: the decision tree, right: partition of feature space
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segmenting the feature space into a set of rectangles and then predict a constant for
each region.

Note that target values are assigned to each leaf node. Regression or classification
models are built as a tree structure using a decision tree. Classification trees are used
to solve prediction problems with a categorical dependent variable. Most commonly,
the mean or median of the target values are used to make predictions for each region
in the setting of regression.Whereas in classification settings the most common class
is returned as the prediction. Optionally, the leaf may indicate the probability that
the target attribute will have a specific value [20].

The number of misclassifications is used to determine the success of a prediction.
Regression trees, on the other hand, are used to solve prediction problems with
continuous or ordered discrete values as the dependent variable. The MSE (Mean
Square Error) is used to measure the prediction error [21].

7.1 Mathematical Formulation of Decision Trees

The mathematical formulation of decision trees is as follows [5]. Given xi ∈ R
n,

i = 1, 2, . . . , l as the training vector and y ∈ R
l as the label vector. A decision

tree performs recursive partitioning of the feature space, grouping samples with
similar labels or target values. Let node m represent data with Nm samples using the
Qm graphical representation. Split the data into subsets by constructing an arbitrary
feature and a threshold set for each candidate split value of θ = (j, tm), resulting in
sets of the form Qleft

m (θ) (θ) and Qright
m (θ).

Qleft
m (θ) = {(x, y)|xj ≤ tm} (70)

Qright
m (θ) = Qm\Qleft

m (θ) (71)

An impurity function or loss functionH () is then used to determine the quality of
a candidate split of node m. The particular impurity function or loss function used
depends on the task to be solved (classification or regression).

G(Qm, θ) = N left
m

Nm
H

(
Qleft

m (θ)
) + N right

m

Nm
H

(
Qright

m (θ)
)

(72)

The next step is to minimize the impurity by selecting the parameters.

θ∗ = argminθG(Qm, θ) (73)

Continue searching for subsets inQleft
m (θ)) andQright

m (θ) until themaximum allow-
able depth is reached, and if necessary, search at amaximumdepth ofNm < minsamples
or at a depth of Nm = 1..
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ClassificationCriteria: Suppose there is a classification outcome taking onvalues
0, 1, . . . ,K − 1, for node m. The probability of this classification outcome can
be calculated as follows: pmk = 1

Nm

∑
y∈Qm

I(y = k) is the proportion of class k
observations in node m. Prediction probability for this region is set to pmk if m is a
terminal node. Generally, impurities are measured using the following criteria:

H (Qm) =
∑

k

pmk(1 − pmk) − Gini (74)

H (Qm) = −
∑

k

pmk log(pmk) − Entropy (75)

H (Qm) =
∑

k

1 − max(pmk) − Misclassification (76)

Regression Criteria: If the target is a continuous value, then the mean squared
error (MSE or L2 error), Poisson deviance and mean absolute error (MAE or L1
error) are commonly used to determine future split locations. To estimate the mean
of terminal nodes, the MSE and Poisson deviance utilize the mean value ym of the
node whereas the MAE utilizes the median.

ym = 1

Nm

∑

y∈Qm

y (77)

H (Qm) = 1

Nm

∑

y∈Qm

(y − ym)2 − Mean Squared Error (78)

H (Qm) = 1

Nm

∑

y∈Qm

(

ylog
y

ym
− y + ym

)

− Half poisson deviance (79)

median(y)m = median(y)
︸ ︷︷ ︸

y∈Qm

(80)

H (Qm) = 1

Nm

∑

y∈Qm

∣
∣y − median(y)m

∣
∣ − Mean absolute error (81)

Before the most popular decision tree algorithms are discussed, it is necessary to
understand the fundamental components of decision trees.

Splitting: Splitting means dividing a node into several sub-nodes so that rela-
tively pure nodes are created. This procedure is repeated until a predetermined level
of homogeneity or stopping criteria is achieved. The splitting rules are also known as
attribute selection rules, as they define how tuples should be split at a given node. The
most popular attribute selection approaches are: (I) reduction in variance, (II) Gini
index, (III) information gain and (IV) chi-square. When the target variable is contin-
uous, or when there is a regression problem, the reduction in variance approach is
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used. In contrast, when the target variable is categorical, i.e., when there is a classifi-
cation problem, other approaches are used. Another critical point is that the modeler
should define a split point for categorical features prior to beginning splitting. The
most frequently used method for determining the split point is to sort the values
and then evaluate the midpoints between adjacent values using some metric, typi-
cally Information gain or Gini impurity. The following are the most frequently used
attribute selection criteria:

Information Gain: The amount of information contained in each attribute is tried
to be estimated by using the information gain criterion. Entropy is a quantity that
measures randomness and uncertainty of a random variable.

E = −
n∑

i=1

pilog2(pi) (82)

where pi denotes the probability that an object will be classified into a specific class
and n denotes the total number of classes. The following formula is used to calculate
the Information Gain for an attribute X:

IG(T ,X ) = E(T ) − E(T ,X ) (83)

where T represents the target variable.
GINI Index is a metric that indicates how often a randomly selected element will

be incorrectly identified. This implies that you should favor attributes with a lower
Gini index. It is calculated as follows:

GI =
n∑

i=0

pi(1 − pi) (84)

where pi denotes the probability that an object will be classified into a specific class
and n denotes the total number of classes.

Stopping: When the decision tree’s size and complexity increase, the generaliz-
ability and robustness of the model will diminish. In other words, the larger andmore
complex the decision tree, the less generalizable and robust the resulting model will
be. To avoid this, the decision tree building process should employ stopping rules
to prevent it from becoming too complex. Stopping rules could be determined using
common parameters such as minimum record counts in leafs, minimum node counts
prior to splitting and leaf depth (steps) from the root node.

Pruning: Sometimes stopping rules are inefficient. Instead of growing a complex
decision tree, one may choose to prune a large one to get it to a size that is optimal.
Pruning is classified into two types: pre-pruning and post-pruning. Pre-pruning uses
Chi-square or multiple-comparison tests to identify non-significant branches. After
creating a full decision tree, a post-pruning procedure is used to remove branches
that help increase overall classification accuracy. Pruning can be accomplished in a
variety of ways. Two common ways are as follows:
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1. Information gain: Themost straightforward approach is to remove branches that
result in the least amount of information gain.

2. Classification/Prediction performance on validation set: Another option is to
prune the tree to obtain the highest validation set classification performance.

A tree can be grown using several different algorithms. These algorithms can
differ on several fronts, such as how many splits exist per node, how they are found
and when to stop splitting. The most frequently used decision tree algorithms are
summarized in Table 2 by the study [22].

The most used tree induction approach is undoubtedly the classification and
regression trees (CART) algorithm. The CART algorithm is described as follows:

7.2 Classification and Regression Trees (CART) Algorithm

CART is a classification algorithm based on Gini’s impurity index as the criterion for
splitting the data into smaller pieces. The CART is a binary tree structure in which
node division occurs iteratively [7]. This algorithm has three steps:

1. Determine the optimal split for each feature. There are N-1 possible splits for
each feature having N different values. To maximize the splitting criterion, find
the split that maximizes it.

2. Determine the optimal split for the node. Choose the split that maximizes the
criteria for splitting, as indicated by Step 1.

3. Start over from Step 1 and continue splitting nodes until the stopping condition
is met.

7.3 The Advantages and Disadvantages of Decision Trees

Decision trees are widely used in the area of machine learning because of their
success as well as the fact that they are straightforward. The following are some of
the advantages of decision trees:

1. It is simple to understand and interpret.
2. It is capable of dealing with both numeric and categorical data.
3. It does not require a lot of processing like normalization or encoding.

On the other hand, it comes with the following drawbacks:

1. It has a relatively high spatial and temporal complexity.
2. Decision treemodel reproducibility is extremely sensitive to changes in the data,

and even a small alteration in the structure of the data can produce a significant
change in the tree structure.
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Table 3 Hyperparameters of decision trees

Parameter Explanation

Max_depth The overall complexity of decision tree is controlled by this parameter

Min_impurity_split Tree growth stopping threshold

Min_samples_leaf Minimum number of leaf node samples required

Min_impurity_decrease If a split decreases the impurity value more than or equal to this value,
a node will be split

Max_leaf_nodes In relative terms, best nodes are nodes where impurity is less

Max_features The number of features to consider when seeking the best split

Min_samples_split The smallest sample size required to split an internal node

3. Overfitting is a common problemwith decision trees. it is necessary to carefully
tune the hyperparameters of decision trees to overcome this problem. Table 3
presents the hyperparameters of the decision tree models. These parameters
are set in the Scikit-Learn classifier model that implements the decision tree
algorithm [23]. More information about the parameters can be found in the
Scikit-Learn library, which is available to readers.

An Example: Predicting Customer Churn Through the Use of Decision Trees

In this section, a decision tree application to a classification problem is demonstrated.
The customer data from a telecom has been used to derive customer churn using a
decision tree. Table 4 contains a summary of the characteristics of customer churn
data. There are 18 independent variables, some of which pertain to the customer’s
characteristics and the majority of which pertain to the company’s services to the
customer. Customer churn decisions are the target variable. Specifically, it is neces-
sary to learn which features are important in a customer’s churn decision, as well
as develop a good predictive model that can accurately predict a customer’s churn

Table 4 Summary of the features

Feature no. Feature ID Type Feature no. Feature ID Type

1 Gender Binary 11 Device protection Binary

2 Senior citizen Binary 12 Tech support Categorical

3 Partner Binary 13 Streaming TV Categorical

4 Dependents Binary 14 Streaming movies Categorical

5 Tenure Discrete 15 Contract Categorical

6 Phone service Binary 16 Paperless billing Binary

7 Multiple lines Categorical 16 Payment method Categorical

8 Internet service Categorical 17 Monthly charges Continuous

9 Online security Categorical 18 Total charges Continuous

10 Online backup Categorical 19 Churn Binary
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decision. For these goals, decision tree implementation provided by Scikit-Learn
library in Python is used [23]. The details of the algorithm’s implementation can
be found in the supplementary code library. 80% of the data samples are used for
training and the remaining 20% for testing. The findings indicate that Contract and
Tenure are the first two most significant variables influencing a customer’s churn
decision. 80% prediction accuracy on test data is obtained. Additionally, decision
rules for predicting a customer’s churn decision are obtained such as the following:

if (Contract_Month-to-month < = 0.5) and (Monthly Charges < = 93.675) and (Online
Security_No < = 0.5) and (Contract_Two year < = 0.5) and (Monthly Charges < = 72.4)
and (Total Charges > 41.8) then class: 0 (proba: 97.27%) | based on 440 samples.

8 Ensemble Learning

Ensemble learning is a machine learning paradigm where the outputs of multiple
learning models (weak learners) are combined to train and produce better results
[24]. Ensemble learning is also called committee-based learning or learning multiple
classifier systems [25]. Ensemble methods use a set of classifiers to make a better
prediction so that an ensemble’s ability to generalize is often much stronger and has
better overall accuracy than any individual ensemble member. Although predictive
modeling is dominant in the use of ensembles, it can also be used for other analyt-
ical modeling capabilities such as clustering and association rule mining. That is,
ensemble models can take on both supervised and unsupervised machine learning
tasks [10].

One of the most important features of ensemble methods is that it elevates weak
learners (or base learners) to learners with strong generalization skills [26]. Weak
learners or base learners may have a high bias (such as low degree of freedom
models) or have too many variances to be robust (such as high degree of freedom
models). This is why these weak learners cannot perform very well on their own.
To decrease the variance or bias in such weak learners, ensemble methods create a
strong learner (or ensemble model) which enables better performances [27]. There-
fore, researchers and practitioners have generally preferred to use ensemble learning
models to obtain better accuracy and more stable/robust/consistent/reliable results.
Many studies conducted by researchers in recent years have proven that ensemble
learning models almost always improve prediction accuracy and rarely predict worse
than single models for any given problem [10].

In 1979, in the study on ensemble learning systems of Dasarathy and Sheela
[28], the issue of segmentation of the feature space using multiple classifiers was
discussed. Then, ensemble learning methods, which have become a major learning
paradigm since the 1990s, have achieved significant development with the contri-
butions of two pioneering studies. One of them is the study conducted by Hansen
and Salamon [29] in 1990 showing that a set of structured neural networks can be
used to develop classification performance. The other was the study conducted by
Schapire [30], which proved that by combining weak classifiers through boosting,
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a properly strong classifier could be produced. Later, this study has provided the
basis for the development of AdaBoost algorithms. After these pioneering studies,
ensemble learning studies have expanded rapidly bymany researchers and took place
in the literature [31–33]. Ensemble methods, whose popularity has increased since
the 2000s, which started to be seen in the 1990s, have become a necessary method to
win the modeling competitions based on data mining and analytics. KDD-Cup, one
of the most famous data mining competitions, has been held annually since 1997 and
has attracted great interest from data mining teams around the world. The competi-
tion includes many problems in every field, from applications in the field of medicine
such as pulmonary embolism detection to application areas in the service sector such
as customer relationshipmanagement. Among the various techniques used in solving
the problems considered in KDD-Cup competitions, ensemble learning models have
been the most remarkable methods. It has also been included as the method used in
the winning team of the competition many times [25]. Another famous data mining
competition is the Netflix Prize, which aims to increase the accuracy of the predic-
tions about the user preferences of movies, that is, howmuch they will enjoy amovie.
In the $1million prize, thewinner, second and nearly all of the other teams that placed
at the top of the ranking have offered a solution based on ensemble learning models.
As a result, the winning team has presented an ensemble learning model that is a
combination of various predictive models. Moreover, the team, which achieved the
desired performance but lost because it presented the result 20 min later, has used
its name as the Ensemble [10, 25]. In addition to impressive results in competitions,
ensemble learning methods have achieved great success by applying in a variety
of real-world tasks such as object detection, recognition, tracking, recommendation
systems, medical diagnostics, text categorization [25].

The diversity of classifiers that make up the ensemble indicates the success of
an ensemble learning model, in other words, its ability to correct the errors of some
elements in the model. Individual classifiers in an ensemble system must obtain
different errors in different situations since it will not be possible to correct a potential
error if the same output is obtained from all the classifiers. The variety of classifiers
to include in the model can be obtained in different ways. One way is to train indi-
vidual classifiers, such as using different training datasets. Such datasets are obtained
through resampling techniques such as random bootstrapping or bagging, in which
subsets of training data are obtained from all training data, usually by replacement.
In the ensemble models, a single-based learning algorithm is used to ensure that
homogeneous weak learners are trained in different ways, thus making the model
“homogeneous”.

Using different training parameters for different classifiers is another approach
that can be used to achieve diversity. Another factor that creates diversity is to ensure
the use of models that are different from each other and look at the data from a
different perspective. Because of combining the results of different types of weak
learning algorithms, they are called heterogeneous ensemblemodels. The completely
different types of classifiers such as multilayer artificial neural networks, support
vectormachines anddecision trees are used in suchmodels.Afinal factor of achieving
diversity is to use different features or different subsets of existing features [10, 27,
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34]. In general, ensemble methods make up a broad class of algorithms based on
sound learning theoretical principles. The most attention algorithms in the literature
have been considered here.

8.1 Bagging

The bagging method, one of the oldest and simplest but most effective ensemble
learning algorithms, was first proposed byBreiman [32] in 1996 as an abbreviation of
bootstrap aggregation. In the baggingmethod, instead of sampling a new, independent
training dataset each time, different subsets of training data are randomly generated
by replacing the entire training dataset. Diversity in bagging is provided by using
bootstrapped copies of the training data so that a subset of training data is used to
train a different base learner in the same type [24]. The sub-datasets created by using
resampling are different from each other, but they are not independent as they are all
derived by a single dataset. The bagging method performs significantly better than
the outputs obtained by a single model created using the original training data but
creates a combined model that is never significantly worse [26]. The bagging method
can be used for classification and regression models. The results from each of the
models considered in classification-type prediction problems are combined by using
the simple or weighted majority voting technique, and then the ensemble prediction
for that sample or record is determined by the class label with the highest votes. In
regression type prediction models where the target variable is a number/continuous
variable, each output of the considered models is combined using the simple or
weighted average technique [10].Agraphical representation of the bagging algorithm
is given in Fig. 14.

Since the basic learner combination strategy used in the bagging method enables
the predictions to behave more decisively on new data, the bagging method is a tech-
nique that provides a lower variance. The bagging method is more attractive espe-
cially for available data with limited size. In order to have enough training samples
in each subset of data, relatively large portions of the samples considered are drawn
into each data subset. This results in significant overlapping of individual training
data subsets, that is, sharing the same data. Thus, in bagging, like many ensemble
methods, a variation on training data is achieved by using a relatively unstable base
learner that produces different generalization behavior allowing different decision
limits to be obtained against small perturbations in different training datasets [24].
The point to be noted here is that some learning methods, such as decision stumps
andK-nearest neighbors, are insensitive to perturbations in training samples because
they have a very stable structure. Since the basic learners formed by these methods
will be similar to each other, combining them will not improve the generalization
ability. Therefore, bagging should be used with methods such as decision trees with
unstable learners [26]. In this way, the trained classifiers are then combined using a
voting technique, resulting in a more stable structure with lower variance [24]. As
a result, the higher the instability of the base learners, the greater the performance
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Fig. 14 Bagging method based on decision tree ensembles

improvement [26]. For a classification problem consisting ofm instances, where each
xi instance in the training set is labeled as yi ∈ {−1,+1}, the bagging algorithm is
defined as follows.
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8.2 Random Forest

The random forest algorithm was first introduced by Breiman [35] in 2001 as an
extension of the simple bagging algorithm. Random forests are a bagging method
in which multiple trees are combined using bootstrap samples to achieve a lower
variance output. In random forests, instead of using all the features in each split in
the tree, a random subset of features/variables is chosen, which further randomizes
the tree. As a result, the bias of the resulting model is slightly increased, but due
to the combination of less related trees, its variance is reduced, resulting in a better
model [10]. The output of the random forest model for classification problems is a
class chosen by the majority of trees, while the output of the random forest model
for regression problems is obtained by averaging each tree. In addition, the decision
at each node in the tree structure uses random node optimization, where it is chosen
by a random procedure rather than a deterministic optimization. Thus, random forest
models often produce more accurate prediction results than simple bagging and
simple boosting (i.e. AdaBoost) [25].

Random forestmodels take less training time than othermethods and canmaintain
accuracy in data that is largely missing. Random forest ensembles are also used for
density estimation, an unsupervised task and detection anomalies [25].

8.2.1 Out-of-Bag Error Estimation

In the bagging method, each new model is trained using bootstrap aggregation,
where the training sampling is fitted using bootstrapping samplings. In bagging
method, cross-validation or validation set approach can be used when estimating
the test error of a model. However, these approaches can lead to big computational
efforts, especially in big datasets [5, 36]. Instead of these approaches, Out-of-bag
(OOB) error, also called out-of-the-bag estimation, is an extremely useful and simpler
way to estimate generalization error and variable significance. When a bootstrap
sample is selected from the dataset, some observations are not included in the tree
building phase and these observations, called OOB, are used to make an internal
estimate of the generalization error. To obtain the OOB error rate, each tree estimates
a class value for the OOB dataset, and these estimates are recorded. At any point,
the generalization error can be calculated by averaging (for regression) or majority
vote (for classification) of the error rate estimates in trees where it is OOB for each
observation.A general error rate can be calculated by including all observations using
the mean-squared error for regression or using classification error for classification
[5].
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8.2.2 Variable Importance

Although decision trees are a simpler and easier-to-interpret method, when many
trees are packed, it is not possible to represent the statistical learning procedure that
occurs with a single tree. This also raises the problem of showing which variable
is more important. In this case, the bagging method is preferred as it improves the
prediction accuracy against the more difficult interpretability feature.

The predictiveness of a variable is measured by the variable importance. The first
step in measuring variable importance is to fit a random forest to the data, as the
random forest performs direct variable selection when generating the classification
rules. Variable importance can be calculated in two ways: Gini significance and
permutation-based variable importance.

Gini importance is obtained by the Gini index used when constructing direct
random forest trees. When a node is split over the jth variable, the Gini index value
of the obtained two new nodes will be smaller than the Gini value of the split node.
The Gini importance value of the jth variable for each tree is obtained by calculating
the difference between these two values. After all the trees in the forest are created,
the importance of the jth variable is determined by summing the Gini importance of
the trees in which the jth variable takes place [37].

The process for obtaining permutation-based variable importance is as follows.
When a random forest model is fit, the accuracy estimate from theOOB error for each
data point is recorded and averaged over the forest. To measure the importance of the
jth feature, the values of the jth feature are permuted among the training data and the
prediction accuracy of the OOB samples is recalculated on this permuted dataset. As
a result of this process, two predictive values are obtained for each jth feature. The
accuracy estimates from the Original OOB before the permutation and the modified
OOB after the permutation over all trees are subtracted and the importance score for
the jth feature is calculated by averaging the difference obtained. Then the score value
is obtained by normalizing the differences with the standard deviation. According to
the obtained score values, the degree of importance of the features is ranked from
the features that produce large values to the features that produce small values [38].

8.3 Boosting

Boosting is a family of models in which weak learners are brought together to obtain
a stronger learner with better performance [26]. However, unlike bagging, which
basically aims to reduce variance, boosting uses an iterative approach that combines
a number of weak learners. In this method, each new model is created by giving
more weight to the training examples that were incorrectly predicted by the previous
model. Then the same process is applied for the training samples that were predicted
incorrectly at each iteration, resulting in a strong learner with lower variance through
a weighted combination of the models obtained at the end of the process [26, 39].
The simple boosting process in constructing ensemble models is as shown in Fig. 15.
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Fig. 15 Boosting-based ensembles

Like the bagging method, the boosting method uses voting for classifications
or averaging for numerical estimates to combine the outputs of individual models.
Also, like bagging, the boosting method combines models of the same type by using
algorithms that are unstable estimators, such as decision trees. Although these two
methods seem similar to each other in terms of structure and purpose, these methods
have different strategies in using the training dataset and creating the best estimation
model ensemble. Boosting uses the entire training dataset unlike the baggingmethod,
which uses bootstrapping copies of the training dataset to create decision trees.
Bagging combines the independent trees while boosting uses the interdependent
trees to form the final ensemble [10].

Many algorithms based on the boosting method such as AdaBoost, gradient tree
boosting, LPBoost, XGBoost, LightGBMhave been developed bymany researchers.

8.3.1 AdaBoost

The AdaBoost algorithm, first introduced by Freund and Schapire [33] is one of the
most effective and well-known boosting methods. The general boosting procedure
described isn’t a real algorithm because there are some specific parts in an AdaBoost
algorithm, such as “adjust distribution” and “combine outputs” [25]. The considered
samples are drawn into datasets after a sample distribution, which allows the training
data to be updated iteratively. The classifiers are combined throughweightedmajority
voting, where the voting weights weighted by the sample distribution are based on
the training errors of the classifiers.
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Considering a binary classification problem, theAdaBoost algorithmhas a process
that proceeds as follows. Initially, all observations have equal weights. Then, a classi-
fier is created for these observations through the learning algorithm and each sample
is reweighted based on the output of the classifier. In each iteration, the weights of
correctly classified samples are reduced while the weights of misclassified samples
are increased. These result in a series of “easy” instances with low weight and a
series of “hard” instances with a high weight. At each iteration, more classifiers are
created for the reweighted data, thus forcing weak learners to focus on hard instances
of the training set. Furthermore, the overall accuracy of the classifier is measured by
giving a weight to each classifier. This weight is also a function of the total weight
of correctly classified models. Then, the weights of the instances are increased or
decreased based on the output of this novel classifier. This process is repeated until the
function remains unchanged or the number of estimators reaches themaximum limit.
As long as each sample in a model performs slightly better than random guessing,
it can be proven that the final model is learned and converges to a strong learner
[39]. For a classification problem consisting of m instances, where each xi instance
in the training set is labeled as yi ∈ {−1,+1}, the AdaBoost algorithm is defined as
follows.

8.4 Gradient Boosting

AdaBoost algorithm, one of the many boosting algorithms in the literature, was the
most widely used boosting technique during the 1990s [33]. After the development
of this algorithm, the gradient boosting idea has emerged based on Loe Breiman’s
observation that boosting can be considered as an optimization algorithm on an
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appropriate cost function [40]. After the explicit regression gradient boosting algo-
rithms were developed by Friedman, a more general concept of functional gradient
boosting has been introduced simultaneously by LlewMason, Jonathan Baxter, Peter
Bartlett and Marcus Frean [41].

Like other boostingmethods, the gradient boostingmethod is defined as amachine
learning algorithm for regression and classification models that iteratively generates
the ensemble form of weak predictive models, such as decision trees, in a prediction
model. The basic idea behind this algorithm is to establish novel base learners in
such a way that they are maximally correlated with the negative gradient of the
loss function associated with the entire ensemble. Here, it can be applied to the
popular loss functions such as least squares, least-absolute-deviation, Huber, logistic
binomial log-likelihood [38, 42]. The gradient boosting algorithm has a process that
proceeds as follows

• Initially, a decision tree is built from the first dataset and the error between the
prediction and the output is found.

• This error value is used as new output values for instances of the dataset.
• With the errors in the dataset, a new decision tree is created as the label of the

sample and the tree is trained to reproduce the error created by the previous tree.
• The tree continues to be added to the process until the error value between the

previous output and the current prediction reaches the desired level.

For a regression problem consisting of n instances, where each xi instance in the
training set is labeled as yi, the gradient boosting algorithm is defined as follows
[40].

An Example: Human Resource Analytic

Company X, which provides services to the large-scale market in the field of infor-
mation technologies and automation, has campuses in different locations and has a
large number of employees. One of the most important concerns of the company’s
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human resources department is the gradual departure of employees over time based
on employee attrition. Employee turnover is very costly for the company, given the
time it takes to interview and find a replacement, placement fees and lost produc-
tivity for several months. Therefore, understanding why and when employees are
most likely to leave will enable the development of a variety of human resources
policies for employee retention as well as planning new hires in advance. In this
example, it is aimed to predict when employees will leave and which employees
are likely to leave, taking into account the dataset containing information about the
company’s employees. For this, the model is developed using ensemble methods.
Thus, an attempt is made to help the company design a better human resources
policy and to consider in advance a serious issue such as the cost that may arise
from employee turnover. The dataset, which includes 14,999 employees, includes
variables such as average monthly working hours, time spent in the company on
a yearly basis, salary level, number of projects and satisfaction level. The data in
the dataset are supervised and consist of a mixture of numerical and non-numerical
variables. In addition, in the given dataset, the target variable consists of two types of
employees, those who remain with the company and those who leave the company
[43]. A summary of the performances of the ensemble models based on accuracy,
recall score, precision score and F1 score as well as confusion matrices are presented
in Table 5. As the results show, Bagging has the best classification accuracy and
the greatest AUC among the models. Besides, it is seen with the high values of the
performance evaluation criteria and the AUC value that other ensemble methods give
similar results with the Bagging method.

Table 5 Performance metric values of the models

Model type Confusion
matrix

Accuracy
(%)

Recall
score (%)

Precision
score (%)

F1 score
(%)

AUC

T F

Bagging T 3410 18 97.3 90.3 98.3 94.1 0.99

F 104 968

Random
forest

T 3409 19 97.1 89.6 98.1 93.6 0.99

F 112 960

Gradient
boosting

T 3388 40 97.2 92.2 96.1 94.1 0.99

F 84 988

XG Boost T 3388 40 97 91.1 96 93.5 0.99

F 95 977

AdaBoost T 3363 65 91.3 69.6 92 79.2 0.97

F 326 746
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9 Unsupervised Methods

In unsupervised learning, as the name suggests, there is no specific information like
parameters or labels that could supervise the system to learn. Instead, the system
learns only from input data by identifying the underlying structure of it. Unsuper-
vised learning provides useful and practical insights especially when there is no
sufficient data to train a model. It makes previously intractable problems more solv-
able and is much nimbler at finding hidden patterns both in the historical data that is
available for training and in future data [44]. In this manner, it is better in drawing
conclusions and similar to human learning process for more open-ended problems
even though the performance of the model cannot be clearly measured. On the other
hand, unsupervised learning is also used to improve the performance of supervised
learning methods in some cases like missing labels, overfitting, outlier detection,
dimensionality reduction by eliminating insignificant features, or selecting the most
important features [44].

Unsupervised learning problemsmostly tackle the clustering problem formachine
learning tasks. In this section several clustering techniques will be introduced.

9.1 Clustering

Clustering is a method to group the data in a meaningful way. The main idea is
bringing the objects with higher similarities together and separating them from
the objects with higher dissimilarities as much as possible. It is useful in finding
internal structures, patterns and underlying rules in the data and categorizing an
unlabeled set of data. The real-world applications of clustering vary widely. The
most common examples of clustering applications are in market and customer
segmentation, document segmentation, image compression andbioinformatics fields.

9.2 K-means Algorithm

K-means algorithm is one of the commonly used and simple distance-based clus-
tering methods. It depends on the parameter k which is the predetermined number
of clusters. At the end of the algorithm, each data point is assigned to exactly one of
these k clusters. Optimal grouping is achieved by minimizing the within-cluster sum
of squares (WCSS), also known as inertia, such that the sum of the within-cluster
variations across all k clusters is as small as possible [44]. Hence, every data point
is allocated to the nearest cluster.

WCSS =
k∑

i=1

∑

x∈Ci

‖x − μi‖2 (85)
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where the k is the number of clusters, x are the observations, Ci is the ith cluster and
μi is the center of the ith cluster.

The steps of the algorithm are as following:
Initialization: K-many randomly selected points are introduced as centroids,

which are used as the beginning points for every cluster. Centroids are not necessarily
one of the input data points. If the centroids are required to be one of the input data
points, this method is called the k-medoids algorithm.

Recursion: Each data point is assigned to a cluster based on theminimum distance
between the data point and the centroids of the clusters.Distance between is computed
as Euclidean distance which is based on the sum of squares. It is also possible to
use other distance types such as Manhattan distance. Johnston [45] suggests that
Manhattan distance may outperform Euclidean distance when it comes to higher-
dimensional data. After the assignment of clusters, the new centroids of the clusters
are computed for each cluster by averaging the data points in that cluster. This process
iteratively assigns each data point to a cluster with updated centroids until a stopping
criterion is met.

Termination: The algorithm ends if the centroids are the same with the centroids
in the previous iteration or maximum iteration number is reached.

The optimum number of clusters can be decided with Elbowmethod. In the elbow
method, the k-means algorithm is run with a set of different k parameters. For each
k, WCSS is calculated and plotted where the x-axis shows the number of clusters
and the y-axis shows the WCSS. WCSS is highest when k = 1, yet decreases as
the number of clusters increases and therefore, the plot looks like an arm with a
noticeable elbow point. The optimum k value is chosen as this elbow point. For
example, in Fig. 16, the optimal number of clusters is 3.

Fig. 16 Elbow method
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9.3 DBSCAN

DBSCAN (density-based spatial clustering of applications with noise) is considered
as one of the powerful clustering algorithms. Its similarity criteria is based on density
estimation [46]. DBSCAN groups the data points that are close to each other by
considering the following two parameters that are chosen by user:

“eps”: It specifies themaximumdistance between two data points to be considered
as neighbors and fall into the same cluster.

“min_samples”: It specifies the minimum number of points in an eps-
neighborhood.

The steps of the algorithm are as following [45]:

• Move through each unvisited point in a loop and mark as visited.
• From each point, look at the distance to every other point in the dataset.
• Connect all points within the eps-neighborhood as neighbors.
• Check to see whether the number of neighbors is at least as many as the minimum

points required.
• If the minimum point threshold is reached, group together as a cluster. If not,

mark the point as noise.
• Repeat until all data points are categorized in clusters or as noise.

The parameters can be tuned by examining the dataset first. If the dataset is large,
a small “min_samples” is better; if the dataset is noisier, a large “min_samples”
is better and generally it should be greater than or equal to the dimension of the
dataset. As a rule of thumb, “min_samples” can be chosen as 2 times of the dataset
dimension [47]. As a useful way of deciding on “eps” parameter, K-nearest neighbors
(K-NN) algorithm can be utilized as suggested in [48]. In this method, after deciding
on “min_samples,” k-NN algorithm is run with its k-neighbor parameter equal to
“min_samples.” When the average distance between each point and its k-neighbors
is sorted and plotted as in Fig. 17, the value with highest curvature, as in elbow
method, can be chosen as the eps parameter which is chosen 0.3 here.

Fig. 17 Specification of eps
parameter
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On the contrary of k-meanswhich tends toworkwell with circular shaped clusters,
DBSCAN gives better results with clusters of arbitrary shape from noisy datasets
and requires only one scan of the dataset [49]. Also, only the data points that have
close neighbors will be seen as members within the same cluster and those that are
farther away can be left as not clustered outliers [45]. Therefore, DBSCAN is more
robust with the presence of outliers.

9.4 Mean Shift Algorithm

Mean shift algorithm does not require specifying the number of clusters in advance.
The number of clusters is determined by the algorithm with respect to the data.

The downside to Mean Shift is that it is computationally expensive O(n2). Mean
shift algorithm updates the centroids of the candidate clusters by moving toward
mode of the cluster region using following formula

ct+1
i =

∑
x∈cti K

(
x − cti

)
x

∑
x∈cti K

(
x − cti

) (86)

where ct+1
i is the centroid of the candidate cluster at iteration t + 1. K is the kernel

function:

1. Mean shift clustering is done with the following steps:
2. Select a random observation as centroid of the candidate cluster.

3. Use ct+1
i =

∑
x∈cti K(x−cti)x

∑
x∈cti K(x−cti)

formula to update centroid till convergence

4. Merge with existing clusters if converged centroid is close to existing cluster’s
centroid.

9.5 Gaussian Mixture

Gaussian mixture models probabilistic clustering algorithm that assumes observa-
tions are coming from a finite mixture model as follows:

p(x) =
k∑

i=1

wiN (μi, �i) (87)

where observations x is coming from a distribution that is the linear combination of
k multivariate normal distribution (N (μi, �i)) with mean of μi and the covariance
matrix of �i. In order to calculate the parameters of multivariate normal distribu-
tions, ExpectationMaximization (EM) algorithm is used which is similar to k-means
algorithm. The EM algorithm is as follows:
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1. Initialize k random clusters with random parameters of mean and covariance
matrix

2. Assign observations to clusters that will maximize the likelihood.
3. Update the mean and covariance parameters using the observations in each

cluster
4. Repeat 2–3 steps until convergence.

9.6 Hierarchical Clustering

Hierarchical Clustering as the name suggests constructs clusters by merging and
splitting them from top to bottom or bottom to top. In agglomerative hierarchical
clustering, every observation starts as individual clusters and similar clusters are
merged as youmove up. In divisive hierarchical clustering, at the start all observations
are assumed to be in the same cluster, as you move down the hierarchy, splitting
operations are applied to clusters.

Clusters are merged or split using the dissimilarity measure between sets of obser-
vations. Euclidean, Manhattan, max distance or Mahalanobis distances can be used
as dissimilarity measures.

Hierarchical Clustering algorithms can vary according to merging criteria they
used.

1. Ward minimizes sum of squared distances within all clusters same as k-means
algorithm

2. Complete Linkage minimizes the maximum distance between two observations
in a cluster

3. Average Linkage minimizes the average distance between all pair of observa-
tions in cluster

4. Single Linkageminimizes the distance between two observations that are closest
to each other.

10 Reinforcement Learning

Reinforcement learning (RL) is a subfield of machine learning that focuses on the
broad and difficult subject of optimizing behavior in complex environments. RL is
entirely different paradigm than many other machine learning approaches such as
supervised and unsupervised learning. The learning process is entirely motivated by
reward value and environmental observations. RL problems involve learning what
to do, how to map situations to actions so as to maximize a numerical reward. The
learner is not told which actions to take, as in many forms of machine learning, but
instead must discover which actions yield the most reward by trying them out. This
model is versatile and can be applied to a wide range of real-world applications,
including gaming, self-driving cars, algorithmic trading, improving manufacturing
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Fig. 18 Basic components
of reinforcement learning

process efficiencies etc. The topic of reinforcement learning is developing swiftly,
due to the flexible and generative nature of it. It draws attention from researchers
who are seeking to enhance the methods they currently use, as well as those who are
interested in solving their problems the most efficiently [50, 51]. The fundamental
building blocks of reinforcement learning are illustrated in Fig. 18.

Before delving into the specifics of the technique, let’s quickly define these terms.
Agent is the decision-making entity that has been trained to discover optimal

behaviors.
Environment is everything with which the Agent has the potential to interact,

either directly or indirectly.
Action: When an agent engages in an action, it makes use of various means to

interact with and change its environment, thus allowing it to transition between states.
State represents the world or the environment that is currently involved in the task.
Reward is an immediate and direct response to the agent’s actions.
Policy: A policy determines the behavior of the learning agent at a given point

in time. A policy, in a general sense, is a set of rules which maps from observed
environmental conditions to behaviors which are enacted when in those conditions.

These terms will be discussed in detail in the following section in relation to the
Markov decision process.

10.1 Markov Decision Process

Markov decision process (MDP) is used to formalize the RL problem elements.
States, actions, transitions between states and a reward function are the building
blocks of MDPs [52]. Each of them is explained in the following manner:

State represents the world or the environment that is currently involved in the task.
A finite set {s1, ..., sN} that contains the collection of all possible states is known to
be the set of environmental states. This set, also referred to as a state space, has a
size of N.

Actions: It includes all activities carried out by the agent at any point in time
while in a state. When an agent engages in an action, it makes use of various means
to interact with and change its environment, thus allowing it to transition between
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states. Action set A is defined as a finite set {a1, ..aM} where the size of action space
is M.

Transition between states: To create a transition between two states, an agent
employs action a ∈ A in a state s ∈ S. In that way, the system goes from s to a
new state s′ ∈ S, using a transition probability distribution over the set of all possible
transitions. These quantities completely specify the dynamics of theMDP, or in other
words how the system evolves through states in time. Transition probability function,
T : SxAxS − > [0, 1] denotes the probability of being in state s′ after doing action
a in state s. For every action a, and every state s and every state s′, T(s, a, s′) must
be greater than or equal to zero and T(s, a, s′) must be less than or equal to one. It
follows that for all states, and all actions,

∑
s′∈ST(s, a, s′) = 1. While the transition

function determines the state in which the agent will be at time t + 1, the function
only considers the state in which the agent is at time t and the action it takes in that
state. This is referred to as theMarkovian property or condition. Without theMarkov
condition, previous states and action taken will be instrumental in predicting the next
state, which will subsequently necessitate the use of a memory in order to determine
the best behavior. It is defined as follows:

P(st+1|st, at, st−1, at−1, ...) = P(st+1|st, at) = T (st, at, st+1) (88)

A reward function: Another critical component of the formulation of RL problems
is the reward function. It is simply a scalar value that the agent obtains from the
environment on a periodic basis. This scalar value can be either positive or negative.
The purpose of rewards is to assist the agent in evaluating howwell they behaved. The
reward function can be defined in twoways: It can be defined as eitherR : S×A → R

orR : S×A×S′ → R. The first of these two options provides reward for performing
an action in a particular state, and the second offers reward for specific transitions
between those states.

Finally, MDP can be defined as follow:
MDP: A Markov decision process is a tuple of four items: S,A,T and R. The

item labeled S describes the state of the system, A describes the available actions,
and T describes the transition function. The item labeled R describes the reward
function. This definition of an MDP can be used to model a variety of different types
of systems.

Tasks in a system modeled using the MDP structure can take one of two forms:
(i).

Episodic tasks: In episodic tasks, the agent aims to reach a final or goal state, and
an episode is completed when the agent begins from an initial state and reaches the
final state. (ii) Continuing tasks: There is no desired final state for the agent, and the
agent’s interaction with the environment can continue indefinitely.

Policies: In an MDP-modeled system, the policies define how the agent should
behave. A policy specifies the course of action that the agent should take at any state.
It can be either deterministic or stochastic in nature. A deterministic policy, in formal
terms, is a function defined as π : S → A. On the other hand, a stochastic policy
does not advise a specific action outright. It defines the possible actions in each state
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using a probability distribution. It is defined as π : S×A → [0, 1] such that it holds
true for each state s ∈ S that π(s, a) = 0 and

∑
a∈A π(s, a) = 1.

The objective or goal in MDP-modeled systems is to ensure that the agent accom-
plishes its objective, that is, to determine the agent’s actions so that it collects the
maximum reward possible until the task is completed. It is necessary to add up the
immediate rewards collected by the agent throughout the process until it reaches
its goal in order to determine how well the agent can accomplish its objective. The
cumulative reward can be calculated in three ways: (i) E[∑h

t=0Rt], (ii) E[∑∞
t=0γ

tRt],
and (iii) lim︸︷︷︸

h→∞
E
[
1
hRt

]
These three distinct calculations vary according to the planning

horizon used and the weight assigned to rewards received at various points in time.
For instance, E[∑∞

t=0γ
tRt] calculates the cumulative reward over an infinite horizon

and utilizes a discounting factor γ to weight rewards collected over time.

10.2 Value Functions and Bellman Equations

Value functions provide a mechanism for coupling optimality criteria and policies. A
value function indicates how well the agent is doing or how well the agent performs
given the state they are in. Optimality, i.e. expected return, is a convenient and
effective way to express how good something is. Policies are specified with respect
to particular policies. Value function V π (s) is the expected return when starting in
s and following π thereafter. More formally, the value function for policy π is as
follows:

V π (s) = Eπ

[ ∞∑

k=0

γ t+kRt+k |st = s

]

= Eπ

[
Rt + γRt+1 + γ 2Rt+2 + . . . |st = s

]

= Eπ

[
Rt + γV π (st+1)|st = s

]

=
∑

s′
T (s, π(s), s′)

(
R
(
s, a, s′

) + γV π
(
s′
))

(89)

The above equation is also known as Bellman Equation. Similarly, it is defined the
value of taking action a in states under a policy π, denoted Qπ (s, a), as the expected
return starting from s, taking the action a, and thereafter following policy π, which
can be formally defined as

Qπ (s, a) = Eπ

[ ∞∑

k=0

γ t+kRt+k |st = s, at = a

]

(90)

Qπ (s, a) is also referred as the state-action value function. A primary objective of
any MDP is to find the best policy. That is, find the policy that generates the greatest
return, which is in essence finding the policy that optimizes the value function. An
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optimal policy, denoted by π∗, is one that ensures that V π∗
(s) ≥ V π (s) for all s ∈ S

and all policies π. The following equation, dubbed the Bellman optimality equation,
expresses the value of state s when an optimal policy is used.

V ∗(s) = max︸︷︷︸
a∈A

∑

s′∈S
T

(
s, a, s′

)
(R

(
s, a, s′ + γV ∗(s′

))
(91)

The following rule is useful in determining an optimal action given an optimal
state value function:

π∗(s) = argmax
︸ ︷︷ ︸

a

∑

s′∈S
T

(
s, a, s′

)(
R
(
s, a, s′

) + γV ∗(s′
))

(92)

The state-action value corresponding to an optimal situation is equivalent to:

Q∗(s, a) =
∑

s′∈S
T

(
s, a, s′

)
(R

(

s, a, s′ + γ max︸︷︷︸
a

Q∗(s′, a′)
)

(93)

The relationship between Q∗ and V ∗ is defined by following equations:

Q∗(s, a) =
∑

s′∈S
T

(
s, a, s′

)(
R(s, a, s′ + γV ∗(s′

))
(94)

V ∗(s) = max︸︷︷︸
a

Q∗(s, a) (95)

π∗(s) = argmax
︸ ︷︷ ︸

a

Q∗(s, a) (96)

After discussing the fundamentals of MDP, it can be moved on to discussing how
to solve problems that have been formulated using the MDP setting. Algorithms for
solving MDP problems can be broadly classified into two types: (i) model-based
algorithms and (ii) model-free algorithms. Algorithms in the first category, also
known as DP methods, assume that all elements of an MDP are known. In contrast,
algorithms in the second category assume that the transition probability function and
reward function of the MDP are unknown. The agent attempts to collect transition
samples through interaction with the environment. Reinforcement learning problems
are the type of problems that model-free algorithms attempt to solve. An explanation
of the algorithms involved in both categories of algorithms is presented below.

Model-based algorithms: Policy iteration and value iteration are two of the more
common DP methods used to address model-based problems. Policy iteration alter-
nates between the two phases (policy evaluation and policy improvement). The first
phase calculates the value function for the current policy, and the second phase modi-
fies the current strategy to increase its value function. These processes are repeated
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until the optimal policy is found. The policy iteration algorithm performs the evalu-
ation and improvement phases entirely apart from each other. Computing the value
function in the limit is a mandatory step in the evaluation process. However, you
don’t have to wait for the model to converge, but you can evaluate the model and
policy up to this point and use that to improve the policy. The value-based algorithms
are based on this concept and terminate evaluation after a single step. To keep things
simple, these algorithms will not describe in detail; readers can find these details and
more about model-based algorithms in [53].

Model-free algorithms: There are two approaches to RL problems. The first is to
acquire an understanding of the transition and reward models through interactions
with the environment. After learning themissing pieces of theMDP structure through
interaction, the problem can be solved using any DP algorithm. This is referred to as
model-based reinforcement learning or indirect reinforcement learning. The second
option, dubbed direct RL, entails directly estimating values for actions without first
estimating the MDP model. There is a great deal of effort being made in the liter-
ature to develop more efficient model-free algorithms. It is not possible to discuss
these algorithms in detail here; instead, the most well-known reinforcement learning
algorithm, Q-learning will be explain using a simple problem. The details of these
algorithms may be found in [51].

10.3 Methods for Solving RL Problems

Solving RL problems requires two steps: 1-policy evaluation 2-policy improvement.
Policy evaluation is the step to estimate the value function for a given policy. This is
also referred as the prediction problem. Once the value of the policy is determined
the next step is to seek for better policies that provide better values. This step is called
policy improvement. Almost all RL methods cycle between policy evaluation and
policy improvement until no further improvement can be made. Figure 19 summa-
rizes the general framework of RL methods also called generalized policy iteration
[2].

Three general methods are available for estimating value functions and then
determining optimal policies in reinforcement learning problems.

10.3.1 Dynamic Programming

Dynamic programming (DP) is a collection of algorithms for solving problems
modeled by Markov decision processes in which the environment model is fully
known. The solutions of DP techniques are exact. While classical dynamic program-
ming algorithms are not appropriate for solving RL problems because they require
that the environment model is known in advance. Dynamic programming, on the
other hand, provides a theoretical foundation for RL algorithms. The common char-
acteristic between DP and RL algorithms is that they both employ the value function
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Fig. 19 Generalized policy
iteration

to determine the optimal policies. The pseudo-code of policy iteration algorithm is
given as follows (see [51] for details):
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The policy iteration algorithm exploits the bellman equations to evaluate the
policy. Recall that Bellman equations is a system of |S| simultaneous linear equations
in |S| unknowns and can be solved easily with a cost of computation time. However,
the algorithm above utilizes an iterative approach to solve this system of equation.
One can show that the iterative approach will converge to the solution of the equation
system. In policy improvement step the algorithm now uses the estimated values and
selects the actions that provides the maximum value. The algorithm stops when two
consecutive policies are identical.

10.3.2 Monte Carlo (MC) Methods

The agent interacts with its environment and generates experienced samples (i.e.,
sequences of states, actions and rewards), and then calculates the value of each state
based on the average return from those samples. Mathematically speaking, the value
of s is the expected return starting from s and following the policy π afterward,
hence the gist of the technique is to create multiple sequences and take the average
of returns to obtain and approximation for the expectation,

V π (s) = E[Gt|St = s]

= E
(
Rt+1 + γRt+2 + . . . + γ n−1Rt+n|St = s

)
(97)

≈ 1

N

∑

i=1

Gi,s.

The critical aspect of MC techniques is that they are applied to episodic tasks
(tasks that have a terminal state). The solutions provided byMCmethods do not have
guaranteed optimality. The pseudo-code of the MC method is provided as follows
[51]:

a. Initialization

Initialize Q(s, a) and π(s) arbitrarily for all s, and Returns (s, a) empty list

b. Repeat

Choose a random state s and random action a, all having positive probability
Generate a sequence of states and actions following policy π

2.1. Policy Evaluation

For each state-action pair (s, a) appearing in the sequence

Record the return G after the first occurrence of (s, a)
Append G to Returns (s, a)

Q(s, a) ← Average(Returns(s, a))
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2.2. Policy Improvement

For each s appearing in the episode:

π(s) ← argmaxaQ(s, a)

Note that the algorithm starts from a random state and follows policy π and
computes the returns. Namely, it simulates the policy until the episode is over. The
algorithm learns the value of state-action pairs through experience and updates the
estimates by averaging. Policy improvement is applied after each episode with the
updated values.

10.3.3 Temporal Difference (TD) Learning

These techniques combine Monte Carlo and dynamic programming concepts. TD
methods are similar to theMonte Carlo approach, which does not use an environment
model and instead learns solely through the agent’s interaction with the environment.
UnlikeMC, TDmethods update estimates using previous estimates which have been
discovered, rather than requiring the estimation to be completed before the updates
are applied, as is the case with DP methods. This strategy is also referred to as
bootstrapping. Q-learning is a TD learning algorithm. Following are the steps in the
algorithm [54]:

1. Initialize Q(s, a) for all s ∈ S+, a ∈ A(s), arbitrarily except that
Q(terminal, .) = 0

2. Loop for each episode:

Initialize S
Loop for each step of episode:
Choose A from S using policy derived from Q (ε− greedy)
Take action A, observe R, S

′

Q(S,A) ← Q(S,A) + α
[
R + γmaxaQ

(
S ′, a

) − Q(S,A)
]

Set S ← S ′,

Until S is terminal

Application of Reinforcement Learning: Grid Maze Problem

Let’s say a mouse is trying to learn the shortest path from the origin to the target
locationwithin am×n squarematrix,where the origin and target location is specified.
The problem is illustrated in Table 6, where the black cells denote cells that contain
obstacles. Themouse canmove in four directions: up, down, left and right. Themouse
is asked to reach the last cell as fast as possible. When the mouse moves from one
cell to another, it gets−1 reward, and if it reaches the end it gets a reward of 10. If the
mouse tries to move out of the grid, it stays in the same position, but gets −1 reward.
This problem is solved by implementing policy iteration algorithm, Monte Carlo
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Table 6 Simple illustration of the maze problem

(0,0) (0,1) (0,2) (0,3)

(1,0) (1,1) (1,2) (1,3)

(2,0) (2,1) (2,3)

(3,0) (3,1) (3,2) End

algorithm and Q-learning algorithm. The details of the algorithms’ implementations
can be found in the supplementary code library.

Figure 20 illustrates the optimal values andoptimal policy generated byQ-learning
algorithm. The results of policy iteration andMonte Carlo algorithms are very similar
and can also be found in the supplementary code files.

Figure 21 depicts the cumulative reward through episodes of the Q-learning algo-
rithm. At first, the agent is inept at learning appropriate actions due to random action
selection. After a while, the agent begins to learn how to perform good actions and
earn good rewards. At the end of the learning process, the algorithm converges and
the agents learn what action to take for each state.

Fig. 20 Optimal values and optimal policy

Fig. 21 Cumulative reward
through the episode
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Time Series Analysis
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1 Introduction

The emergence of digital technologies has been changing how things are done in
the workplace, in society, and even at home. Recent technological advancements
enable the instantaneous recording, processing, and dissemination of information and
therefore decision-makingprocesses becomemore efficient and effective. Time series
forecasting has been a key mechanism for modeling various phenomena to support
strategic decisions in areas as diverse as air quality monitoring, health informatics,
power consumption, and financial engineering and it seems to expand its sphere of
influence in the era of big data. Recent developments in the field of computational
intelligence have led to a renewed interest in time series analysis. There is a tendency
on modifying the traditional time series techniques or creating hybrid models that
combine them with machine learning algorithms to improve forecast accuracy when
the data is complex, voluminous, or volatile. Since the related literature is massive
in terms of both theory and practice, this study provides a concise introduction to
time series analysis defining the key and relevant concepts along with the time series
forecasting techniques that have been most widely used in various fields.

A time series is a collection of data points that follow a chronological order.
Mathematically, it can be denoted as {Yt }t∈T , where Yt is a random variable and T ,
the index set, usually contains consecutive and evenly spaced integer values.Yt can be
discrete (e.g., emergency department visits, medical tourism demand) or continuous
(e.g., electricity price, infant mortality rate) and T is often finite (i.e., |T | < ∞).

E. Isikli · A. E. Kazdaloglu · E. Ari
Department of Industrial Engineering, Faculty of Management, Istanbul Technical University,
34367 Macka, Istanbul, Turkey

L. Temizer (B)
Department of Industrial Engineering, Faculty of Engineering, Istanbul University Cerrahpasa,
34320 Avcilar, Istanbul, Turkey
e-mail: leylatemizer@gmail.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Ustundag et al. (eds.), Business Analytics for Professionals, Springer Series
in Advanced Manufacturing, https://doi.org/10.1007/978-3-030-93823-9_4

113

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93823-9_4&domain=pdf
mailto:leylatemizer@gmail.com
https://doi.org/10.1007/978-3-030-93823-9_4


114 E. Isikli et al.

Let {Y1,Y2, . . . ,Yn} be a time series of length n. A forecasting model uses the
first m observations in this realization and aims to generate values, often denoted
by ŷt , that do not greatly vary from yt (actual values). ŷt is called the fitted value
for yt and this process is called in-sample forecasting. The difference between yt
and ŷt is called a residual and generally denoted by εt . The values generated by
this model for ym+1 through yn are called forecasts or predicted values and n − m
is called the forecast horizon. This process is called the out-of-sample forecasting
and the difference between the actual values and forecasts are called forecast errors.
The forecast horizon specifies how far ahead we are forecasting. When n − m = 1,
one step ahead is forecasted; for n −m > 1, multi-step ahead. The forecast horizon
is generally classified into three categories: short term, medium term, long term.
However, the definitions of these categories depend on the context.When forecasting
power consumption, short term may correspond to one week to one month (very
short term may correspond to one hour to one day), medium term and long term may
correspond to one month to one year and 1–10 years, respectively.

In some cases, the time series in hand consists of two or more time-dependent
random variables. That is, there is a random vector instead of a single random vari-
able. Forecasting models for such vectors are calledmultivariate time series models,
which are especially useful to study the dynamic relationships between several time
series while maintaining a satisfactory level of prediction accuracy. In this chapter,
univariate models are handled, but for details on multivariate time series models, the
interested readers are referred to [1].

A time series may include four basic components: trend, seasonality, cycle, and
randomvariation.Trend is a persistent and long-termupwardor downwardmovement
or tendency over time that can be classified as linear or nonlinear, or deterministic
or stochastic. Basic models that can be used in the presence of a trend are given in
Eqs. 1–3:

Linear&Deterministic Trend: yt = β0 + β1t + εt (1)

Non - Linear&Deterministic Trend: yt = β0 + β1t + β2t
2 + εt (2)

Stochastic Trend: yt = β0 + Yt−1 + εt (3)

Seasonality is a repeated behavior that is tied to the calendar (e.g., weekly pattern
observed in daily visits to the emergency department) [2].Cycle is a repeated behavior
due to economic growth or downsizing that is not tied to the calendar. Random
variation (noise) is irregular and unpredictable fluctuations over time. A forecasting
model may have integrated these components either in an additive or multiplicative
manner.

The procedure to find an appropriate forecasting model is iterative and often
tedious, with a series of model alternatives being built to fit data in hand and then
compared to each other. It mainly involves the following steps:
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Model identification: To identify tentative models of different types, the data
in hand is first plotted against time to detect potential outliers (i.e., unusual events,
shocks),missing values, or structural breaks (i.e., abrupt changes that cause themodel
parameters change permanently) and to see what type of trend and/or seasonality it
exhibits (if it does). A comprehensive review on detecting univariate andmultivariate
outliers in a time series is provided in [3], and [4] presented a strategy to deal with
outliers which influenced several other researchers [5, 6]. As a significant stream of
research, outlier detection and correction has significantly grown with the prolifera-
tion of computationally intelligent methods [7]. A structural break refers to a change
point that causes an increase or decrease in the mean and variance of the time series.
Note that for a time series technique to perform well, the behavior of the time series
should not vary significantly throughout time. In other words, the data in hand is
expected to repeat its past behavior given a sufficiently long period of time in the
future. To understand how the time series behaves, its pattern can be decomposed into
sub-patterns using a time series decomposition technique such as STL, a seasonal
trend decomposition procedure based on local regression smoothing [8]. If the trend
is stochastic, taking the first difference of the original time series usually produces
a mean-stationary series. In the presence of a time series with changing variance
(i.e., heteroscedasticity), taking the logarithm of the series or performing a Box-Cox
transformation [9] on it usually produces a variance-stationary series. Care should be
taken when taking the logarithm of a differenced time series since it is highly likely
to contain negative values. A proper constant should be thus added to the differenced
series to avoid missing values. In some cases, where the first difference of the orig-
inal series is still non-stationary in terms of mean, second-order differencing may be
attempted; however, the interpretation for a higher order of differencemay be compli-
cated and impractical. Examining the autocorrelations and partial autocorrelations
of the residuals or testing for a unit root are also suggested.

Parameter estimation: Once a tentative model is specified, the time series should
be first split into an estimation (training) data set (to develop the models) and a
validation (post-sample forecasting) data set (to validate themodels). Recent research
often adopted an expanding-window approach [10] in which the estimation data set
is extended to include the very first observation in the validation data set and then
a one-step-ahead forecast is generated for the second observation in the original
validation data set. This process is repeated until the estimation data set contains all
the observations in hand. Model parameters are estimated using a proper estimation
method. Ordinary least squares (OLS) and its extensions, and maximum likelihood
estimation (MLE) are widely used.

Diagnostic check: For each model, various model selection criteria such as
Akaike InformationCriterion (AIC),RootMeanSquaredError (RMSE),MeanAbso-
lute Percentage Error (MAPE), Mean Absolute Scaled Error (MASE), and Theil’s
Inequality Coefficient (TIC) are calculated and the residuals and forecast errors are
investigated through visual analysis to see how well the models fit the data. The
model with the best fit may be selected immediately or the process returns to the first
step generating the alternatives of this model.
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Note that model building is not a one-time-task and even the best performing
model may need to be refined and improved over time. Moreover, the ability of a
time seriesmodel to produce accurate forecasts does not depend on how sophisticated
it is. In general, simpler models perform well enough to use as a forecasting tool. As
claimed by [11], “statistically sophisticated or complex methods do not necessarily
produce more accurate forecasts than simpler ones.” It was also agreed by [12]
stating that “complex models usually give a better fit than simpler models but the
resulting forecasts need not be more accurate.” Nevertheless, the need for more
complex models in some cases such as energy price forecasting [13] should not be
overlooked.

2 Smoothing Methods

Research into smoothing methods has a long history. Simple exponential smoothing
(SES)was introduced by R. G. Brown in the late 1950s. The value at the last observed
time point and a correction constant are necessary to implement SES. Basically, a
weightedmoving average technique, SES has shown effectiveness especially in cases
where forecasts should be made frequently and quickly. Since it requires only three
values to make a prediction, SES is pretty simple and easy to update. It is particularly
useful for generating forecasts in the short or medium term. SES assumes that the
data is stationary. If the data exhibits trend or cycle, more advanced exponential
smoothing techniques are required. SES was modified by C. C. Holt to work with
data exhibiting trend, and then Winter modified Holt’s version to model data with
both trend and seasonality. These smoothing methods and several other versions of
them were included in a standardized framework [14], which allows for the MLE of
model parameters and the construction of prediction intervals, using the state space
approach.

2.1 Moving Average Methods

In moving average methods, the next value in a time series xt is simply assumed
to be an average of the k previous observations. Ft+1, the forecasted value for time
t + 1, can thus be found using Eq. 4:

Ft+1 = xt + · · · + xi−k

k
(4)

The model in Eq. 4 is modified by assigning weights to each of these observa-
tions instead of taking their arithmetic mean. This Weighted Moving Average Model
assumes that the next value in the time series is proportional to the weighted average
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of the k previous observations. The contribution of each previous observation to fore-
casting the value of the next observation can thus be different. Ft+1, the forecasted
value for time t + 1 in this case is given as in Eq. 5:

Ft+1 = w1x1 + w2x2 + · · · + wkxt−k (5)

where
∑k

i=1 wi = 1.
Moving Average Models are not only used for smoothing time series but also in

regression models, where moving averages are taken for error terms instead of past
values.

2.2 Simple Exponential Smoothing

Simple Exponential Smoothing Method (SES) is a univariate time series fore-
casting method that is used when there is no trend and seasonality in the data. SES
has been also called Single Exponential Smoothing, Brown’s Simple Exponential
Smoothing, or Exponentially Weighted Moving Average. Since the weights of past
values decrease exponentially, the model uses the word exponential. This is a rather
simple method that only uses past values. SES is not preferred for long-term fore-
casting since after a certain number of steps, forecasts approach to a constant value.
The method can be mathematically expressed as in Eq. 6:

ŷt+1 = αyt + (1 − α)ŷt (6)

where α, the correction factor, is a real number between 0 and 1, t ε Z+ and ŷ0 = y0.
When the number of observations is large, small values (e.g., as low as 0.05 or 0.10)
for the correction factor lead to higher correction. Larger values for the correction
factor, on the other hand, provide lower correction, but they respond to changes in
the data more quickly. As an extreme example, if the constant is zero, the value of
the next period will be equal to the value of the last period; if it is one, the value of
the next period will be equal to the value of the current period.

2.3 Double Exponential Smoothing

SES is not efficient when the data exhibits trend. In such cases, the Double Exponen-
tial Smoothing method (DES), which has also been called Brown’s Linear Exponen-
tial Smoothing, Brown’sDouble Exponential Smoothing, or Second-Order Exponen-
tial Smoothing, is adopted. InDES, aiming to eliminate the trend, the SES approach is
applied to the data twice. The mathematical formulation of DES is given in Eqs. 7–8:
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ŷt+1 = αyt + (1 − α)
(
ŷt − Bt−1

)
(7)

Bt = β
(
ŷt+1 − ŷt

) + (1 − β)Bt−1 (8)

where Bt is the best estimate of trend at time t and β is the trend smoothing factor
taking values between 0 and 1. For t > 1, ŷ1 = y1 and B1 = y1 − y0.

2.4 Triple Exponential Smoothing

The Triple Exponential Smoothing (TES), which is also known as Holt-Winter’s
seasonal additive model, deals with the case where data exhibits both trend and
seasonality. In this model, the seasonality effect does not change over time. TES
consists of three equations as shown below. The seasonal effect is introduced to the
model as in Eq. 11.

Lt = α(yt − St−s) + (1 − α)(Lt−1 + Bt−1) (9)

Bt = β(Lt − Lt−1) + (1 − β)Bt−1 (10)

St = γ (yt − Lt ) + (1 − γ )St−s (11)

where γ is the seasonality smoothing factor and St−s is the seasonal effect at time
t − s. The k-step-ahead forecast ŷt+k equals Lt + kBt + St−s+k .

3 Box–Jenkins Models

Box–Jenkins models are basically divided into two main classes as linear stationary
stochastic models and nonlinear stochastic models, depending on whether the exam-
ined time series is stationary or not. Linear stationary stochastic forecasting models
are autoregressive (AR), moving average (MA) and a combination of these two:
autoregressive moving average (ARMA). Non-stationary stochastic models are
known as ARIMA. If the non-stationary model includes seasonal effects, it is called
seasonal ARIMA (SARIMA).

The majority of real-world time series used in practice are non-stationary. The
stationarity of these series deteriorates due to various reasons (e.g., trend), and
ensuring stationarity in these models is a preliminary step for modeling. To ensure
stationarity, an appropriate number of differences is considered. In ARIMA models,
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Table 1 ARIMA processes White noise ARIMA (0, 0, 0)

Random walk ARIMA (0, 1, 0) with no constant

Random walk with drift ARIMA (0, 1, 0) with a constant

Autoregression ARIMA (p, 0, 0)

Moving average ARIMA (0, 0, q)

the degree of differencing is indicated by the parameter “d” and often the first differ-
ence (d = 1) is sufficient to eliminate the stochastic trend in the time series. In
practice, it is not common for d to be greater than 2.

In ARIMA models, the “p” parameter from the AR model, the “q” parameter
from the MA model, and the “d” parameter that expresses the differencing process
are used and the model is written as ARIMA(p, d, q). ARIMA models can be the
same as AR,MA or ARMA processes depending on the values of p, d and q. Special
ARIMA processes are shown in Table 1.

Anon-stationary time series can become stationary taking the dth order difference.
The stationary time series can be expressed as ARMA(p, q) process as follows:

yt =
p∑

i=1

ϕi yt−i +
q∑

j=1

θ jεt−i + εt (12)

where εt is white noise with zero mean and constant variance.
The difference operation is defined as generating a new time series by taking the

difference of two consecutive data points as follows:

y′
t = yt − yt−1(13)

As inAR(p) andMA(q)models, the ideal model for the time series of interest can
be decided by analyzing the ACF and PACF plot in ARIMAmodels. Yet, in practice,
it is often not possible to make direct inferences from these plots. Therefore, the
most suitable model should be selected by testing the compatibility of various alter-
natives based on the AIC (Akaike Information Criterion), SIC (Schwarz Information
Criterion) and HQIC (Hannan–Quinn Information Criterion) criteria.

4 Time Series Forecasting Using Explanatory Variables

Time series techniques are intrinsically endogenous; they only consider the historical
data patterns which are identified and projected into the future to obtain forecasts.
However, for instance, when forecasting demand for a brand-new product, alter-
native approaches are required since historical data is not available. In such cases,
regression-based forecasting is usually adopted.



120 E. Isikli et al.

Regression-based forecasting attempts to define a function that can relate the
behavior of a time series (e.g., demand of a product) to a single ormultiple time series
(e.g., advertising expenditure, price, promotions) as correctly as possible. It requires
several assumptions to generate accurate forecasts; however, the functional form
(e.g., log-linear, curvilinear) can be often easily adapted to cases where violations to
these assumptions are present. The formula for regression-based forecasting can be
adopted as:

yt = f (yt , yt−1, . . . , yt−l) (14)

where f (·) is the regression model, such as linear regression, support vector
regression, neural networks, etc., and l is the lag value.

5 Multi-frequency Modeling

Traditional time series methods such as TES can only capture simple seasonal
patterns. On the other hand, most the time series in real life exhibits more complex
seasonal patterns. Some time series may even have non-integer periods and some
others may have multiple seasonal periods. In this section, two methods, namely,
TBATS and Prophet that can help overcome seasonal complexities in time series
modeling are explained [15, 16].

5.1 TBATS

TBATS is the acronym for Trigonometric Box–Cox transform, ARMA errors, Trend,
and Seasonal components. It was developed to model multiple, complex seasonal
patterns for time series. The traditional approach to incorporate two seasonal compo-
nents into time series model is developed using the following state space model
[17]:

Ft = lt−1 + bt−1 + s1t + s2t + εt (15)

lt = lt−1 + bt−1 + αεt (16)

bt = bt−1 + βεt (17)

s1t = s1t−m1
+ γ1εt (18)
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s2t = s2t−m2
+ γ2εt (19)

where Ft is the forecasted value, lt and bt correspond to level and trend at time t ,
respectively. The i th seasonal component at time t is represented by sti . The notations
for level, trend and seasonal smoothing parameters are α, β, γ1, γ2. Seasonal cycles
are denoted with m1 and m2, and εt represents the white noise prediction error.

The model described above cannot handle nonlinearity and auto correlated noise
in the time series. An extended model including Box-Cox transformation, ARMA
errors and multiple seasonal periods is defined as follows:

First Box-Cox transformation is applied according to the following formula:

yt =
{

yω
t −1
ω

, ω �= 0
log yt , ω = 0

(20)

Then, forecasted values for multiple seasonal components with ARMA errors are
calculated as follows:

Ft = lt−1 + φbt−1 +
T∑

i=1

sit−mi
+ εt (21)

lt = lt−1 + φbt−1 + αεt (22)

bt = (1 − φ)b + φbt−1 + βεt (23)

sit = sit−mi
+ γiεt (24)

εt =
p∑

i=1

ϕiεt−i +
q∑

j=1

θ jεt−i + εt (25)

where mi is the i th seasonal period. While the local level and trend are denoted as lt
and bt , respectively, b denotes the trend in the long-run. The i th seasonal component
at time t is represented by sit . The prediction error εt is defined by an ARMA(p, q)

process with Gaussian white noise of εt . α, β and γi are smoothing parameters for
level, trend and the i th seasonal component.

Themodel above cannot accommodate non-integer seasonal components. Toover-
come this challenge, amoreflexible approach that is basedonFourier Series is defined
as in Eqs. 26–28:

sit =
ki∑

j=1

sij,t (26)
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sij,t = sij,t−1 cos λi
j + s∗i

j,t−1 sin λi
j + γ i

1εt (27)

s∗i
j,t = −sij,t−1 sin λi

j + s∗i
j,t−1 cos λi

j + γ i
2εt (28)

ki is the number of harmonics needed for the seasonal component i . The stochastic
level for the ith seasonal component is denoted by sij,t and the change in the seasonal
component i is represented by s∗i

j,t . λi
j is calculated by 2π j/mi and the smoothing

parameters are denoted as γ i
1 and γ i

2 .

5.2 The Prophet Package by Facebook

Prophet forecasting models consist of three components, namely trend, seasonal and
holidays similar to the model developed by [18]. The formulation of the proposed
model can be given as follows:

y(t) = g(t) + s(t) + h(t) + εt (29)

where g(t) is the trend component, s(t) is the seasonal component, h(t) is the holiday
component, and the εt is the white noise error.

The linear component g(t) can be calculated by using the basic logistic growth
as follows:

y(t) = g(t) + s(t) + h(t) + εt (30)

The basic trend with logistic grow model can be formulated as in Eq. 31:

g(t) = C

1 + e−k(t−m)
(31)

where C is the carrying capacity, k and m are the growth rate and offset parameters,
respectively.

The seasonal component of the series estimated using Fourier series as follows:

s(t) =
N∑

n=1

(

an cos cos

(
2πnt

P

)

+ bn sin sin

(
2πnt

P

))

(32)

where an and bn are the Fourier parameters with N components. Lastly, the holiday
components are added as a regressor to the overall model.
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6 Intermittent Time Series

Time series models are essential in predicting demand for tactical, operational, and
strategic planning and resource allocation and to provide policymakers with detailed
information in various settings; however, traditional time series forecasting tech-
niques may not perform well when a time series includes zeros, taking nonzero
values at irregular intervals in time. This problem is mostly encountered when a
product moves slowly or its demand is intermittent. An intermittent time series is
common in a wide range of industries such as automotive, aerospace, high tech-
nology, military, special chemicals, and telecommunication [19], and it violates the
main assumptions (e.g., normality and homoscedasticity of error terms, stationarity
of data) of traditional time series models [20].

Claiming that SES could fail in forecasting sporadic demand, an ad hoc method
(CRSTN) that generates forecasts for two cases separately is proposed: zero demand,
nonzero demand [21]. In the latter case, both the demand size and the time between
two consecutive demand occurrences are estimated. CRSTN was slightly modified
by [22] to generate approximately unbiased forecasts that improve as the mean time
betweendemandoccurrences increases.CRSTNwas furthermodifiedby [23] consid-
ering the probability of demand occurrence rather than the expected inter-demand
arrivals. This theoretically unbiased method (TSB) allows for the revision of demand
size at each time point, regardless of whether a nonzero demand has occurred. A
summary of TSB is provided below:

Let Xt and Yt denote actual demand and demand size for an item in period t ,
respectively. Suppose that the estimates of these two quantities are X∗

t and Y
∗
t . There

are basically two cases: positive demand (Xt > 0) or no demand (Xt = 0) at time t .
Let pt indicate the estimate of the probability of positive demand at the end of period
t : pt = P(Xt > 0). Then, X∗

t = ptY ∗
t and the values of pt and Y ∗

t are determined
depending on whether a demand has occurred. For Xt > 0, pt = (1 − β)pt−1 and
Y ∗
t = Y ∗

t−1; for Xt = 0, pt = β + (1 − β)pt−1 and Y ∗
t = αY ∗

t + (1 − α)Y ∗
t−1, where

α and β are smoothing constants that take on values within the interval [0, 1].
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Neural Networks and Deep Learning

Zeynep Burcu Kizilkan, Mahmut Sami Sivri, Ibrahim Yazici,
and Omer Faruk Beyca

1 Introduction

Artificial neural network is a well-known machine learning technique inspired by
biological neural network structures. It mimics the human brain’s working mecha-
nism by artificially forming a neural network. In this book, artificial neural networks
are referred to as neural networks. The principal idea of a neural network is to
show transformation between input and output as connections between neurons in a
sequence (arrangement) of layers [1]. Neural networks are mostly used for predic-
tion, decision-making, pattern recognition, and novelty detection [2]. The first is
that without domain expertise, neural networks may assist in estimating function
structures and parameters [2].

Neural network is not a new technique. It is a well-searched and developed tech-
nique since 1950s. Computational neural networks were founded by McCulloch and
Walter Pitts [3]. Both the biological processes in the brain and the application of
neural networks in artificial intelligence were the focus of these models [3]. Frank
Rosenblatt introduced the term perceptron in 1958 [4]. Perceptrons were the first
neural network to be able to learn the weights [3]. In 1980s, developments in neural
networks accelerated again [3].

In a biological neuron, there are some parts like axon, dendrites, and synapse [5].
A basic neural network structure consists of input neurons (sometimes called input
nodes), hidden layers, and output neurons, whereas some also might include bias
values and some activation (transformational) functions to help with the computation
of output values using some concepts called gradient descent and backpropagation.
Neurons are linked to each other and have individually assigned (multiplicative)
weights. With the help of an activation function, input values are transformed into
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output values in hidden layers. There are many types of functions both for linear
and nonlinear modeling since machine learning algorithms are not one size fits all.
The purpose of this calculation is to generate an output value that is acceptable in
terms of some metrics and requirements. Then, some metrics like accuracy and R2

are used to measure the model’s performance. For example, a higher rate of accuracy
is desired, but it is not a requirement since the selection of a model considers more
factors.

Dataset is very important for the performance of the model. The best model can
be found by changing the number of neurons, the layers, and the type of activa-
tion function. Activation functions are used to generate output from original input
values. For different purposes, there are various types of neural network structures.
Neural networks can generate both linear and nonlinear models. In this chapter, feed-
forward neural networks, convolutional neural networks, recurrent neural networks,
and sequential modeling will be explained in detail.

2 Feedforward Neural Networks

Feedforward neural networks are used to obtain an output value. Feedforward means
making a forward pass from input neurons through hidden layers and finally gener-
ating an output using the pre-established weight and bias values. Input is propagated
through all the hidden layers to reach the output layer. At the output layer, the output
computed by the neural network is compared to the actual output. And the difference
among them is calculated. This difference is called the cost, and this cost is propa-
gated back into the network so that all the parameters (weight, bias) inside the layers
are tuned so that it produces an output that is closer to the actual output. The entire
process is called training, and it is repeated until the cost is very small; then, it can
be said that the neural network has learned the pattern.

Backpropagation is predominantly used to train feedforward neural networks.
A backpropagation technique is employed to determine the gradients [1]. Gradient
descent is an optimizer for neural networks that is frequently used. The network
parameters may thus be changed using these gradients. Biases and weights of the
network which are called parameters are updated by a corresponding loss function
derivative. Updating the parameters to a new value in the gradient’s direction reduces
the loss [1]. Nevertheless, it is important to be aware of the occurrence of local optima
problems. As gradient descent leads to the steepest slope, this method attempts to
locate local solutions rather than global ones even if gradient descent aimed to locate
the global optimum originally [6].

Different structures of neural networks can be built depending on the dataset,
data type and output type. Single-layer neural network consists of input neurons
directly connected to an output neuron. This type of neural network is also called
perceptron, and it uses a linear function to calculate an output. Multi-layer neural
network consists of hidden layers between the input and output layers. The best result
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Fig. 1 Single input neuron
and single-layered neural
network

can be obtained by comparing multiple neural networkmodels. Here are some neural
network examples:

2.1 Single Neuron Single Layer

In a neural network formed with a single input neuron and a single layer as shown
in Fig. 1, there is an input x and output y. Weight associated with the input is w and
bias is b. The output calculated by the input, weight, and bias values is called z, and
it is defined as z = w× x +b. Then, an activation function σ is applied to z resulting
with a. For a single-layered neural network, a also becomes the final output y. This
single neuron consists of two calculations. The first one is the above equation, and
the second is to compute the activation function.

Notations

x input neuron
y output neuron
w weight associated with the first layer
b bias associated with the first layer
z output of the first layer
a activation function applied output of the first layer
σ an activation function.

Equations

z = w × x + b (1)

2.2 Multi-layered Neural Networks

Multiple inputs and multiple neurons in the hidden layer. Each input neuron is
connected to all of the neurons in the first layer. It is called a fully connected layer.
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Fig. 2 Multi-layered neural network with multiple neurons

So, there is nxm number of weights formed by combinations among input neurons
and neurons in the first layer.

In Fig. 1, for a neural network consisting of three input neurons and three neurons
in the first layer, weight associated with x1 and n1 is called w1

11 where n1 is the
first neuron in the first layer. Bias of n1, n2 and n3 are b11, b

1
2 and b13 accordingly.

The conventional approach is to find z jk and a
j
k values separately with the following

equations (Fig. 2):

Layer 1

z11 = w1
11 × x1 + w1

21 × x2 + w1
31 × x3 + b11 (2)

z12 = w1
12 × x1 + w1

22 × x2 + w1
32 × x3 + b12 (3)

z13 = w1
13 × x1 + w1

23 × x2 + w1
33 × x3 + b13 (4)

a11 = σ
(
z11

)
(5)

a12 = σ
(
z12

)
(6)

a13 = σ
(
z13

)
(7)

Layer 2

z21 = w2
12 × a11 + w1

22 × a12 + w1
32 × a13 + b21 (8)
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a21 = σ
(
z21

) = y (9)

xi i th input neuron
y output neuron
nk kth neuron in the first layer
w j
ik i th input neuron’ s weight associated with kth neuron in the j th layer

b j
k bias associated with the kth neuron in j th layer
z jk output of the kth neuron in j th layer
a j
k activation function applied output of the kth neuron in j th layer

σ any activation function
i = 1, 2, 3
j = 1, 2
k = 1, 2, 3.

2.3 Dot Product Solution

If the number of inputs neurons and neurons in the layer are equal, instead of calcu-
lating z jk values separately if the conditions are satisfied, dot product approach can
be applied to the neural network to compute the a j

k values together.z jk matrices seen
below can be combined and written as Z1, which makes the computations faster and
more efficient.

Z1
1 = [

w1
11 w

1
21 w

1
31

] ·
⎡

⎣
x1
x2
x3

⎤

⎦ + b1 (10)

Z1
2 = [

w1
12 w

1
22 w

1
32

] ·
⎡

⎣
x1
x2
x3

⎤

⎦ + b1 (11)

Z1
3 = [

w1
13 w

1
23 w

1
33

] ·
⎡

⎣
x1
x2
x3

⎤

⎦ + b1 (12)

Z1 =
⎡

⎣
w1
11 w

1
21 w

1
31

w1
12 w

1
22 w

1
32

w1
13 w

1
23 w

1
33

⎤

⎦ ·
⎡

⎣
x1
x2
x3

⎤

⎦ (13)

Z1 =
⎡

⎣
w1
11 · x1 w1

21 · x2 w1
31 · x3

w1
12 · x1 w1

22 · x2 w1
32 · x3

w1
13 · x1 w1

23 · x2 w1
33 · x3

⎤

⎦ +
⎡

⎣
b11
b12
b13

⎤

⎦ (14)
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A1 = σ
(
Z1) =

⎡

⎣
a11
a12
a13

⎤

⎦ (15)

Generalized Dot Product Solution for Feedforward

If i = k;

Z j = W j · A j−1 + b j (16)

A j = σ
(
Z j

)
(17)

AJ = y (18)

2.4 Loss and Cost Functions

After running, feedforward y is achieved. The next goal is to find the error/cost of
predicted output compared with the actual output. Loss function computes the error
in the predicted sample yt to the actual value of yt . yt is a constant target value.
yt is the predicted value computed by an activation function. The weight and the
bias values change depending on the neural network. Cost function can be defined
as the average of the loss value computed over the number of i samples. The goal is
to minimize the cost function. Since yt is constant, change in cost function highly
depends on yt which consists of weight w and bias b. The aim is to find w and b
values that conclude a minimum cost or 0. Therefore, the gradient descent method
is used.

C = 1
i

i∑

t=1
L
(
yt , yt

)
(Cost function)

i number of samples
yt actual value
yt = w × a + b (Predicted value)
C = f (w, b) Cost C is a function of w and b.

2.5 Gradient Descent

Gradient descent is the process of maximization or minimization of functions [7]. In
neural networks, gradient descent helpswith finding the optimalw and b valueswhere
the cost function gives the lowest value. In gradient descent, learning equations are
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used to update the weight and bias values. A derivative of a function on a particular
point is equal to the slope of that function for that point [8]. Partial derivatives of the
biases and weights concerning the cost function corresponds to the amount of change
in weight and bias values. Gradient descent aims to find the lowest value of the cost
function, using the amount of change of these parameters to update the weight and
bias values in the next iteration using backpropagation. Essentially, it is desired to
reach a cost function value of zero, but for some cases, this may not be achievable.

Normally, cost function C mainly depends on weight and biases (C = f (w, b)).
But to demonstrate it in a two-dimensional graph, it is assumed that cost function is
only dependent on weight (C = f (w)). The goal is to reach the lowest value of the
function which is called global minimum. By updating the weight value after each
iterationw gets closer to the global minimum. The derivative of a function at a certain
point is equivalent to the slope of the original function [8]. For a value on the graph,
taking the partial derivative of the weight with respect to the cost function

(
∂c
∂w

)
gives

the slope value of the point. A triangle is formed where the line of slope for that
point forms the hypotenuse. As in Fig. 3, the steep edge of the triangle corresponds
to ∂c while the horizontal edge corresponds to ∂w. The slope can be negative or
positive. Aside from the sign of the slope, w becomes closer to the global minimum
at each iteration with the use of the learning equations. After each iteration, slope of
the updated point is less steep than the previous point since ∂w grows more than ∂c.

Fig. 3 Demonstration of gradient descent using cost function and weight values
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Therefore, the updated amount on the learning equations becomes smaller than the
previous iteration. After several iterations, the desired w value that gives the lowest
cost value is reached. Then, this value is used in backpropagation to update the neural
network.

Learning Equations

wn+1 = wn − α
∂c

∂wn
(19)

bn+1 = bn − α
∂c

∂bn
(20)

∂c
∂w partial derivative of weight with respect to cost
∂c
∂b partial derivative of bias with respect to cost
n iteration
α learning rate.

2.6 Backpropagation

Backpropagation is a supervised learning algorithm that is used for multi-layered
feedforward neural networks [9]. Using the gradient descent approach, the back-
propagation algorithm seeks the minimum of the error/cost function in weight space
[10]. The error/cost value is propagated through the layers allowing their weights
to be adjusted [9]. The same approach is also used for bias values. The chain rule
is implemented in the backpropagation stage [10]. In this manner, any sequence of
function compositions may be assessed, and its derivative can be retrieved during
the backpropagation stage [10].

3 Recurrent Neural Networks and Sequential Modeling

3.1 Recurrent Neural Networks

In a feedforward neural network, the input data is passed through the network
to produce an output value. Therefore, the incoming data is just forwarded. The
computed output value is compared to the real data to determine the error. The
weight values on the network are changed depending on the error, and in this way,
a model that can output the most accurate result is created. In this type of neural
networks, there is no need to have any connection with previous or next information.
So, there is no concept of time or order; the only input it is interested in is the current
instance at the time.
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Fig. 4 Representation of an RNN

In recurrent neural networks (RNN), the result is derived not only from the current
input but also from other inputs. In RNN, besides the input data at time t, the hidden
layer results from time t − 1 are the input of the hidden layer at time t. The decision
made for the input at time t − 1 also affects the decision to be made at time t. In other
words, in these networks, inputs produce output by combining current and previous
information. Recurrent networks are used to understand the structure of data coming
in a sequence such as text, speech, or statistical data depending on time [11].

A recurring network consists of several copies of the same network, each sending
a message to the next network. Figure 4 represents an unfolded RNN.

xt input of time t
st hidden state of time. It is called memory state and is calculated with the

previous hidden state and the input at the current step. It is formulated as
st = f (Uxt + Wst−1)

f activation function such as sigmoid, tanh which provides nonlinearity
U weight of the sequence element
W weight of the memory state
Ot output of time t. It is calculated as Ot = V St .

RNNs, in fact, conduct the same computation on various inputs of the same
sequence at each instance. Since the same parameters are used in each step in the
RNN network, the number of parameters that the network needs to learn during the
training phase is greatly reduced. Therefore, it also reduces training times.

We have said that recurrent neural networks are suitable for working on sequen-
tial input data. Sequential data can be used as inputs, outputs or both in recurrent
neural networks. Below are some examples of the different types of recurrent neural
networks and the problems in which these types are used (Fig. 5).
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Fig. 5 Different types of RNN

One-to-one is the traditional neural networks and image classification is the most
common example for these types of networks. The generation of music is a simple
example of how one-to-many RNN may be put to use. Sentiment analysis in which
a given text is evaluated as conveying either positive or negative sentiment can be a
model for many-to-one architecture. Many-to-many architectures such as machine
translation models takes a phrase in a language as input and outputs a sentence
in another language. In video classification problems, every frame of the video is
labeled. These types of problems can be also modeled like many-to-many RNN. This
architecture is also called bidirectional many-to-many RNN.

Recurrent networks are used to make accurate predictions on sequential inputs.
These procedures are carried out using the backprop and gradient descent of the error.
Backprop is performed by calculating gradient of the error function with respect to
weights starting from last layer and going backward to first layer. The learning coef-
ficient is arranged using gradient descent, and the weights are modified to minimize
error using this derivative.

Gradient is a value that allows us to change all of the weights. The effect of the
error, on the other hand, diminishes significantly in long networks connected to one
another, and the gradient may begin to vanish. As a result, it may be impossible to
find the correct result. Because all layers and time-dependent steps are multiplied
together, their derivatives have the potential to vanish or fly high. The LSTMmethod
is one of the structures designed to solve this problem.

Advantage of RNNs can listed as follows:

• It relates to the previous example. In this way, the entries are progressed without
forgetting.

• It has wide usage areas such as text generation, machine translation, time series
forecasting, and sentiment analysis.

Disadvantages of RNNs can be listed as follows:

• Gradient exploding and vanishing problems.
• It has difficulty processing long inputs.
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3.2 Long Short-Term Memory

As mentioned above, recurrent neural networks have problems associated with
vanishing and exploding gradients. Long short-term memory (LSTM) architecture,
a type of recurrent neural network, was created by Hochreiter and Schmidhuber
in 1997 [12]. This type of neural networks has recently regained popularity in the
context of deep learning as it solves the problem of vanishing gradients. LSTM-based
networks are ideal for time series estimation and sequential classification problems.
It is a structure that receives information outside of the normal flow. This information
can be stored, written to the cell and read.

Gates in the LSTM structure determine what will be remembered and what will
be forgotten. That is, if the incoming input is unimportant, it is forgotten, if it is
important, it is transferred to the next layer. It does this with the help of forget and
cell gate. LSTM network has four identical layers. Figure 6 shows the block diagram
of a LSTM layer.

Forget Gate

It decides what information is kept or forgotten. Current information and information
from the previous hidden layer pass through the sigmoid function. The closer it is
to 0, the more it will be forgotten, the closer it is to 1, the more it will be retained.
Value of the forget gate is calculated as follows:

ft = σ
(
W f .

[
ht−1, xt

] + b f
)

(21)

Fig. 6 Block diagram of an LSTM layer
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Input Gate

It is used to update the cell state. First, the sigmoid function is applied, and it is
decided which information to keep. Then, in order to organize the network, it is
reduced to−1, 1 with the help of the tanh function and the two results are multiplied.
Value of the input gate is calculated as follows:

it = σ
(
Wi .

[
ht−1, xt

] + bi
)

(22)

Cell State

It takes the data that needs to be moved and moves it to the end of the cell and from
there to the other cells. In other words, we provide the data flow on the network with
the help of cell state. First, the result from forget gate is multiplied by the result of
the previous layer. It is then summed with the value from the input gate.

C̃t = tan h
(
Wc.

[
ht−1, xt

] + bc
)

(23)

Ct = ft ∗ Ct−1 + it ∗ C̃t (24)

Output Gate

It decides the value to be used for the prediction to be sent to the next layer. First,
the previous value and the current input pass through the sigmoid function. After
the value from the cell state passes through the tanh function, the two values are
multiplied and go to the next layer as the “previous value.” Value of the output gate
is calculated as follows.

ot = σ
(
Wo.

[
ht−1, xt

] + bo
)

(25)

ht = ot ∗ tan h(Ct ) (26)

Definitions of parameters in the equations are also presented below.

ft value of the forget gate
it value of the input gate
C̃t value for the cell state
Ct candidate for the cell state
ot value for the output gate
xt input at current timestamp
ht output of the current block
ht−1 output of the previous block
W weight for the neurons
b bias for the corresponding layer.
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3.3 Example: Power Consumption Forecast

For the measurements of electrical energy consumption in a household with a
sampling rate of one minute over a period of about 4 years, the consumption forecast
for the next time period was made using the LSTM method. The dataset contains
different electrical quantities and some sub-measurements. Table 1 shows the dataset
descriptions [13].

Wemade one-minute predictionwith theLSTMmethod, using the 2-h information
before the predicted time. Below we presented the graph of error reduction in the
train and test sets of the LSTM model (Fig. 7).

Finally, Table 2 shows the results of both LSTM and MLP methods in terms of
mean absolute error (MAE).

Table 1 Dataset description

Variable name Variable description

Global_active_power The total active power consumed by the household (kilowatts)

Global_reactive_power The total reactive power consumed by the household (kilowatts)

Voltage Minute-averaged voltage (volts)

Global_intensity Household global minute-averaged current intensity (amperes)

Sub_metering_1 Active energy for kitchen (watt-hours of active energy)

Sub_metering_2 Active energy for laundry (watt-hours of active energy)

Sub_metering_3 Active energy for climate control systems (watt-hours of active energy)

Sub_metering_4 Remaining watt-hours

Fig. 7 Mean absolute errors
of train and test sets for
LSTM iterations

Table 2 The results of
LSTM and MLP

Method MAE

LSTM 0.385

MLP 0.538



140 Z. B. Kizilkan et al.

4 Convolutional Neural Networks

In machine learning context, neural networks are remarkably one of the most effec-
tive tools deployed for many problems in the literature. Neural networks started as
simple perceptron; later on, its advanced architecture evolved into other forms such
as feedforward networks, recurrent neural networks (RNN), and convolutional neural
networks (CNN). Despite RNN andCNNdate back to 1990s, their uses were rare due
to some reasons. Requirement of big datasets and benchmarks, lack of computational
hardware were the main obstacles hindering large-scale deployment of these types
of neural networks. However, with the recent advances in algorithmic advances,
availability of big datasets due to big data regime and Internet surge, developing
high-performance graphics chips such as graphical processing units led to spread
use of these networks. These three forces can be seen as driving forces for emerging
deep learning advancements [14].

Recurrent neural networks are used for sequence modeling such as speech recog-
nition, text classification, audio processing, and time series forecasting tasks and the
most prevalent forms of recurrent neural networks are long short-term memory and
gated recurrent units. On the other hand, convolutional neural networks (CNN) are
particularly used for image recognition, object detection tasks. Yet CNN has been
used for sequence modeling domain, and they have produced promising results for
problems in this domain as well.

In this part (or chapter), CNN layer and its main properties will be given in detail.
Before getting into CNN, historical background and biological inspiration of the
networks may provide some intuition to better conceptualize them. Experiments
conducted by Hubel and Wiesel [15] through examining a cat’s visual cortex paved
the way for convolutional neural network idea [8]. It was found that small regions
of the visual cortex are sensitive to specific regions in a visual field by means of
special cells on the relevant regions in the cortex. When these small cell regions of
the visual cortex are activated, their relevant parts in the visual cortex will also be
activated. In addition, these cells are also sensitive to shape and orientation of objects
in the visual field which means that they detect edges, corners in the visual field by
activating some neuronal cells specific to the shape or orientation of the visual field. A
horizontal edge triggers the neuronal cells, relevant to horizontal edge, to be excited.
This property is also the same for vertical edge and their specific neuronal cells in the
visual cortex. On the other hand, by examining the cells formation through using a
layered architecture, this finding led to the idea which different levels of abstractions
constructed by portions of a visual can be obtained through these different layers.
Accordingly, this idea is similar to hierarchical feature extraction inmachine learning
context in theway that while earlier layers of CNNdetect primitive shapes in a visual,
last layers, on the other hand, detect more complex shapes in the visual [16].

Fundamentally convolutional neural networks consist of three main layers:

• Convolution Layers
• Pooling Layers
• Dense Layers.
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4.1 Convolution Layer

CNN were introduced by LeCun et al. [17] for an image recognition task. CNN is a
special type of neural network used for data having grid-like topology. CNN makes
use of sparse connections and parameter sharing properties effectively, and, in turn,
produce promising results with less memory requirement that will be mentioned in
the following sections. Rather than connecting all states in a specific layer indiscrim-
inately to the states in the previous layer to get a feature map value for a visual, CNN
connects a feature value in a particular layer to a local spatial region in the previous
layer through parameter sharing property throughout the whole visual footprint. This
mechanism construction is in line with the insights obtained by Hubel and Wiesel’s
cat visual cortex experiments [16].

CNN work with grid-like topologies as mentioned earlier, and these topologies
may be in the form of time series data as 1D grid, in the form of an image data as 2D
grid of pixels, or in the form of a video data as 3D grid of pixels. In mathematical
sense, CNN employs a mathematical operation called convolution; hence, they use
convolution over the topologies to get featuremaps of given input. Using convolution
operation instead of general matrix multiplication in one of their layers makes CNN
distinct from conventional neural network types [8].

The convolution operation is just a linear operation over two functions of a real-
valued argument. As an example of convolution operation, tracking a car’s position
with GPS may be considered. A signal for spotting location of the car is received as
a single output that is x(t) at time t . x(t) and t are both real-valued arguments that
different values can be obtained at any instant time t . On the other hand, the received
signals might contain some level of noise. Hence, to get more accurate measurements
for the location of the car, several measurements obtained can be averaged. In this
sense, more weight must be given to more recent measurements because they are
more relevant to desired output. Giving more weights to more recent measurements
is done by introducing a weighting function w(a). In the weighting operation, a
corresponds to age of a measurement. Then, less noisy measurements of the location
of the car can be obtained by taking weighted average of measurements at every time
point as obtained function f represents smoothed estimate of several measurements.
The formula to obtain f is given in Eq. 27:

f (t) = ∫ x(a)w(t − a)d(a) (27)

The formula given in Eq. 27 corresponds to convolution operation. In the compact
form, convolution between two functions is typically represented by an asterisk as
per given in Eq. 28:

f (t) = (x ∗ w)(t) (28)

In these formulas,w has to denote a valid probability density function. In addition,
w has to be 0 for all negative arguments. In the sense of the problem framed for
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spotting the location of the car, mentioned limitations are specific to the problem.
In a broader sense, convolution operation may be applied to any functions that the
integral given in Eq. 27 is defined. The operation may be used beyond the aim of
taking weighted averages as well [8].

In the context of convolutional networks, the first argument of the car example,
that is the function x , is called as the input, and the second argument of the car
example, that is the function w, is called the kernel. The resultant output of this
convolution operation is oftentimes called as the feature map [8].

In the example of spotting the location of the car, signal receiving may be in
discrete time rather than continuous one; hence, convolution operation can be repre-
sented by using summation operation for this discrete time event rather than by using
integral operation. In this sense, t can take on only integer values, thereby forming
the formula as per given in Eq. 29:

f (t) = (x ∗ w)(t) =
∞∑

a=−∞
x(a)w(t − a) (29)

The input of convolution operation is a multidimensional array of data used,
and the kernel is a multidimensional array of parameters obtained by the learning
algorithm used. The multidimensional arrays are simply dubbed as tensors.

In more general cases, convolution operations are performed over more than one
axis at a time. Themost prevalent example of this utilization is using two-dimensional
image I as an input so that two-dimensional kernel K utilization will need as per
given Eq. 30:

S(i, j) = (I ∗ K )(i, j) =
∑

p

∑

q

I (p, q)K (i − p, j − q) (30)

Convolution operation also holds the commutative property; hence, it can be
written in the form as in Eq. 31:

S(i, j) = (K ∗ I )(i, j) =
∑

p

∑

q

I (i − p, j − q)K (p, q) (31)

The formula in Eq. 31 is more straightforwardly applied in a machine learning
library due to less variation in the range of valid p and q values [8].

The commutative property emerges as the kernel relative to the input is flipped
since the index into the input increases along as a result ofm’s increase. On the other
hand, the index into this kernel decreases. Hence, flipping the kernel enables to get
the commutative property. Yet, in machine learning context, holding this property
is not significant. Due to this reason, cross-correlation operation, which is the same
with convolution but does not perform flipping the kernel, is usually used in neural
network library implementations. This operation’s formula is given in Eq. 32:
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S(i, j) = (K ∗ I )(i, j) =
∑

p

∑

q

I (i + p, j + q)K (p, q) (32)

Convolution and cross-correlation terms are interchangeably used in the context of
machine learning, because convolution with flipping is not relevant in this context.
Hence, many machine learning libraries employ cross-correlation in their imple-
mentations without destroying the essence of the convolution operation. In addition,
convolution operation is used in hybrid formwith other functions simultaneously, and
combination of these two functions has no commutative propertywithout considering
whether the kernel is flipped or not [8].

An illustrative example of convolution without kernel flipping applied to 2D data
can be seen in Fig. 8.

In Fig. 8, the kernel is slided over the entire image, resultant outputs of convolution
operations are given. In this figure, the outputs of the kernel are restricted to the only
position in which the kernel can cover the whole image. In this case, each slide
operation is performed by one-shift stride [8].

Fig. 8 An illustrative example of the convolution
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Structural Properties of CNNs

In the former sections, CNN reaps the benefits of parameter sharing, sparse inter-
actions and equivariant representations along with convolution operations that
contribute to high performance of CNN inmany tasks. In traditional neural networks,
dense connections which each input entry is linked to each output entry by means
of matrix multiplication constitute layers of the networks. Parameters of this layer
are stored in the weight matrix as the result of matrix multiplication. However, CNN
makes use of sparse connections between input and output entries through using
kernels smaller than inputs. In other words, by using small kernels having tens or
hundreds of pixels, meaningful features such as edges and corners can be detected
from an image having thousands or millions of pixels. This feature contributes to
memory requirements of themodel, and statistical efficiencyof themodel increases as
well. Along with the mentioned advantages, less computation is needed as a result of
this feature. For example, matrix multiplication operation form inputs and n outputs
require mxn parameters; hence, time complexity of the operation per example is
O(mxn). On the other hand, if number of connections of each output are restricted
to k, then time complexity of the operation decreases to O(kxn).Hence, k verymuch
smaller than m helps decrease time complexity dramatically.

Graphical illustrations of sparse connectivity, both from below and above view,
are exhibited in Figs. 9 and 10.

In Fig. 9, at the bottom of the figure, dense connection of one entry to its successor
layer is seen with boldly depicted neurons [8]. All other neurons are connected to the
succeeding layer with full connection as well. On the other hand, an entry has sparse
connection to neurons in its succeeding layer is seen at the top in Fig. 9. While a
matrix multiplication in which the relevant entry affects the all outputs forms weight
matrix for the dense layer, a convolution with kernel size of 3 is performed through
sparse connectivity for convolution layer [8].

In Fig. 10, outputs of both at the above and below layers affected by their prede-
cessor layers are represented to show the difference between sparse connection and
dense connection in the sense that how the outputs are affected by each connection
type relevant to its preceding layers. Output in the layer at the bottom, s3, is affected
by all of its predecessor inputs through dense connections (viamatrixmultiplications)
while its counterpart at the above one is only affected by three of its predecessors with
kernel size of 3 via using sparse connections. The units that one output is affected
by is referred to as receptive field of the output. Receptive fields of a convolution
layer are broader than a densely connected layer, and this feature contributes to
performance of CNN to extract more meaningful features from given input. Another
remarkable feature of a convolution layer is the parameter sharing property. With
this property, instead of performing a separate set of parameters learning for every
location for an image, only one set of parameters for every location is learned by
convolution operation. Figure 11 shows an example of parameter sharing property
in a convolution layer in comparison with a densely connected layer [8].

Connections between input entries and output entries are indicated with black
arrow(s) in Fig. 11. These connections have particular parameters in each model.
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Fig. 9 An example of sparse connections viewed from below

At the top layer, the central element of a specific width kernel, that is the kernel of
width 3 here, is the input connected by a black arrow to successive layer. This indi-
vidual parameter is shared and used at the whole locations; hence, parameter sharing
property for the model is provided. On the other hand, at the bottom one, the central
element of a weight matrix is used once since this layer has no parameter sharing
property [8]. Parameter sharing property enables the model to detect a particular
shape of any part of an image in the other locations if the particular shape is available
in any other parts of the image regardless of its spatial location [16].

The last property to mention about convolution operation is equivariance to trans-
lation. This property implies that if the pixels of an input image are shifted by one
unit in any direction, then resultant output of applied convolution will be shifted with
this shifted input values due to parameter sharing property [16]. When equivariance
to translation is considered in the context of one-dimensional time series data, if
one-step-shift is applied to an input of time series, then resultant output will appear
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Fig. 10 An example of sparse connections viewed from above

as one-step shifted output in accordance with one-step-shift in the input. When two-
dimensional image is considered for the same property, convolution operation will
produce a 2-D feature map of the image. If the object in the input is moved, the
corresponding representation of the input will be shifted within the same amount
[8].

4.2 Pooling Layer

Pooling operation can be seen as one of the fundamental layers in convolutional
neural networks. Typical CNN are made up of three stages. In the first stage, convo-
lutional layer(s) produces some feature maps (outputs) by producing some set of
linear activations. This is followed by transforming the set of linear activations into
nonlinear activations, and this transformation stage is referred to detector stage. In
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Fig. 11 Parameter sharing property visualization

the last stage, a pooling function is used to produce a new kind of output by reducing
the spatial location of given activation maps [8, 16].

Simply, new output, which is a summary statistics of nearby outputs, is produced
by applying pooling function for an output [8]. The outputs are generated by feature
maps, and pooling is applied to each feature map (each new output) independently.
As a result of the pooling function, the number of the feature maps will remain the
same before pooling operation; however, the spatial size of the feature maps will
reduce. There are prevalently two types of pooling operations; max-pooling, and
average pooling. A typical example of max-pooling operation is depicted in Fig. 12.

Max-pooling operation results in an output that is maximum among given input
within a rectangular neighborhood. On the other hand, average pooling operation
results in an output that is the average of given input within a rectangular neighbor-
hood. In max-pooling, the maximum element within pooling kernel in each feature
map is activated, and an output set of these pooling operations then forms new
outputs. In Fig. 12, different resultant feature maps due to different strides by the
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Fig. 12 An example of max-pooling with 3 × 3 kernel

same-width pooling can be seen. The spatial dimension decreased when the pooling
produced new feature maps from the input in Fig. 12. Meanwhile, the spatial dimen-
sion of resultant outputs for stride 2 was smaller than its counterpart for stride 1. In
the outputs for stride 2, there is no overlapping for pooling kernels while the other
one has some overlapping locations. Both of them can be used in CNN applications;
however, using overlapping locations with stride 1 can reduce the risk of overfitting
of this approach [16].

In the average pooling, the average of elements within the pooling kernel in
each feature map is produced, and an output set of these pooling operations forms
new outputs. The latter one performs some kind of smoothing function due to its
averaging operation. In many deep learning applications, max-pooling is mostly
preferred pooling operation over average pooling.

Pooling operations have some features, and one of them is translation invariance.
Translation invariance means that a significant change in the resultant feature map
is not seen when an image is shifted. This idea stems from that similar images
oftentimes have some characteristic shapes within them, but these shapes can be in
different locationswithin each image.Hence, translation invariance feature enables to
classify these similar images in the samemanner. For instance, translation invariance
helps classify a dog regardless of its location within the image. Another feature of
pooling is the size of receptive field of a layer is enlarged while the spatial size
of the layer is reduced. To extract more high-level features from complex features,
this receptive field enlargement enables capturing larger portions of the image. In
addition, max-pooling provides nonlinearity characteristics to feature maps as well,
and it has been used in many CNN applications [16].
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4.3 Dense Layer

In a typical CNN architecture, the last layer usually contains one or more densely
connected layers. The dense layers connect each feature in the final spatial layer to
hidden units in the first dense layer.

Extracted features from a given input are finally processed in these fully connected
layers whether they perform classification or regression tasks. Logistic, softmax,
linear, or sigmoid activation functions may be used at the final layer depending on
the task (i.e., multi-class, binary classification, or regression). These layers perform
like feedforward neural networks as they have dense connections. In CNN, fully
connected layers account for most of the parameters of the network. For example,
between two fully connected layers, if two layers have 2048 hidden units, then
the corresponding connections between these layers will have more than 4 million
weights [16].

Some distinguished papers use CNN for image recognition with one fully
connected layer at the endof their architecture. For example, remarkable architectures
such as EfficientNet-B0 [18], ResNet [19], Inception-v4, Inception-ResNet-v1, and
Inception-ResNet-v2 [20] used single dense layer in their models. On the other hand,
other prominent CNN architectures for image recognition such as MobileNet [21],
DenseNet [22], Inception-v2 [23], VGGNet [24], and GoogLeNet [25] used more
than one dense layers in their models. Because there is no rule of thumb in spotting
how many dense layer(s) will be used in any architecture, inclusion of dense layer
to model can depend on the application domain since the number of fully connected
layers may be sensitive to application area. For instance, there may be differences
in the nature of a fully connected layer for a classification task when compared to a
segmentation task [16].
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industrial engineering from İstanbul Technical University. Currently, he is doing Ph.D. in indus-
trial engineering at Istanbul Technical University. His research interests span deep learning, deep
rein-forcement learning and machine learning.

Omer Faruk Beyca received his B.S. degree in industrial engineering from Fatih University,
Istanbul, Turkey, in 2007, and the Ph.D. degree from the School of Industrial Engineering and
Management, Oklahoma State Uni-versity, Stillwater, OK, USA, in 2013. He is with the Depart-
ment of Indus-trial Engineering, Istanbul Technical University, as an Assistant Professor. His
research has been published in international peer-reviewed journals, conference proceedings, and
book chapters.



Feature Engineering

Alp Ustundag, Mahmut Sami Sivri, and Kenan Menguc

1 Introduction

As the amount of data generated and collected grows, analyzing and modeling so
many input variables getmore difficult. So, it is important to reducemodel complexity
and establish simple, accurate and robust models. Feature engineering is the process
of using domain knowledge to extract input variables from raw data, prioritize them
and select the best ones so that machine learning algorithms work well and model
performance is improved.

Feature engineering has been defined in different ways in the literature. In this
chapter, all processes related to the variables of a model are defined as feature
engineering which consists of three main components (Fig. 1):

• Data Preprocessing is executed to clean the data by handling missing and noisy
values and is also used to transform data into understandable format for computing
via methods such as aggregation, normalization, discretization, vectorization.

• Feature Extraction is used to generate new candidates as well as to transform
existing ones to make them more suitable for modeling.

• Feature Selection is used to discover subsets from the feature pool to increase
prediction performance while lowering the size and complexity of the model.

Data preprocessing, which is the first component of feature engineering, is the
preparatory phase that organizes, sorts andmerges all accessible data.Data cleaning, a
critical part of preprocessing, refers to techniques for locating, deleting and restoring
corrupted or missing data. Raw data may contain erroneous or missing numbers, as
well as redundant information. The most often encountered issues with raw data
fall into three categories: missing, noisy and inconsistent. In this phase, numerous
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Fig. 1 Components of feature engineering

approaches, including imputation, binning, log transform, feature splitting, outlier
handling and scaling, can be employed.

As the second component of feature engineering, feature extraction is executed
manually or automatically. Manual feature extraction entails defining and describing
the relevant features regarding themodel and applying the proper technique to extract
them. In many circumstances, the high level of domain knowledge is very important
for successful results. On the other hand, automated feature extraction employs ML
algorithms like deep networks to extract features automatically from unstructured
data such as text or images without the need for human interaction.

For example, let us assume that a model is developed for daily stock direction
forecasting for financial markets. The feature pool consists of historical price, trans-
action data, company information, economic indicators and expert opinions. When
new features are derived from existing price and transaction data for the model, it
can be considered as a manual feature extraction approach. However, the question of
which variables from the large feature pool will be used in the model can be solved
with feature selection techniques.

Feature selection, the third component, lowers the dimensionality of data by
constructing a model using just a subset of the input features and thus it provides
enhanced prediction performance. Three types of feature selection algorithms exist.
The filter type feature selection algorithm quantifies the value of features depending
on their properties, such as feature variance and output relevance. Information Gain,
Chi-square Test, Correlation Coefficient, Variance Threshold and Mutual Info are
the most known methods for filter type which are fast and scalable. The wrapper
type feature selection algorithm begins with a subset of variables and then adds or
eliminates variables based on a selection criterion. Recursive Feature Elimination,
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Forward Selection, Backward Elimination and SHAP are most used techniques for
wrapper type. The embedded type feature selection methods such as Random Forest
and Lasso determine the significance of inputs as part of the model learning process.

The dimensionality reduction is an important aspect of feature engineering which
is used to describe lowering the dimension of input features. Both methods, feature
selection and extraction can be used for dimensionality reduction. The primary
difference between feature selection and extraction is that feature selection keeps
a subset of the original variables while feature extraction creates totally new ones.
However, feature extraction entails transformation of the features, which is generally
irreversible due to information loss during the dimensionality reduction process.

In summary, there are several benefits of feature engineering:

• Reducing model complexity
• Increasing model accuracy
• Reducing overfitting risk
• Reducing information redundancy
• Easier model training and faster convergence
• Increasing computational performance and reducing the cost
• Improving model interpretability and explainability
• Increasing data visualization capacity.

In this section, important feature engineering techniques for numerical data are
briefly explained and several examples are given.

2 Feature Extraction and Dimensionality Reduction

Feature extraction is used for dimensionality reduction by creating a new, smaller
set of features that stills captures most of the useful information. In this section,
three main techniques, Principal Component Analysis (PCA), Linear Discriminant
Analysis (LDA) and Autoencoders (AE), will be explained.

PCA is an unsupervised technique that generates linear combinations of the orig-
inal features. The objective is to extract critical information from the data and express
it as a collection of summary features called principal components. The new features
are orthogonal and so they are uncorrelated. Additionally, they are ranked by their
explained variance. PCA calculates the eigenvectors of a covariance matrix with the
greatest eigenvalues and then uses them to project the data onto a new subspace
with equal or less dimensions. It can also be expressed that PCA transforms a matrix
containing n features into a new dataset containing less than n features.

LDA is another linear transformation technique as PCAused for dimension reduc-
tion. However, LDA is a supervisedmethod and uses class label information. As PCA
represent the direction of maximum variance in data, LDA describes the direction
that maximizes class separability (Fig. 2).

Autoencoder is a member of ML algorithms which is also used as a dimension-
ality reduction technique. The primary distinction between Autoencoders and other
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Fig. 2 PCA versus LDA

dimensionality reduction approaches is that Autoencoders project data from a high
dimension to a lower dimension via non-linear transformations. An Autoencoder’s
fundamental architecture may be split down into two distinct components. The first
component, Encoder, takes the incoming data and compresses it to eliminate any
noise or useless information. The Encoder stage’s output is called latent space. The
second component, Decoder, takes as input the encoded latent space and tries to
reproduce the original Autoencoder input (Fig. 3).

The above explained three feature extraction techniques are applied on theGerman
Credit Dataset, which contains 1000 loan applications with 20 categorical/symbolic
attributes prepared by Hofmann [1]. Each entry in the dataset represents a person
who takes a credit by a bank. There is a classification whether an applicant has a
Good or Bad credit risk. To determine the credit risk, 20 features are given such as
age, sex, occupation, account balance. In this case, the objective is to try to predict
if there is a credit risk or not by looking at the given features. The input data is

Fig. 3 Autoencoder basic
architecture
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Table 1 Comparison of
results

Methods Accuracy (%) F1 score
(creditability:
0) (%)

F1 score
(creditability:
1) (%)

No dimension
reduction

75 50 84

PCA (n = 8) 77 56 85

LDA 68 51 77

AE 63 33 75

divided into train (70%) and test sets (30%). Random Forest classifier is used to
predict the output on the test data using dimension reduction techniques. As shown
below, training a Random Forest classifier using PCA (n = 8), led to 77% accuracy
and produced better results comparing to other methods (Table 1).

3 Feature Selection

In data analytics, feature selection is critical to reducing the complexity created
by irrelevant factors in the data and to avoiding scenarios like multicollinearity,
which can be caused by related variables. Feature selection approaches are commonly
divided into three categories in the literature, as explained below. Table 2 also outlines
the benefits and drawbacks of the techniques [2].

In this section, main feature selection methods are explained in detail, and tested
these methods in a credit risk scoring dataset. The explanations of the variables in
the dataset are given in Tables 3 and 4.

Table 2 Comparison of
feature selection methods

Filter-based Embedded Wrapper

Computation Low Mid High

Running time Fastest Faster Slower

Overfitting Lower risk Higher risk Lower risk

Feature dependency Ignores Considers Considers

Prediction method No interaction Interacts Interacts

Generalization Good Better Best
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Table 3 Features of credit risk dataset

Feature Type

Purpose Categorical

Loan duration Continuous (months)

Account balance Continuous

Pension funds Continuous

Account length Continuous (years)

Sex Categorical

Marriage status Categorical

Age Continuous (years)

House Categorical

Job Categorical

Employed duration Continuous (months)

Table 4 Encoding of categorical variables

# Purpose Sex Marriage House Job Risk

0 Female High

1 Business Male Single Own Blue collar Low

2 Combine debts Divorced Rent White collar

3 Renovation Married Other Other

4 Marriage

5 Medical

6 Mortgage

7 Vehicle

8 Vacation

9 University

10 Unexpected

3.1 Filter-Based Methods

In filter-basedmethods, the relevance score of the features is evaluated by calculating
a ranking criterion. Low-scoring features that fall below a certain threshold or exceed
a certain number of features are removed.

Pearson Correlation: Pearson correlation coefficient, which is a filter-based
feature selectionmethod, is determined by calculating the covariancematrix between
the variables and finding a correlation coefficient between − 1 and + 1 for each
variable. Variables are ordered according to the absolute value of the coefficient
between the variable and target variable [3]. Also, the interpretation of the correlation
coefficients is given below.
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• 0 shows no correlation
• A value closer to 1 shows stronger positive correlation
• A value closer to − 1 shows stronger negative correlation

Pearson correlation coefficient formula calculated as follows:

Pi j = Ci j√
Cii ∗ Ci j

(6.1)

Pi j Pearson correlation coefficient.
Ci j Covariance value between variables i and j .

Chi-square Test: In mathematical statistics, the Chi-square test is used to deter-
mine the independence of two variables. In a feature selection process, the existence
and degree of a relevance between the variables and the target variable are detected.
Next, variables eliminated after computing the chi-square statistics between each
variable in the data set and the target variable.

Mutual Information: The quantity of knowledge that one variable knows about
another can be determined by mutual information [4]. If the value found is 0, this
indicates that these variables are unrelated to one another. It is a valuable feature
selection approach since it allows you to assess the importance of a variable. The
following is a formula for the mutual information:

I (x, y) =
n∑

i=1

n∑

j=1

p(xi , yi ) log(
p
(
xi , y j

)

p
(
xi ), p(y j

) ) (6.2)

I (x, y) Mutual information between x and y.
p
(
xi , y j

)
is the joint mass probability between xi and y j .

3.2 Embedded Methods

Embedded approaches use the structure of prediction algorithms to calculate feature
importance.

Least Absolute Shrinkage and Selection Operator (LASSO): LASSO entails
penalizing the regression coefficients’ absolute values [5]. This penalty is known
as L1 norm or L1 penalty. While there are some similarities between LASSO and
Ridge regression, the primary distinction is that LASSO decreases the coefficient
of the less important feature to zero and eliminates some features completely. As a
result, it is projected to perform better when dealing with a high number of variables.
In classification problems, logistic regression with L1 penalty can be used.

M∑

i=1

(
yi − ŷi

)2 =
M∑

i=1

⎛

⎝yi −
p∑

j=0

(
β j ∗ xi j

)2
⎞

⎠

2

+ λ

p∑

j=0

∣∣β j

∣∣ (6.3)
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Ridge Regression: The square of the coefficients is penalized in ridge regression
[6]. This penalty is known as L2 norm or L2 penalty. The distinction between the
LASSO and ridge is illustrated in equations.

M∑

i=1

(
yi − ŷi

)2 =
M∑

i=1

⎛

⎝yi −
p∑

j=0

(
β j ∗ xi j

)2
⎞

⎠

2

+ λ

p∑

j=0

β2
j (6.4)

Decision Tree Feature Importance: The decision tree is a structure that has
collections of internal nodes and leaves. Choosing a feature in the internal node tells
the decision tree how to split itself that is, how to divide it into two independent sets.
Relative importance of features can be calculated by using Gini index or information
gain for classification problems, variance reduction for regression. Thus, it is calcu-
lated that how much the variable reduces the variance or impurity in the data. In the
ensemble methods, the average over all trees is used to determine the importance of
a feature.

3.3 Wrapper Methods

Wrapper approaches, unlike filter-based methods, require a prediction algorithm.
The relevance of a feature is determined by its prediction performance.

Recursive Feature Elimination: The recursive feature elimination is an iterative
approach.After the predictive performance calculated using all variables, theweakest
performance feature is eliminated at each iteration. The method relies on re-running
the model after each step. Therefore, the running time may take longer.

SHAP Values: SHAP values is an alternative to the importance of permutation
features. The relevance of the permutation feature is determined by the decline in
model performance. The SHAP score is determined by the magnitude of feature
attributions. The Shapley value is the average of all marginal contributions to all
potential coalitions divided by the number of coalitions [7]. The amount of time it
takes to compute each feature increases exponentially with the number of features.

In the example, all explained methods and all possible number of features was
tested. Table 5 shows the best results of each method.

Table 6 shows the combination of variables for the method that gave the best
results in the tests.

Trying all combinations of number of features where the dataset is very large and
the number of variables is too big will cause too much processing cost. Therefore,
instead of the above approach, in the next section, the question of how to reach the
optimum number of features with less processing time will be answered.
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Table 5 Comparison of
feature selection methods

Method No. of features Accuracy (%)

No selection 11 91.77

Correlation 6 96.47

Chi-square 6 98.82

Mutual info 6 97.65

Lasso 7 97.65

Ridge 7 97.65

Tree 10 96.47

Recursive 10 96.47

Shap 9 96.47

Table 6 Feature combination
giving the best result

Features

Purpose

Loan duration

Account balance

Pension funds

Marriage status

Employed duration

4 Global Search Methods

The ideal number of features in a prediction model is determined using some opti-
mization algorithms in this section. Heuristic algorithms will be used for optimiza-
tion. These algorithms are Genetic algorithm, Randomized search algorithm and Hill
Climbing algorithm.

To demonstrate global search methods, credit loan data will be used. The bank
wants to determine the credit status of the customer who applies for a loan. There are
two classes in dataset according to whether they are suitable for credit or not. What
is the probability of each credit class according to bank customer’s predictor data?
The dataset created by the bank is used as a train set and a test set for its previous
customers. Cross validation method is used to optimize the feature selection.

CrossValidation: TheK-Fold CVmethod first randomly divides the data sets into
K groups. The selected group is used as the validation set and the other part, the K −
1 group, is used as a train set. An average performance score is generated by creating
K data sets as train and validation. Figure 4 illustrates this usage schematically.

The K-Fold CV approach takes us out of overate status for machine learning and
deep learning applications. The K value was determined as 5 because the data set
was not large in the studies. 20% of the data has been reserved as test data, then the
remainder has been used as train data.
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Fig. 4 K-fold cross validation

The accuracy score was concluded 0.75 and ROC score was concluded 0.69 by
using only Naive Bayes for the data set with 11 features. Accuracy score is a value
above 0.7. However, the ROC score was found to be 0.69. Our dataset consists of
2 different classes that indicate whether credit will be given or not. A score of 0.5
can be taken if a random decision is made when there are no features. As a result,
if the model finds higher ROC values, it can easily decide if the credit will be given
(Fig. 5).

Fig. 5 ROC score of pure Native Bayes model



Feature Engineering 163

4.1 Genetic Algorithm (GA)

Biological science has shown that those who get adopted well to nature can survive.
Genetic algorithm (GA) is an optimization tool based on gene differentiation and
evolution of living things [8, 9]. GA can find optimal or near-optimal solutions of
complex problems [10] (Fig. 6).

There are n genes in a chromosomewith n features according to genetic algorithm.
Whether or not each feature is in the model is a binary situation. Therefore, gene
pairs of size N consisting of 0 and 1 try to find the optimal number of inputs with
matches.Matingmeans exchanging some genes from 2 parents. Genes are diversified
by the crossover process and the rate of this crossover is determined as the crossover
parameter in the algorithm. This parameter determines the percentage of property
change for the new solution proposal. Different solutions can be obtained by using
random gene changes outside the parent’s genes which are provided by the mutation
rate parameter. The population parameter determines the amount of different indi-
viduals who will search solution. The Iteration parameter provides the number of the
search repeated (Table 7).

There are 11 different features in our data set, so our gene length is 11 units. The
algorithm parameters have been determined as 0.5 crossover value, 1000 generation
number and 0.05 mutation rate. The model has been run by assigning the CV value
to 5 for two different performances. (Accuracy score, ROC score) criteria (Table 8).

Number of valid variables is 4 and accuracy score of model is 0.86. This score is
higher than pure Native Bayes model score (0.75). The credit status has been deter-
mined according to 11 features in the pure Native Bayes model. Genetic algorithm
is used as selector and Naive Bayes is used as estimator in the new model. This
hybrid model found a higher accuracy score according to fewer features. Reducing
the number of features reduces the cost of using the model (Table 9).

Number of valid variables is 4 and ROC score of model is 0.90. This score is
quite high compared to the pure Naive Bayes model. The reduction in the number of
features will greatly reduce the cost of using the model. It would be very economical
in terms of time for the bank to collect 4 data instead of 11 data (Fig. 7).

Fig. 6 Gene schema of genetic algorithm
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Table 7 A resampling scheme for GA feature selection

1: Create an initial random feature subset; 
2: for number of GA iterations do 
3: Create internal resample based on training set;  
4: Perturb the current subset; 
5: Fit model (Naive Bayes) on internal analysis set;  
6: Predict internal assessment set and estimate performance; 
7: if performance is better than the previous subset then 
8:  Accept new subset; 
9: else 
10:  Calculate acceptance probability; 
11:  if random uniform variable > probability then 
12:   Reject new subset; 
13:  else 
14:   Accept new subset; 
15:  end 
16: end 
17: end 
18: Determine optimal feature set; 
19: Fit final model (Naive Bayes) on best features using the training set; 

Table 8 Results of genetic
algorithm and Naive Bayes
model (accuracy)

3 7 9 11

Account balance Marriage status House Employed
duration

Table 9 Results of genetic
algorithm and Native Bayes
model (ROC)

3 10

Account balance Job

4.2 Randomized Search Algorithm (RSA)

Random search gives successful results in hyper parameters, whether to determine
optimal parameters or feature reduction. Random search initially generates and eval-
uates randomsamples of the objective function. It is particularly effective for complex
problems because it assumes nothing about the structure of the objective function.
Random search is also embedded inmany algorithms. It is amethod in which random
combinations of algorithms are chosen and used to train amodel. The algorithm finds
the best random combinations of hyper parameters.
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Fig. 7 ROC score of GA and Native Bayes model

Table 10 Results of RSA
and Naïve Bayes model
(accuracy)

3 7 11

Account balance Marriage status Employed duration

Random search algorithm is used as selector and Naive Bayes is used as estimator
in the new model. The data set is divided into 20% test data and 80% train data.

The accuracy and ROC scores for the model where the alpha value is 1 and the
CV value is 5 have been calculated. Accuracy score is 0.85 and the preferred features
of the model are as follows (Table 10).

ROC score is 0.71 and the preferred features of the model are as follows (Fig. 8;
Table 11).

4.3 Hill Climbing Algorithm (HCA)

This algorithm is used for both maximization and minimization problems. A simple
hill climbing algorithm determines the direction according to their location by
checking neighbor’s value. If our problem is a maximization problem, hill climbing
algorithm walks toward the higher value of neighbors.

Simple Hill Climbing: The algorithm examines the neighboring nodes one by
one and selects the first neighbor node as the next node which optimizes the current
cost.
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Fig. 8 ROC score of RSA and Native Bayes model

Table 11 Results of RSA and Naïve Bayes model (ROC)

2 3 6 9 10

Loan duration Account balance Sex House Job

Steepest-Ascent Hill Climbing: The algorithm first examines all neighboring
nodes. The algorithm steps to the closest better solution. The small step ensures that
the algorithm does not miss some solutions. Therefore, the algorithm is more likely
to find the maximum or minimum points with the smallest step than with simple hill
climbing.

Stochastic Hill Climbing: The algorithm does not examine all neighboring
nodes before deciding which node to choose. The algorithm just randomly picks
a neighboring node. The algorithm decides whether to move to the new node or
examine another node based on the amount of improvement in solution. The algo-
rithm performs random steps by keeping a solution in memory. If the new solution
is equal to or better than the current solution, it remembers that solution. Although
the algorithm is a fast algorithm, it can be stuck at local minimum and maximum
points. Step length is an important parameter for this algorithm (Fig. 9).

The algorithm was run twice for both accuracy and roc score for credit selection.
Stochastic hill climbing was used as the selector, while Naive Bayes was used as
the estimator. 1000 iterations and the largest step size to be taken is set to 0.02. The
following solution has been found under these conditions.

Accuracy score is 0.81 and the preferred features of the model are as follows
(Table 12).
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Fig. 9 Critical points of HCA

Table 12 Results of HCA and Naïve Bayes model (accuracy)

1 3 6 9 11

Purpose Account balance Sex House Employed duration

ROC score is 0.76 and the preferred features of the model are as follows (Fig. 10;
Table 13).

The ROC score of the genetic algorithm was found to be higher among the 3
different approaches. Therefore, this value distinguishes the situation if giving credit
is much better in making a binary decision.

Fig. 10 ROC score of HCA and Native Bayes model
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Table 13 Results of HCA
and Naïve Bayes model
(ROC)

3 6 9 11

Account balance Sex House Employed duration
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Text Analytics

Mahmut Sami Sivri and Buse Sibel Korkmaz

1 Introduction

In the age of big data, organizations and businesses have had to manage and make
sense of data generated by a wide variety of systems, processes and transactions.
The data contained in traditional relational databases is rather small compared to
various sensor or social media data. Therefore, one of the most important factors
triggering this era is the text data and its storage and analysis. For example, today
there is a huge amount of data in the form of news, blogs, tweets on social media,
status messages, hashtags, articles, wikis and much more. Even e-commerce stores
and many industries generate a lot of textual data, from new product information to
customer reviews and feedback.

2 Text Processing

Since unstructured text data can contain many special characters (especially tweets,
user comments), the data may need to be preprocessed. The data is mostly dirty and
noisy. It is needed to convert the raw text data into an understandable format for
further analysis. In the below section, some text processing approaches are listed. In
this section, these steps are applied on the sentence written as “the paragrahps, need
to be preprocessed.!”.
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2.1 Data Cleansing

Punctuation marks are cleaned during data cleansing as they do not contain any extra
value or information for analysis. Additionally, by reducing the quantity of the data,
deleting these flags will aid in increasing computing performance. When the punc-
tuation marks are removed in the example sentence, the sentence as “the paragrahps
need to be preprocessed” is obtained.

2.2 Stop Words Removal

In text analysis, common words provide little contextual information compared to
other keywords. Therefore, these are removed from the data although common terms
such as “the”, “a” serve a grammatical purpose. In this way, it is ensured that the
algorithms focus on important keywords instead of them in the analysis. The example
turned to “paragrahps need preprocessed”, after applying this step.

2.3 Spelling Correction

Words written incorrectly or incompletely in the text can be corrected with the help
of libraries. Most of the text data, especially in comments, blogs and social media
are data sources with short words and a lot of typos. Data from these data sources
can be corrected by subjecting them to spelling correction. Apparently, the word
“paragraph” was misspelled in the sentence. Finally, correct spelling as “paragraphs
need preprocessed” is obtained.

2.4 Lemmatization

Lemmatization is the process of extracting the root word by considering the vocab-
ulary. For example, the word “better” is analysed for “good”. By applying this
operation, plural suffix is disappeared. The sentence became “paragraph need
preprocessed”.

2.5 Stemming

These operations are applied to find the root word. For example, when words such
as “fishing” and “fishes” in English are subjected to this process, it provides “fish”
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as a root word [1]. With the stemming process, the attachments added to the root
are cleaned. The first form of the verb in the sentence is obtained, and it resulted as
“paragraph need preprocess”.

2.6 Tokenization

This process, which is one of the starting points of natural language processing,
means dividing the text into minimum meaningful units. Separation into strings can
be done on the basis of sentences, phrases or words. Although words in English
and similar languages can be distinguished by spaces, in some languages, different
methods may be required for words [2]. After tokenizing the final phrase, root words
as [“paragraph”, “need”, “preprocess”] are obtained. Text processing steps and their
results are given in Table 1.

3 Text Representation

Computers are very well programmed to work with numbers. In the case of natural
language processing, almost all sources include unstructured data such as text or
speech. In order to decode the patterns within the data and do calculations belonging
to machine learning algorithms, natural language source data should be converted
to numerical form before starting to process it. This is called feature extraction or
feature encoding. There are several text representation techniques with a trade of
easiness and accuracy. They will be explained here with a top-down approach.

Text representation methods are mainly twofold: Discrete text representation and
distributed/continuous text representation.

Table 1 Text processing
steps and their results

Step Resulting sentence

“the paragrahps, need to be
preprocessed.!”

Data cleansing “the paragrahps need to be
preprocessed”

Stop words removal “paragrahps need preprocessed”

Spelling correction “paragraphs need preprocessed”

Lemmatization “paragraph need preprocessed”

Stemming “paragraph need preprocess”

Tokenization [“paragraph”, “need”,
“preprocess”]
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3.1 Discrete Text Representation

In this type of representation, words are interpreted as numbers regarding their
relevant indexes in a dictionary from a larger body of text or corpora.

Techniques that are used widely under this category are:

• One-hot encoding
• Bag-of-words
• Count vectorizer
• Term frequency—Inverse document frequency (TF-IDF).

One-hot encoding

As a first step, it orders all of the words in the vocabulary as vector indexes. Then it
creates a vector for each word in the text with a length of the number of unique words
in the text, which is a vocabulary size. Lastly, it puts 1 or 0 according to whether the
word is a corresponding word of the relevant index.

For demonstration purposes, look at the following sentence: “I love machine
learning”. The vocabularywould be formed by “I”, “love”, “machine” and “learning”
words. Each word in the sentence would be interpreted as in Table 2.

The complete sentence is interpreted as a one-hot encoding vector in Table 3.
This method is not the most convenient technique for large text bodies since word

vector representation enlarges with the growth of vocabulary size which depends
on the number of unique words in the text and gets computationally expensive.
Furthermore, it examines each word in a standalone manner, so it does not capture
a relationship between the words and the context of the whole text body. Despite
the disadvantages, this method is the easiest method to understand and implement in
addition to being a good start point to understand text representation.

Bag-of-words

The BoW is a simple and popular method of feature encoding. It is a text representa-
tion technique that describes the occurrence of words which is called word frequency

Table 2 One-hot encoding
per words

Words One-hot encoding

I [1, 0, 0, 0]

Love [0, 1, 0, 0]

Machine [0, 0, 1, 0]

Learning [0, 0, 0, 1]

Table 3 One-hot encoding
for the complete sentence

Sentence One-hot encoding

I love machine learning ([1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0,
0, 0, 1])
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Table 4 Dictionary of the
given poem

Words

It Age

Was Wisdom

The Foolishness

Best

Of

Times

Worst

within a document or large text body [3]. It is called a “bag” of words because the
method basically puts all words in a bag then counts the presence of each unique
word in the bag.

To build concrete knowledge, a step-by-step example is given as follows. The
following snippet is taken from “A Tale of Two Cities” by Charles Dickens for the
data gathering step.

It was the best of times.
It was the worst of times.
It was the age of wisdom.
It was the age of foolishness.

If each line is treated as a different document, the combination of four lines form
the entire corpus. To further and model a BoW representation, the dictionary would
be created as in next by ignoring punctuation and case (Table 4).

The scoring of the document and creating the document vector is the third and
final step for BoW text representation. Although there are multiple simple methods
to score the document, scoring regarding the word frequency would be the most
insightful technique. This ability filter out uncommon and irrelevant words easily
by helping model to train and converge faster. However, still, it will suffer from not
capturing the context because it discards the order of the words. For example, if a
verb has a “not” negative connotation before itself, this would be a meaning changer
case in the context. Also, articles—a, an, the—and prepositions—of, on, etc.—are
the most frequent words in texts and dominates BoW, but they do not consist of any
“informational content”.

The frequency of the words is calculated by the presence of each word out of all
the words in a corpus (Table 5).

The most popular implementation of text representation based on frequencies
is the word clouds. They include unique words in the source by different colours
according to being a single word or n-grams and sizes regarding the frequency of the
corresponding word [4]. Example word clouds for positive and negative connotated
Turkish financial news could be seen in (Figs. 1 and 2).
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Table 5 Frequencies per words

Words Frequencies

It 4/24

Was 4/24

The 4/24

Best 1/24

Of 1/24

Times 1/24

Worst 1/24

Age 1/24

Wisdom 1/24

Foolishness 1/24

Fig. 1 Negative financial news word cloud

Count vectorizer

This approach is based on the classical BoW approach. Additionally, Python imple-
mentation with the sklearn package includes n-grams in the dictionary. For example,
if one specifies the n-gram parameter as three in the CountVectorizer module in
Python, the text representation would also include “it was the” 3-g that has 4/24
word frequency. Moreover, one may limit the maximum feature number that models
the text with an aim of not including non-impactful words.
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Fig. 2 Positive financial news word cloud

TF-IDF

Term frequency-inverse document frequency is an advanced variant of the BoW
technique. With the ability of suppressing the high-frequency words and ignore the
low-frequency words, the given approach is a good representation method for natural
language processing. TF-IDF works as a combination of two frequency metrics:

TF frequency of theword in the current document (a line in the previous example)
IDF frequency of rareness of the corresponding word over entire corpus (four lines

in the previous example)

The intuition behind the TF-IDF is that a rare word in a document has a more
impact on the meaning of the text. However, it still does not capture positional
information that leads to not capture the context. It assumes all words are independent
of each other except n-grams and does not benefit from co-occurrence statistics
between words. Also, it is a method that highly depends on the source data. A
representation generated through football data cannot be used for volleyball. Hence,
TF-IDF requires high-quality source data. Besides of given drawbacks, this method
is simple, easy to understand and implement. Furthermore, it was very commonly
used in the search engines such as Google and Yahoo until the recent developments
in the deep learning field.
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3.2 Distributed Text Representation

Unlike discrete text representation, distributed text representation does not ignore the
meaning dependency ofwords on each other hence does not treat themas independent
or mutually exclusive. So, it interprets a word as distributed across the vector. The
major advantage of distributed text representation is the ability of capturing context
and meaning.

The mostly utilized distributed text representation techniques are:

• Co-occurrence matrix
• Word2Vec
• GloVe.

Co-occurrence matrix

This matrix representation considers the co-occurrence of entities including single
words, bi-gram or phrase near to each other.When individual words are used to create
the co-occurrence matrix, it assists to carve-out the association between different
words in a source data. In implementation, it works as matrix multiplication of count
vectorizer and transpose of it.

For example, following five sentences could be considered as documents and
combination them would form the corpus (Table 6).

After creating the count vectorizer for given corpus and multiplying it with its
transpose, insightful information could be obtained by examining with adjective
and products associations. Also, since the given source data includes “recommend”
itself as a feature, it is possible to analyse co-occurrence of “recommend” and product
names. The resulting matrix size would be n x nwhere n is the feature size which is a
number of unique words in the corpus. In Table 7 product names, “recommend” and
feature associations are given after obtaining the co-occurrence matrix. Complete
matrix and implementation could be found on Jupyter Notebook.

According to filtered co-occurence matrix of the given corpus, product_x has
more positive associations than product_y which may direct customer decisions to
buy product_x instead of product_y.

Despite of its simplicity, ability of capture the context and being a global repre-
sentation by using entire corpus, co-occurrence matrix is not a scalable method for
larger vocabularies and computationally inefficient since it creates a sparse matrix

Table 6 Example sentences Sentences

“product_x is awesome”

“product_x is better than product_y”

“product_x is disappointing”

“product_y beats product_x by miles”

“ill definitely recommend product_x over others”
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Table 7 Co-occurrence
matrix

Words product_x product_y Recommend

Awesome 1 0 0

Beats 1 1 0

Better 1 1 0

Definitely 1 0 1

Disappointing 1 0 0

Ill 1 0 1

Miles 1 1 0

product_x 5 2 1

product_y 2 2 0

Recommend 1 0 1

(i.e. a matrix includes zeros). Furthermore, some associations are not understand-
able from co-occurrence matrix. For example, the association between “beats” and
“product_x” is not clear in the given matrix.

Word2Vec

It is the most popular text representation algorithm in natural language processing.
The most distinct feature of Word2Vec comparing to previous methods is that
Word2Vec is a prediction-based method instead of count-based techniques such
as a co-occurrence matrix. Each word is interpreted with a fixed-length vector
while capturing underlying semantic and syntactic relations with other words
[5]. Word2Vec’s shallow one layer network mechanism operates similarly to an
autoencoder that is a machine learning algorithm used for dimensionality reduction
mostly.

Word2Vec builds the vector representation through two opposite approaches:
CBOWand skip-gram [6]. The first one predicts a word by the context of surrounding
n-words (n is adjustable). The underlying algorithm could be put in a summary such
as filling a word blank as the word will be more suitable regarding the surrounding
context. Word2Vec works more efficiently with smaller datasets and faster to train
compared to skip-gram. The latter one predicts surrounding words by a target word.
This method outperforms CBoW generally but tends to have larger training time.

Word2Vec is able to capture syntactic relationships such as present or past tense
as well as semantic relationships such as country-capital or object-aliveness. It is
capable of extracting the similarity between multiple words with the help of simple
vector operations. There are two methods to gauge similarity between the vector
representation of selectedwords. If the vectors are normalized, then their dot products
provide the similarity between them. Another technique is that if vectors are not
normalized, the cosine similarity of two vectors gives the similarity between two
words.

In addition to the advantageof interpreting the syntactic and semantic relationships
between words, Word2Vec is also an unsupervised machine learning algorithm. So,
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Fig. 3 Word2Vec embedding space example of the poem

it does not require human effort to tag the source data. However, it does not perform
wellwhenhandling out-of-vocabularywords. It assigns randomvector representation
to out-of-vocabulary words that may cause sub-optimality. Moreover, the vector
representations depend on local information such as the context of neighbour words
that is another cause to obtain a sub-optimal representation. Word2Vec is a method
that suits more to larger corpus due to better convergence of the algorithm, especially
if skip-gram is chosen.

The following example is the two-dimensionalWord2Vec representation of previ-
ously given poem of Charles Dickens. In Fig. 3, the oppositeness of “best” and
“worst” keywords is seen as in being below and above in the space.

Google as a developer of the Word2Vec algorithm provides 300-dimensional pre-
trained embeddings on more than a billion Google News. The implementation of
Word2Vec embeddings with pre-trained vector representation can be found gensim
library in Python. An example is given on Jupyter Notebook.

GloVe

GloVe holds an abbreviation forGlobalVectors that is a technique developed by Stan-
ford professors to overcome the local information dependency of theWord2Vec algo-
rithm. To accomplish the aim of benefiting from global knowledge, GloVe utilizes
the best count-based technique which is the co-occurrence matrix. In addition to the
co-occurrence matrix, it leverages the advantages of Word2Vec. Hence, GloVe is
referred as a hybrid technique for continuous word representation. The major differ-
ence of GloVe is the derivation of the objective function that will not be explained
here but can be found on the original paper [7].

An example result with the same poem can be seen in Fig. 4. This embed-
ding space was obtained through 25-dimensional pre-trained embeddings by gensim
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Fig. 4 GloVe embedding space example of the poem

library. Since the behind algorithm and input source is different fromWord2Vec, the
embedding space also differs.

GloVe tends to outperformWord2Vec in analogy tasks. Furthermore, it considers
word pair to word pair relationship while constructing the vectors. Hence, GloVe
tends to add more meaning to the vectors when compared to vectors constructed
from word to word relationships. Also, GloVe has shorter training time comparing
to Word2Vec, while it costs computationally more because of the utilization of co-
occurrence matrix and global information.

4 Text Classification

Text classification is one of the commonly used NLP techniques in varying business
problems such as detection of spam emails, automated tagging of customer inquiries
and topic classification of news articles. Some text classification areas have their
own research fields. For example, sentiment analysis, which is another widely known
application of NLP, also falls under text classification in the categorization of NLP
tasks. Moreover, classifying news articles into pre-defined topics is an application of
topic modelling techniques in natural language processing.

A common nature of these given examples is all of them can be analysed with
supervisedmachine learning algorithms. Hence, text classification can be considered
under supervised machine learning tasks. It includes a labelled dataset which could
be in different forms such as spam or not spam label for spam classification or topic
classes for topic modelling. A complete text classification pipeline consists of three
main steps:
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• Dataset preparation
• Feature engineering
• Model training
• Improve performance of trained model (optional but highly recommended for all

kind of machine learning applications).

All steps could be explained with a comprehensive spam classification example.

4.1 Dataset Preparation

For illustration purposes, the UCI Machine Learning SMS Spam Collection dataset
has been used. This corpus was formed initially by a collection of 425 SMS, which
includes only spam messages, 3375 legitimate (ham) SMS, which were gathered by
the Department of Computer Science at the National University of Singapore dataset,
and other 1452 SMS, which includes 450 spam messages [8].

Since the dataset already has labels, it does not require labelling. Table 8 shows
some examples of SMS messages with their labels.

Advanced text representation techniqueswill be applied tomessages in the feature
engineering part. In addition to this, there is a need to change labels from text form
to numerical. The label “Spam” could be replaced with 1 and “ham” with 0.

4.2 Feature Engineering

Since machine learning classifiers work with numbers, given messages will be
converted to descriptive numerical features that allow advanced models to capture
patterns within the text. Before continuing to preprocess the text and make it under-
standable to a machine, world clouds could be created as in Figs. 1 and 2 to have
better insight into classes.

As in Fig. 5, the words “free”, “call”, “text” and “now” are mostly used in
spam messages as they urge actions without further thoughts, whereas there is not a
dominant word in non-spam context (Fig. 6).

Table 8 Example messages from spam dataset

SMS Label

WINNER!! As a valued network customer you have been selected to receive a £900
prize reward! To claim call 09061701461. Claim code KL341. Valid 12 h only

Spam

Had your mobile 11 months or more? U R entitled to Update to the latest colour
mobiles with camera for free! Call the mobile update co FREE on 08002986030

Spam

I HAVE A DATE ON SUNDAY WITH WILL!! Ham
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Fig. 5 Word cloud of spam messages

The feature representation methods BoW and TF-IDF have been explained previ-
ously under the “text representation” title. They are applied to the messages after
stemming, lemmatization and removing stopwords. Example preprocessedmessages
are shown in Table 9.

First, the count vectorizer method and chi-square statistical feature selection
methods are applied on the given dataset with a p = 0.99 significance threshold.
Unigrams, bigrams and trigrams that confirm the p-score threshold are chosen to
continue machine learning classifiers. Later, TF-IDF, which is a more advanced
method compared to Count Vectorizer, is applied. Selected features by count
vectorizer and TF-IDF are given in Tables 10 and 11, comparatively.

4.3 Model Training

After choosing features with feature engineering techniques, a machine learning
classifier could be trained with selected features. At this point, it is also possible to
benefit frommore simplemethods such as taking an average of p-values of a sentence
or just counting significant words in a sentence and classifying regarding themajority
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Fig. 6 Word cloud of non-spam messages

Table 9 Example preprocessed messages from spam dataset

SMS Label

Winner valu network custom select receiv 900 prize reward claim call 09061701461
claim code kl341 valid 12 h

Spam

Mobile 11 month u r entitl updat latest colour mobil camera free call mobil updat co
free 08002986030

Spam

Date sunday Ham

Table 10 Selected features
through count vectorizer +
chi-square (p = 0.99)

Feature p-score Label

Date 1.00 0

Holiday 1.00 0

Guarantee call 1.00 0

Deliver 1.00 0

Award 1.00 1

Camera 1.00 1

Camera phone 1.00 1

Cash 1.00 1

Chance win 1.00 1
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Table 11 Selected features
through TF-IDF + chi-square
(p = 0.99)

Feature p-score Sentiment score

Send stop 0.99 0

UK 0.99 0

Club 0.99 0

Receive 0.99 0

Claim 1.00 1

Urgent 1.00 1

Prize 1.00 1

of features belonging to a label. Moreover, advanced deep learning methods could
be utilized to classify the text.

Here, only machine learning classifiers implementation has been explained.
However, other techniques have been described under the “sentiment analysis” title.

Several machine learning classifiers such as k-neighbours, decision tree, random
forest, multi-layer perceptron, AdaBoost, and Naive Bayes algorithms have been
built. All models are trained, and the result of the best-performed algorithm, which is
the AdaBoost classifier, is given in Figs. 7 and 8. Since the features of spammessages
are distinctive, as seen in Tables 12 and 13, the expected accuracy of explained task
is high. As a parallel to intuition, 96% accuracy has been reached with the AdaBoost
algorithm.

To understand the feature selection significance, the Lime algorithm, which is an
explainable artificial intelligence tool, is given as an example in Fig. 9. The example
sentence is selected as “Sorry, I’ll call later”. Regarding the Lime algorithm, the
words “I”, “ll”, and “Sorry” do not have any effect on spam classification. On the
other hand, the “later” has a very non-spam context, and the “call” is close to the
spam context. Since later is dominant than call, the overall sentence label is “ham”.

Fig. 7 Accuracy, precision, recall and F1-score metrics of spam classification
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Fig. 8 Confusion matrix of AdaBoost classifier

Table 12 Model performance of spam classification

Label Precision Recall F1-score

0 0.97 0.99 0.98

1 0.91 0.81 0.86

Table 13 Confusion matrix of spam classification

True/pred. 0 1

0 1435 18

1 42 177

Fig. 9 Lime representation of example sentence
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5 Topic Models

Topic modelling, similar to clustering, is an unsupervised learning method that helps
to find the topics in the text when the searched groups are not known. In this method,
the main goal is to utilize mathematical and statistical methods to identify hidden
and latent semantic patterns in a corpus of data. In addition, it may assist with the
following tasks:

• Identifying hidden patterns within the documents.
• Organizing the papers according to the topics that have been identified.
• Organizing, summarizing and searching for materials is accomplished via

categorization.

In this section, three topic models are presented. These three models are tested
on customer complaints data published by the US government [9]. The data is a
collection of complaints about consumer financial products and services. It consists
of a sample of 10,000 complaints.

Before applying topic models, some preprocessing steps explained below should
be followed.

1. Punctuation removal
2. Tokenization
3. Stop words removal
4. Lemmatization
5. Computing term frequencies or TF-IDF
6. Topic model.

5.1 Latent Dirichlet Allocation (LDA)

Using Dirichlet distributions, it creates a topic per document model and a words per
topic model, which are both used in the analysis. The model uses the topic for each
word, the distribution over topics for each document and the distribution of words
per topic [10]. The top terms of the five topics found with the LDA model are given
in Table 14.

Table 14 Topics and top
terms of the topics obtained
from LDA model

Topic Top terms

1 Loan, payment, mortgage, bank, account

2 Call, debt, phone, number, company

3 Request, file, complaint, information, account

4 Credit, report, debt, credit report, account

5 Card, credit card, account, credit, charge
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Table 15 Topics and top
terms of the topics obtained
from LSI model

Topic Top terms

1 Account, credit, payment, loan, report

2 Credit, report, loan, credit report, payment

3 Account, debt, loan, card, bank

4 Debt, loan, credit, report, credit report

5 Account, card, credit card, loan, credit

5.2 Latent Semantic Indexing (LSI)

Thismethod accepts as input a collection of documents. The document co-occurrence
matrix is used to generate aword-documentmatrix. Itmakes advantage of theTF-IDF
conversion to eliminate superfluous high-frequency terms from the word-document
matrix. Then, each document’s weight is normalized to its unit length (normalization
process). Finally, the single value decomposition (SVD) technique is used to reduce
the file size. This method selects the biggest single values [10]. Result of the model
on consumer complaint data is presented in Table 15

5.3 Non-negative Matrix Factorization (NMF)

NMF factorizes higher dimensional matrices into lower dimensional factors. Coeffi-
cients of low-dimensional matrices are not negative. Let us take a matrix where there
is a matrix of articles by words. When this matrix is decomposed, articles by topics
and topics by words are obtained [10]. Top terms found with NMF model are listed
in Table 16.

Table 16 Topics and top
terms of the topics obtained
from NMF model

Topic Top terms

1 Loan, payment, mortgage, would, told

2 Credit, report, credit report, reporting, info…

3 Account, bank, information, check, money

4 Debt, collection, company, call, agency

5 Card, credit card, credit, charge, fee
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6 Sentiment Analysis (Opinion Mining)

Sentiment analysis is themining of a text to extract underlying emotions of subjective
information. It helps businesses to understand customer reactions analytically and
shape their products around customer behaviour.Also, firms could assess theirmarket
position against competitors through customer sentiments. The sourcematerial could
be any type of text such as plain text, emojis or symbols which are the equivalent
of the emojis. This type of source information could be gathered easily from social
media, news, blogs and customer calls.

Despite of having simply accessible sources, sentiment analysis requires deep
understanding of natural language processing. The research area was not so devel-
oped until the recent advancements in deep learning. Previous methods were based
onmostly counting techniques. Since sentiment analysis a sub-problem of text classi-
fication field, currently popular techniques in sentiment analysis benefit from devel-
opments in deep learning techniques which are used widely in text classification. In
this chapter, several sentiment analysis approaches will be shared in a wide range
from counting-based simple techniques to advanced transformers architecture.

All sentiment analysis methods could be grouped under three categories:

• Rule-based methods
• Statistical (machine learning including) methods
• Deep learning-based methods.

6.1 Rule-Based Sentiment Analysis

Rule-based sentiment analysis is found on pre-defined classification rules. These
rules could be defined on a corpus with a context or a dictionary. The former is called
corpus-based sentiment analysis that matches sentiments such as negative, neutral
and positive with individual words regarding their meaning in the given context. For
example, the “increase” word in a sales context has a positive connotation, whereas
a negative in a cost-related corpus. This kind of context-dependent sentiment change
is addressed by also domain-specific dictionaries. Moreover, these dictionaries are
introduced to embed domain expert knowledge in sentiment analysis to overcome
situations such as differing connotations of a specific term.

The first general use dictionary has been proposed by Harvard as Harvard General
Inquirer (Harvard GI) [11]. Since Harvard GI is not capable to handle context-
dependency, domain-specific dictionaries followed it. An example domain-specific
dictionary was formed by Loughran and McDonald as Financial Sentiment Dictio-
nary [12]. These dictionaries empowered the dictionary-based sentiment analysis
against corpus-based since its value proposition was built on being context-aware.

Before using a dictionary or corpus-based lexicon, the source data should be
preprocessed to ensure the result will not contain any noise. This preprocessing
includes tokenization of the text. Tokenization means splitting each document into
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Fig. 10 Rule-based sentiment analysis steps

sentences and further splitting it into individual words. After obtaining “tokens”,
stop words would be detected through a stop word dictionary. The famous stop word
dictionary is hosted by NLTK in Python [13]. Next to the removal of stop words,
punctuation removal is to be considered. Punctuation has significance if it enriches
the meaning such as “!” or “?”. Other punctuations such as “.” generally do not have
an effect on meaning so must be removed before start running the preprocessed text
with sentiment lexicon to decide its polarity. All steps are summarized in Fig. 10.

For demonstration, consider this problem instance: “Pillows nice, great
welcoming and service.” from hotel reviews in Europe dataset in Kaggle [14]. First,
it is needed to be tokenized as in Table 17. In this step, plural words will be converted
to a singular form in addition to transforming uppercase letters to lowercase letters.
Even though having lowercase words is not mandatory, it generally improves the
performance. Likewise, most sentiment dictionaries do not include both uppercase
and lowercase versions of an expression at the same time. Also, verb conjugations
are removed as a convention because they do not change the original connotation of
the original form of the word.

As a second step, simple feature engineering will be applied to remove words,
conjunctions and punctuations with no significance for sentiment analysis (Table
18).

Finally, preprocessed tokens in Table 19 will run with lexicon. This lexicon
provides a number for each token and the model provides a compound score as
a sentiment index of the given text. This sentiment index could change from dictio-
nary to dictionary or corpus to corpus. In here, a simple count-based example is given
in Table 20. The sentiment score of given text would be 0.6 through counting.

Table 17 Tokenization of
“pillows nice, great
welcoming and service”

Token

Pillows

Nice

,

Great

And

Welcoming

Service

.
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Table 18 Preprocessing of
“pillows nice, great
welcoming and service”

Token Preprocessing

Pillows Plural to singular

Nice

, Punctuation

Great

And Conjunction

Welcome Verb conjugation

Service

. Punctuation

Table 19 Removal of
punctuations and
conjunctions in “pillows nice,
great welcoming and service”

Preprocessed token

Pillow

Nice

Great

Welcome

Service

Table 20 Sentiment match
of tokens

Preprocessed token Sentiment

Pillow Neutral

Nice Positive

Great Positive

Welcome Positive

Service Neutral

Python natural language libraries provide their own sentiment analysers such as
Vader of NLTK [15]. A more sophisticated result for the given example would be in
Table 21 with using Vader.

Rule-based sentiment analysis is simple yet somehow powerful method to analyse
social media data. It would not work on more sophisticated data such as financial
news. It is used mainly as a tool for the unsupervised approach. Hence, there is no
need to prior training. This property brings faster execution, with hash-table data
structure especially. Furthermore, unlike the machine learning-based techniques that
need large dataset to get itself trained and achievemeaningful accuracies, a rule-based

Table 21 Vader result by NLTK

Example review Negative Neutral Positive Compound

Pillows nice, great welcoming and service 0.000 0.345 0.655 0.6908
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method could work in any size data from small to big data effectively. Addition to
that, it offers lesser risk since already tested and widely used.

Despite being simple and less risky, dictionaries or lexicons are specific to the
domain. Best performance of Vader on social media problems depict an example of
that. Many lexicons need to be tried and customization in most cases is not possible.
Moreover, if a new lexicon would be created, an expert would be required to state the
rules in the first place. This limitation would apply when also updating existing rules
or adding new ones. Another important point to state is that rule-based approaches
have no learning capability.

6.2 Statistical Sentiment Analysis

Statistical sentiment analysis is formed by two steps: First, feature engineering is to
be applied by statistical methods such as TF-IDF and count vectorizer, which are
explained techniques under text representation title in this book. Second, a machine
learning classifier would be used to classify sentiment labels of given features which
are the outputs of the feature engineering part. Since the feature engineering part
utilizes statistical methods such as p-score to identify the most relevant features,
these methods are named as statistical sentiment analysis in this book.

For a demonstration of statistical sentiment analysis implementation, ametal news
dataset has been used. Example news are given in Table 22.

As in working with rule-based techniques, text preprocessing increases the accu-
racy of statistical sentiment analysis too. Hence, text preprocessing methods such as
stop words removal, tokenization, lemmatization and stemming would be applied to
source information before feature engineering. Preprocessed news example is given
in Table 23.

Then, a count vectorizer or TF-IDF would be used to vectorize text data to numer-
ical form. Here, it is possible to state n-grams (phrases include n-words), and it is
given to the vectorizer one to three n-grams in the example sentiment analysis. Since
not all features have significance on the result, some of them would be excluded by
applying a feature selection technique. In this example, the chi-square statistic has
been utilized. A feature would be included or not regarding its associated p-value,

Table 22 Example news headlines in metal news dataset

News Sentiment score

Kazakhstan’s Jan–Aug copper output up; zinc, steel production falls − 1

Base metals fall as weak China data weighs on demand outlook − 1

Copper eases on potential delay in U.S.-China trade deal − 1

Commerzbank sees aluminium prices averaging $1675/T in 2020, $1750/T in
2021

1

Shanghai aluminium jumps to 2-1/2-month high on supply worries 1
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Table 23 Preprocessed example news headlines in metal news dataset

News Sentiment score

Kazakhstan Jan–Aug copper output zinc steel product fall − 1

Bas metal fall weak china data weigh demand outlook − 1

Metalscopp eas potenti delay uschina trade deal − 1

Commerzbank see aluminium pric average 1675 T 2020 1750 T 2021 1

Shanghai aluminium jump 212 month high suppli worri 1

which should be higher than chosen 0.05 p-value limit. If an expression has a p-score
associated with a class (negative, neutral or positive) upper than 0.05, it will not be
included in the features. In Jupyter Notebook, p-score is interpreted as 1− (p-score)
to emphasize the correlation between expressions and their significance such that a
higher p-score means higher association. Example selected features through count
vectorizer and TF-IDF and chi-square feature selection are given in Tables 24 and
25, respectively.

After choosing features as above, they would be given to a machine learning
classifier that learns sentiments of features and decides a sentence’s sentiment score

Table 24 Selected features
through count vectorizer +
chi-square (p = 0.95)

Feature p-score Sentiment score

Metalscopp fall 1.00 − 1

News metalscopp fall 1.00 − 1

Fall 1.00 − 1

Tension 1.00 − 1

Hope 0.99 − 1

Metalslondon copper edge 0.96 1

Deal hope 0.96 1

Trade deal hope 0.96 1

Retreat 0.96 1

Table 25 Selected features
through TF-IDF + chi-square
(p = 0.95)

Feature p-score Sentiment score

Metalscopp fall 0.98 − 1

News metalscopp fall 0.98 − 1

Fall 0.96 − 1

Commod 1.00 0

Disrupt fear 0.99 0

Begin 0.99 0

Hope 0.95 1



194 M. S. Sivri and B. S. Korkmaz

Table 26 Model
performance of metal news
classification

Label Precision Recall F1-score

− 1 0.80 0.56 0.66

0 1.00 0.06 0.11

1 0.67 0.93 0.78

Table 27 Confusion
matrix of metal news
classification

True/pred. − 1 0 − 1

− 1 35 0 27

0 3 1 13

1 6 0 81

regarding the features it includes. In this example, several machine learning clas-
sifiers are compared, and the best performer is given here. Any machine learning
classifiers such as a k-neighbours, decision tree, random forest, multi-layer percep-
tron, AdaBoost and Naive Bayes could be utilized in this part. Also, deep neural
networks may be built for the classification task but not recommended due to not so
sophisticated nature of the problem. The outcome of the Naive Bayes algorithm for
the financial sentiment analysis can be seen below with accuracy 71% (Tables 26
and 27).

The statistical sentiment analysis reached good performance even though having
an imbalanced dataset that skewed for negative news. To demonstrate the decision
mechanism of the classifier, a news instance (“METALS-Aluminium bounces on
short-covering after Rusal news”) and the trained classifier are given to the Lime
representation tool [16]. As in Fig. 11, the classifier decides the polarity of complete
sentences by the associated sentiment scores of individual words. In the given

Fig. 11 Lime representation of the classifier’s decision mechanism
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example, “aluminium” has a positive polarity, and other features are neutral, so
the predicted sentiment would be positive which is correct.

Theperformanceof statistical sentiment analysismethods is determinedby feature
extraction and feature selection parts. It requires fine-tuning to obtain good results.
Moreover, model behaviour with new features is not predictable. Also, it generalizes
the sentiment score of an expression that depends on the context of the corresponding
sentence or corpus.

Yet, they have simple development and better performance against rule-based
approaches. They have widely used methods until very recent developments in trans-
formers architecture and attention mechanism [17]. Statistical sentiment analysis
could be a very suitable option to work on small datasets.

6.3 Deep Learning-Based Sentiment Analysis

Previously mentioned methods of sentiment analysis operate without having a
memory which means that every single instance is processed independently with
no relation to others. This is the opposite way of how the human brain works when
reading a text, since memorizing previous content helps to understand the next ones
and easier capture the context. Recurrent neural networks (RNNs) adopt the same
principle. RNNs iterate along with the sequence elements by processing and memo-
rizing relative information to previously processed ones until that point. It enables to
achieve more accurate results. The memorization mechanism has an important effect
on the performance of the model.

In recent years, deep learning-based NLP solutions had a breakthrough with
the introduction of transformers architecture. Attention mechanism in transformers
replaces the forget and update gates in RNNs while proposing a more sophisticated
approach that emphasizes individual sequence items which have greater importance
on the classification of the text or capture the context. Even though these models rely
on revolutionary logic, they still cannot process raw text. At this point, they benefit
from embeddings with different options such as lowercase or uppercase. These deep
learning architectures with provided language models are called pre-trained deep
learning models.

Pre-trained deep learning models offer great flexibility with no need to create
embeddings or train the overall architecture that consists of several layers to extract
descriptive features of the source information and a classification layer at the end for
classifying the extracted features. Google search engine even uses one of the pre-
trained deep learning models as of 2021 [18]. Another one also belongs to Facebook
[19]. The reason behind the tech giants benefiting from this model is their current
state-of-the-art positions.

These state-of-the-art approaches also have been applied for sentiment analysis
tasks in the published literature.

Here, the previous metal news dataset will be used to explain how to take the
privilege of using the mentioned models. As mentioned before, there are different
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Table 28 Pre-trained language model selection for each DL model

DL model Language model

BERT Bert-base-uncased

Flair Distilbert-base-uncased

XLNET XLNet-large-cased

ULMFit Trains its own language model

Table 29 Results of DL-based sentiment analysis techniques

DL model Accuracy for
negative news

Accuracy for neutral
news

Accuracy for
positive news

Overall accuracy

BERT 0.71 0.0 0.84 0.73

XLNet 0.71 0.11 0.81 0.72

Flair 0.64 0.06 0.79 0.72

ULMFit 0.58 0.10 0.76 0.64

language models based on trained embeddings. Since each pre-trained deep learning
(DL)model has different characteristics, used languagemodels are also not the same.
For the metal news dataset example, utilized language models are given in Table 28.

Hyperparameter tuning is applied above DL models and classification layers
trained with source information along ten epochs. The results are given in Table 29.

7 Advanced Topics in Natural Language Processing (NLP)

7.1 Similarity

• Cosine Similarity: It provides us with the measure of the cosine of the angle that
exists between two vectors.

• Jaccard Index: It is determined as the intersection of words divided by the union
of the words.

• Levenshtein distance: It is found as the fewest possible insertions, deletions and
substitutions needed to convert first text to second text.

• Hamming distance: It is defined as the number of positions that have different
characters in both strings with same length

The results of two sample words (“test”, “text”) with different similarity distance
are given in Table 30.
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Table 30 Results of
similarity methods

Method Similarity

Cosine 0.75

Jaccard 0.6

Levenshtein 1

Hamming 1

7.2 POS Tagging

Part-of-speech (POS) tagging is an important part of natural language processing,
which includes tagging words with clauses such as nouns, verbs, adjectives and the
like. This method forms the basis of many advanced natural language processing
applications, especially sentiment analysis. For example, when this process is
performed, tagging operations can be done as the word “run” is a verb. NLTK library
contains built-in tags for this operation. It is going to be used to tag a sample sentence
“This book has written by academic members from Istanbul Technical University in
Turkey”. Results of POS tagging operation are presented in Table 31.

7.3 Named Entity Recognition (NER)

It can be described as the process of finding out which entity a word in the text refers
to. There are many libraries for this operation such as NLTK chunker, StanfordNER,
SpaCy, OpenNLP and NeuroNER. In addition, this process can be performed with
many web services such as WatsonNLU, AlchemyAPI, NERD, Google Cloud NLP
API [1]. When SpaCy library is used on the previous sample sentence, two tags
which are presented in Table 32 are obtained.

Table 31 Results of POS
tagging

Word Tag Tag definition

This DT Determiner

Book NN Noun, common, singular or mass

Written VBN Verb, past participle

Academic JJ Adjective or numeral, ordinal

Members NNS Noun, common, plural

Istanbul NNP Noun, proper, singular

Technical NNP Noun, proper, singular

University NNP Noun, proper, singular

Turkey NNP Noun, proper, singular
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Table 32 Results of NER

Phrase Tag Tag definition

Istanbul Technical University ORG Companies, agencies, institutions, etc.

Turkey GPE Countries, cities, states

7.4 Clustering

In the natural language processing, cluster analysis is used for document clustering
problems. In these type of problems, unsupervised machine learning concepts and
techniques are applied on text. For the purpose of categorizing the texts into different
clusters, unsupervisedmachine learning techniques are employed. They include char-
acteristics that make documents contained within one cluster more comparable and
connected to each other than papers contained within other clusters, as compared to
documents contained inside other clusters.

In this section, same consumer complaints dataset with section of topic models
are used. Clustering application includes some preprocessing steps explained below.

• Punctuation removal
• Tokenization
• Stop words removal
• Lemmatization
• Computing term frequencies or TF-IDF
• K-means clustering.

After completing above steps, clusters and key features of these clusters that are
presented in Table 33 are obtained.

7.5 Disambiguating

Words can have different meanings in different contexts. This situation presents us
with the problem of disambiguation. The Lesk algorithm is one of the most effective

Table 33 Obtained clusters

Cluster Documents Key features

1 654 Debt, collection, company, credit, account

2 368 Account, bank, call, nt, payment

3 270 Loan, mortgage, payment, home, month

4 220 Credit, report, credit report, account, information

5 176 Card, credit card, credit, account, charge
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Table 34 Different meanings of a word

Sentence Word Meaning

The fruits of the cherry tree have ripened Fruit The ripened reproductive body of a seed
plant

Finally graduating, he reaped the fruits of
his work

Fruit The consequence of some effort or action

algorithms for disambiguating word senses. How the same words have different
meanings on two sample sentences using the NLTK Library is analysed (Table 34).

7.6 Language Identification and Translation

In the globalizing world, companies can acquire customers from many parts of the
world, and at the same time, they need to follow the news from many locations. At
this point, there may be a need to analyse text from many different languages. The
importance of language identification and language translation in text analysis comes
from this situation. The textblob library can be used as limited version to do these
types of operations.

References

1. Kulkarni A, Shivananda A (2017) Natural language processing recipes. Springer, New York,
NY, pp 38–151

2. Sun S, Luo C, Chen J (2017) A review of natural language processing techniques for opinion
mining systems 36:10–25

3. Zhang Y, Jin R, Zhou ZH (2010) Understanding bag-of-words model: a statistical framework.
Int J Mach Learn Cybern 1(1–4):43–52

4. Oesper L, Merico D, Isserlin R, Bader GD (2011) WordCloud: a cytoscape plugin to create a
visual semantic summary of networks. Source Code Biol Med 6(1):7

5. Mikolov T, Chen K, Corrado G, Dean J (2013) Efficient estimation of word representations in
vector space. In: ICLR workshop papers

6. Mikolov T, Sutskever I, Chen K, Corrado G, Dean J (2013) Distributed representations of
words and phrases and their compositionality. In: NIPS, pp 3111–3119

7. Pennington J, Socher R, Manning CD (2014) GloVe: global vectors for word representation.
In: EMNLP

8. Almeida AT, Hidalgo JMG, Yamakami A (2011) Contributions to the study of SMS spam
filtering: new collection and results. In: Proceedings of the 2011ACMsymposiumon document
engineering (DOCENG’11), Mountain View, CA, USA

9. Data.Gov. (2021) Consumer complaint database. https://catalog.data.gov/dataset/consumer-
complaint-database

10. Sarkar D (2019) Text analytics with python. APress, Karnataka, India
11. Stone PJ, Hunt EB (19623) A computer approach to content analysis: studies using the general

inquirer system. In: Proceedings of the May 21–23, 1963, spring joint computer conference
[AFIPS’63 (Spring)]. Association forComputingMachinery,NewYork,NY,USA, pp 241–256

https://catalog.data.gov/dataset/consumer-complaint-database


200 M. S. Sivri and B. S. Korkmaz

12. Loughran T, McDonald B (2015) The use of word lists in textual analysis. J Behav Financ
16(1):1–11

13. Bird S, Klein E, Loper E (2009) Natural language processing with python: analyzing text with
the natural language toolkit. O’Reilly Media, Inc.

14. https://www.kaggle.com/jiashenliu/515k-hotel-reviews-data-in-europe. Accessed 20 Jun 2021
15. Hutto CJ, Gilbert E (2014) VADER: a parsimonious rule-based model for sentiment analysis of

social media text [online]. Available at http://comp.social.gatech.edu/papers/icwsm14.vader.
hutto.pdf. Accessed 20 Jun 2021

16. Ribeiro MT, Singh S, Guestrin C (2016) Why should I trust you? In: Proceedings of the 22nd
ACM SIGKDD international conference on knowledge discovery and data mining—KDD’16
[online]. Available at https://arxiv.org/pdf/1602.04938.pdf. Accessed 20 Jun 2021

17. Vaswani A, Brain G, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez A, Kaiser Ł, Polo-
sukhin I (2017) Attention Is all you need. In: Advances in neural information processing
systems [online]. Available at https://papers.nips.cc/paper/2017/file/3f5ee243547dee91fbd05
3c1c4a845aa-Paper.pdf. Accessed 20 Jun 2021

18. Devlin J, Chang MW, Lee K, Google K, Language A (2019) BERT: pre-training of deep
bidirectional transformers for language understanding. In: Proceedings of NAACL-HLT 2019
[online], pp 4171–4186. Available at https://aclanthology.org/N19-1423.pdf. Accessed 8 Aug
2021

19. Akbik A, Bergmann T, Blythe D, Rasul K, Schweter S, Ai R, Berlin R, Vollgraf R (2019)
FLAIR: An easy-to-use framework for state-of-the-art NLP. In: Proceedings of NAACL-HLT
2019 [online], pp 54–59. Available at https://aclanthology.org/N19-4010.pdf. Accessed 8 Aug
2021

Mahmut Sami Sivri is currently a lecturer at Industrial Engineering Department in Istanbul Tech-
nical University. He is also working on some R&D projects as Director of Data Analytics at
ITU’s Technopark. He received the B.Sc. degree in Computer Engineering and the M.Sc. degree
in Engineering Management from Istanbul Technical University. He worked in various compa-
nies and positions in the IT industry since 2008. His current research interests include machine
learning, sentiment analysis, deep learning, big data and its applications, Industry 4.0, financial
technologies, data analytics, supply chain and logistics optimization.

Buse Sibel Korkmaz is a PhD student at Imperial College London and a machine learning engi-
neer at Comcast. She is studying autonomous systems and artificial intelligence in her PhD thesis
for automated synthesised supervisory controllers for industrial plants. She completed her under-
graduate education in Istanbul Technical University with a double degree in B.Sc. in Computer
Engineering and Industrial Engineering. She studied natural language processing to understand
the effects of news on financial instrument prices under su-pervision of Prof. Alp Ustundag and
published conference papers on natural lan-guage processing and gaussian process modelling.

https://www.kaggle.com/jiashenliu/515k-hotel-reviews-data-in-europe
http://comp.social.gatech.edu/papers/icwsm14.vader.hutto.pdf
https://arxiv.org/pdf/1602.04938.pdf
https://papers.nips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://aclanthology.org/N19-1423.pdf
https://aclanthology.org/N19-4010.pdf


Image Analysis

Nurullah Calik and Behcet Ugur Toreyin

1 Introduction to Image Processing

One of the biggest impacts on the advancement of information technologies is the
easy acquisition and processing of information. Many phenomena occurring around
us leave traces of information that reveals itself. By following and analyzing these
traces, many problems [1–4] can be solved with the help of computers. Computers,
representing facts and happenings in numbers, can perform intelligent actions thanks
to advanced algorithms. Developing algorithms suitable for the characteristics of
phenomena is of utmost importance. Images acquired by various sensing modalities
provide a plethora of information witnessing nature. Meaningful knowledge from
images is extracted by (digital) image processing methods.

The main purpose of image processing is to ensure that the functions performed
in the human visual cortex are performed bymachines. The first step toward this goal
is the mathematical nature of the image. The digital image is composed of numbers
obtained by the cameras converted into light intensity in pixels. Different values of
these numbers correspond to different color tones. Monochrome (gray-level) color
means an image with gray tones. Eight-bit-quantized images contain pixel values
within a dynamic range of [0, 255] representing gray levels. As seen in Fig. 1, each
value corresponds to a different shade of gray on the screen. The computer actually
“sees” an image as a bunch of numbers. This stack of numbers is called a matrix.

Screens don’t just produce gray-level images. Color images are formed bymixing
the basic colors, namely, Red, Green, and Blue (RGB) in certain proportions. A
pixel on the screen actually contains RGB sub-pixels. When these sub-pixels are lit
at different intensities, other intermediate colors are formed. Gray-level images are
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Fig. 1 Gray-level image example

represented by only one matrix, while RGB images are described by three matrices
arranged in a channel (cf. Fig. 2).

Histogram: The histogram is the most basic physical information that can be
obtained from an image. Counting the brightness (intensity) of pixels yields critical
information about the image. The histogram of the image given in Fig. 3a is given in
Fig. 3b. In the graph in Fig. 3b, 0 corresponds to black pixels and 255 white pixels,
while values in-between correspond to different gray levels. As can be seen from the
histogram graph, the amount of pixels after 250 is higher than the others. This is due
to the whiteness of the leaves of daisies.

Contrast is another instrumental concept. Inspecting Fig. 4, it can be seen that it
is hazier compared to the image in Fig. 3. Looking at the histogram of this image, it
is seen that a numerical equivalent of this haze can also be obtained. When Fig. 4b is
compared with Fig. 3b, it is interesting that there is a fundamental difference between
the two, such as width and narrowness. The mathematical equivalent of this is the
standard deviation of the image. Thus, if an image has a high standard deviation, it

Fig. 2 Color images are composed of three matrices corresponding to color channels. Values in
each channel matrix define relevant color intensity
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Fig. 3 Histogram of a gray-level image. (a) Input image (b) Histogram plot

Fig. 4 If the input image (a) has low contrast, the standard deviation of its histogram (b) is narrow

has high contrast; otherwise, it can be said to have low contrast. Images with high
contrast are clearer and details can be observed easily. A computer can now evaluate
the contrast difference that can be made with the visual cortex over the standard
deviation value.

Point Operations: As the name suggests, point operations deal with operations
applied on pixel intensity values. As such, relations with neighboring are not consid-
ered (cf. Fig. 5). An example of this is given in Fig. 5. Figure 5a has been reprinted
for comparison purposes as the original image. In Fig. 5b, the function in Eq. (1) is
applied.

T1(x) =
{
x, 100 ≤ x ≤ 220
0, otherwise

(1)
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Fig. 5 Some point operations and their effects on image. Since the transformation in (a) is linear,
the intensities in the image are preserved. In (b), only the range of certain pixel values is preserved
while the others are set to zero. In the transformation in (c), the pixel values in the selected region
are assigned to a single gray level, while the others are zero

The transfer function in (1) keeps the pixel values between [100, 220] and makes
background the other values. An example of this is given in the image of Fig. 5b.
Herein, it is seen that values close to white are preserved, especially for grasses and
daisies, below 220.

In Fig. 5c, the pixels’ own values are not preserved, but instead they are assigned a
value of 1 by using transformation Eq. (2). In this way, a binary image was obtained.
Binary images are an important area of image processing. Special mention is made
of this in the following sections.

T2(x) =
{
1, 100 ≤ x ≤ 220
0, otherwise

(2)

Many improvements can be made owing to point operations [5, 6]. However,
operations with pixel values alone are not sufficient for pattern recognition. In order
to reveal the pattern, it is necessary to compare the pixel with neighboring pixels.
With the introduction of coordinate information, advanced features can be extracted
from the image. As a result of these processes, computer vision applications become
feasible. These processes are covered under image filtering.
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2 Image Filtering

2.1 Spatial Filtering

Point operations are only concerned with the brightness value of a pixel in the input
image, as seen in Fig. 6a. This transformation can be represented as T

(
I
[
x0, y0

])
.

Notice that T (·) does not deal with coordinate information. In spatial filtering, the
intensity values of neighboring pixels are also included in the calculation of the
output. This situation is illustrated in Fig. 6b.

With what transformation will the values of neighboring pixels be taken into
account and form the output? At this point, the most mathematical interpretation of
which are familiar with is the weighted summation. Of course, an output could be
obtained by making exponential calculations of these points and adding them with
the logarithm of the center pixel. However, the interpretability and predictability of
the process are important. At this point, since the weighted sum operation can take
a matrix form, linear algebra’s vast toolbox can be used to interpret operations.

A weight sum operation requires two inputs: (1) Input image (2) kernel matrix.
These are given in Fig. 7a, b, respectively. The values in the kernel matrix represent
the contribution of the neighbors around the center pixel and the center to the output

Fig. 6 Comparison of point and pixel neighborhood-based operation. While point operations
produce results by only processing the value in the relevant coordinate (a), neighborhood-based
operators generate output by including the neighborhoods around the center pixel (b)

Fig. 7 The input image (a) and kernel matrix (b) required for the convolution operation
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value. In the example given in Fig. 7, while there is no contribution from the center,
only negative and positive contributions come from certain neighbors.

The kernel produces the output by multiplying and summing the pixels in the
overlapping area in the input image. After the process is finished, it shifts to the
right and continues the same step. The output image is obtained after all the pixels
are navigated with the sliding operation. This custom-defined operation is called
convolution. An example for three center pixels is shown in Fig. 8.

When the kernel is matched with the region with 36 central pixels, a value of
−14 is produced for the output. The kernel then shifts one right and outputs −37 for
the 11-value center pixel. This process continues throughout the entire image. Here
are some issues that need attention. Although pixel values have been used as positive
until now, negative numbers can come from the differences between them.While the
image resulting from the convolution process is printed on the screen, these values
are drawn to the [0, 255] boundaries with certain operations. Convolution is one of
the most important operators for extracting information from images. The aspect of
this process that is open to interpretation and prone to designing new processes due
to the frequency domain relationship that we will see in the following sections offers
us a strong analysis and synthesis framework.

Fig. 8 Example of convolution process for three points. In (a), the intersecting regions of the kernel
and the input image are shown. In (b), the values calculated in the output matrix are given
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Fig. 9 Edge detection example produced by convolution. After filtering the input image (a) with
hx and hy, images containing the edge information in (b) and (c), respectively, are formed

One of themost basic applications that can be donewith the convolution operation
is edge detection. For this, the kernels in Eq. (3) are applied to the image separately.

hx = [−1, 0, 1] hy = hTx (3)

Here, hx and hy are two separate kernels that are transpose of each other. If the
operation on hx is interpreted, the kernel looks at the difference between the neighbors
in the x-direction while multiplying the central pixel with a coefficient of 0. If this
difference is close to each other, the difference will be low. That is, similar pixels
will be drawn into the dark tone region. If the difference between neighbors is high,
these areas will become prominent in the white tone region and edge regions where
sudden transitions occur. So, this kernel is a filter for edge detection.

An example for edge detection is given in Fig. 9. When the hx and hy filters
are applied to the input image in Fig. 9a, respectively, the outputs in Fig. 9b, c are
revealed. Notice that, while vertical edge components appeared in Fig. 9b, horizontal
components became evident in Fig. 9c. Neighboring pixel values close to each other
are eliminated by filtering. When visualizing Fig. 9b, c, it needs to be specified that
the abs(·) function is used. Otherwise, negative boundaries do not appear.

The coefficients considered so far were fairly simple and easy to interpret in
the spatial domain. So, how will the resulting effects be interpreted when different
coefficients are given? Or how to obtain the filter coefficients that will reveal a
desired effect? Spatial domain analysis does not offer this opportunity. A different
analysis framework is needed to interpret the 2D convolution operation. At this point,
Frequency Analysis, which can be done with Fourier Transform, reveals the working
principles of filters. Not only that, it also opens the door to the emergence of new
filter types.
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2.2 Frequency Analysis

The 2D Fourier Transform provides a powerful framework for processing and inter-
preting images in a domain other than the spatial domain. Concepts and problems
that cannot be easily understood in spatial terms can be solved by frequency analysis
techniques. In addition, theworkingmechanismof spatial filtersmade by convolution
is also revealed.

Frequency Analysis of Images: Fourier transform (FT) of images is directly
related to 2D convolution. The operation of the convolution mask over the pixels
becomes more understandable with frequency analysis. In addition, thanks to this
technique, new filters can be designed and many groundbreaking applications can
be paved. Also, it should be noted that the 2D convolution process is the basis of
convolutional neural networks.

Understanding the 2D sinusoidal signals first has a critical role before the Fourier
analysis of images. Although it is not different from 1D ones as a function, it has a
directional structure since it contains arguments over two dimensions. In the spatial
domain, sinusoidals have two different angular frequencies in both the x- and y-
directions. As an example, let’s generate a signal whose periods in the x- and y-
directions areNx0 = 16 andNy0 = 32, respectively. For this, it is needed to determine
the angular frequencies of the signal.wx0 = 2π × 1

16 = π
8 , while wy0 = 2π × 1

32 =
π
16 . From here, the 2D signal can be written as I1 = sin

(
wx0 × nx + wy0 × ny

)
. In

addition, let a signal be defined as I2 = sin
(
2π
32 × nx + 2π

128 × ny
)
over Nx0 = 32 and

Ny0 = 128. The visualization of these sinusoidals is given in Fig. 10. The image size
consists of Nx = 128 and Ny = 128 pixels.

When Fig. 10a is examined, it is seen that there is a total of 8 cycles in the x-
direction. This is because the ratio of the Nx pixel length of the image to the period

Fig. 10 Depicting 2D sinusoids by using constant periods (a) Nx0 = 16, Ny0 = 32 and b) Nx0 =
32, Ny0 = 128. Directional behavior of sinusoidal signals under different angular frequencies. The
range of values in white and black is [−1, 1]
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of the sinusoidal in the x-direction
(

Nx
Nx0

= 128
16

)
. When the y-direction is investigated

in Fig. 10b, it is seen that there is only 1 cycle. Because it is defined as Ny0 = 128 for
the I2. Since directional sinusoidals contain two different independent frequencies,
the Fourier Transforms must also be over these two frequency arguments (ωx and
ωy). Figure 10 is actually a three-dimensional shape. The amplitude information of
the sinusoidal signal is kept in the z-axis direction. In pictorial representation, white
and black colors correspond to the range [−1, 1].

It is obtained from the equation in DTFT (4) for images. This transformation is
a transformation from the x or y spatial coordinate space to the frequency space ωx

and ωy.

FI
(
ejωx , ejωy

) =
∞∑

y=−∞

∞∑
x=−∞

I
[
nx, ny

]
e−j(ωx×nx+ωy×ny) (4)

What will be explained hereafter is about what to consider in the implementation
of the FFT algorithm and how to interpret the magnitude spectrum instead of using
the equations analytically.

For the analysis of a oriented sinusoidal, the I3 = cos
(

2π
Nx0

× nx + 2π
Ny0

× ny
)
signal

taken as Nx0 and Ny0 periods 3 and 32 are generated. Thus, fx0 = 1
3 and fy0 = 1

32
here, it is expected that the frequency in the x-direction will be higher. It should be
noted that the highest relative frequency for discrete-time signals can be 0.5 (angular
frequency π .). At frequencies above 0.5, aliasing occurs. In Fig. 11, the signals and
its’ FT are given. Figure 11a It is seen that the I3 oscillates more frequently in the
x-direction. Figure 11b shows FT for the fx and fy directions. 2D sinusoidal signals
have Dirac as well as 1D ones [5, 6]. Therefore, a shape is only seen as a single
point because of aerial viewpoint. The reason why there are two points is that the

Fig. 11 Spatial representation of I3 signal (a) and its magnitude spectrum (b)
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Fig. 12 Spatial drawing (a) and its amplitude spectrum (b) of the I4 signal generated with three
different oriented frequencies. The I4 is generated over the periods Nx0 = [3, 3, 64] and the corre-
sponding Ny0 = [64, 3, 3] periods. A and A’ in (b), [3, 64]; B and B’, [3, 3]; C and C’ are the
frequency points found for the [64, 3] periods

signals are considered in the spatial domain consist of real numbers. Therefore, FT
is symmetric with respect to zero. The amplitude spectrum is evaluated after taking
the FT of the signal to obtain Fig. 11b. Thus, there is no phase information in this
image. It contains only the magnitude amounts of the components at the relevant
frequency. Since there is only one component inside I3, its information is seen in the
spectrum.

Also, signals containing more than one component can also be analyzed with FT.
Figure 12 is a good example of this. The sinusoidals generated from the frequency
pointsNx0 = [3, 3, 64] andNy0 = [64, 3, 3] are added to formFig. 12a.When looking
at this figure, while it is difficult to obtain any information about the components,
they can be examined easily thanks to FT (Fig. 12b).

In the magnitude spectrum of I4, A and A’ points correspond to the component
formed with the period Nx0 = 3 Ny0 = 64, while C and C’ point to the sinusoidal
formed with Nx0 = 64 Ny0 = 3. The same interpretation applies to B and B’. In this
example, a complex pattern could be revealed using only three different frequency
components. When these signals are added with the necessary amplitude and phase
components, square wave and other periodic signals can be obtained in a directed
manner.

2.3 Image Filtering in Frequency Domain

It was emphasized that different effects occur with different kernels by using the
neighborhoods of pixels in spatial domain filtering [7]. We saw that some of these
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Fig. 13 Frequency response of ideal 2D low-pass filter with fc cutoff frequency (a). Its cross section
over fx is given in (b). White and gray colors represent 1 and 0 values

make the picture smoother, while others detect the edges. We explained their kernel
work over the spatial domain. Now, we will look at the interpretation of the effect of
kernels with convolution in the frequency domain. In this direction, three different
filtering types will be examined and examples will be given on some special kernels.

The first filter is the low-pass filter. The frequency characteristic of an ideal low-
pass filter (LPF) is given in Fig. 13. While LPF passes frequencies around 0 up to
a certain cutoff frequency, it does not pass those above it. The filters obtained with
kernels are not ideal low-pass filters. It reveals effects that are close to it. One of
them is the moving average (MA) filter. The operation of the MA filter depends on
the size of the mask. If a wide mask is used (11 × 11 etc.), the cutoff frequency is
low, so the blur effect will be high. On the other hand, since the 3×3 mask is narrow
in spatial, it has a wider bandwidth in frequency.

Another filter is the Gaussian filter. In the spatial domain it is created according
to Eq. (5). The σ parameter sets the filter width. If σ is large, kernel size is large and
vice versa. Thanks to σ , the filter effect can be adjusted. An example of this is given
in Figs. 14 and 15.

hgs(x, y) = 1√
2πσ 2

e− x2+y2

2σ2 (5)

In Fig. 14, a Gauss LPF is generated by using σ = 5. The filter application to
image can be done with two ways. (1) the image is convolved by using filter kernel.
(2) Firstly, FTs of image and kernel are calculated, then they aremultiplied. After this
process, inverse FT is taken. In this application, 2nd way is chosen. It is important to
determine the filter sizes according to σ value when creating a Gaussian LPF in the
spatial plane. In practice, Gauss is assumed that it becomes 0 after 3σ . Therefore, it
is sufficient to use a kernel size of (2 × 3σ) × (2 × 3σ). Getting much size places
a burden on unnecessary computational complexity. Multiplying by 2 is due to the
fact that the Gaussian signal is symmetrical. When the FT of the input image given
in Fig. 14a is multiplied by the frequency response of the filter, it is seen that low
frequencies remain around 0. Therefore, the image becomes smoother (Fig. 14c). In
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Fig. 14 Image filtering with Gauss LPF (σ = 5). When input image (a) is filtered with (b),
blur effect is revealed on image (c). Because, Gauss LPF attenuates high-frequency region. Their
spectrums are given below images

Fig. 15 Filtering the input image (a) with a Gaussian LPF (b) with a high σ value. Since the
frequency response of the filter is narrow, the components of the image are also extinguished (c).
Therefore, information about the image cannot be obtained



Image Analysis 213

this example, it is observed that the dominant frequency components of the image
are preserved. For this reason, rough information about the input image can still be
seen.

Note: Fourier transform of 2D Gauss function is again a Gauss. Hence, it can be
said that Gauss is an eigenfunction of FT. If σ is low in the spatial domain, filter
bandwidth will be large.

Another example is given in Fig. 15. Herein, σ = 20 is selected in the spatial
domain. Thus, filter size becomes larger (Fig. 15b). Contrast to this, the frequency
response of the filter has a narrow bandwidth. It means that this filter passes only
very low frequencies. Its effects are seen Fig. 15c. Since the fundamental frequency
components belonging to the input image are also lost, nothing about the image is
seen (Fig. 15c).

One of the most useful applications of low-pass filters is the noise removal of
images.An example of this is shown at Fig. 16. The input image affected byN (0, 0.5)
noise, and is filtered with LPF of σ = 3. As can be seen in Fig. 16c, the input image,
although it is not perfect, can be reconstructed remarkably from the noisy image.
If the work done by the filter is interpreted, it is based on removing high-frequency
harmonics of noise. This is suitable to filter due to the dominant components of the
image being located in the low-frequency region. Of course, noise is also effective
at frequencies around 0. These harmonics cannot be filtered because the image also

Fig. 16 Noise removal by using LPF. The noise appearing in the input image (a) is dispersed in the
frequency domain. If the filter shown in (b) is applied to (a), the noise-reduced output is obtained
as in (c)
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Fig. 17 A text is hidden in (a) by using sinusoidals with very high amplitude. Magnitude spectrum
of the cluttered image is presented in (b). However, only sinusoidal harmonics are seen. To obtain
image info, log10(·) function should be used (c)

contains information. Therefore, the disturbance effects are still visible in the output
image.

Another LPF application is shown in Fig. 17. Figure 17a is created by using a
hidden text image and some sinusoidals with A = 500 and Nx0,Nx0 = [4, 8, 18]
periods. Because of the drastically high amplitude of sinusoidal, text information
cannot be seen in Fig. 17b. After taking log10(·) of spectrum, text components over
low frequency appear (Fig. 17c). The frequency region where the text information is
located can be separated from the frequency components of the disturbing signals.
Using the LPF, only the frequency region can be filtered. Thus, the text can be
extracted from cluttered image.

The filter given in Fig. 18b was used to extract the text from Fig. 18a image.
LPF has just filtered where txt was placed, other high amplitude level components—
except for only one—were eliminated. The sinusoidal with Nx0,Ny0 = 16 period is
very close to the text frequency region. Therefore, it is able to enter the asymptotic
part of the filter. Although the filter suppresses the power of the disturbing signal, it
is somewhat visible in the output image because the amplitude of the signal is high
(Fig. 18c).

Besides LPFs, another frequently used filter is high-pass filter (HPF), which are
useful for finding edges and revealing details. Why HPFs work this way can only be
understood by looking at their frequency response. HPFs are one of the most useful
filters in image processing. Discriminative information of an image lies on edges.
Extracting edge gives critical point of objects that can be recognized or detected.
When the kernels of convolutional neural networks are examined, many of them are
operated as a HPF. As known, feature maps of these kernel consist of edges of image.
In this chapter, learn how a kernel can detect edges using frequency analysis.

An ideal 2DHPF is given in Fig. 19a. It works the opposite version of LPF. Again,
there is a cutoff frequency, but HPF passes high-frequency region over the spectrum.

Although the ideal HPF is as shown in Fig. 19, HPF can be produced with many
kernels. An example of this is theGaussian function.WhileGaussian 2D function has
LPF characteristic, HPF in frequency domain can be obtained with 1 − HLPF

(
fx, fy

)
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Fig. 18 Extracting hidden text from clutter image (a) can be used by a proper LPF. Herein, LPF’s
cutoff frequency (b) is adjusted to pass only text harmonics (c) that are placed around (0,0)

Fig. 19 Frequency response of an ideal HPF (a), and its section in the fx direction (b). HPF passes
values above a certain cutoff frequency. Components in the low-frequency region are eliminated
from the image

process. In addition, HPF can be operated by using Prewitt Eq. (6) and Sobel Eq. (7)
kernels [8].

hPx =
⎡
⎣−1 0 1

−1 0 1
−1 0 1

⎤
⎦ (6)
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hSx =
⎡
⎣−1 0 1

−2 0 2
−1 0 1

⎤
⎦ (7)

These kernels are also called directional filters because they can detect edges in the
direction they are selected. Equations (6) and (7) can access only x-direction edges. To
obtain y-direction edges, their transposed versions are used. The way they work can
be understood by looking at the magnitude spectrum. Let’s handle Sobel x-direction
filter in Eq. (7). Figure 20 demonstrates the workingmechanism of Sobel filter.When
an image (Fig. 20a) is filtered by Fig. 20b kernel, output includes x-direction edges
(Fig. 20c).

This is because Fig. 20b filter only passes high frequencies in the x-direction.
When the frequency characteristic of Fig. 20b is examined, this situation is observed
better. Since all the components in the y-direction are damped, the sinusoidals in this
direction cannot combine to form edges in the full y-axis. The opposite of this is
true. If the kernel’s transpose is taken, and applied to the image, this time only the
components in the y-direction are passed.

The passing of the edges in all directions is with the Laplacian filter [9]. The filter
whose kernel is given in Eq. (8) is the discretized form of the 2nd order derivative
operator. By using this filter, the details of the image can be obtained with a single
operation.

Fig. 20 Application of Sobel filter over letter “E” (a). By using frequency analysis of filter (b), it
can be understood why this filter generates (c)
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Fig. 21 Finding the edges of the letter “E” (a) using the Laplacian filter. As can be seen in the
Laplacian filter (b), it passes high-frequency components in all directions. This causes the edges of
objects to be found (c)

hL =
⎡
⎣ 0 −1 0

−1 4 −1
0 −1 0

⎤
⎦ (8)

The working of this filter is shown in Fig. 21. When the frequency response of the
filter is examined, it is seen that the filter only suppresses around 0. High-frequency
regions, on the other hand, are made more dominant. For this reason, values close to
each other in the image were filtered, and the borders where instantaneously changes
were observed were visible. It is also observed from the frequency response that the
filter performs this operation in every direction without choosing a direction.

Figure 22 is a notable example of using high HPFs. Using Eq. (8), the details of
the image can be found. If these details are added to the original image, the image
is made sharper. In this case, the kernel to be applied to the input is given in Eq. (9).
With this kernel, the sharpness of blurry images can be increased.

hSH =
⎡
⎣0 0 0
0 1 0
0 0 0

⎤
⎦ +

⎡
⎣ 0 −1 0

−1 4 −1
0 −1 0

⎤
⎦ =

⎡
⎣ 0 −1 0

−1 5 −1
0 −1 0

⎤
⎦ (9)

This situation can be seen when the details in Fig. 22 are examined. Leaf details
that are more blurred in Fig. 22a are more prominent in Fig. 22b. In addition to LPFs



218 N. Calik and B. U. Toreyin

Fig. 22 The image becomes sharper when the details found with the Laplacian filter are added to
the original image (a). This can be seen in (b)

and HPFs, there are also bandpass filters that extract features from the image in the
desired direction. Thanks to these filters, specific feature engineering can be done
within the image [10, 11].

The ideal bandpass filter (BPF) is given in Fig. 23. Unlike LPF and HPF, it needs
two cutoff frequencies as f L and f H . In fact, a BPF can also be thought of as a cascade
of LPF and HPF. The frequency region in between f L and f H is filtered and only
the relevant harmonics are given to output. Figure 23b is obtained when the cross
section of the BPF given in Fig. 23a is taken at any angle.

Another type of BPF is Gabor Filters (GF). GFs have a special place among
other filters. Using these filters, only the region around a center frequency (fx0, fy0)
is filtered. The importance of this is that feature values can be extracted from the
image at the desired frequency points.

In this way, discriminative features for image recognition are obtained. A GF
consists of two functions. These are the 2D Gaussian function, which allows local
filtering, and the modulator signal cosine, which determines the center frequency of
the filter. These are combined in Eq. (10).

Fig. 23 The bandpass filter (a) needs two cutoff frequencies. It provides selective permeability by
filtering the places between this region (b)
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Fig. 24 Gabor Filters are
localized on a certain center
frequency (fx0, fy0) where
they filter an area in the σ

bandwidth. The reason why
two circles appear in the
figure is that the filters
created in the spatial domain
consist of real numbers

h(x, y) = e− x2+y2

2σ2 × cos
(
ωx0 × x + ωy0 × y

)
(10)

The Gaussian function creates a low-pass filter in the frequency domain with a
bandwidth dependent on σ. Beside, cosine shifts this filter with center frequency (0,
0) to the point (fx0, fy0). Let’s examine Fig. 24 to see the behavior of the GF.

Figure 25 image was created by concatenating 9 different sinusoids using
Nx0,Ny0 = [4, 16, 64] frequencies over Nx,Ny = 128. This example is also impor-
tant in this respect. If these signals were given in the image not as concatenate but
as a summation, similar magnitude spectrum would be obtained. It should be noted
that FT gives an amount of sinusoidal in an image. It does not concern their position.
This topic is dealt with by wavelet transform. The central frequency of harmonics in
Fig. 25 is given in (10). GF allows to select which pattern will be filtered.

Fig. 25 The image formed by concatenating sinusoidals obtained over nine different frequen-
cies (a), and its magnitude spectrum (b)
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Fig. 26 Filtering the input image (a) using σ = 10. Since the bandwidth of the filter is narrow (b),
it can only filter the component at the center frequency on which it is located. Therefore, output
image contains only relevant frequency pattern (c)

⎡
⎣

(
1
4 ,

1
4

) (
1
16 ,

1
4

) (
1
64 ,

1
4

)
(
1
4 ,

1
16

) (
1
16 ,

1
16

) (
1
64 ,

1
16

)
(
1
4 ,

1
64

) (
1
16 ,

1
64

) (
1
64 ,

1
64

)
⎤
⎦ (11)

Let’s generate a GF by using σ = 10 and fx0, fy0 = (
1
16 ,

1
16

)
parameters. Unit

impulse response and frequency response of this filter are shown in Fig. 26b. Due
to σ = 10, bandwidth of filter is narrow. Therefore, filter passes only the harmonic
with

(
1
16 ,

1
16

)
central frequency (Fig. 26c).

In Fig. 27, GF central frequency is same, but now σ = 5 is preferred. This causes
wide bandwidth. Thus, neighbors of

(
1
16 ,

1
16

)
can pass over the filter. Figure 27c also

includes neighbor outputs. At this point, it should be noted that the component in
the

(
1
16 ,

1
16

)
center frequency is paler than the other neighbors. It is due to the fact

that
(
1
16 ,

1
16

)
stays on the diagonal of GF, which has a circular projection. Therefore,(

1
64 ,

1
64

)
is farther from t center

(
1
16 ,

1
16

)
. than the others, and is multiplied by a lower

coefficient. That phenomena can be seen in Fig. 27c.
What happens by lowering the sigma parameter of theGF is shown in Fig. 28.With

the decrease of σ , the bandwidth of the local filters increased, and they overlapped
each other. Therefore, the central region is filtered as well as other neighboring
frequencies. These components are seen in the output image at Fig. 28c.Another thing
from here is that elliptical filters can be created with Gabor atoms. The combination
of two overlapped GF yields an approximate elliptical filter.With this understanding,



Image Analysis 221

Fig. 27 Filtering the input image (a) using σ = 5. If σ = 5 is selected, the filter bandwidth (b)
increases. Thus, neighboring components are now also filtered out. Therefore, they begin to appear
on the output image. Since

( 1
16 , 1

16

)
neighbor is farther from the center than the others, it is more

damped by the filter. This is seen in (c)

Fig. 28 Filtering the input image (a) using σ = 2. When σ = 2 is selected, the GFs overlap each
other (b). Therefore, components along the relevant axis are filtered. The images in (c) illustrate
this. Thus, elliptical filtering is done around (0, 0)
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new filter types can be derived through frequency analysis. It is very difficult, and
often not possible to make such interpretations through kernels in the spatial domain.
Owing to FT, a new perspective has been obtained in the analysis of images. By using
the approaches brought by this domain, the working mechanism of kernels can be
easily understood.

GFs are widely used in the literature as a feature extraction tool in the field of
pattern recognition [12–15]. It paves the way for many cognitive operations such as
object detection and classification by acquiring the oriented components. Besides,
GFs are also preferred for image enhancement. Fingerprint images can be given as
an example [16]. When these images are handled as raw, they contain many artifacts.
GFs are used to eliminate them and obtain clearer images. GFs also have a close
bond with physics. They are also known as the narrowest projection filters in GF
time–frequency analysis [17]. As has been learned so far, if a filter expands in time,
it contracts in frequency and vice versa. For this reason, the product of the width of
the filter in time and its width in frequency cannot go below a certain value. This is
also evident in Heisenberg’s uncertainty principle [18, 19]. In addition to all these,
GFs are used in the development of communication technologies.

2.4 Advanced Filtering Techniques

Filtering noise in images is a vital task that needs to be done as a preprocess, especially
in applications such as recognition and object detection. Pattern information cannot
be preserved due to noise and models cannot produce accurate results, even if they
workwell. At this point, it may be necessary to use some advanced techniques beyond
linear filtering. Since these algorithms are discussed in the field of Image Restoration
(enhancement), more useful information can be obtained when research is carried
out with the relevant title.

Median Filtering: Median filtering is a very convenient algorithm, especially
for hardware-constrained applications. It filters without the need for any arithmetic
operation. On the one hand, it cleans the noise, and it does not more blur the sharp
lines in the image. A mask of size N × N shifts through the image, the same as in
convolution. Then, by entering the mask, the numbers are sorted in descending order
and the middle value is taken. This type of nonlinear filtering provides an effective
solution for fast and non-intense noise.

Non-Local (NL) Means Denoising [20]: The aim of the algorithm is to preserve
the textural information in the image while filtering out the noise. It does this by
finding non-local samples of the pixel region to be filtered with similar statistics.
Noise behaves statistically differently in other regions of the image. The NL Means
algorithm uses this feature to filter by trying to preserve the texture.

Total Variation Denoising [21]: It does not use linear filters as in the NL Means
algorithm. Instead, it defines reconstruction as an optimization problem. The purpose
of the TV is to produce an output that minimizes the difference between neighboring
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samples along the signal. While doing this, it also tries to preserve the patterned
structures by using regularization terms.

Wavelet Transform [5]: The filtering of images in the Fourier domain is insuffi-
cient in the face of complex problems obtained in real life. One of the reasons for this
is the global transformation side of FT. Noise in the imagemay be non-stationary. For
this, algorithms that handle the image locally and apply the necessary operation are
needed. The wavelet transform suggests that the image can be expressed in terms of
locally defined orthogonal wavelets, not sinusoidals between (−∞,∞) . Thanks to
these well-localized bases, regional operations can be performed more successfully
within the image.

3 Image Segmentation

3.1 Binary Image Processing

Morphology is the study of the shape of objects. This concept, which deals with
morphological properties, is often used in image processing to examine shapes that
appear in binary images. It also applies to gray-level images. Significant features
of objects obtained in binary images are extracted with mathematical operators in
set theory, on which morphology is based. Owing to these features, pre- or post-
processing of the objects can be done, or geometric information of the objects can
be obtained. In this section, basic morphological operators such as dilation, erosion,
opening and closing will be addressed, and useful examples from practical life will
be given for each example [5, 6].

Binary images are obtained by thresholding monochrome and color images.
This thresholding can actually be thought of as the point operator seen in Fig. 29.
Figure 29a, b shows the transformation function that creates two binary images.

Fig. 29 As seen in (a), thresholding functions can be used for binarization over a certain value,
while some functions pass only a pixel range through the threshold (b). These functions can be like
those drawn with black and red dashed lines
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Figure 29a is the most frequently used function, and if the intensities in the image
are above or below a certain value, it writes the value of 255, not 0 to the coordinate
where that pixel is located. It can also be used to create binary images in Fig. 29b.
This function maps a certain pixel range to a value of 255, sets other intensity values
to 0, and vice versa. In this case, actually the transition to binary image can be meant
as an intensity-wise segmentation. After the binary images are acquired, the pixel
values are assigned as 0 and 1. Thus, while minimizing the memory requirement
of the binary image, it is also possible to use useful operators of mathematical set
theory.

Figure. 30 can also be given as an example of the binarization process. The
morphological features of cells in a medical image contain important information
to diagnose the disease. Vital information can be deduced from geometric distribu-
tion of nuclei. Figure 30b is obtained by passing the relevant gray image through a
threshold value of 125. It should be noted here that since our object of interest is
cells, values below 125 are taken as 1 (foreground) and the others as 0 (background).
After converting to 1 and 0 values, morphological image processing rules come into
play. In the images, operations are performed on concepts such as connection points,
neighborhood and structural elements.

In binary images, the concept of neighborhood is used with an approach that
represents the connection points of the pixels. While pixels can be defined with 4-
connected conditionals such as right, left, up and down, they can also be expressed as
8-connected neighborhoods in which diagonals are also considered. The structural
element is the kernel definitions, which will be processed on the images and extract
information in the desired form. Figure 31 is given as an example of these structures.
Here the marker point represents the center point of SE which determines where the
value obtained as a result of the operation performed on the input image of SE will
be assigned in the output image.

Fig. 30 A histopathology image (a), and its binary output (b) after thresholding. Image source
[22]
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Fig. 31 The structural elements given in (a)(b) and (c) perform different functions in the binary
image according to their shapes

3.2 Image Segmentation via Unsupervised Learning

Intensity can be expressed with a value in monochrome (gray level) images. It was
enough to select a value as a threshold when creating the binary image. In this way,
pixels are clustered according to 2 different classes (foreground, background). In
color images, the pixel is defined by a vector such as x = [xR, xG, xB]T. An example
of this is given in Fig. 32. In a 3D space, a binary image is created using a plane, not
a single value. This plane is defined by the coefficients w.

Now let’s examine this fact through a real image. All pixels in the image given in
Fig. 33a are shown in Fig. 33b. Since there are no vivid colors in the image, the pixels
are concentrated on a diagonal path rather than the corner points of the 3D space. To
create a binary image over these pixels, the pixel cloud needs to be separated into
two different clusters. This can be done with the k-means [23, 24] algorithm.

Fig. 32 While only 1 value
is sufficient for thresholding
in gray-level images, this
calculation can be done by
using different geometries in
3D space. A plane shown in
this example can do
thresholding
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Fig. 33 3-channel color image (a) and its pixel distribution in 3D space (b)

The k-means algorithm tries to divide a cluster into k bunches. This should be
noted that the method is unsupervised. k-means assigns points to k classes without
knowing their classes. An example is given by choosing k = 2 over Fig. 34a. A binary
image is formed because the pixels are divided into two different groups. The reason
why the pixel values do not appear as white and black in the image in Fig. 34a is the
assignment of the center pixel value of the pixel clusters.

The k-means clusters similar pixel groups. The center pixels of these clusters
appear as the class center of the group. In this way, similar colors can be segmented.
Another effective application of the k-means is color quantization (CQ). The purpose
of CQ is to express similar pixels as a single-pixel center, instead of storing the 3D
color vector belonging to each coordinate in the image, by encoding the N ×M size
image with class IDs.

An example of this is given in Fig. 35. First, Fig. 35a was created by choosing
k = 5. Instead of their original values, the pixel values of the center to which the

Fig. 34 The image obtained by selecting k = 2 (a). Pixel distribution is divided into 2 different
clusters (b). Then the center value of clusters is assigned in place of grouped pixels
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Fig. 35 Example of CQ made using k-means. The k value is chosen as 5, 16 and 32 in (a), (b)
and (c), respectively

pixels belong are embedded in the image. This image is quite far from the original.
When k = 16 is selected, the number of clusters increases (Fig. 35b). The image
has become more distinct as the pixel values are closer to the original ones. At k =
32, the image is largely the same, except for slight quantization errors. There isn’t
much of a noticeable difference in Fig. 35c. However, data can be compressed up to
3 times. Especially in systems where stream video is processed, if the transmission
speed is low, similar compressions are made by sacrificing the image quality.

K-means is just one of the clustering algorithms. There aremore robust algorithms
thank-means against caseswhere the pixel distribution in 3Dspace is nonlinear. Some
of these are algorithms like GaussianMixtureModel (GMM), Density-Based Spatial
Clustering of Applications with Noise (DBSCAN) and Agglomerative Clustering.
These methods are examined under the name of unsupervised learning.

4 Feature Extraction

Image segmentation enables objects or regions of interest to be handled individually.
The next step that can be done in these areas is the extraction of features. The
attribute can be geometrical features such as the area, circumference, kurtosis of the
object, or it can be obtained through textural information [6]. The feature extraction
step is the gateway for computers to cognitive operations over images. In this way,
advanced applications such as classification and detection can be made under image
understanding.
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After the digital image is created on the computer, the numerical equivalents of
the visible objects appear. Every feature that is easily perceived in the brain, such as
colors, edges, corners, and geometric features, can also be expressed with numbers.
For example, let’s try to develop an algorithm that classifies coins. Their radii and
therefore their areas will be different. Coin classification can be made using this
numerical information. Of course, in order for the coins to be handled one by one
through the image, they will need to go through segmentation processes and, if
necessary, morphological operations. Only area or radii is enough for classification
coins. If there were different elliptical objects, area knowledge would not be enough.
In addition,minor andmajor axes lengthswould have to be added.Another example is
the classification of fruits on a sliding belt in a fruit crate factory. For now, let’s assume
that only oranges and apples will be classified. In such a case, color information will
also be included in the work. All of these values are brought together to reveal the
feature vector in Eq. (12).

x = [x1, x2, x3, . . . , xN ]
T (12)

Each element in the vector corresponds to attributes obtained from the entire
image or locally from a region or an object. In the vector given in (11), a total of N
features are stored. What these attributes might be will be discussed next.

4.1 Geometric Features

Boundary: The circumference is one of the first attributes that can be acquired
over objects. Objects with different circumference characteristics in the picture of
the interest can be easily classified based on this value. Figure 36a, b are given as

Fig. 36 Using the boundary as a feature. Different shapes can have different circumference
sizes (like (a) and (b)). But this is not always the case like in (b) and (c)
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an example. On the other hand, the perimeters of both Fig. 36b, c are 20 units.
Circumference knowledge alone is not sufficient to solve complex problems. In
addition, an attribute value or vector must be produced that includes local changes
on the edges of the object. The chain code algorithm works well for this.

Chain code uses directional line segments to define a boundary. These segments, in
connection to each other, express the total circumference, including local variations.
Orientations are translated into numerical values according to the number scheme
expressed in Fig. 37. The sequence of directional numbers presents the Freeman
Chain Code [25]. This code defines the vector form of object boundary information.

Depending on the connection type, coding can be done over different number
schemes. Figure 37a is used for 4-connectivity and Fig. 37b is used for 8-connectivity.
Angle resolution, on the one hand, presents the border changes detail well, on the
other hand, it increases the length of the feature vector.

Let’s code Fig. 38a, b using the Fig. 37a number scheme. Of course, where the
starting point will be is an important uncertainty. For now, let’s select this as the
lower left corner. Starting from here, the code of Fig. 38a will be,

Fig. 37 Freeman chain code vectorizes shapes over the environment in the systematic framework
shown in (a) and (b). In this way, instantaneous changes in the environment are represented in this
vector as information

Fig. 38 Although (a) and (b) have the same perimeter, the chain code is different due to instant
orientation



230 N. Calik and B. U. Toreyin

xa = [1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 3, 3, 3, 3, 3, 2, 2, 2, 2, 2] (13)

Figure 38b, on the other hand, is expressed as,

xb = [1, 0, 1, 0, 1, 2, 1, 0, 1, 1, 0, 3, 3, 3, 3, 3, 3, 2, 2, 2] (14)

Although the two boundaries have the same environment, the chain codes are
different due to local changes. A critical preprocessing is required for the robust
operation of the chain code algorithm. Objects with a large surface will have a long
circumference. Noisy regions can be found on the surrounding. They reduce the
generalization capability of the chain code. After finding the noisy boundary, the
spline algorithms may be used to fit smooth curve, or morphological operations may
be preferred on the binary objects before acquiring of boundary. Another point to
note is rotation normalization. In this way, unknowable problem of starting point can
be overcome.

Region: Area is one of the other geometric properties that describe an object.
Objects that are figuratively similar to each other in the image can be classified
according to their area. But this information on its own is not always sufficient. In
addition, it is necessary to obtain values such asminor andmajor axis lengths, solidity
and eccentricity of the object.

Some metrics have been defined to reveal the differences of objects from known
geometric shapes. The first of the area-based shape descriptors is the net area and the
convex area. The net area is calculated as the number of pixels filled by the object.
Convex area represents the area of the convex hull surrounding the object. Another
metric is compactness. It is defined as the ratio of the area value calculated on the
object to the circle with the same radius. If this value is 1 then the object is a complete
circle. If there are indented and protruding places on the surface of the object, this
value will be between (0, 1). Eccentricity is defined as the ratio of the minor axis to
the major axis. This value is between (0, 1). If it is close to 1, it means the object
has high circularity. Another descriptor acquired through the field is solidity. Here
the real area is obtained by the ratio of the convex area. All these values can give an
idea about the geometric properties of the object.

4.2 Textural Features

Textural features are features that find patterns in an image, not only an object in
the image. In order for images with a common pattern to be detected in the same
class, the images must be close to each other in the feature space. At this point,
when making global image classification of feature descriptors, it is expected that
the intra-class variance is low and the inter-class variance is high. In this section, a
few algorithms that are frequently used in pattern analysis will be presented. First of
them is Histogram of Gradient (HoG) algorithm.
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Fig. 39 Working schema of LBP algorithm. (a) gray-level intensity, (b) difference of center pixel
with neighbors, (c) extraction of binary pattern

Histogram of Gradients: Although the origins of the HOG algorithm go back to
the 1980s [26], its popularity is the work of and on pedestrian detection in images
in 2005 [27]. After this study, the HoG algorithm has been applied to many various
image processing problems [28, 29].

The essence of the algorithm is based on the idea that boundaries provide the
discriminative of objects fromeachother.Whendetermining the boundaries, different
amounts of components appear in the x and y-directions. As a result, gradients of
different angles and magnitudes occur. In this algorithm, the pattern information can
be acquired by using histogram of orientations.

Linear Binary Pattern: LBP [30, 31] produces a binary sequence by comparing a
pixelwith its neighboring pixels. Its value determines the local pattern. The histogram
of the pattern values is used as a visual descriptor. It is an efficient algorithm that can
be extracted quite fast. Its discriminative side and low computational complexity have
made it applicable to many problems. It is a suitable algorithm for systems that will
work in real time. Another aspect of the algorithm is that it is robust against enlight-
enment problems that are frequently encountered in real life. It can successfully
represent tissues illuminated under different conditions.

As a first step, the LBP algorithm compares the center pixel with its neighbors at
a given radius. In Fig. 39, it is selected as 1. The difference pattern between them
is evaluated. Then, a binary pattern is created from these values. As an example,
b = [0, 1, 0, 0, 1, 1, 1, 0] is obtained from Fig. 39c. The decimal value of this binary
number represents the relation of the bunch of pixels. In the image processed in
blocks, the histograms of these values form the feature vector.

5 Example: Predicting the Number of Glass Sheets Using
Image Analysis

Image processing has become an increasingly common tool in business, driven
by recent advances in AI. Thanks to computer vision (CV) techniques, mundane



232 N. Calik and B. U. Toreyin

tasks can be performed efficiently by machines. In this way, it provides person-
day savings for companies. Inventory management system [32], product control and
damage detection [33, 34], autonomous driving [35], fire detection [36] and health-
care industries [22, 37] are the areas where IP is frequently preferred and increasingly
widespread. In this context, a case study about how IP algorithms find a solution to
an inventory management problem is presented below.

One of the problems in the glass manufacturing industry is estimating accurately
the number of glass sheets lined up at the delivery stage. The proposed algorithm for
count prediction presented below depends on a frequency analysis-based approach.

Once the glass bundles are captured with a camera, a region of interest (RoI) is
manually cropped and is converted to gray-level format (cf. Fig. 40).

Glass types can be different. Samples of two different types are given in Fig. 41.
GlassNo. 1 and2 are normal glass,while 3 and4 are examples ofmirroredglasswhich

Fig. 40 Whole glass bundles (a) and gray-level cropped RoI image (b) captured by camera

Fig. 41 RoI samples and sheet amounts of two different glass types
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Fig. 42 Binary images obtained by applying adaptive thresholding

is a very challenging example of this problem. Since they reflect the cameraman, glass
edges are distorted. The reflection case of cameraman can be seen inNo. 4. The actual
sheet amounts in the bundle are also shown in Fig. 41.

To obtain edge information, thresholding is applied to the gray-level RoIs. Since
the illumination is heterogeneously distributed in the images, a global thresholding
does not give satisfactory results here. Separate threshold values for local regions
should be determined to get rid of this problem. Hence, adaptive thresholding was
applied to the images, and Fig. 42 is obtained. Consequently, edges in the images
become apparent.

After this process, pixel intensity values are accumulated column-wise, from top
to bottom, resulting in vertical projection profile signals (cf. Fig. 43). These profile
signals contain spatial period informationof the glass array in the horizontal direction.
However, it is not possible to estimate the horizontal period value from such a noisy
signal in the discrete-index domain. Therefore a frequency analysis-based approach
is adopted.

To obtain an accurate estimate, the signal is processed further, initially making it
a zero-mean one. Then, in order to eliminate the discontinuities at the ends of the
signal, it is multiplied by the Blackman window, and thus the damped signals were
obtained. In order to increase the spectral resolution, zero padding was applied to
the right and left sides as a quarter of the length of the signal (cf. Fig. 44).

After preprocessing, Power Spectrum (PS) was obtained over FT, and this
spectrum was normalized by using (15).

X [k] = FFT {x[n]} PS[k] =
Ns−1∑
k=0

|X [k]|2 PSN [k] = PS[k]

max{PS[k]} (15)
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Fig. 43 Profile signals extracted from binary images. Horizontal and vertical axes denote the x
spatial axis, and the total foreground pixel amount in the y-direction (downward), respectively

Fig. 44 Preprocessed profile signals corresponding to glasses from1 (top) to 4 (bottom).Horizontal
and vertical axes denote the x spatial axis, and zero-centered values of signals, respectively

Herein, X [k], PS[k], PSN [k] and represent FT of profile signal (x[n]), PS and
normalized PS of x[n]. As can be seen in Fig. 45, there is a peak of the PS signal.
The frequency value above this peak is related to the period of the glass array. By
dividing the period value obtained from here by the length of the profile signal, the
number of glasses can be predicted.
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Fig. 45 Normalized power spectrum of signals. Peak value is related with glass array period.
Horizontal and vertical axes denote the relative frequency indices and magnitude of PSN [k] ,
respectively

Glass numbers estimated using this algorithm and their actual values are given
in Fig. 46. The reason for differences in Glass No. 1 is that the glass image is not
captured from a perfectly aligned vertical angle. In such a case, the length of the
profile signal turns out to be longer than the actual glass array, and this causes the
prediction to be overestimated. Glass No. 2 and 3 were correctly predicted. In No. 4,

Fig. 46 Comparison of the values obtained by the algorithm with the actual values
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as can be seen from the relevant profile signal, a noisy signal is extracted due to the
reflective feature of the surface. Despite this, a near-accurate estimate could bemade.
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Prescriptive Analytics: Optimization
and Modeling

Nursah Alkan, Kenan Menguc, and Özgür Kabak

Prescriptive analytics, a type of complex business analytics, aims to suggest the
best among various decision options to benefit from the predicted future using large
amounts of data. In this process, prescriptive analytics combines the output of predic-
tive analytics and uses artificial intelligence, optimization algorithms, and expert
systems to provide adaptive, automated, constrained, time-bound, and optimal deci-
sions, thus having the potential to bring the greatest intelligence and value to busi-
nesses [1]. An important element for prescriptive analytics is to provide a decision
proposal using mathematical models on a realistic problem under consideration. For
example, modelingmany complex real-life problems such as decidingwhich product
should be produced to maximize the profits of the businesses, deciding which ware-
houses should serve which customers, which warehouses should be kept open to
establish the lowest-cost supply chain network, and deciding the lowest-cost vehicle
route while supplying the products of the business is not something to be done manu-
ally. Here, the application of prescriptive analytics will enable businesses to make
the best decision that will support them in getting the desired output in line with the
target determined in the considered problems. There are also many classes of models
depending on the considered problem and often many specific techniques for solving
each.

Unlike the predictive and descriptive analytics, prescriptive analytics provides
decision makers with an action plan. Prescriptive analytics not only answers why,
how, when, and what questions but also generates recommendations on how to act
under given circumstances. Prescriptive analytics allows to find the best or closest to
the best moves for a situation with constraints and goals. Usually, it is the final phase
of the business analytics application that also benefits from the results of descriptive
and predictive analytics tools.
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Prescriptive analytics methods can be classified into six main categories: proba-
bilistic models, machine learning/data mining, mathematical programming, evolu-
tionary computation, simulation, and logic-based models [1]. Among these cate-
gories, mathematical programming models have an important place. Mathematical
programming (or mathematical optimization or optimization) is finding the best
decision with respect to some criteria, from a set of available alternatives that are
defined by some rules, limitations, and constraints. Linear programming, integer
programming, nonlinear programming, fuzzy programming, and stochastic program-
ming are among the well-known mathematical programs. In this chapter, the basic
mathematical programming tools, linear programming and integer programming, are
introduced.

1 Linear Programming

Linear programming (LP) is the basic approach for solving optimization problems.
Objective function and the constraints are defined using linear equations. It can be
solved by an efficient algorithm called simplex algorithm. Thus, it has been applied
to many diverse industries such as manufacturing, assembly lines, finance, educa-
tion, and transportation. Modeling in LP also serves as an introduction to other
optimization tools such as integer programming and nonlinear programming.

In this section, basic concepts of LP are introduced on an example, and two
interesting examples are provided.

Glass Production Example:

ATK-Brown produces handmade glass ornaments. The company’s portfolio includes
three products as follows: spherical glass, glass bird, and plate. A spherical glass sells
for $35. The total cost of producing one piece of spherical glass is $30. A glass bird
and a plate sell for $50, and $25 and costs $42 and $21, respectively.

The basic raw material of the glass used for the products is a special kind of
sand. The sand is processed in an oven before being shaped by the operators. For
the production of spherical glass, two units of sand are required. It is processed in
the oven for 0.1 h and shaped by an operator in 0.2 h. For a glass bird, the required
amount of sand is 1 unit, and oven and operator hours are 0.2 and 0.5. For a plate,
the required amount of sand is three units, and oven and operator hours are 0.3 and
0.4.

ATK-Brown has 400 units of available sand for this week’s production. Oven can
operate 40 h in a week. The company employs two operators, each working 40 h a
week. ATK promises 50 pieces of glass birds to one of their customers. Summary of
the given information is given in Table 1.

ATK-Brown wants to maximize this week’s profit (revenues costs). Formulate a
mathematical program for ATK-Brown to accomplish their goal.
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Table 1 Glass production example

Sales price ($) Cost ($) Sand (units) Oven (h) Operator (h)

Spherical glass 35 30 2 0.1 0.2

Glass bird 50 42 1 0.2 0.5

Plate 25 21 3 0.3 0.4

Available amount 400 40 80

LP Formulation

While formulating a mathematical program, or an LP in particular, the focus is on
three factors: decision variables, objective function, and constraints.

Decision Variables:

Decisionvariables describe the decisions to bemade. In the glass production example,
it has to be decided how many spherical glasses, glass birds, and plates will be
manufactured in this week. Therefore, the following decision variables are defined:

x1 : Number of spherical glasses produced this week
x2 : Number of glass birds produced this week
x3 : Number of plates produced this week

Objective Function:

In any mathematical programming problem, the aim is to minimize (usually cost) or
maximize (usually profit or revenue) a function of the decision variables. The objec-
tive function is the function to be minimized or maximized. For the given example,
ATK-Brown wants to maximize the total weekly profit. The profit is composed of
profits coming from the three products. For each product, the profit can be calculated
by multiplying unit profit with number of products produced. The unit profit of each
product can be calculated as the difference of sales price and cost. For spherical glass,
the profit is $5 ($35–$30). For a glass bird and a plate, the unit profit values are $8
($50–$42) and $4 ($25–$21), respectively. Therefore, the objective function for the
problem can be stated as follows:

Max Z = 5x1 + 8x2 + 4x3

Here, Z represents the total profit. The coefficients of the decision variables (e.g.,
5, 8, and 4) are called objective function coefficients.

Constraints:

In any decision problem, there are restrictions, rules, and limits while trying to reach
the optimum decision. In the glass production example, it is not possible to produce
1 million units of the products because of limits for raw materials and resources.
Therefore, it must define constraints to introduce limits or other rules as functions
of decision variables.
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In the glass production example, there are limits in sand, oven capacity, and
operator hours. For the available sand, 400units can be used in thisweek’s production.
Total sand used in the production is the sum of sand used in the products. For a
product, the required sand is calculated by multiplying unit sand usage and number
of the product. For instance, for the spherical glass, 2x1 units of sand are used. The
total amount of sand used for the whole production is 2x1 + x2 + 3x3. This amount
must not exceed 400 units. The related constraint can be written as follows:

2x1 + x2 + 3x3 ≤ 400

For oven capacity, a similar constraint can be added:

0.1x1 + 0.2x2 + 0.3x3 ≤ 40

For operator hours, the available hours are not provided directly. One operator
works 40 h per week. Thus, two operators can work 80 h in total. Total operator
hours used for the products should not exceed 80:

0.2x1 + 0.5x2 + 0.4x3 ≤ 80

Related to the order of a customer, ATK must produce at least 50 glass birds:

x2 ≥ 50

After adding the constraints related to the nature of the problem, sign restrictions of
the decision variables are written. Sign restrictions show if the decision variables are
nonnegative or can take positive or negative values. In most of the LP formulations,
the decision variables are nonnegative. In the glass production example, as number
of production amounts cannot be negative, the decision variables are defined as
nonnegative:

x1, x2, x3 ≥ 0

In an LP formulation, the constraints can be ≥ (greater than or equal to), ≤ (less
than or equal to), or = (equal to). Any constraint can be organized as the decision
variables are left-hand side of the constraint sign and a scalar value on the right-hand
side. The value on the right is called right-hand side value. The coefficients of the
decision variables in the constraints are called technology coefficients.

The final LP for ATK-Brown is given below:

Max Z = 5x1 + 8x2 + 4x3
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Subject to (s.t.):

2x1 + x2 + 3x3 ≤ 400 (Sand Constraint)

0.1x1 + 0.2x2 + 0.3x3 ≤ 40 (Oven Constraint)

0.2x1 + 0.5x2 + 0.4x3 ≤ 80 (Operator Constraint)

x2 ≥ 50 (Customer Order)

x1, x2, x3 ≥ 0 (Sign Restriction)

When this LP is solved, x1 = 150, x2 = 100, x3 = 0, and Z = 1550 are obtained.
ATK-Brown is recommended to produce 150 spherical glasses and 100 glass birds
that will result with a $1550 profit. All available sand and operator hours are used in
this production plan. 35 h of oven is required for the production; thus, the oven will
have 5 h of free time.

Assumptions of LP

As can be seen in the example, the fundamental property of the LP formulation is that
the objective function is a linear function, and all constraints are linear inequalities or
equalities. The function, inequalities, and equalities are summation of decision vari-
ables multiplied by coefficients. This implies two assumptions: proportionality and
additivity. Each decision variable’s contribution to the objective function is propor-
tional to the value of the decision variable. In this respect, nonlinear equations such as
x2 or log(x) are not acceptable in LP formulations. Each decision variable’s contribu-
tion to the objective function is independent from the other decision variables. Thus,
multiplication or divisionof decisionvariables is not used inLPs. If these assumptions
are violated in a formulation, it is suggested to use nonlinear programming.

Another important assumption of LP is divisibility. Decision variables in LP
formulations are defined as continuous variables, that is, decision variables can get
fractional values. For instance, in the glass production example, it is acceptable to
produce 75.2 spherical glasses or 42.7 glass birds. This result can be interpreted as
75 spherical glasses, and 20% of a spherical glass will be produced in the planning
period. If this assumption is not acceptable in a problem, then it is suggested to use
integer programming (IP). IP is explained in Sect. 2.

The last assumption of LP is certainty assumption. It implies that all parameters
of an LP (objective function coefficients, right-hand side values, and technology
coefficients) are knownwith certainty. If any of the parameters are not known exactly,
or cannot be assumed as exact values, it is suggested to use fuzzy or stochastic
programming.

Under all these assumptions, one can question the use of LP in real-life problems.
Actually, it has applied inmany real-life problems. Besides, it has an efficient solution
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algorithm—the simplex algorithm—that makes it preferable to nonlinear program-
ming, integer programming, fuzzy programming, and stochastic programming in
which the solutions of the models are much more complicated.

Solution of LPs

Asmentioned above,LPs canbe solvedby the simplex algorithmefficiently.There are
also other solution approaches such as graphical solution for the problems with two
variables and interior point methods. Many software packages are developed to solve
LP models. See https://en.wikipedia.org/wiki/Linear_programming#Solvers_and_
scripting_(programming)_languages for details. Pyomo programming language is
used in this chapter to solve the formulated models. Pyomo is a collection of Python
software packages for formulating optimization models.

1.1 Diet Problem

Diabetes or diabetes mellitus is a disease that occurs as a result of insufficient insulin
secretion or insufficient insulin use of pancreas. A nutrition program is prepared
for Type 2 diabetes patients as given in Table 1. Seven food options (oat, egg, milk,
etc.) are determined, and their nutrition factors (energy, protein, magnesium, etc.) are
measured. For a patient, the minimum and maximum mineral and nutritional values
are defined as given in the last two rows of Table 2. For example, patient should
get at least 600 kcal of energy and at most 4 mg of sugar. There is no upper limit for
energy and no lower limit for sugar. Nutrition factors are mutually exclusive except
one instance. Each 100 mg. magnesium reduces the cholesterol by 5 mg.

Suppose a patient wants to find out which foods he has to take. Formulate an LP to
prepare diet program for the patient that provides the necessary mineral and nutrient
intake with the minimum cost.

LP Formulation

Indices:

i : foods, i = 1, 2, . . . , 7. (Corresponding foods are given in Table 2.)

Parameters:

ci : The cost considered for each unit of food i .
ei : The amount of energy for each unit of food i .
pi : The amount of protein for each unit of food i .
mi : The amount of magnesium for each unit of food i .
si : The amount of sugar for each unit of food i .
oi : The amount of oil for each unit of food i .
hi : The amount of cholesterol for each unit of food.
gi : The amount of Omega-3 (mg) for each unit of food.

https://en.wikipedia.org/wiki/Linear_programming#Solvers_and_scripting_(programming)_languages
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Table 2 Nutrition program

Values for each unit of food intake

Energy
(Kcal)

Protein
(mg)

Magnesium
(mg)

Sugar
(mg)

Oil
(mg)

Cholesterol
(mg)

Omega-3
(mg)

Price
per
unit

Oat (100
gr) (i = 1)

351 11.4 131 0.3 5.8 20$

Egg (One
unit) (i =
2)

140 13.2 13 9.7 360 2$

Milk (1 lt)
(i = 3)

64 3.2 9 3.9 3.6 8 1$

Walnut
kernel (100
gr) i = 4

679 14.5 165 64.8 6.5 14$

Salmon
(100 gr) (i
= 5)

149 25.6 27 4.4 53 2.5 35$

Tuna fish
(100 gr) (i
= 6)

116 25.5 18 0.85 47 1 12$

Flaxseed
(100 gr) (i
= 7)

454 18.2 379 33.2 17 4$

Minimum
value

600 55 90 1

Maximum
value

4 65 800

Decision Variables:

xi : Amount of unit of food that will be included in the diet.

Objective Function:

Minz :
7∑

i=1

ci xi (1)

Subject to:

I∑

i=1

ei xi ≥ 600 (2)
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I∑

i=1

pi xi ≥ 55 (3)

I∑

i=1

mi xi ≥ 90 (4)

I∑

i=1

si xi ≤ 4 (5)

I∑

i=1

oi xi ≤ 65 (6)

I∑

i=1

hi xi − 0.05
I∑

i=1

gi xi ≤ 800 (7)

I∑

i=1

gi xi ≥ 1 (8)

xi ≥ 0 (9)

The objective function given in Eq. (1) minimizes the total cost of food that will
be included in the diet. Equations (2), (3), and (4) indicate the minimum amount
of energy, protein, and magnesium to be taken, respectively. Equations (5) and (6)
indicate the maximum amount of sugar, oil to be taken, respectively. In Eq. (7), the
maximum cholesterol to be taken is determined by considering its interaction with
the amount of magnesium taken. The constraint in Eq. (8) determines the lower limit
for the amount of Omega-3. Sign restrictions given in Eq. (9) ensure that the decision
variables do not take negative values.

Solution

The solution given by the Pyomo library to the diet problem is x2 = 0.1806 and
x7 = 2.8910. It indicates that the patient should take 0,1806 unit of egg and 289,10
gr flaxseeds in his diet. This solution corresponds to the following nutritional values.

• Total energy intake is 1337.80 kcal
• Total of protein intake 55 mg
• Total of magnesium intake 1098.05 mg
• Total of sugar intake 0.0 mg
• Total of oil intake 65.00 mg
• Total of cholesterol intake 65.00 mg
• Total of Omega-3 intake 49.15 mg
• Total cost of diet program is 11.93 dollars.
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1.2 Police Station Problem

The chief officer of the Macka Police Station will plan the shifts of the officers.
Each officer works for 5 days per week in consecutive days and takes a break in the
following two days. The crime rate fluctuates with the day of week, so the number
of the police officers required each day depends on which day of the week it is:
Monday, 15; Tuesday, 18; Wednesday, 19; Thursday, 11; Friday, 21; Saturday, 16;
Sunday, 11. The chief wants to schedule police officers to minimize the total number
of the officers. Formulate an LP that will accomplish this goal.

LP Formulation

Decision Variables:

X1 = Number of officers works in days Monday to Friday (Shift 1)
X2 = Number of officers works in days Tuesday to Saturday (Shift 2)
X3 = Number of officers works in days Wednesday to Sunday (Shift 3)
X4 = Number of officers works in days Thursday to Monday (Shift 4)
X5 = Number of officers works in days Friday to Tuesday (Shift 5)
X6 = Number of officers works in days Saturday to Wednesday (Shift 6)
X7 = Number of officers works in days Sunday to Thursday (Shift 7)

Objective Function:

Min = X1 + X2 + X3 + X4 + X5 + X6 + X7 (10)

Subject to:

X1 + X4 + X5 + X6 + X7 ≥ 15 (11)

X1 + X2 + X5 + X6 + X7 ≥ 18 (12)

X1 + X2 + X3 + X6 + X7 ≥ 19 (13)

X1 + X2 + X3 + X4 + X7 ≥ 11 (14)

X1 + X2 + X3 + X4 + X5 ≥ 21 (15)

X2 + X3 + X4 + X5 + X6 ≥ 16 (16)

X3 + X4 + X5 + X6 + X7 ≥ 11 (17)
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X1, X2, X3, X4, X5, X6, X7 ≥ 0 (18)

where the total number of police officers working at the Macka Police Station is
represented by Eq. (10). Equation (11) shows that the total number of police officers
working for all variables except X2 and X3, which includes officers not working on
Monday, must be equal to or greater than the number of police officers required on
Monday. Equation (12) shows that the total number of police officers working for
all variables except X3 and X4, which includes officers not working on Tuesday,
must be equal to or greater than the number of police officers required on Tuesday.
Equation (13) shows that the total number of police officers working for all variables
except X4 and X5, which includes officers not working onWednesday, must be equal
to or greater than the number of police officers required onWednesday. Equation (14)
shows that the total number of police officers working for all variables except X5 and
X6, which includes officers not working on Thursday, must be equal to or greater
than the number of police officers required on Thursday. Equation (15) shows that
the total number of police officers working for all variables except X6 and X7, which
includes officers not working on Friday, must be equal to or greater than the number
of police officers required on Friday. Equation (16) shows that the total number of
police officersworking for all variables except X7 and X1, which includes officers not
working on Saturday, must be equal to or greater than the number of police officers
required on Saturday. Equation (17) shows that the total number of police officers
working for all variables except X1 and X2, which includes officers not working
on Sunday, must be equal to or greater than the number of police officers required
on Sunday. Equation (18) shows the sign constraint where all decision variables are
nonnegative values.

Solution

The results obtained after solving the model using the Python Pyomo library are as
follows:

Minimum number of officer = 23.667
X1 = 7.667, X2 = 5, X3 = 3.667, X4 = 2, X5 = 2.667, X6 = 2.667, X7 = 0

According to the results obtained, the number of officers working in some of the
shifts is not integer values. Since the decision variables are continuous variables in
the LPs, it is assumed and acceptable to get such non-integer values. If the number
of police officers working in the shifts is desired to be integer, the model should be
set up and solved using integer programming. Notice that integer-valued solution for
this problem and other LPs cannot be found by rounding the resulting non-integer
values.
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2 Integer Programming

In LP formulation, it is assumed that the decision variables take continuous values.
In an optimal solution of an LP, decision variables can be fractional non-integer
numbers. While this is acceptable in some situations, in many cases it is not. In
many real-life problems, non-integer solutions are not applicable. For instance, in
the police station example in Sect. 1.2, it is not possible to assign 7.667 officers to
the first shift. In a project selection problem, it may not be possible to select half
of a project. In a course timetabling problem, it is not possible to assign half of the
lecturers to courses or a very small percentage of the course in a certain hour. The
number of examples can be increased for many problems in real life.

On the other hand, there may be conditional restrictions in the problem. For
instance, while making a production plan, there may be fixed investment costs such
as assembly line construction cost and machine purchasing cost to enable the manu-
facturing of a product. One restrictionwould be valid only in some specific situations.
For instance, if more than ten units of a product are purchased, its price drops by
10%. If one product is purchased, another one cannot be purchased.

For all the above-given situations and much more, decision variables should be
defined to take only integer or binary (i.e., 0 or 1) values. The mathematical program
used for this purpose is called integer program (IP), and the subject of solving such
programs is called integer programming.

An IP in which all variables are required to be integers is called a pure IP problem.
If some variables are restricted to be integer and some are not, then the problem
is a mixed IP problem. The case where the integer variables are restricted to be
0 or 1 comes up surprisingly often. Such problems are called pure (mixed) 0–1
programming problems or pure (mixed) binary IP problems.

Formulation of IPs is the same as LP formulation except integer or binary variables
are indicated separately. See an example of a mixed IP below:

Max Z = x1 + x2 + 2x3

Subject to:

x1 + 2x2 − 3x3 ≤ 9

x1 − 10x4 ≤ 0

2x1 − x2 + x3 ≥ 5

x1, x3 ≥ 0 and integer, x2 ≥ 0, x4 ∈ {0, 1}
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In the givenmodel, x1 and x3 are nonnegative integer variables that can take values
0, 1, 2, 3, …; x2 is a nonnegative continuous variable, and x4 is a binary variable that
can take 0 or 1.

In this chapter, initially, basic information for IP modeling is explained with small
examples, and then two comprehensive examples are given in Sects. 2.1 and 2.2.

Real Estate Investment Example

AEK real estate company owns houses all over Istanbul from which they earn rental
income. At the moment, they have 7 million dollars to invest in four possible houses.
The costs of houses are 2.5, 3.5, 2, and 1.5 million dollars, respectively. Expected
rental incomes of the houses are 18, 20, 12, and 10 thousand dollars per month,
respectively. Formulate an IP to maximize the monthly income of the company from
the houses that they will invest with their limited budget.

IP Formulation:

Decision variables are defined as xi that indicates whether AEK purchases house
i (i = 1, 2, 3, 4) or not. It is not possible to buy a percentage from a house or more
than one from a specific house; therefore, xi can be 1 or 0 and is a binary variable.
xi will be 1 if AEK purchases house i and 0 if they do not.

The IP can be formulated as follows:

Max Z = 18x1 + 20x2 + 12x3 + 10x4

Subject to:

2.5x1 + 3.5x2 + 2x3 + 1.5x4 ≤ 7

xi ∈ {0, 1} i = 1, 2, 3, 4

When this IP is solved, the result will be x1 = 0, x2 = 1, x3 = 1, x4 = 1, Z = 42.
The model suggests that all of the budgets should be spent on houses 2, 3, and 4; and
the company will get 42 thousand dollars rent per month in the coming years.

This type of a problemwhere only one constraint exists and the decision variables
are binary is the famous Knapsack problem. The idea is to fill a capacitated knapsack
with items according to their weights and values to maximize the total value of the
selected items.

In an IP formulation, it is possible to formulate logical rules. For instance, consider
the following conditions in the real estate investment example:

• If house 1 is purchased, house 2 must also be purchased (Condition 1).
• If house 2 is purchased, house 4 cannot be purchased (Condition 2).
• Either house 2 or house 4 must be purchased (Condition 3).

As the state of the purchase of a house is defined as binary variable, the above-given
restrictions can be added to the IP formula by the following constraints:
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• x2 ≥ x1 (Condition 1)
• 1 − x4 ≥ x2 or x2 + x4 ≤ 1 (Condition 2)
• x2 + x4 ≥ 1 (Condition 3).

Fixed Charge Problems

In some problems, initial flat costs occur in an activity regardless of the level of the
activity. For example, suppose that a special machine needs to be rented to produce
a particular product. If the company decides to produce the product, there will be
machinery rental cost (F) in addition to the variable cost of the product (c). In a fixed
charge problem, total cost of an activity is defined as follows:

C(x) =
{
F + cx x > 0

0 x = 0

}
(19)

where x is level of the activity, F is the fixed cost, and c is the variable cost.
In order to formulate fixed charges in IP, a binary decision variable is defined to

indicate the level of activity is more than 0. For the cost function in Eq. (19), the
following constraints are added to the model:

C(x) = Fy + cx (20)

x ≤ My (21)

y ∈ {0, 1} (22)

where M is a sufficient large positive number that can be calculated as the high
possible value of x according to the other constraints. By the use of Eq. (21), y will
be equal to 1 if x > 0, and fixed cost F will be added to the total cost. When x = 0,
y will be free and can take 0 or 1. During the optimization process, while the solver
minimizing the total cost, y will tend to be equal to 0.

Either–Or Constraints

In some situations, satisfying one of the given set of constraints will be enough
for meeting a restriction. Suppose at least one of the following constraints must be
satisfied:

f (x1, x1, . . . , xn) ≤ 0 (23)

g(x1, x1, . . . , xn) ≤ 0 (24)

The following either–or constraints are added to the model:
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f (x1, x1, . . . , xn) ≤ My (25)

g(x1, x1, . . . , xn) ≤ M(1 − y) (26)

y ∈ {0, 1} (27)

where M is a sufficiently large positive number. The idea here is that for binary
values of y, one of the constraints becomes active. When y = 0, Eq. (25) becomes
f (x1, x1, . . . , xn) ≤ 0, and constraint given inEq. (23) becomes active. Equation (26)
becomes g(x1, x1, . . . , xn) ≤ M that indicates that constraint in Eq. (24) may not be
satisfied. When y = 1, g(x1, x1, . . . , xn) ≤ 0 (Eq. (24)) is satisfied, and the other
may not be satisfied.

If–Then Constraints

In some situations, a constraint becomes active when another constraint is satisfied.
Suppose it is wanted to ensure that a constraint f (x1, x1, . . . , xn) > 0 implies the
constraint g(x1, x1, . . . , xn)0.

The following constraints are added in the formulation:

−g(x1, x1, . . . , xn) ≤ My (28)

f (x1, x1, . . . , xn) ≤ M(1 − y) (29)

y ∈ {0, 1} (30)

where M is a sufficiently large positive number. According to this formulation, if
f (x1, x1, . . . , xn) > 0, Eq. (29) forces y to be equal to 0, and when y = 0,
g(x1, x1, . . . , xn)0, constraint becomes active by Eq. (28). f (x1, x1, . . . , xn) > 0
is not satisfied, y can be 0 or 1, and g(x1, x1, . . . , xn)0 can be satisfied or not.

In the following subsections, two examples are provided to show how the given
formulation tricks are applied.

2.1 Example: Production Planning

ATK-White has plans to produce five new products. In Table 3, the initial investment
costs required to produce the products and the net profit values of the products have
been given. ATK-White considers the following conditions:

• Up to three products will be produced.
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Table 9.3 Information for the products

Products

1 2 3 4 5

Investment cost 15,000$ 35,000$ 50,000$ 25,000$ 40,000$

Unit net profit 50$ 80$ 70$ 85$ 90$

Required labor hours per product 5 3 7 4 5

Required raw material per product 4 4 5 2 3

• In order to produce product 3 or product 4, at least one of product 1 or product 2
must be produced.

• Required labor hours and raw material for the products are given in Table 3. The
company has 7000 working hours and 7000 units of raw materials during the
planning period.

• In accordance with the agreement of the company with a customer, 500 units of
the first and third products in total or 750 units of the second and fourth products
in total should be sent to the customer.

• If the fifth product is producedmore than 500, the fourth productmust be produced
at most 500.

Under given conditions, formulate an integer program to maximize the total profit
of ATK-White.

IP Formulation

Decision Variables:

Xi = Production quantity for product i, for i = 1, 2, 3, 4, 5

Yi =
{
1, if investment is made in product i
0, otherwise

for i = 1, 2, 3, 4, 5

Objective Function:

Max Z = 50X1 + 80X2 + 70X3 + 85X4 + 90X5 − 15, 000Y1
35, 000Y2 − 50, 000Y3 − 25, 000Y4 − 40, 000Y5 (31)

Equation (31) shows the objective function to maximize the total net profit of
ATK-White.

Constraints:

The labor hours and raw material constraints of ATK-White are indicated as given
Eqs. (32) and (33), respectively.

5X1 + 3X2 + 7X3 + 4X4 + 5X5 ≤ 7000 (32)
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4X1 + 4X2 + 5X3 + 2X4 + 3X5 ≤ 7000 (33)

The following constraints are added to provide Yi = 1 when Xi > 0.

Xi ≤ MiYi f or i = 1, 2, ..., 5 (34)

where Mi values are sufficiently big numbers and can be calculated by using the
other constraints. For instance, for M1 that is related to product 1, considering the
labor (Eq. (32)) and raw material constraints (Eq. (33)), a maximum of 1400 units of
product 1 can be produced that is M1 = min(7000/5, 7000/4) = 1400. Therefore,
the constraint to be added for product 1 does not create an unnecessary limit on X1.

The other Mi values can be found as follows:

M2 = min(7000/3, 7000/4) = 1750 for product 2,

M3 = min(7000/7, 7000/5) = 1000 for product 3,

M4 = min(7000/4, 7000/2) = 1750 for product 4,

M5 = min(7000/5, 7000/3) = 1400 for product 5,

According to the agreement made with the customer, either 500 units of the first
and third products in total or 750 units of the second and fourth products in total
must be ordered. These conditions are as shown in Eqs. (35) and (36).

X1 + X3 ≥ 500 (35)

X2 + X4 ≥ 750 (36)

Since at least one condition is desired to be satisfied, these conditions must be
represented using either–or constraints.

For f (x) = 500 − X1 − X3 and g(x) = 750 − X2 − X4.
The following constraints are added to the model to ensure at least one of the

constraints in Eqs. (35) and (36) are satisfied.

500 − X1 − X3 ≤ M6K1 (37)

750 − X2 − X4 ≤ M7(1 − K1) (38)

K1 = 0 or 1 (39)

whereM6 andM7 must be at least 500 and 750 tomeet order constraints, respectively.
If more than 500 of the fifth product is produced, 500 of the fourth product must

be produced at most. In order to fulfill these conditions, it is necessary to use the
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if–then rule. If the condition f (x) > 0 is met, then the condition g(x) ≥ 0 must also
be met, or if the condition f (x) > 0 is not met, then it does not matter whether the
condition g(x) ≥ 0 is met or not.

If X5 > 500, then X4 ≤ 500.
For f (x) = X5 − 500 and g(x) = 500 − X4.
We can ensure this condition is ensured by adding the following pair of linear

constraints:

X4 − 500 ≤ M8K2 (40)

X5 − 500 ≤ M9(1 − K2) (41)

K2 = 0 or 1 (42)

where M8 = min(7000/4, 7000/2) = 1750 and M9 = min(7000/5, 7000/3) =
1400.

Up to three products will be produced. The following constraint ensures this
condition:

Y1 + Y2 + Y3 + Y4 + Y5 ≤ 3 (43)

At least one of product 1 or product 2 must be produced in order to produce
product 3 or product 4, respectively. The following constraints can be used to satisfy
this restriction.

Y3 ≤ Y1 + Y2 (44)

Y4 ≤ Y1 + Y2 (45)

The sign and integer constraints are indicated as in Eqs. (46) and (47), respectively.

X1, X2, X3, X4, X5 ≥ 0 (46)

Y1,Y2,Y3,Y4,Y5 = 0 or 1 (47)

As a result, the following IP is formulated for the given problem.

Max Z = 50X1 + 80X2 + 70X3 + 85X4 + 90X5 − 15, 000Y1
− 35, 000Y2 − 50, 000Y3 − 25, 000Y4 − 40, 000Y5

Subject to:
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5X1 + 3X2 + 7X3 + 4X4 + 5X5 ≤ 7000

4X1 + 4X2 + 5X3 + 2X4 + 3X5 ≤ 7000

X1 ≤ 1400Y1

X2 ≤ 1750Y2

X3 ≤ 1000Y3

X4 ≤ 1750Y4

X5 ≤ 1000Y1

500 − X1 − X3 ≤ 500K1

750 − X2 − X4 ≤ 750(1 − K1)

X4 − 500 ≤ 1750K2

X5 − 500 ≤ 1400(1 − K2)

Y1 + Y2 + Y3 + Y4 + Y5 ≤ 3

Y3 ≤ Y1 + Y2

Y4 ≤ Y1 + Y2

X1, X2, X3, X4, X5 ≥ 0

Y1,Y2,Y3,Y4,Y5 ∈ {0, 1}

K1, K2 ∈ {0, 1}

Solution

The results obtained after solving the model using the Pyomo library are as follows:
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Max Z = 111500, X2 = 1400, X4 = 700,Y2 = 1,Y4 = 1, K1 = 1, K2 = 1

According to the results obtained, ATK-White will achieve the maximum profit
if it produces 1400 units of the second product and 700 units of the fourth product.
In this situation, the company will use all 7000 labor hours and all 7000 units of
raw materials during the planning period. In addition, regarding the agreement of
the company with a customer, which required a total of at least 500 units of the first
and third products or 750 units of the second and fourth products, the need can be
met from production of 2100 units of the second and fourth products. Furthermore,
since the production of the fifth product is not realized, the situation that a maximum
of 500 units of the fourth product should be produced has not been met. Moreover,
since the second product is produced among the first and the second products, fourth
product could be produced.

2.2 Example: Warehouse Location

A cargo company wants to locate warehouses for their operations in the Asian side
of Istanbul. A warehouse costs $30,000. The company can open one warehouse in
a district and can serve that district and neighbor districts. Please see Fig. 1 for the
districts in the Asian side of Istanbul. For instance, if a warehouse is located in
Beykoz, then it can serve to Uskudar, Umraniye, Çekmekoy, Sile, and Beykoz. The
company should provide service to all districts. The aim of the company is to find
the minimum cost of locating warehouses to serve all the districts. Please formulate
and solve an IP for this purpose.

IP Formulation

Notice that this problem is an example of a set covering problem.
Index:

i : Districts where a warehouse can be located (i = 1, 2, …,13)

Decision Variables:

xi : Binary variable to show if a warehouse is located at district I (i = 1, 2, …,13).
See IDs of the districts in Table 4.

xi =
{
1 If aware house is located at district i
0 otherwise

Parameters:

ci : Cost of locating a warehouse in district i.
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Fig. 1 Map of Asian side in Istanbul

In the given problem, ci = 30, 000 for all districts.

Objective Function:

min Z :
13∑

i=1

ci xi (48)

Subject to:

x1 + x4 + x6 + x8 + x12 + x13 ≥ 1 (49)

x2 + x3 + x9 + x12 + x13 ≥ 1 (50)

x2 + x3 + x7 + x8 + x9 + x12 ≥ 1 (51)

x1 + x4 + x6 + x8 + x13 ≥ 1 (52)
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x1 + x4 + x5 + x6 + x8 + x9 + x11 ≥ 1 (53)

x3 + x5 + x7 + x8 + x9 + x10 + x11 ≥ 1 (54)

x1 + x3 + x5 + x6 + x7 + x8 + x10 + x12 ≥ 1 (55)

x2 + x3 + x7 + x9 ≥ 1 (56)

x5 + x7 + x8 + x10 ≥ 1 (57)

x7 + x11 ≥ 1 (58)

x1 + x2 + x3 + x8 + x12 + x13 ≥ 1 (59)

x1 + x2 + x4 + x12 + x13 ≥ 1 (60)

xi ∈ {0, 1} i = 1, 2, . . . , 13 (61)

All constraints between Eqs. (49) and (60) represent the situation, where each
of the 14 locations receives warehouse service from at least one location. The last
constraint ensures that the decision variables are binary. Notice that instead of writing
the constraints given Eqs. (49)–(60) one by one for each district, the following closed
form can be used by defining a parameter ni j as a binary parameter. ni j gets a value
of 1 in Eq. (62) if districts i and j are neighbors (See Table 4 for the values of ni j ).

13∑

j=1

ni j x j ≥ 1 i = 1, 2, . . . , 13 (62)

Solution

The given model is solved using the Pyomo library. x7, x8, and x13 values are found
to be 1. The model allowed to locate three warehouses in locations. The total cost
of building warehouses is $90,000 dollars. Figure 2 shows the places where the
warehouse will be located (Pendik, Sancaktepe, Uskudar). As can be seen in Fig. 2,
all districts have at least one warehouse located in itself or its neighbor.



260 N. Alkan et al.

Table 4 Neighborhood relations of districts on the Asian side of Istanbul

ID 1 2 3 4 5 6 7 8 9 10 11 12 13

1 Atasehir 1 1 1 1 1 1

2 Beykoz 1 1 1 1 1

3 Çekmekoy 1 1 1 1 1 1

4 Kadıkoy 1 1 1 1

5 Kartal 1 1 1 1 1

6 Maltepe 1 1 1 1 1

7 Pendik 1 1 1 1 1 1 1

8 Sancaktepe 1 1 1 1 1 1 1 1

9 Sile 1 1 1 1

10 Sultanbeyli 1 1 1 1

11 Tuzla 1 1

12 Umraniye 1 1 1 1 1 1

13 Uskudar 1 1 1 1 1

2.3 Example: Revised Warehouse Location

Consider the Warehouse location problem in Sect. 2.2. Suppose the cargo company
has an option to build two types of warehouses. A small sizewarehouse costs $30,000
and can serve up to three districts. A large sizewarehouse costs $40,000 and can serve
up to five districts. The rule for serving its own district and neighbor district is also
valid in this case. Each of the districts should be served by at least one warehouse.

For this aim, the cargo company wants to determine the types of warehouses and
places to be located with the least cost. Formulate an IP to help the company.

IP Formulation

Indices:

i, j : Districts where the warehouse can be located. i, j = 1, 2, . . . , 13.
k : Type of warehouse. k = 1, 2.

Parameters:

ck : Cost of warehouse type k.
ni j : Neighborhood status of district i and district j.

Decision Variables:

xi j : Binary variable to show if warehouse located in district i serves to district j

xi j =
{
1 If warehouse located in district i serves to district j
0 otherwise
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Fig. 2 Solution for the cargo company

yik : Binary variable to show if a k-type warehouse is located in the district I

yik =
{
1 If a k - type warehouse is located in district i
0 otherwise

Objective Function:

min Z :
I∑

i=1

J∑

j=1

K∑

k=1

ck yik (63)
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Subject to:

K∑

k=1

I∑

i=1

ni j xi j ≥ 1 ∀ j (64)

J∑

j=1

xi j ≤ 3yi1 + 5yi2 ∀ i (65)

K∑

k=1

yik ≤ 1 ∀ i (66)

xik = 0, 1 i = 1, 2 . . . ., 13 (67)

In Eq. (63), the objective function is presented that is to minimize total ware-
house costs. By Eq. (64), it is ensured that each of districts is served by at least one
warehouse. xi j is multiplied by ni j to enable the district can receive service from a
neighbor district. Equation (65) limits the maximum number of districts to be served
from small and large warehouses. This constraint also links the xi j and yik variables,
that is if a district is served from a warehouse located in district i , a warehouse (small
or large) should be located in district i . Equation (66) provides that only one type of
warehouse is opened in a district. The last constraint defines the decision variable as
binary.

Notice that in the revised version of the problem, only one condition related to
types of warehouses is changed; however, the IP formula including the decision
variable definitions changes significantly.

Solution

According to the solution gathered by the Pyomo library, y5,2, y7,1, and y13,2 values
are found to be 1.Moreover, x5,5, x5,6, x5,7, x5,8, x5,10, x7,3, x7,9, x7,11, x5,5, x13,1,x13,2,
x13,4, x13,12, and x13,13 are equal to 1.

These results indicate that three warehouses, two large and one small, will be built
with the total cost of $110,000. Figure 3 shows the places where the warehouse will
be located.

A large size warehouse will be located in Kartal, and it will serve to Kartal,
Sancaktepe, Sultanbeyli, Maltepe, and Pendik districts.

A small size warehouse will be located in Pendik, and it will serve to Cekmekoy,
Tuzla, and Sile districts.

A large size warehouse will be located in Uskudar, and it will serve to Uskudar,
Kadikoy, Atasehir, Umraniye, and Beykoz districts.
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Fig. 3 Solution map of Asian side in Istanbul alternative question

It is interesting to find that the warehouse located in Pendik does not serve Pendik.
This may be because the transportation costs are not considered in the proposed
model.

In this section, two prescriptive analytics methods, namely LP and IP, are intro-
duced. Notice that there are many other methods in the literature and applied in
industry to assist the decision makers to make rational decisions based. To give the
idea of LP and IP, several examples are provided. There is no specific algorithm
to formulate mathematical programs. Mathematical programming formulation skills
are gathered through experiences in diverse areas of applications. The readers are
advised to review more examples from the literature in order to get advanced in LP
and IP modeling.
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ment of Industrial Engineering and his M.Sc. in 2018 at Istanbul University, Department of Indus-
trial Engineering. He worked as a lecturer in the Department of Logistics at Beykent Univer-
sity between 2018 and 2020. While he currently conducts his Ph.D. study at Yıldız Technical
University, he works as a research assistant at Istanbul Technical University.

Özgür Kabak is a full professor at Industrial Engineering Department of Istanbul Technical
University (ITU-IE). Before lecturing in ITU-IE, he spent one year at Belgium Nuclear Research
Centre for a post-doc research that was granted by Belgian Science Policy (BELSPO). He teaches
undergraduate and graduate education courses in operations research, group decision-making
and logistics management. His research explores how to model complex systems such as socio-
economic systems, productions systems, supply chains, logistics and transportation systems, etc.
and how to make decisions in group decision making environments and incomplete informa-
tion situations. He has published in indexed journals including European Journal of Operations
Research, Information Fusion, Transport Policy, Knowledge-based Systems, IEEE Transactions
on Knowledge and Data Engineering, and Socio-Economic Planning Sciences, etc. His work has
been featured in international conferences and meetings including MCDM, FLINS, WCTR and
EURO-k conference series.



Big Data Management and Technologies

Altan Cakir

Abstract We create and collect more data today than we have in the past. All this
data comes from and is reviewed from different sources, including social media
platforms, our phones and computers, healthcare gadgets and wearable technology,
scientific instruments, financial institutions, the manufacturing industry, news chan-
nels and more. When these small and wide data are analyzed, it offers businesses
the opportunity to take quick action in business-development processes (B2B, B2C),
gain a different perspective, and better understand applications, creating new oppor-
tunities. While changing their sales and marketing strategies, businesses are now
able to manage the data they collect in real time to transform themselves, to record
them in a healthy way, to analyze and evaluate data-based processes, and to deter-
mine their digital transformation roadmaps, their interactions with their customers,
sectoral diffraction, application and advanced analyses. They want to accelerate the
transformation processes within the technology triangle. As a result, big data tech-
nologies and applications are at the center of everything and becomes an important
application for digital transformation.

1 Introduction

Today we create and collect more data than we have in the past. All data is produced
from different sources, including social media platforms, our phones and computers,
healthcare gadgets and wearable technology, scientific instruments, financial institu-
tions, the manufacturing industry, news channels, and more [1]. When these hetero-
geneous data are analyzed, it offers businesses the opportunity to take quick action in
business-development processes (B2B, B2C), gain a different perspective, and better
understand applications, creating new opportunities. While changing their sales and
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marketing strategies, businesses are now able to manage the data they collect in real-
time to transform themselves, to record them in a healthyway, to analyze and evaluate
data-based processes, and to determine their digital transformation roadmaps, their
interactions with their customers, sectoral diffraction, application and analysis. They
want to accelerate the transformation processes within the technology triangle for
information and knowledgemanagement. Thus, big data is at the center of everything
and becomes an important application for digital transformation and technological
development of the companies [2].

Digital transformation and big data management help companies embrace change
and stay competitive in an increasingly digital world. The value of big data in digital
technologies comes from its ability to combine both in an organization’s efforts to
both digitize and automate its business operations. In this section, big data solutions
that increase efficiency, encourage innovation and support new business models in
different industry segments will be demonstrated and discussed in the context of big
data management and technological evolution.

2 Big Data Technologies

Big data and technologies are becoming a topic that has started to gain importance
in the last decade. The amount of data collected (health sector, social media, smart
cities, agricultural practices, finance, education, etc.) have reached a very large scale.
Establishing a data-based information network needed specifically for business intel-
ligence, especially for scientific developments, is possible by processing data with
different structures produced from various sources.

In this context, by the end of the 1950s,when the computerwas invented, computer
technology has progressed rapidly in parallel with the software technologies that
enable the hardware elements that make up the computer to communicate within
themselves, and today it has become a topic that has begun to affect many areas
significantly. A process in which an ecosystem is created that works in harmony
with the systematic implementation of decision-making mechanisms based on a
certain logic, algorithms, and the configuration of computer operating systems that
we all actively experience, are actively used in many areas today. The topics that
are important for big data emerge as searching, identifying, storing, distributing,
analyzing, and visualizing data, respectively. Therefore, the technological develop-
ments emerged in the last 15 years deeply affect the science and business world. For
this reason, the following main topics are:

1. The use and impact of computer and IoT hardware technologies in big data
2. Development of software technologies, compatibility with operating systems

and use of open source code
3. Artificial Intelligence technologies, algorithms, big data analytics
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will be discussed in a completely active-application oriented structure centered on
the introductory applications of big data in terms of today’s emerging technological
developments.

Although each of the related topic titles contains theoretical, technical and applied
developments that contain a lot of details and developments in their own way, in
this subsection, references will be provided, specific to a use that exists only when
there is interest, and the details of the subject and the mathematical infrastructure
are referenced as needed. More will be left to the reader, which will be briefly
summarized in the information section. Rather than being a long narrative section
describing historical development processes, this chapter, written in an application
setup from start to finish, will mainly discuss the use of open source software and the
readers will be guided by the book’s author in a reasoned manner. A terminological
introduction will be made in order for the readers of the book to follow the relevant
developments specific to each subject title, and the trends of these subjects will be
discussed as of today. All book content has been prepared within the scope of the
Istanbul Technical University Big Data and Business Analytics graduate program,
and has been created within the framework of all the courses and assignments given
in this program.

3 The Big Data Idea: A Methodology of Information
Acquisition

The way the human mind thinks in the face of all kinds of situations, analyzes and
separates data, associates it with a similar and/or opposite event in the subconscious
and makes a decision can actually be associated with the emergence of the method-
ology of acquiring information today. The emergence of a predictive idea based on
a question asked here, a hypothesis, making predictions on it and testing it basically
emerges with the idea of bringing the big data idea together. The flow of data created
and collected over different sources, for example, provides an empirical observation
to form a judgment with the specific reasons for the observation and to understand
the implications by bringing together the relevant data. For example, over an image
where hundreds of people swimming at the same time can bewatched at the same time
on the beach, it can be predicted under which conditions people exhibit risky behav-
iors, by evaluating their age groups, demographic characteristics, distance from the
beach, weather conditions, and environmental effects. This example can be extended
in terms of large scale manufacturing, e-commerce, and finance applications.

In this case, together with the previously experienced information (referring the
structured data), the evaluation of the situations obtained from the events that are
taking place at the moment (the situations arising from human behavior such as
weather, boat and/or speedboat—unstructured data) data will provide very important
inputs for the understanding of the relevant empirical observation. Continuously
gathering and examining this data flow will enable early intervention in case of
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a possible dangerous situation and at the same time prevent the occurrence of an
undesirable situation. At this stage, the volume and speed of the collected data stream
and the reliability of the received data are important for understanding the situation.
Here, the fact that the data is constantly changing, and at the same time, bringing
together the weather and other human factors, and examining the whole data flow
together, actually gives us a simple idea about big data.

In a study conducted in 2014, the average daily Internet data flow was determined
as 1826 Petabytes (PB) [1], and this increased to 2.5 quintillion (!) bytes, or 2.5
Exabytes (EB), in 2018 with the advancing technologies reached [3]. Previously, it
was observed that the amount of data produced according to the research, whose
estimate was announced by the International Data Institution, doubled every year.
However, it has been stated that 90%of the amount of data produced all over theworld
has been produced in the last few years, and Google is currently processing 40,000
searches per second, or 3.5 billion searches per day [2–4]. Facebook users upload
300million photos, make 510,000 comments, and share 293,000 status updates every
day [4]. In the face of these striking examples, without further examples, it would not
be wrong to say that the amount of data produced daily has reached quite shocking
levels as of today. As a result, at this level, understanding and analyzing data sets and
extracting scientific and/or industrially useful information emerge as a very important
topic in this decade.

With advanced data analysis techniques, it is possible to transform big data into
intelligent data for the purpose of obtaining important information over large data sets
[4–6]. Thus, these processed intelligent data structures provide ease of use in scien-
tific and industrial frameworks, and improve decision-making skills by increasing
the ease of taking action. For example, in the healthcare sector, analytical studies
can be performed to include all the records of the relevant patient over large datasets
(electronic health records and data provided by Clinical decision systems) and the
demographic structure similarity of the relevant patient in a feasible and afford-
able framework. It is expected that similar diagnosis and treatment practices should
be compared and the situation will make negative and positive behavior patterns
predictable. In this case, it is possible to make quick decisions on all recorded data
in accordance with the instantaneous data flow and to know the expectations against
the treatment type clearly. In this case, it is very difficult to implement the five
characteristic definitions included in big data definition with traditional analysis
techniques, high volume, low uncertainty, high data flow rate, multivariate vari-
ability, high accuracy [7]. In addition, the characteristics of big data have become
increasingly diverse over time. These are, respectively, variability, data flow resis-
tance (viscosity), validity, viability, and ethic (virtue). Various artificial intelligence
techniques,machine learning, natural languageprocessing, cognitive intelligence and
data mining are structures designed on the basis of more sensitive, more accurate
and rapid examination of data structures with complexity on a large scale.

The purpose of these advanced analysis techniques is to extract information from
large data sets, discover hidden structures and extract unknown correlations [8]. For
example, relying on a patient’s previous knowledge to detect a contagious disease
that may have a high initial impact will enable the disease to be treated and/or a
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more optimal treatment plan to be implemented [9]. In addition, it can benefit from
complex simulations on a large scale to improve decision-making abilities in risky
business decisions (entering a new market and/or launching a new product) [7–10].

The first thing perceiving through this simple example is to show that the definition
of big data is basically 3 main topics.

Considering the definition of big data within the framework of data volume, a
few petabyte levels from a few terabytes (TB) levels are generally considered as
large data volumes today. This situation changes every year and it is observed that
it is in an increasing trend. However, today, a few gigabytes (GB) of data volume is
not considered big data. In principle, this amount of data, which can be processed
efficiently and quickly by a well-equipped computer, is generally not suitable for big
data applications.

Youtube, Facebook, etc. within the framework of various sampling. Companies
when the data streams produced by research institutions such as CERN, NASA, are
examined, it is seen that the data volume is created in a very large (100 TB–500 EB)
range, and the understanding of this data is an important scientific and business
intelligence development. It is known to be used in breeding strategies. With the
increase in data, the importance of hard drive technologies where this data will be
stored should be evaluated separately. Evaluating hardware processes in addition
to software technologies is also important for big data applications. In particular,
AWS, etc., which is taken as a service without setting up infrastructure. In services,
choosing the most efficient equipment for work or research becomes an important
topic.

Applications that enter our daily lives in parallel with the developing software and
hardware technologies show significant transitions at certain time intervals, and the
development of these related processes can be understood with their development.
This situation will be discussed in detail in the second part.

4 Big Data Management and Business Applications

Modern business world requires using information as the important resource in
increasing competition (Fig. 1). Organizational success can only be achieved by
managing information, transforming it to knowledge and using the knowledge [11].
In Digital Transformation age, generating data-based strategies will provide opti-
mizing the performance of the companies by collecting and analyzing data through
the product life cycle [12].

Processing data is not a new issue for the companies. Companies have systems
for storing and processing the data in order to create value for various business
purposes. On the other hand, most of them have traditional data warehouse tech-
nology that is not suitable for extremely high speed data from various sources [8].
IoT enables the enlargement of collectible data, big data technologies provide data to
be processed and transformed into knowledge. Big data generally described as tech-
nology that enables to obtain information fromhigh speed data fromdifferent sources
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Fig. 1 Heterogenous data flow from various sources

by applying statistics, mathematics, econometric, simulations, optimizations, and/or
other techniques to support decision-making processes [12]. Therefore, big data tech-
nologies and deployment of data lake are considered in companies now instead of
data warehouse solutions. Managing all types of data, studying specific analytical
studies by multiple users, providing the required data lineage back to source systems
and enabling users to access the analytical contents in a self-serve manner are the
necessities of deploying the data lake [10].

Advanced data analysis techniques, such as machine learning and deep learning,
can be used to transform big data into usable content for the purposes of obtaining
critical information in the business [8]. In this manner, refined and optimized data
provides useful information and improves decision-making qualities for wide range
of applications. A common example can be given health sector: analytical outputs
upon these datasetsmay enable faster decisions for health care practitioners to deliver
effective and affordable solutions. This is a very practical operational help in compar-
ison to relying on evidence provided with strictly localized or current data. Big
data analysis is difficult to handle using traditional data analytics [13] as they can
lose effectiveness due to the five V’s characteristics of big data: high volume, low
veracity, high velocity, high variety, and high value. Moreover, many other char-
acteristics exist for big data such as variability, viscosity, validity, and viability [7].
Several artificial intelligence (AI) techniques, such asmachine learning (ML), natural
language processing (NLP), computational intelligence (CI), and data mining were
designed to provide big data analytic solutions as they can be faster, more accu-
rate, and more precise for massive volumes of data [14]. The aim of these advanced
analytic techniques is to discover information, hidden patterns, and unknown corre-
lations in massive datasets [14]. For instance, a detailed analysis of clinical trial or
patient data could lead to the detection or prevention of many diseases at an early
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Fig. 2 Smart decision-making algorithms with various data formats and applications in the context
of AI. https://www.educba.com/future-of-artificial-intelligence/

stage, thereby enabling either a precaution or more effective treatment plan [7, 8].
Additionally, risky business decisions (e.g., entering a newmarket or launching a new
product) can get better options from simulations that have better decision-making
skills [10] (Fig. 2).

5 Big Data Characteristics

In May 2011, big data term was established as the next frontier for business, innova-
tion, and competition. In 2018, the number of Internet users grew 7.5% from 2016
to over 3.7 billion people [3] and extended the large scale orders with COVID-19
in worldwide. In 2001, the usual characteristics of big data were accumulated with
three V’s (Volume, Velocity, and Variety) [14, 15]. Similarly, it is extended by Inter-
national Data Corporation to four V’s (Volume, Variety, Velocity, and Value) in 2011
[15]. In 2012, Veracity was introduced as a fifth characteristic of big data [16–18] in
the context of advanced analytics features. While many other V’s exist [7], the five
most common characteristics of big data, as next illustrated in Fig. 3 are focused in
this study. On the other hand, Virtue term (the ethics of big data usage)—need to be
addressed in light of all the regulations for data privacy and compliance—is deserves
to be cited.

The first of all, Volume, a unique characteristic term for big data, refers to the
massive amount of data generated in time and applies to the data size and scale of a
corresponding dataset. It is hard to describe a universal threshold for big data volume

https://www.educba.com/future-of-artificial-intelligence/
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Fig. 3 Common big data characteristics

(i.e., what constitutes a “big dataset”) since the time and type of data can influence
its definition [18]. Currently, datasets that reside in the Exabyte (EB) or ZB ranges
(for many companies a couple of hundred TB’s) are generally considered as big data
[18–20], however various orders still exist for datasets in smaller size ranges. For
example, Walmart collects more than 2 PB from over a million customers every hour
[19]. These numbers of data size can introduce scalability and applicability problems
(e.g., a database or analytics tools may not be able to accommodate infinitely large
datasets). Many existing data analysis techniques are not designed for large scale
databases and can fall short when trying to scan and understand the data at scale.

Velocity, the second term, refers to the speed (contains of batch, near real-time,
real-time, and streaming processing) of data processing, emphasizing that the data
processed must meet the speed with which the data is produced [11]. For example,
Internet of Things (IoT) devices, i.e., health, manufacturing, etc., continuously
produce large amounts of sensor data. If the device causes delays or latency in
processing the data and sending the results to clinicians may result in unexpected
problems for operations (e.g., a pacemaker that reports emergencies to a doctor or
facility) [18]. In the same manner, devices in the cyber-physical systems often rely
on real-time nature enforcing strict timing standards on execution, and as such, may
encounter similar issues when data provided from a big data application fails to be
delivered on time.

The third term, Variety, refers to the various forms of data in a corresponding
dataset types including structured data, semi-structured data, and unstructured data.
Structured data (e.g., stored in a relational database) is mostly well-organized and
easily sorted, but unstructured data (e.g., text and social media content) is unorga-
nized and difficult to analyze directly. Semi-structured data (e.g., NoSQL databases)
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contains different elements to separate tags in operations [20], but manipulating this
structure is completed to the database user. These manipulations can manifest when
converting between these data types (e.g., from unstructured to structured data), in
representing data of mixed data types, and in changes to the underlying structure of
the dataset at run time. From the point of view of variety term, traditional techniques
for analytics operations and algorithms face challenges for handling multi-modal or
high dimensional data, incomplete and noisy data. As is known, data mining tech-
niques are designed to consider well-formatted structured data, which may not be
able to deal with incomplete and/or different formats of input data formats.

Advanced analyses of various forms of data can be challenging, as the data
under observation comes from heterogeneous input sources with representations.
For example, daily operations of company databases are negatively influenced by
inconsistent, incomplete, and noisy data. Therefore, a number of data preprocessing
techniques, including data cleaning, data manipulation, data integrating, and data
transforming used to remove these issues from data [21]. Data manipulation tech-
niques address data quality and noise problems resulting from variety in big data
operations. Removing unnecessary information (i.e., cleaning, refinement, manipu-
lation) during the analysis process can significantly enhance the performance of data
analysis. Furthermore, data refinement for error detection and correction is facili-
tated by identifying and eliminating mislabelled training samples, ideally resulting
in an improvement in classification accuracy in machine learning and deep learning
methods [22].

Veracity represents the correctness of the data (e.g., quality level data collection or
imprecise data). For example, technology companies estimate that poor data quality
costs the economymore than a trillion $ per year [16]. Data quality, in general, can be
inconsistent, noisy, ambiguous, or incomplete, therefore data veracity can be catego-
rized as good, bad, and undefined. Due to the diverse sources and heterogeneous data
formats, accuracy, and trust become more difficult to establish in big data analytics.
For example, a person, who represents a company operation, may use Twitter to share
official corporate information but at other times use the same account to express
personal opinions, causing problems for refinement to work on the Twitter dataset.
Furthermore, when analyzing millions of health care or manufacturing machines
records to determine or detect disease trends and predictive maintenance operations,
for instance to mitigate an outbreak that could impact many people, any ambigui-
ties or inconsistencies in the dataset can interfere or decrease the precision of the
analytics process [16].

Value represents the context and usefulness of data for decision-making, whereas
the prior V’s focus more on representing challenges in big data. As shown in Fig. 4,
there are five key elements in the Value Chain. For example, big companies, such
as Amazon, Google, Facebook, have boosted the value of big data via analytics
in their diverse product segments. Amazon uses large datasets of users and their
interest to provide product insight, thereby increasing sales and user participation.
Google uses location data fromAndroid mobile phones users to improve location
services in Google Maps operations. Facebook collects users’ activities to provide
targeted advertising and friend suggestions. These three big companies are getting
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Fig. 4 Value represents the context and usefulness of data for decision-making

massive scale by examining these individual datasets of raw data and retrieving useful
information to make better business decisions [23].

6 Big Data Analytics

Big data analytics refers to the process of large scale datasets to retrieve patterns,
unknown correlations, market trends, user behaviors, and other valuable information
at scale [24]. With the general framework of the big data’s five V, analysis techniques
needed to be reconsidered to get over their limitations on processing in terms of time
limitations. Business revenues for utilizing big data are growing in the modern world
of digital data and corresponding technologies. The global annual growth rate of big
data technologies and services increased about 36% between 2014 and 2019, with
the global income for big data and business analytics anticipated to increase more
than 60% [25].

Several AI techniques and advanced algorithms together with big data analytics
(i.e.,ML, datamining,NLP, andCI) andpotential applications such as parallelization,
divide-and-conquer, transfer learning, sampling, granular computing, feature selec-
tion [13], and instance selection can transform big bulk problems to easy-applicable
problems and can be used to make effective decisions, reduce costs, and enable more
operational knowledge management.
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In the context of big data analytics, parallelization reduces computation time
by splitting large datasets, as a result smaller problems, into smaller instances of
itself and performing the smaller tasks at the same time (e.g., distributed computing
for sharing cores, GPU’s or/and processors). Parallelization does not decrease the
amount of work performed but rather reduces computation time for real-time nature
as the small tasks are completed at the same point in time instead of one after another
sequentially [26].

This splitting strategy plays an important role in processing big data. Splitting
and distribution of the work consist of three phases: (1) reduce the problem size into
several smaller parts, (2) complete the smaller sets, where the solving of each small
problem contributes to the solving of the large part, and (3) incorporate the solutions
of the smaller problems into one large scale. For many years distributed strategy has
been used in large scale databases to manipulate data in groups rather than all the
data at once [27].

Incremental learning, which is dedicated to streaming data, is trained only with
new data rather than only training with existing data. Due to time dependent incre-
mental adjustment of parameters in the data the process is for the learning algorithm
over time according to each new input data and each input is used for training
only once [26]. That is the strong part of the incremental learning, especially time
dependent business processes.

Sampling method is generally used as a data reduction technique for big data
analytics for extracting patterns in large data sets by choosing, manipulating, and
analyzing a subset of the data [26]. Many researches indicate that obtaining effective
results using sampling methods depends on the data sampling conditions/criteria
with respect to corresponding use-case [26].

Feature selection is a critical term of analytical investigation, which is a conven-
tional approach to handle big data with the purpose of targeting a subset of indirect
features for an aggregate but more precise data representation [28, 29]. Feature
selection is a very useful strategy in data science for analyzing high-scale data [28].

7 Architectural Designs

7.1 Big Data Architecture for Manufacturing Processes:
An Intelligent Maintenance

Manufacturing industries, technical machine/equipment providers have been
working with a growing interest in implementing artificial intelligence-based main-
tenance solutions [30–32]. This is due to various reasons, such as digital transfor-
mation, changing or distributed design of automation systems (new generation of
manufacturing execution systems), advanced data acquisition techniques, transfor-
mation and storage, as well as the recent development of machine/deep learning
algorithms integrated machines. The need for end-to-end solutions for data-driven
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decision systems enabling intelligent solutions extends over many different fields
of industrial applications. This application provides end-to-end solutions, which
are expected to integrate all of the necessary building blocks, starting from data
acquisition and optimization together with distributed storage nature, onto real-time
streaming and datawarehousing, through data processing, analytics and visualization
of condition monitoring data up to smart manufacturing decision support.

The field of smart data-driven business applications for intelligent manufacturing
ranges from simple condition monitoring, especially health data-taking/data acqui-
sition through fault identification, up to fault detection and diagnosis. In this manner,
the terms “Predictive/Preventive Maintenance” are getting a difficult application for
factories due to a very high variability of operating conditions with respect to the
lack of availability of segmented data which is representative of all of these condi-
tions for operations. However, rule-based automation/database oriented solutions is
inadequate to find out faults or degradation in complex systems.

Therefore, the development, especially software tracks possible open source solu-
tions, of an end-to-end architecture that enables highly effective solutions of business-
specific data analysis as well as general insight of overall operations, requires the
collaboration of domain experts, big data engineer experts, and data science experts.
The major challenge is how to determine a big data architecture for intelligent solu-
tions, such asKappa architecture orLambda architecture that enables efficient search-
able and real-time processing as well as data science applications to see the health of
the operation, identify useful/harmful life of critical components during theoperation,
including finance, supply chain and ERP.

In the following use-case an example for such an end-to-end intelligent manu-
facturing system, which has been developed for industrial plastic injection manu-
facturing machines is presented. The example of big data architecture enables effi-
cient data storage, data streaming, query processing and data analytics for various
data-driven business intelligence applications.

The use-case makes the following example in detail:

A detailed manufacturing application of an end-to-end IoT solution for predictive
maintenance is presented. In this respect the following terms will be discussed with
respect to use-case: big data architecture, storage design, analytic pipeline ormachine
learning applications [32–36]. The example that is proposed here can be used as
reference for similar IoT-based manufacturing systems in diverse application fields.
In addition, similar approach can be also used for wider applications such as finance,
e-commerce.

A scalable big data analytics pipeline based on a lambda architecture, which
integrates heterogeneous platforms/services across entire systems is presented in
Fig. 5.

The application enables near real-time and/or discrete interval-based machine
manufacturing company in Turkey. A detailed evaluation of different big data
system operations (software/hardware) such as distributed storage and computing to
enable efficient,multi-dimensional processing is performed.Themain challenges and
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Fig. 5 Big data cluster architecture for manufacturing applications

lessons learned from implementing the sensor data analytics pipelinewithin an indus-
trial setting using state-of-the-art big data applications, such as open source devel-
opment framework is shown. Finally, the possibility of time series integrated energy
consumption rate together with auto-encoder prediction technique is discussed in the
operation. In particular, both statistical methods and deep learning are applied in a
real-time nature.

7.2 Big Data Infrastructure Design
and Definitions—Fundamentals

Big data cluster may build on 2n + 1 (redundant approach) physics or virtual
machines with various technical features. The machines in the cluster totally have
certain number of CPUs, in case of necessity GPU’s, large volume of RAM, and
storage, especially SSD type of disk space. The distribution of the hardware was
made by considering the requirements of the big data system tools to be installed
and the amount of data to be processed at a certain time interval. In this context, a
namenode and a secondary namenode are used primarily to ensure high availability
in the Hadoop file system. The task of the secondary namenode is to keep the replica
of the system records and to ensure that the system continues without interruption in
case a problem occurs in the namenode. After HDFS andMapReduce configurations
were made, YARN and SPARK installed on all nodes where the HDFS system exists.
In this way, it is aimed to use the power in the entire cluster in the big data analytics to
be made over in-memory-computation model aka Apache Spark approach. Example
model for the applications can be shown as an example in Fig. 6.
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Fig. 6 Big data cluster example with potential hardware solutions

7.3 Big Data Architectural Components

AMBARI

Big data platforms consist of many open source software working synchronously
on a distributed architecture. General perspectives on these systems that it is not
easy to install and maintain these open source components individually. In other
words, it is difficult to keep these systems alive in the production environment and to
follow the problems in the systems. The hortonworks data platform was developed
in 2011 by the YAHOO team responsible for the HADOOP Project. This platform
provides many facilities for installing and managing big data systems over a single
interface (includes software version control and maintenance) which is called as
Ambari. Thanks to Ambari, big data system components can be installed easily and
effectively on the cluster and at the same time, it is possible to monitor the problems
in the system with monitoring features.

Example big data cluster in Fig. 6 is designed by installing HDFS, MapReduce,
YARN, Spark, Zeppelin, Kafka and Hive software by using Ambari interface. The
example system is based on eleven nodes and a secondary master node is added
to ensure sustainability. A hadoop file system, which can be accessed through the
Ambari interface, has been installed, allowing easy access to the folders stored in hdfs.
Thanks to the Ambari interface, upload and download operations can be performed
on the file system established. Necessary configurations of the specified software
are made through the interface. After installation phase, the Ambari is also used
to monitor the system status, and information about the number of nodes, storage
space, network and CPU usage and memory usage were visualized via the system
monitoring dashboard.
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Apache NIFI

Apache NiFi was formerly developed by the National Security Agent (NSA) and
is based on open source Niagara Files software as part of the technology transfer
program in 2014. It is an open software for automating and monitoring network
data movement between heterogeneous systems. Niagara files (project) aimed to
address the issues of data flow in the context of security, interactivity, fault toler-
ance, scalability, routing, data transformation, conversion, encryption, governance,
provenance, buffering with back-pressure, prioritized queuing, clustering, and many
more [37]. It can analyze different data formats and protocols and operates on Java
Virtual Machine [37, 38]. NiFi implements the concept of Flow Based Programming
(FBP) as a real-time ETL for collecting large amounts of data in a distributed envi-
ronment. Generally, ETL means to extract data from the same model or other model
to a data warehouse or data lake in the case, transform the data to save the data in
appropriate format or structure for inquiry or analysis. In ETL or data in motion,
the major concern that how to secure, track and manipulate the data flow. There-
fore, Apache NiFi, which is the data automation platform, is capable of handling
milions/bilions of records to ingest and enrich data with near real-time in distributed
environment. In addition, Apache NiFi has been able to utilize user friendly web UI
with a lot of ready-use processors. Processors is doing some combination of data
routing, transformation, or mediation between systems by accessing the incoming
flow files and its contents. The Processor can also operate independently without
the flow files [38]. In big data approach, there is structured data from SQL Server
and unstructured data from MQTT server and this occupation is another issue to
handle by dataflow management platform. Apache NiFi supports dataflow manage-
ment for both structured and unstructured data, powered by separation of metadata
and payload. Schema is not required, one can use it as optional if the operation is
required for schema.

Apache Kafka

Apache Kafka is a scalable, elastic, fault tolerant and secure manner publish-
subscribe messaging system and used for building real-time data pipelines. Kafka
can be deployed on bare-metal hardware, virtual machines, and containers, and on-
premises as well as in the cloud [39]. Kafka consists of several capabilities; therefore,
it can be implemented for end-to-end event streaming. These capabilities are ordered
below:

1. To publish (write) and subscribe to (read) streams of events, including
continuous import/export of data from other systems.

2. To store streams of events durably and reliably.
3. To process streams of events as they occur or retrospectively.

At LinkedIn, Apache Kafka supports dozens of subscribing systems, and delivers
more than 55 billion messages to consumers daily. According to Kafka approach,
a distributed messaging system that it is specially designed for high volume of log
events processing. It also provides integrated distributed support and can scale out.
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Kafka achieves much higher throughput than conventional messaging systems (such
as ActiveMQ and RabbitMQ) [40].

According recent analyses show integrating with tens or hundreds of thousands
IoT devices and processing the data can be processed in real-time nature without any
latency. The corresponding systems generally include Kubernetes, Kafka, MQTT
and TensorFlow in a scalable, cloud-native infrastructure to integrate and analyze
sensor data from IoT integrated devices in real-time. A proposed solution shows the
system performance of Apache Kafka is utilized for stream processing. The result
showed that Apache Kafka achieved a higher scalability and faster responses as well
as cost reduction compared to traditional systems.

ElasticSearch

Elasticsearch is an open source, real-time and distributed search and analytics engine
based on the Lucene library, released in February 2010 [41, 42]. It is used to store,
search and analyze big data. Elasticsearch stores data as Javascript Object Notation
(JSON) documents, and retrieves whatever document with query. It is generally used
by big companies such as Netflix, Linkedin to web search, log analysis, and big
data analytics [42]. In order to understand the working principle of Elasticsearch,
the terms index, shard, node, replica, cluster should be known. Index is similar to
database in a relational database. Elasticsearch stores data in one or more indexes
and reads the data from indexes. Each index must have a unique name and must be
created in lowercase letters. Every index is made up of one or more shards [43, 44].

Each Elasticsearch server is called a node, and is similar to a traditional database
system. An ES node can be one or more of any 3 of the master node, data node, and
client node. Elasticsearch is a distributed system, so can be run on multiple nodes.
This collaboration is called a cluster andworks like a single server [42]. Elasticsearch
cluster allows to process big data easily and quickly. Cluster provides us to access
data due to its nature even if some of the nodes are not available [41]. Another feature
of the cluster structure is the shards. Shards are smaller pieces of the index, in other
words, the data is horizontally split. Each shard is distributed to a different server,
thus when a query is sent to the data, the data is quickly retrieved from different
shards. Finally, the replica is an exact copy of the shards. Replica is created in order
to data is not lost. If one of the shards lost, the data can be accessed from the replica
of shard.

In order for Elasticsearch to work fast, the number of shards, nodes and number of
replicas should be optimized. The correct cluster setup should be created according
to the needs.

Kibana

Kibana is an open source interactive visualization interface and analysis tool for data
in Elasticsearch. It is an Elastic plugin. Kibana offers the opportunity to visualize
data with different types of graphs such as maps, charts, bars, tables, and pies. [45].
Kibana allows real-timemonitoringwith the power of Elasticsearch. Users can create
dashboards by editing the generated graphics [46]. Kibana presents all created visu-
alizations, analyses and time series to the user with dashboards. It shows the whole
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picture to the user along with the filters. In the picture, different graphics are shown
on the dashboard (Fig. 7).

Besides visualizations, Kibana also offers: Time series: Perform advanced time
series analysis onElasticsearchdatawith time series interface [46].Machine learning:
Kibana detects anomalies in your Elasticsearch data with unsupervised machine
learning models and identifies features. Graphs and networks: Kibana reveals rela-
tionships in your data and takes search engine capabilities and combines them with
graphics.

To visualize data in Kibana, one needs to create an index pattern in the Kibana
application (Fig. 8). Kibana provides a web interface for the management of indexes.
These indexes should be created for data analysis and visualization [47]. When

Fig. 7 Kibana dashboard example in the big data cluster data processing

Fig. 8 Kibana time series integratedmachine learning deployment example for continues data flow
real-time prediction
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Elasticsearch is installed, users can be created, defined roles and created space,
thanks to the Xpack that comes by default. Objects and dashboards recorded with
Kibana spaces can be organized by categorizing them into separate spaces. It offers
fields that different users can enter. And also, a user can be created and a role is
assigned to authorize certain spaces and the data with the corresponding index is
figured out.

Apache Hadoop

Manufacturing data consists of structured, semi-structured and unstructured data.
High volume of data is stored in HDFS for batch analysis. Hadoop Distributed File
System (HDFS) is one of the key elements in Hadoop Framework and it is an open
source implementation of the Google File System (GFS) for storing data. HDFS is a
large distributed file system designed to be deployed on low-cost hardware [48, 49]
and provides high throughput with fault tolerance. HDFS is widely used in research
for its open source and advanced architecture. It primarily settles themassive capacity
issue and data consistency.

HDFS stores records as a series of blocks and are duplicated for fault tolerance.
Data partitioning, processing, columnar formats, replication and placement of data
blocks will increment the performance of Hadoop. Performant columnar format in
theHadoopEcosystem is Parquetwhich is an open source file format.ApacheParquet
is designed for efficient as well as performant flat columnar storage format of data
compared to row-based files like CSV or TSV files [49].

Apache Spark

With the increase in data volumes, the users’ need for systems that can perform
calculations in a distributed structure has increased. Previously, specialized systems
were developed such as MapReduce, Pregel, and Storm which were able to do a
single job. Over time, the need for systems that can solve complex and various big
data analytics problems with all in one structure has emerged [50]. In order to meet
this need, apache spark was developed as a unified engine that can work at various
workloads for the analysis of big data. Apache spark was adapted to industry and
academia in a short time and became one of the most popular projects in Apache
Software Foundation. Compared to previous technologies, Spark is much faster and
has a much more compact structure. For example, in the study on logistic regression,
it was concluded that spark operates 100 times faster than Hadoop MapReduce [51].
Since Spark provides APIs in many programming Languages such as Python, Java,
Scala, R, it makes complex distributed big data analysis operations easier.

Spark provides many impressive high-level tools that can be used in cluster
computing such as spark SQL for running SQL queries on spark, MLlib to build
machine learning models, Spark Streaming to handle streaming data, GraphX for
graph processing [52]. Having these libraries, which have separate very important
functions,made spark a general big data processing engine. These tools are developed
and reproduced in each version of spark to keep it up-to-date and functional.

A spark application runs on fivemain components. These components are a driver
program, a cluster manager, workers, executors and tasks as shown in Fig. 1. Driver
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program defines the calculation to be performed using spark as a library [51]. Spark
context connects to the cluster manager that will make the necessary resource allo-
cations. This cluster manager can be the manager of the spark itself, as well as
managers such as Mesos, YARN or Kubernetes. After connecting cluster manager,
spark will have executors on the worker nodes that will process the data and perform
the calculations [53].

Apache Airflow

Apache Airflow is an Apache Software Foundation project, originally developed
by Airbnb and released in 2016. Apache Airflow is a python-based fast- running,
easy-to-integrate and customizable platform to programmatically author, schedule
and monitor workflows as Directed Acyclic Graphs (DAGs) of tasks [54]. In this
way, both graphically observing and creating workflows create a facilitating effect
for processes. At the same time, the created tasks do not need to share resources
with each other, so it is possible to run independently from each other. It supports the
establishment of workable, repeatable structures of work flow studies. General archi-
tecture of Airflow includes three main components which are webserver, scheduler
and worker in the context of design.

Workflows are becoming increasingly important to automate more complex tasks
in the software development lifecycle, for instance Oozie, Airflow or Azkaban that
allow to author workflows that schedule jobs sequentially, in parallel or based on
conditions and triggers [54]. Regarding the research and modular needs, Airflow
is selected for the pipeline workflow engine. Airflow is very modular and provides
many pre-built interfaces (Hooks) to common clouds and database systems such as
Amazon S3, Google Cloud, or HDFS among others, and has a modular execution
engine for computational tasks (Operators) [55–59].

8 Summary

This part has discussed how big data can impact business applications and technical
perspectives, both in terms of analytics and the dataset itself. The aim is to discuss the
fundamentals with open source big data analytics techniques, how smart decision-
making strategies can impact such various applications, and examine the open issues
that remain in business. For each common technique, introductory level relevant
research has been summarized to aid others in this community when developing their
own techniques. The issues surrounding the five V’s of big data have been discussed,
however many other V’s exist. In terms of existing research, much focus has been
provided on volume, variety, velocity, and veracity of data, with less available work
in value (e.g., data related to corporate interests and decision-making in specific
domains).

In addition to business perspective, this section has reviewed numerous techniques
on big data analytics and the impact of big data analytics with one of the use-cases,
manufacturing, in termsof application. Figures 5 and6 summarizes thesefindings and
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explain general perspective of lambda architecture (12 nodes in total) including the
real-time processing nature. First, each component is categorized as either distributed
nature, stream processing, batch processing, andML-based analytics layers. Figure 7
illustrates how IoT and big data applications in manufacturing impacts on business,
both in terms of application later in the operation and the technique itself. Finally,
the final part, Fig. 8, summarizes proposed mitigation strategies for each applica-
tions challenge and also analytics pipeline. For example, the predictive maintenance
example and real-time energy prediction and optimization processes illustrate one
possibility for analytics pipeline to be introduced in ML via time series integrated
predictive modeling. One approach to extend this specific form of application Fis to
use an active learning technique that uses a subset of the data chosen to be the most
significant, thereby countering the problem of continuous available training data,
which obviously big data approaches help.

Note that each big data characteristic is explained separately. However, combining
one or more big data characteristics will occur exponentially more applications, thus
requiring even further explanation for use-cases.
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1 Introduction

Supply chain management (SCM) is the process of managing the people, resources,
activities, and technology involved in manufacturing and delivering a product or
service in order to reduce costs and avoid shortages. Supply chain analytics is the
term that refers to the analytical decision-making processes using huge amount of
data generated through the supply chain. Analytics in the supply chain is a critical
component of SCM. Descriptive, predictive, and prescriptive analytics should be
combined to optimize supply chain planning processes. In today’s business, strategic,
tactical, and operational decisions can be automated by using advanced technolo-
gies such as optimization, AI, and RPA. These technologies are utilized to increase
operational efficiency, save costs, and avoid shortages. This chapter covers strategic
and operational supply chain decisions and presents sample analytics models and
solutions for demand forecasting, network optimization, inventory replenishment,
and transportation planning for different case studies.
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2 Demand Forecasting

Problem Definition

Demand forecasting is the prediction of a possible future demand in a specified time
period for an organization’s products or services. This term is often used alterna-
tively with demand planning; however, demand planning starts with the forecast but
then takes other activities into consideration like distribution and storage. Demand
forecasting is important because it allows a business to control inventory levels, price
the products properly, and allocate the resources efficiently. The accurate business
decisions related to production, inventory, personnel, and facilities depend on the
accuracy of demand forecast.

There are three main forecast horizons:

Short-term forecast horizon is usually from 1 month to 1 year. However, weekly
and daily forecasts are also necessary for several business decisions. Short-term
forecasting is mostly used for operational decisions, such as scheduling production
activities, managing purchasing, controlling inventory, formulating pricing policy,
and developing suitable sales strategy.

Medium-term forecast horizon is from 3 months to 3 years. Generally, sales and
production planning, budgeting decisions are taken accordingly.

Long-term forecast horizon is from 1 year to 3+ years. It is usually used for strategic
decisions like new product planning, supply chain network optimization.

The importance of forecast accuracy is essential to a company’s operational
success. Short-term forecasts tend to be more accurate than longer-term forecasts, as
the uncertainty level of input variables is higher in long term. Long-term forecasts
deal with issues that require investment and support strategic decisions.

Quantitative and qualitative methods and techniques are used for long- and short-
term forecasting (Fig. 11.1). There are four types of qualitative techniques:

Executive opinion: Group of managers meet, and they estimate demand by working
together and combining managerial experience with statistical models.

Salesforce opinion: Salespeople convey predictions about the region they are
responsible for.

Market survey: Interviews and surveys are conducted to understand preferences of
customers and to estimate demand.

Delphi method: A consensus is provided among a group of specialists.
There are two fundamental approaches in quantitative techniques. The first

approach is the times series model which examines historical data patterns and
attempts to forecast the future using the underlying patterns in the data. In this
method, the factors affecting the demand are not considered as it is assumed that
factors influencing past and present will continue to influence in future. There are
several techniques used for time series modeling:
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Fig. 11.1 Demand forecasting methods

Naive approach uses actual value of the previous period as a forecast.

Moving average uses an average of a specified number of the past data. As obser-
vations receive the same weight in the simple moving average, they receive different
weights in the weighted moving average.

Exponential smoothing uses a weighted average technique with weights decreasing
exponentially as data gets older.

Trend projection uses the least-squares method to fit data with linear function.

Seasonal indexes are used for adjusting the forecast by considering any seasonal
patterns in the data.

ARIMA is autoregressive integrated moving average predicting the future values on
the basis of the data’s own lags and its lagged errors.
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Fig. 11.2 Time series components

Machine Learning techniques are also used for univariate time series data.
There are four types of time series components (Fig. 11.2).

• Trend indicates either upward or downward changes in data values over a length
of time.

• Seasonality represents periodic fluctuations in a short to intermediate time period.
• Cycles exhibit periodic fluctuations over a very long time period.
• Random variations correspond to the erratic movements that appear irregularly

and generally during short periods.

The second approach for quantitative techniques is associativemodel (often called
causal model). It assumes that the variable being forecasted is related to other vari-
ables in the environment. Several factors are used for demand forecasting including
psychological, sociological, competitive, economic, market, environmental condi-
tions, etc. Linear regression models and machine learning techniques can be both
employed in this multivariate approach.

Case Study: A Fast-Food Restaurant Company

Fast-food company ABC has six restaurants in a district. Customers place orders on
itsWeb site or mobile application. The companymanagers would like to optimize the
number of carriers for each hour. Therefore, they should predict the hourly demand
first. The list of variables used to predict demand is given (Table 11.1).

Initially, hourly demand forecasts are obtained using the LSTMmethod based on
the data of the previous 12 h. The error reduction graph for the train and test sets of
the LSTM model is shown in Fig. 11.3.

Six other machine learning techniques, namely MLP, ridge regression, support
vectormachine (SVR), decision tree, random forest, XGB and LGB are also included
to forecast. As stated in Table 11.2, mean absolute percentage errors (MAE) of the
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Table 11.1 List of variables
affecting demand

Variable name Variable description

WorkingDay Workday information

ClosedRestaurant Number of closed restaurants on a specific
hour

WeatherCode General weather condition forecast (rainy,
sunny, cloudy, etc.)

Day Day of month

ReligiousHoliday Is there a religious holiday on that day

Event Is there any event on that day

Hour Hour of day

Humidity Weather humidity forecast

Rain Rain forecast

Snow Snow forecast

FootballMatch Is there any football match on that day

Month Month of year

Ramadan Is the day in Ramadan

Holiday Is there a holiday on that day

ExamDay Is it an exam day for students

WinterHoliday Is there a semester holiday on that day

Temperature Temperature forecast

UnexpectedEvent Is there any other event on that day

WeekDay Is it a weekday

WindDirection Wind direction forecast

Wind Wind speed forecast

SummerHoliday Is there a summer holiday on that day

Year Year

NewYear Is there a Christmas on that day

methods are obtained in the test data. Finally, it can be said that deep learningmethod
(LSTM) and ensemble methods (LGB, random forest, and XGBoost) are superior to
others.

3 Inventory Management

Problem Definition

It is critical for any business to maintain an adequate inventory of required items in
the required quantity and at the appropriate time. From this vantage point, inventory
management in any business entails addressing the following three questions:
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Fig. 11.3 Mean absolute errors of train and test sets for LSTM iterations

Table 11.2 Forecast
accuracy

Method MAE

LSTM 2.03

MLP 2.77

Ridge 3.22

SVR 3.96

Decision tree 2.44

Random forest 2.02

XGBoost 2.09

LGB 1.97

• How often should an item’s inventory status be monitored?
• When is the best time to put a replenishment order?
• What is the optimal order size?

Inventory managers can determine the most optimal or near-optimal responses
to these questions through the use of prescriptive analytics methods. The aim of
inventory is to achieve adequate customer service while maintaining fair inventory
costs. The total cost of inventory management includes the following basic costs: 1)
unit cost: this is the price that suppliers charge for one unit or the cost to organize the
purchase of one unit; (2) ordering cost: this is the costs associated with generating
and processing an order to a supplier; (3) inventory holding cost: this is the cost of
stocking one unit of an item for a specified time period; (4) inventory shortage cost:
if a business runs out of an item and there is consumer demand, a shortage occurs,
resulting in a cost [1]. The simplest example would be to lose profit from a lost sale
by a business.
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Table 11.3 Characteristics
of inventory problem/models

Dimension Values

Demand Constant, deterministic, stochastic

Lead time 0, >0, stochastic

Time horizon Finite, infinite

Products Single item, multiple item

Capacity Limited order, unlimited order

Customer service Inventory shortage allowed, not allowed

The inventorymodels developed to address the aforementioned concerns are orga-
nized around the dimensions listed in Table 11.3 [2]. The bold values in column
“Values” represent the case study’s dimension values.

Inventory systems are also classified into two broad categories: continuous review
and periodic review. This classification defines whether inventory levels are moni-
tored continuously or periodically. An order will be placed in continuous review as
soon as the inventory falls to the prescribed reorder point. In a periodic review, the
inventory level, on the other hand, is examined at discrete intervals, for example at
the end of each week, and ordering decisions will only be made at such times even
though the inventory level falls below the reorder point between previous and current
reviews.

Case Study: An Online Food Ordering Company

Online food ordering is simply the act of placing an order with a Web site or other
application. The largest food delivery platform X recently joined the internet market
with their new initiative Y. Y delivers market-level services to its customers in 10min
or less. Frozen foods, fruits and vegetables, hygiene products, and baby food delivery,
anddiaper delivery are just a fewof the hundreds of thousands ofmarket items that can
be ordered throughY. Inventorymanagement decisions theymake tomaintain service
quality and economic profitability are critical. Because they provide a diverse range of
product services, someofwhich involve deterioration-prone products.Additionally, a
lack of stockmay result in the loss of a customer or a loss of sales. Figure 11.4 depicts
a typical cycle of an item’s stock level over time. In the case study, determining the
item’s order points and order size for the online food delivery company’s beverage
product are focused. Assumptions for the case include the following:

1. The duration of each period in the planning horizon is known. Each period is
equivalent to one week, and lead time is not taken into account.

2. At the beginning of the planning horizon, demand is estimated.
3. The item’s price remains constant over the entire planning horizon.
4. The total quantity of required items can be ordered over a period of time.
5. The inventory manager must determine the order quantity at the beginning of

each week. The lot-sizing models discussed in the next section are used to assist
him in making the decision.

6. The inventory levels are reviewed periodically, i.e., weekly.
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Fig. 11.4 Stock levels within a normal cycle

Prior to addressing these issues, the item’s demand for the planning periods should
be estimated. The data set contains 25 weekly sales records for the item, of which
21 to forecast demand for the item over the next six weeks will be used.

Table 11.4 details several features as well as handcrafted features. Prophet library,
an open-source library developed by Facebook to automatically predict uniform time
series data, is used to forecast the demand over the planning horizon. The forecasting
results are illustrated in Fig. 11.5.

After estimating demand for the next six weeks, the weekly order size is deter-
mined. Subsequently, the order size decisions based on actual demand over these
weeks are evaluated.

Model

The notation and description of the model are shown below:

t = 1, 2, …, T, where T is the planning horizon

I t: is the inventory at the end of time t

I0: is the initial inventory at the beginning of planning period

Dt : the actual demand in period t
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Table 11.4 Specifics of the features that were used to estimate demand

Variable name Variable description

Week The week number of the year

Year Year

Price Price of one unit of beverage for that week

Demand Demand of beverage for that week

Percent How many days free product campaign was made for that week

MinTemp Minimum temperature for that week

MaxTemp Maximum temperature for that week

Precipitation Total precipitation for that week

NextWeekPrice Price of one unit of beverage for next week

NextWeekFree How many days free product campaign was made for next week

NextWeekPercent How many days discounted product campaign was made for next week

Holidays Number of holidays for that week

SchoolHolidays Number of school holidays for that week

NextHoliday Number of holidays for next week

Fig. 11.5 Actual and forecasted demand plot (blue line indicates the actual demand, orange line
indicates the forecasted demand)
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Rt : the number of items arrived in period t

Pt : is the price of one item in period t

Ot : the ordering cost (setup cost) in period t

Ht : the holding cost of one item during period t

St : the storage cost of one item during period t

TC: the total costs related to inventory management decisions.

minTC =
T∑

t=1

Ht It + Pt Rt + Stmax(0, Dt − (Rt − It−1) + OtYt (11.1)

where Yt is a binary variable that takes the value one if an item is being ordered and
zero otherwise. In this case, the decision-maker must determine the order size (or lot
size) for each period t while taking the total cost of these decisions into account. To
keep things simple, only the ordering and holding costs are includedwhen comparing
the performance of the following lot-sizing techniques. Additionally, it is assumed
that the holding and ordering costs remain constant throughout the planning period.
Before applying the methods, quickly review the fundamentals of the techniques.
For the details of the methods, readers can see [3].

LoL (Lot for Lot): The simplest lot-sizing rule is known as lot-for-lot. This rule
states that the total number of items to be ordered in a period equals to that period’s
requirement.

EOQ (Economic Order Quantity): The economic order quantity (EOQ) is a widely
used model in inventory control settings. The aim is to decide when and how much
inventory should be replenished in order to minimize the sum of the costs (holding
cost, ordering cost, and unit cost) per unit time. The model is as follows:

EOQ =
√
2DS

H
(11.2)

where D indicates the annual demand, S indicates the ordering cost (setup cost), and
H indicates the holding (carrying) cost on an annual basis per unit. The order size
for each period is indicated by the EOQ.

Fixed Order Quantity (FOQ) It specifies an arbitrary number of units to be ordered
each time. For instance, economic order quantity can be used as a fixed order quantity
for each period. In the case, economic order quantity as a fixed order quantity per
period is used.

Part Period Balancing (PPB) PPB aims to balance the inventory-carrying cost and
setup cost. The objective is to keep the inventory holding costs close to the ordering
costs as possible. The following describes how the technique works:



Supply Chain Analytics 299

Let d1, d2, d3, . . . , dn be the demand for an item over a period of n periods:

O: be the ordering cost

H : be the holding cost for an item per period

C( j): be the total holding cost over j period

C( j) = Hd2 + 2Hd3 + · · · + ( j − 1)Hdj (11.3)

y1, y2, y3, . . . , yn be the order size over a period of n periods.
The steps of the method are as follows:

Start with t* = 1.

Step I: Start the calculation from period t* to the next period. Calculate C(t∗),C(t ∗
+1), . . . ,C( j) until C( j) > O/H

Step II: If C( j) > O/H set yt∗ = dt∗ + dt∗+1 + · · · + d j−1

Step III: Go to Step I and start over period j.

Step IV: Repeat step (I–III) until y1 + y2 + · · · + yn >= d1 + d2 + · · · + dn .

Silver–Meal Heuristic: It is a heuristic technique for lot sizing. The following
describes how the technique works:

Let

d1, d2, d3, . . . , dn be the demand for an item over a period of n periods

O: be the ordering cost

H: be the holding cost for an item per period

C(j) be the average holding cost and setup cost over j period

C( j) = (O + Hd2 + 2Hd3 + · · · + ( j − 1)Hdj )/j (11.4)

y1, y2, y3, . . . , yn be the order size over a period of n periods.
The steps of the method are as follows:

Start with t* = 1.

Step I: Start the calculation from period t* to next period. Calculate C(t∗),C(t ∗
+1), . . . ,C( j) until C( j) > C( j − 1)

Step II: Stop the calculation when C( j) > C( j − 1) and set yt∗ = dt∗ + dt∗+1 +
· · · + d j−1

Step III: Go to Step I and start over period j.

Step IV: Repeat step (I–III) until y1 + y2 + · · · + yn >= d1 + d2 + · · · + dn .



300 Y. Turgut et al.

Wagner–Whitin Algorithm: It ensures the optimal (minimizing total cost of replen-
ishment and holding cost) selection of replenishment quantities under some assump-
tions. Wagner–Whitin algorithm provides and optimal solution for finite, discrete
time inventorymanagement problemswith no shortage [4]. The algorithmminimizes
the summation of ordering cost, holding cost, and purchasing cost. The following
describes how the algorithm works:

Let C(t) will be the optimal cost from period 1 to period t .
Minimum cost from periods l through s − l can be defined as F(s − l).
Let denote the Ks

t as the minimum cost up to time t when the demand for period
t is ordered at period s.

Assume v is the period when the last order is placed.
The following steps are performed to find the minimum total cost.

Step 1: Assign F(1) = O1, and v = 1

Step 2: In the second step determine if the demand for period t = 2 should be satisfied
from first period or second period as follows:

F(2) = min{O1 + O2, O1 + hd2} = min{F(1) + K 2
2 , K

1
2 } (11.5)

K 1
2 = F(1) + hd2 (11.6)

Ks
t = F(s) + hds+1 + 2hds+2 + · · · + (t − s)hdt (11.7)

Step 3: change v = 2 to if O1 + O2 < O1 + hd2 otherwise v remains unchanged.

Step 4: for the t-period problem, determine the optimum value of v by minimizing

F(t) = min{Kv
t , K

v+1
t , . . . , K t−1

t , K t
t } (11.8)

Solution and Analysis

The following are the model inputs in the case: The demand for the next six weeks
is forecast to be 152, 210, 163, 271, 241, and 184, respectively. The holding cost is
$0.5 per unit, and the order cost is $100 per order.

Results of the above-mentioned methods for the case are presented in Tables 11.5,
11.6, 11.7, 11.8, and 11.9 for each method. The overall inventory costs for each
method are shown in Table 11.10. The results indicate that among all methods, the
Silver–Meal heuristic andWagner–Whitin algorithmhave the lowest total cost.When
the procedures of the methods are considered, it is expected thatWagner–Whitin will
produce the best result, as it is a dynamic programming algorithm for finding the
optimal solution. On the other hand, among all methods, the EOQ method used in
FOQ yields the worst results. This is due to the change in demand over a period of
weeks. Erroneous assumptions of steady demand and steady sales in the EOQmodel
leave you unable to account for shifts in demand around holidays or seasonal events.



Supply Chain Analytics 301

Table 11.5 Fixed order quantity solution summary

Period Beginning
inventory

Demand Orders Ending
inventory

Holding cost Order cost

0 1 0.0 152 285.0 133.0 0.0 100

1 2 133.0 210 285.0 208.0 66.5 100

2 3 208.0 163 0.0 45.0 104.0 0

3 4 45.0 271 285.0 59.0 22.5 100

4 5 59.0 241 285.0 103.0 29.5 100

5 6 103.0 184 285.0 204.0 51.5 100

Table 11.6 Lot for lot solution summary

Period Beginning
inventory

Demand Orders Ending
inventory

Holding cost Order cost

0 1 0.0 152 152.0 0.0 0.0 100

1 2 0.0 210 210.0 0.0 0.0 100

2 3 0.0 163 163.0 0.0 0.0 100

3 4 0.0 271 271.0 0.0 0.0 100

4 5 0.0 241 241.0 0.0 0.0 100

5 6 0.0 184 184.0 0.0 0.0 100

Table 11.7 PPB solution summary

Period Beginning
inventory

Demand Orders Ending
inventory

Holding cost Order cost

0 1 0.0 152 525.0 373.0 0.0 100

1 2 373.0 210 0.0 163.0 186.5 0

2 3 163.0 163 0.0 0.0 81.5 0

3 4 0.0 271 696.0 425.0 0.0 100

4 5 425.0 241 0.0 184.0 212.5 0

5 6 184.0 184 0.0 0.0 92.0 0

Table 11.8 Silver–Meal heuristic solution summary

Period Beginning
inventory

Demand Orders Ending
inventory

Holding cost Order cost

0 1 0.0 152 152.0 0.0 0.0 100

1 2 0.0 210 373.0 163.0 0.0 100

2 3 163.0 163 0.0 0.0 81.5 0

3 4 0.0 271 271.0 0.0 0.0 100

4 5 0.0 241 425.0 184.0 0.0 100

5 6 184.0 184 0.0 0.0 92.0 0
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Table 11.9 Wagner–Whitin solution summary

Period Beginning
inventory

Demand Orders Ending
inventory

Holding cost Order cost

0 1 0.0 152 152.0 0.0 0.0 100

1 2 0.0 210 373.0 163.0 0.0 100

2 3 163.0 163 0.0 0.0 81.5 0

3 4 0.0 271 271.0 0.0 0.0 100

4 5 0.0 241 425.0 184.0 0.0 100

5 6 184.0 184 0.0 0.0 92.0 0

Table 11.10 Total inventory
costs for various models

Model Total cost (TC)

LoL $600

Fixed order quantity $774

Part period balancing $772.5

Silver–Meal heuristic $573.5

Wagner–Whitin algorithm $573.5

4 Network Optimization

Supply chain is composed of facilities and movement of goods among the facilities.
Considering all movements through the facilities using the transportation routes,
supply chain is a network, instead of a “chain.” In order to make various supply
chain design, planning and operation decisions, network optimization techniques
are used.

Problem Definition

A supply chain is a set of relationships and links that involve various participants and
carry out a series of activities in transporting physical goods or services from a point
of origin to a point of consumption. The supply chain, which consists of all parties
directly or indirectly involved in fulfilling customer demand, includes not onlymanu-
facturers and suppliers, but also shippers, wholesalers, warehouses, retailers, distri-
bution centers, and even customers themselves [5]. By the effective management of
the supply chain, the values thatmake up the entire performance of the enterprise such
as improved production capacity, market sensitivity, and customer/supplier relations
can be increased [6].

One of themost important issues in supply chainmanagement is to design and plan
the overall architecture of the supply chain network. A holistic approach is required
for the supply chain to develop strategies and design processes by maximizing total
supply chain added value and/or minimizing the total supply chain cost.

In general, the supply chain network structure can also be shown as given in
Fig. 11.6. In order to design a supply chain network specific for a product (or a product
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Plants Warehouses Distribution 
Centers

Customers

Fig. 11.6 Supply chain network design

family), the tiers in the network and transportation means among the tiers are spec-
ified. Managers must make two important decisions when designing a distribution
network:

1. Will the product(s) be picked up from a predetermined site or delivered to the
customer’s location?

2. Will the product(s) pass through an intermediate location (or intermediary)?

Depending on the answers to these two questions, the sector inwhich the company
is located and company’s strategic priorities, one of six different distribution network
designs can be used when moving the products from the factory(s) to the customer(s)
[5]:

• Manufacturer storage with direct shipping,
• Manufacturer storage with direct shipping and in-transit merge,
• Distributor storage with carrier delivery,
• Distributor storage with last-mile delivery,
• Manufacturer/distributor storage with customer pickup,
• Retail storage with customer pickup.

Successful supply chain management requires many decisions to be addressed
regarding information flow, products, and funds. These decisions are divided into
three categories or phases, depending on the frequency of each decision and the time
frame over which a decision phase has an impact [5].

Supply Chain Strategy or Design: At this stage, a company is concerned with
making decisions about how to structure its supply chain. For this, it is decided what
the configuration of the chain will be, how the resources will be allocated, and which
processes each stage will perform.
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Supply Chain Planning: It is aimed to maximize the supply chain surplus that can
be produced throughout the planning horizon, taking into account the constraints
identified at the strategic or design stage. Planning includes making decisions about
which markets to source from which locations, outsourcing production, inventory
policies to follow, timing and size of marketing, and price promotions.

Supply Chain Operation: At this stage where decisions about individual customer
orders are taken, it is aimed to handle incoming customer orders in the best possible
way. During this phase, inventory or production is allocated to individual orders, an
order is assigned to a particular mode of shipment and shipment, delivery schedules
of trucks, and replenishment orders are determined by firms.

To understand how companies can improve supply chain performance in terms of
responsiveness and efficiency, cross-functional drivers of supply chain performance
such as facilities, inventory, transportation, information, sourcing, and pricing need to
be considered. To improve the supply chain surplus and the firm’s financial structure,
drivers need to be configured to achieve the desired level of responsiveness at the
minimum possible cost [5].

Facilities: Decisions about the location, role, flexibility, and capacity of production
sites and inventory storage facilities play an important role in the performance of the
supply chain.

Inventory: Adjusting or changing inventory policies, taking into account questions
such as what kind of inventory should be stocked at each stage of the supply chain,
and how much inventory should be kept in raw materials, semifinished products
or finished goods can significantly change the efficiency and responsiveness of the
supply chain [7].

Transportation: Various transportation options need to be considered in order to
move inventory from one point to another in the supply chain. These transportation
options can be in the form of a single type of transportation or in the form of a
combination of many modes and routes [7].

Information: It directly affects each of the other drivers in the supply chain as
it encompasses information and data about facilities, customers, shipping, prices,
costs, and inventory throughout the supply chain. Therefore, it is the biggest driver
affecting supply chain performance [5].

Sourcing: It includes decisions about who will perform a particular supply chain
activity, such as production, storage, transportation, or information management.
These are the decisions that include which functions the firm performs and which
functions to outsource [5].

To determine the applicability of decision alternatives, supply chain network
design should be evaluated under factors such as capacity, flow, service compli-
ance, and demand scope/amount. It is aimed to maximize or minimize the objective
functions created based on the decisions to be taken, by evaluating them within the
framework of the constraints that define their applicability. As a result, optimization
models such as mixed-integer linear programming, stochastic modeling, uncertainty
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modeling, bi-level optimization are used among the most commonly used methods
to give the best solution by examining all possible solutions [5].

Supply chains need to not only reduce operating costs, but also offer value-added
products and services to meet the needs of internal and external consumers. The
ability of a business to accurately identify the needs of its final and internal customers
also indicates the effectiveness of industrial and personal sales in businesses. Quan-
titative demand forecasting methods such as time series and regression analysis
and qualitative demand forecasting methods such as survey and Delphi are used to
accurately predict and meet customer needs [5, 6].

The total costwithin a supply chain network is the sumof inventory, transportation,
and facility costs. As the number of facilities increases, as shown in Fig. 11.7, the total
cost first decreases and then increases. Each firm should have a number of facilities
that will minimize its total costs. If firms want to further reduce customer response
time to increase customer satisfaction, they may have to increase the number of
facilities beyond the point that minimizes their total cost. In this case, facilities can
be added beyond the point of minimizing costs if it is concluded that the increase
in revenues from better response outweighs the increased costs due to additional
facilities [5].

Case Study: An Automotive Spare Part Producing Company

ABC company produces automotive spare parts. It has four different plants at
different locations for the production of 2 different products, product1 and product2.
The products manufactured in a plant must be conveyed to the appropriate ware-
houses and distribution locations, respectively, in appropriate quantities and under
capacity constraints, before reaching the customers. Customer demands are met by
the whole operation. For this, the company has 5 different warehouses, 6 different
distribution centers, and serves 22 customers. Flow of the products is as follows:

Plants → Warehouses → Distribution Centers → Customers

Fig. 11.7 Variation in total
cost and response time with
number of facilities
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The firmaims tomeet customer demands and to design a supply chain network that
minimizes the total cost of the operation under recourse restrictions. Assumptions
related to the case include:

• Transportation between facilities has different unit transportation costs.
• There is only one route option between facilities.
• Each of the warehouses and distribution centers has different operating costs.
• Each warehouse and distribution center has a different capacity.
• Each customer can demand two products at the same time in different demand

quantities.
• The total number of distribution centers to be opened cannot be greater than the

determined upper limit.
• The total number of warehouses cannot be greater than a determined upper limit.
• Each customer receives service from only one distribution center.

In the supply chain network in model, the capacities of warehouses and DCs are
as given in Table 11.11. The operation costs of warehouses and DCs are presented
in Table 11.12. Only unit transportation costs from plants to warehouses are given
as in Table 11.13 to illustrate input parameters due to space constraint.

Model

An integer programming model is formulated to make network decisions described
in the case. The decision variables, parameters, objective function, and constraints
of the model are presented as follows, respectively.

Table 11.11 Capacities of
warehouses and DCs

Warehouses Capacity DCs Capacity

W1 100 DC1 100

W2 100 DC2 150

W3 150 DC3 150

W4 200 DC4 200

W5 150 DC5 150

DC6 150

Table 11.12 Operation costs
of warehouses and DCs

Warehouses Operation costs DCs Operation costs

W1 400,000 DC1 450,000

W2 600,000 DC2 400,000

W3 600,000 DC3 500,000

W4 800,000 DC4 650,000

W5 400,000 DC5 450,000

DC6 500,000



Supply Chain Analytics 307

Table 11.13 Unit transportation costs from plants to warehouses

Plants/warehouses W1 W2 W3 W4 W5

P1 2890 21,191 47,084 41,301 13,331

P2 46,480 51,280 65,115 63,263 35,518

P3 57,479 56,837 62,242 68,933 46,517

P4 41,641 36,803 35,102 40,129 37,786

Decision Variables:

Continuous variables:

X jki : number of product i to be shipped from plant j to warehouse store k

Ykli : number of product i to be shipped from warehouse k to distribution center
(DC)l.

Zlmi : number of product i to be shipped from DC l to customer m.

Binary variables:

Al =
{
1, i f DClisopen
0, otherwise

Wk =
{
1, i f warehousekisopen

0, otherwise

Blm =
{
1, i f DClservestothecustomerm

0, otherwise

Parameters:

Tk : Capacity of warehouse k

Dl : Capacity of DC l

S ji : Supply limit of plant j for product i

dmi : Demand amount of product i for customer m

el : Operation cost of DC l

fk : Operation cost of warehouse k

C jk : Unit transportation cost from plant j to warehouse k

Ckl : Unit transportation cost from warehouse k to DC l

Clm : Unit transportation cost from DC l to customer m

K : Maximum number of warehouses in operation
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L : Maximum number of DCs in operations.

Objective Function:

Min =
∑

j

∑

k

∑

i

X jkiC jk +
∑

k

∑

l

∑

i

YkliCkl +
∑

l

∑

m

∑

i

ZlmiClm

+
∑

k

fkWk +
∑

l

el Al (11.9)

Subject to:

∑

k

X jki ≤ Sji∀ jandi (11.10)

∑

j

∑

i

X jki ≤ TkWk∀k (11.11)

∑

l

∑

i

Ykli ≤ TkWk∀k (11.12)

∑

k

∑

i

Ykli ≤ Dl Al∀l (11.13)

∑

m

∑

i

Zlmi ≤ Dl Al∀l (11.14)

∑

l

Al ≤ L (11.15)

∑

k

Wk ≤ K (11.16)

∑

j

X jki =
∑

l

Ykli∀kandi (11.17)

∑

m

Zlmi =
∑

k

Ykli∀landi (11.18)

∑

l

Blm = 1∀m (11.19)

Zlmi = Blmdmi∀l,mandi (11.20)

Al,Wk, Blm = 0or1∀k, landm (11.21)

X jki ,Ykli , Zlmi ≥ 0∀ j, k, l,mandi (11.22)
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where the total cost of supply chain network is represented by Eq. (11.9). Equa-
tion (11.10) shows the constraint that the quantity sent from the plant to the ware-
house cannot be greater than the capacity of the plant. Equation (11.11) shows the
constraint that the quantity coming from the plant to the warehouse cannot be greater
than the capacity of the warehouse. Equation (11.12) presents the constraint that the
quantity sent from the warehouse to the DC cannot be greater than the capacity of
the warehouse. Equation (11.13) represents the constraint that the quantity coming
from the warehouse to the DC cannot be greater than the capacity of the DC. Equa-
tion (11.14) presents the constraint that the quantity sent from the DC to the customer
cannot be greater than the capacity of the DC. Equation (11.15) shows the constraint
that the total number of distribution centers to be opened cannot be greater than the
determined distribution center upper limit L. Equation (11.16) shows the constraint
that the total number of warehouses to be opened cannot be greater than the deter-
mined warehouse upper limit K. Equation (11.17) presents the constraint that the
quantity sent from the plant to the warehouse should be equal to the quantity sent
from the warehouse to the DC. Equation (11.18) represents the constraint that the
quantity sent from the DC to the customer should be equal to the quantity sent from
the warehouse to the DC. Equation (11.19) presents the constraint that a DC should
be assigned to a customer. Equation (11.20) shows the constraint that the quantity
sent from the DC to the customer should be equal to the demand of customers. Equa-
tion (11.21) shows the constraint that binary restrictions while Eq. (11.22) represents
the sign restrictions.

In constraints (11.11) and (11.12), there are checks about the capacity and deter-
mine whether the warehouse will be opened or not. If desired, the model can be
solved by removing one of the constraints (11.11) or (11.12). Similarly, the same is
true for constraints (11.13) and (11.14). It will be sufficient to use a constraint for
the proposed model.

Solution and Analysis

The parameter values of the model based on capacity, operation costs, and unit trans-
portation costs have been presented in Tables 11.11, 11.12, and 11.13, respectively.
Here, as an example, only the parameter values of unit transportation costs fromplants
to warehouses are given. Other transportation costs can be found in the code file. In
addition, the values of parameters K and L, which show the maximum number of
warehouses and DCs in operation, are used in the model as 5 and 6, respectively. The
established model has been solved by using the Python-pyomo library with the given
parameter values. Considering the objective function and constraints in the developed
model, the total cost has been found to be 77,738,950 and the results obtained for the
amount of flow between the facilities have been presented in Tables 11.14, 11.15,
and 11.16, respectively. The supply chain design network that emerged as a result of
the developed model is given in Fig. 11.8. Besides, the results of transportation and
operation costs at each stage are shown in Fig. 11.9.

For the given case, an integer program has been used to find the optimal solution.
The results showed that the highest cost was from the warehouse to the DC and
the highest operation cost belonged to the warehouses. Besides, it has been seen
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Table 11.14 Product and
flow quantity from plant to
warehouses

Plant Warehouse Product Quantity

P1 W1 Product1 100

P1 W2 Product1 55

P1 W5 Product1 45

P2 W4 Product1 110

P2 W5 Product1 25

P3 W5 Product2 50

P4 W2 Product2 45

P4 W3 Product2 150

P4 W4 Product2 75

P4 W5 Product2 30

Table 11.15 Product and
flow quantity from warehouse
to DC

Warehouse DC Product Quantity

W1 DC4 Product1 70

W1 DC5 Product1 30

W2 DC1 Product1 45

W2 DC4 Product1 10

W2 DC4 Product2 45

W3 DC1 Product2 50

W3 DC4 Product2 20

W3 DC5 Product2 80

W4 DC3 Product1 110

W4 DC3 Product2 40

W4 DC4 Product2 35

W5 DC4 Product1 15

W5 DC6 Product1 55

W5 DC6 Product2 80

that a large part of the total costs consisted of transportation costs. Each customer
was served by only one distribution center, and all customer needs have been met.
Furthermore, the results showed the service of DC2 was shut down while other DCs
were kept open for minimum supply chain network cost.

5 Route Planning and Transportation

In supply chains, the movement of the goods between the facilities such as raw
material sources, production plants, warehouses, and retail stores is realized by the
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Table 11.16 Product and flow quantity from DC to customer

DC Customer Product Quantity DC Customer Product Quantity

DC1 C4 Product2 25 DC4 C10 Product1 15

DC1 C16 Product1 25 DC4 C10 Product2 15

DC1 C16 Product2 10 DC4 C11 Product1 20

DC1 C17 Product1 20 DC4 C12 Product1 15

DC1 C17 Product2 15 DC4 C12 Product2 20

DC3 C2 Product1 50 DC4 C21 Product1 10

DC3 C2 Product2 10 DC4 C21 Product2 20

DC3 C3 Product1 20 DC5 C8 Product1 15

DC3 C7 Product1 10 DC5 C8 Product2 35

DC3 C7 Product2 10 DC5 C13 Product1 5

DC3 C14 Product1 30 DC5 C13 Product2 35

DC3 C15 Product2 20 DC5 C19 Product1 10

DC4 C1 Product1 15 DC5 C19 Product2 10

DC4 C1 Product2 35 DC6 C6 Product1 40

DC4 C5 Product1 20 DC6 C9 Product2 40

DC4 C5 Product2 10 DC6 C18 Product2 40

DC6 C22 Product1 15

Fig. 11.8 Supply chain design network of the proposed model
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Fig. 11.9 Supply chain transportation and operation costs

transportation services. There are several transportation problems in the supply chain
management. Among many others, three of them in this chapter will be handled.
When origin and destination points are separate and the aim is to find the cheapest
route from origin to the destination point in the given network, the problem is called
the shortest path problem.When there are multiple origins and multiple destinations,
the problem is called transportation problem in the operations research context. On
the other hand, when one or several vehicles visit several locations starting from a
single origin, the problem is called vehicle routing problem. In this subsection, these
problem types are introduced and a case is presented.

Separate and Single Origin and Destination Points: Shortest Path problem

Suppose a truck will travel from a production plant located at a certain point to a
customer located at another point using the network of roads and highways. The aim
is to minimize the total distance traveled. This problem is called the shortest path
problem. The vehicle does not have to visit every node in the network. The origin
and destination points are the points where the vehicle has to be at the start and the
finish, respectively.

Shortest path problem allows us to decide the shortest path or route over (or least
cost) a large number of nodes between a starting node and an ending node. It is seen
that the shortest time options in transportation with the navigation tools are used
in our daily life. If the maps are concretized, every street intersection on highways
can be defined as a node. And in this case, the shortest path can sometimes be the
distance of the road, sometimes the duration of the trip, sometimes the fuel cost or
the ratios of these parameters (distance/time).

Linear programming (LP) formulation of the shortest path problem is given below.
In the LP model, i and j are indices for the nodes in the network S, and (i, j)
represents the arcs in the network. xi j is a binary variable that gets 1 if arc (i, j) is on
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the shortest route and 0, otherwise. ci j is a parameter that shows the cost (distance,
time, etc.) of using arc (i, j).

Objection function:

min
M∑

(i, j)∈S
ci j xi j (11.23)

Subject to:

M∑

j,(1, j)∈S
x1 j = 1 (11.24)

M∑

j,(i, j)∈S
xi j −

M∑

k,(k,i)∈S
xki = 0i = 2, 3, . . . ,m − 1 (11.25)

M∑

i,(i,m)∈S
xim = 1 (11.26)

xi j ∈ {0, 1} f or(i, j) ∈ S (11.27)

The objective function given in Eq. (11.23) aims to minimize the total cost of the
selected route. Equation (11.24) indicates that the route has a starting point, while
Eq. (11.25) indicates that the route has an end point. In addition, Eq. (11.25) ensures
that the route does not end between the start and end points. The last constraint
ensures that the variables take binary values in the model [8].

There are several well-known algorithms to solve the shortest path problem, for
instance, Dijkstra, dynamic programming, labeling, and Bellman–Ford algorithms.
Dijkstra’s algorithm is a labeling method, in which the nodes are given tempo-
rary and permanent labels. In dynamic programming, the shortest path is found by
evaluating the routes from the start point to the end point or in the opposite direc-
tion. Processing time is high for large-sized problems. The Bellman–Ford algorithm
computed shortest paths from a single source vertex to all of the other vertices in a
weighted directed graph.

Multiple Origin and Destination Points: Transportation Problem

Multiple Origin and Destination points are the case where there is more than one
starting point andmore than one destination. Suppose a company has several produc-
tion plants manufacturing the same product with certain capacities and several
customers to be served with certain demands. The unit transportation costs between
the production plants and customers are known. The problem is to distribute the
capacities of the plants to meet the demands of the customers with minimum cost.
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In the transportation problem, there are supply nodes such as production plants
and demand nodes such as customers. Supply nodes have capacities that cannot be
exceeded, and demand nodes have demands that should be met.

The LP formulation for the transportation problem is presented below. In the
model, i is an index for supply points and j is an index for demand points. m and n
are the number of supply and demand points, respectively. xi j is continuous decision
variable that shows the amount of product transported from supply point i to demand
point j . ci j is a parameter that shows the unit transportation cost from supply point
i to demand point j . si is a parameter that shows supply amount of supply point i,
and d j is parameter that shows demand of demand point j .

Objection function:

min
m∑

i=1

n∑

j=1

ci j xi j (11.28)

Subject to:

n∑

j=1

xi j ≤ si (i = 1, 2, . . . ,m) (11.29)

m∑

i=1

xi j ≥ d j ( j = 1, 2, . . . , n) (11.30)

xi j ≥ 0(i = 1, 2, . . . ,m)( j = 1, 2, . . . , n) (11.31)

The objective function given in Eq. (11.28) aims to minimize the total cost of
the selected distribution plan. Equation (11.29) ensures that no more than supply
resources are distributed, and Eq. (11.30) ensures that customer demands are met. In
addition, the constraint given in Eq. (11.31) ensures that the amounts to be distributed
do not take negative values. The network representation of a generic transportation
problem is given in Fig. 11.10.

In order to solve the transportation problem, transportation simplex algorithm can
be used. This algorithm depends on the duality theory and is the basic version of
network simplex algorithms.

Vehicle Routing Problem

Suppose that a retail company will distribute goods from a central depot to several
retail stores located at different points in the network. The stores have demands to
be filled. The trucks have limited capacities. The aim is to plan routes for one or
several trucks to visit the stores under given restrictions such as truck capacities,
time intervals for the visits, driving time limits, etc. This problem is called vehicle
routing problem (VRP).
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Fig. 11.10 Transportation
network

In VRP, the aim is to find the best vehicle route(s) to serve a set of orders from
customers. The routes start and end at the origin. The best route is sometimes the
least cost, sometimes the least distance, sometimes the least travel time. Vehicles
can deliver the products they receive from the warehouse to the customers, as well
as pick up the product from any node and deliver it to any node. In Fig. 11.11, a
representation of the VRP is given where the red point is the origin and two routes
are generated to serve 10 points in the network.

In Fig. 11.12, triangles represent product collection points and circles represent
delivery points. The red circle is both the starting and ending point of both routes. The
situations where vehicles both deliver and collect products are included in current
vehicle routing problems.

Some properties of VRP variants are listed below:

• VRP problems produce solutions for different situations, for example, for single
vehicle or multi-vehicle deployment situations.

• There may be different vehicle capacities, such as weight, cubic feet, floor space,
and value in the problem type.

• The objective function may consist of different costs or benefits such as minimum
route distance, minimum number of vehicles and minimum number of trips,
minimum driving time, or maximum profit.

Fig. 11.11 Vehicle routing
network
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Fig. 11.12 Multi-vehicle
routing and scheduling
network

• Each variable can have different costs, such as fixed charge, variable costs per
loaded mile, per empty mile, cost per stop, loading and unloading cost.

• There may be customer constraints such as customer priority or customer
importance weight.

There are many solution algorithms for VRP problems. Some basic methods are
explained below:

Sweep Algorithm

The sweep algorithm was first used by Gillett and Miller [9]. Suppose that the
coordinates of the distribution center and distribution points are known. Therefore,
the angles between the distribution center and the distribution point are calculated.
Routes are created in a way that does not exceed capacity value for each demand
amount of demand point. As soon as the capacity exceeds, new routes are created
for the remaining demand points. Figure 11.13 indicates the angle of two demand
points.

Savings Method

The points that offer the greatest savings when combined on the same route are those
that are farthest from the depot and that are closest to each other. If the route meets
the capacity constraint, these demand points must be within the same route.

Petal Algorithms

The algorithm is a different version of the sweep algorithm. The algorithm creates
petal-shaped subsets that form the routes. These routes (petals) are solved like a set
partitioning problem, and the least costly routes are selected. The following IP is
used to select the optimum petals.

Objection function:
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Fig. 11.13 Sweep algorithm

min
K∑

k∈S
ckxk (11.32)

Subject to:

K∑

k∈S
aki xk = 1∀i (11.33)

xk = 0or1k ∈ S (11.34)

S indicates the set of the routes. xk is a binary variable for determining which
route will be in the solution set. aki is a binary parameter that shows the demand
point i belongs to route k. ck is the cost of route k.

The objective function given in Eq. (11.32) aims to minimize the total cost of the
selected route. Equation (11.33) indicates that only a single demand point belongs
to a route, and Eq. (11.34) indicates that the decision variables are binary.

Case Study

ATK-Cargo has a main distribution center in Uşak to serve the customers located
in the Aegean region in Turkey. The company first carries out the customer cargo
to province centers via trucks and then delivers the intra-city shipments via small
vehicles. The company purchased two trucks for delivering customer cargoes from
main station to other cities in the Aegean region. Each truck is to return to the main
station (Uşak) after delivering cargoes. The company cannot load more than 30 tons
or 80 cubic meters for each truck as per the legislation. The trucks are expected to
distribute the freights to all the locations in the Aegean region. The load of each truck
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can only differ up to 4 tons. In addition, there may be a difference of up to 10 cubic
meters between the volumes of the loads included in each truck. The company wants
to distribute the loads evenly on the trucks. Therefore, the deviation of each truck’s
load in terms of both weight and volume from the average loads (per truck) can be
at most 10%.

• Aegean region in Turkey and the location of the distribution center in the region
are shown in Fig. 11.14.

• The distances (km) between the cities are given in Table 11.17.
• Each truck has a fuel cost of 30 cents for 1 km. The cargoes of each province are

given in Table 11.18.

The company wants to find which city should be assigned to which truck and the
routes of the trucks. Please help the company to answer these questions.

Solution to the Case Study

The problem is a VRPwhere two different capacity restrictions exist (i.e., weight and
volume). Unlike the classical VRP problems, there is a restriction for distributing
the load evenly to the trucks.

Fig. 11.14 Location of distribution center in the Aegean region
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In order to solve such problems, integer programs (IP) can be used. Although IP
solution of VRP problems is NP-Complete, it is efficient to use it in given problem
as the problem size is relatively small (12 nodes and 2 trucks). The IP formulation
of the given problem is presented as follows:

Indices:

i, j, v: cities in the Aegean region (i, j, v = 1, 2, …, 12)

k: trucks (k = 1, 2).

Parameters:

p j : Cargo weight of city j.

c j : Cargo volume of city j.

di j : Distance between city i and city j (km).

Sdw: Allowable deviation for aweight of a truck fromaverageweight (in percentages-
%10).

Sdv: Allowable deviation for volume of a truck from average volume (in percentages-
%10).

w: Average weight.

v: Average volume.

b: maximum load-carrying capacity (30 ton).

s: maximum transport volume (80 cubic meter).

Decision variable:

xi jk : Whether or not the cities i and j are in the k truck route (binary variable).

ui j : Sub-tour variable (continuous variable).

Objection function:

minz :
I∑

i=1

J∑

j=1

K∑

k=1,k �=l

xivkdi j (11.35)

Subject to:

I∑

i=1

∑J

j=1
p j xi jk ≤ w(1 + Sdw)∀k (11.36)

I∑

i=1

∑J

j=1
p j xi jk ≥ w(1 − Sdw)∀k (11.37)
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I∑

i=1

∑J

j=1
c j xi jk ≤ w(1 + Sdv)∀k (11.38)

I∑

i=1

∑J

j=1
c j xi jk ≥ w(1 − Sdv)∀k (11.39)

I∑

i=1

∑J

j=1
p j xi jk ≤ b (11.40)

I∑

i=1

∑J

j=1
c j xi jk ≤ s (11.41)

K∑

i=2

xi1k = 1∀k (11.42)

K∑

j=2

x1 jk = 1∀k (11.43)

K∑

k=1

∑N

i=1
xi jk = 1∀ j j = 2, 3, 4 . . . N (11.44)

K∑

k=1

∑N

j=1
xi jk = 1∀i i = 2, 3, 4 . . . N (11.45)

I∑

i=1

J∑

j=1

K∑

k=1,k �=l

xivk −
I∑

i=1

J∑

j=1

K∑

k=1,k �=l

xv jk = 0∀k, v, v = 2, 3, 4 . . . N (11.46)

ui j ≥ 1∀i, j (11.47)

ui j ≤ n∀i, j (11.48)

ui j − u ji + 1 ≤ (n − 1)
(
1 − xi jk

)∀i, j, k (11.49)

xi jk = 0, 1 ui j ≥ 0 (11.50)

In Eq. (11.35), the cost of energy has been aimed to be minimized for the route
of each truck to be formed. Equations (11.36) to (11.37) provide a balance of 10%
deviation in the load and volume of the trucks. Equations (11.38) and (11.39) provide
the legal weight and volume constraints in the loading. Equations from (11.40) to
(11.46) enable visits of the vehicles to the points starting and ending at point 1.
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Fig. 11.15 Two different truck routes for the case study

Possible sub-tours are barred in Eqs. (11.47), (11.48), and (11.49). Equation (11.50)
provides the definition of the decision variables and ensures non-negativity.

Result

The problemwas solved in the Pyomo library and the following resultswere obtained.
Figure 11.15 shows the solution for the case study.

• A route of the first vehicle: Uşak-Kütahya-Çanakkale-Balıkesir-Bursa-Eskişehir
Afyon- Uşak.

• A route of the second vehicle: Uşak-Manisa- İzmir- Aydın-Muğla- Denizli-Uşak.
• Optimal route cost: 38,040 dollars.

6 Aggregate Production Planning

Problem Definition

Strategic and business plans tend to be very general in coordinating and timing
the resource needs and action plans of many key functions of the firms. However,
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more detailed planning of resources, including the type and amount of the resources,
and the timing of resources, is performed by the function called aggregate produc-
tion planning or sales and operations planning [10]. Thereby, production planning
is essential for determining the most efficient resource allocation while satisfying
demands for the finished products [11]. In real industry applications, it is intended
to obtain production plans and programs that capture the fluctuations in demand
with the least cost while making decisions such as changing the workforce level,
changing the number of overtime or shifts, using the contract manufacturing facility,
and changing the stock level. Namely, satisfying demands over a planning horizon
with the minimum cost is the goal of aggregate production planning (APP) [12].
Aggregate production planning is sometimes called sales and operations planning.
General information flow of planning and control for many manufacturing firms
is illustrated in Fig. 11.16. The level of detail increases and the planning horizon
decreases as the diagram flows from top to the bottom. Double-headed arrows mean
that information flows back and forth. At the bottom of the diagram, execution
activities control the actual activities after completion of the planning section and
commencement of the production [10].

Master production schedules are generated based on APP. Master schedule plan-
ning yields the production quantities in the periods in which production takes place

External 
Parameters

Strategic Plan

Sales and Opera�on Plan

Master Schedule

Material Requirement Plan

Plant loca�ons
Produc�on equipment

Produc�on quan��es
Setups
Inventory targest
Over�me needs

Forecas�ng
Customer requirements
Inventory fulfillment
Produc�on needs

Raw materials needs
Hiring needs
Subcontrac�ng needs

Purchasing Dispatching

Resource Planning

Rough-cut Capacity 
Plan

Detailed Capacity 
Planning

DEMAND RESOURCES

PLAN

EXECUTE

Fig. 11.16 Information flow of planning and control activities
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for each product type according to the forecasted quantities in the APP and the final-
ized (firm) orders. In a more detailed production schedule, on the other hand, the date
on which the production of each part will begin, the machines on which the oper-
ations will be carried out, the priority of processing each part and the completion
times of the operations are specified.

In general, there are three basic strategies in preparing an aggregate production
plan with an approach that integrates sales, production, and inventory functions:

Chase: The production rate monitors the changes in demand very closely, and there-
fore, the stock level is close to zero. However, resources altering are performed,
including internal strategies such as hiring or firing, overtime, and subcontracting.

Level: The demand is tried to be met during the planning period by keeping the
parameters of production rate and workforce level constant.

Combination: It is a strategy created by combining the first two strategies to balance
their drawbacks and capture their advantages. The graphical representation of these
three strategies is given in Fig. 11.17.

No. of units

Combina�on Produc�on

Demand

Time

No. of units

Chase Produc�on

Demand

Time

No. of units

Level Produc�on

Demand

Time

(a) (b)

(c)

Fig. 11.17 Demand patterns of a combination, b chase and c level strategy
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Model

The parameters and variables of the production planning case are introduced as
follows.

Parameters:

t : 1, 2, . . . , T, where T is the planning horizon. ST is the set of periods.

i : 1, 2, . . . , I, where I is the number of product families. SI is the set of product
families.

Ri : The number of units for product i that one worker can produce in a period in
regular time.

Oi : The number of units for product i that one worker can produce in a period in
vertime.

IW : The initial workforce level.
I Ii : The initial inventory level for product i.
DW : The desired workforce level at the end of the planning horizon.

DI i : The desired inventory level at the end of the planning horizon for product i.

Dit : Demand for product i in period t.

CH : The cost of hiring a worker.
CF : The cost of firing a worker.

CW : The wage cost of a worker in a period.
CRi : The unit production cost for product i per period in regular time.

COi : The unit production cost for product i per period in overtime.

CSi : The unit production cost for product i per period in subcontracting.

CK i : The cost per period of carrying one unit of inventory for product i.

Decision variables:

Ht : The number of workers hired in period t.

Ft : The number of workers fired in period t.

Wt : The number of workers employed in period t.

rit : The number of units produced for product i on regular time in period t.

oit : The number of units produced for product i on overtime in period t.

kit : The number of units stored for product i in inventory at the end of period t.

Objective function:
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TC = min
∑T

t=1
CH ∗ Ht + CF ∗ Ft + CW ∗ Wt

+
∑I

i=1

∑T

t=1
(CRi ∗ rit + COi ∗ oit + CSi ∗ sit + CK i ∗ kit ) (11.51)

Constraints:

(
ki(t−1) + rit + oit + sit − Dit

) = kit ,∀t ∈ ST : t > 1,∀i ∈ SI (11.52)

(I I i + ri1 + oi1 + si1 − Di1) = ki1,∀i ∈ SI (11.52’)

∑I

i=1

rit
Ri

≤ Wt ,∀t ∈ ST (11.53)

∑I

i=1

oit
Oi

≤ Wt ,∀t ∈ ST (11.54)

∑I

i=1
sit ≤ 1000,∀t ∈ ST (11.55)

W(t−1) + Ht − Ft = Wt ,∀t ∈ ST : t > 1 (11.56)

IW + H1 − F1 = W1(11.56
′)

WT = DW,∀t ∈ ST (11.57)

ki0 = I Ii ,∀t ∈ ST,∀i ∈ SI (11.58)

kiT = DIi ,∀t ∈ ST,∀i ∈ SI (11.59)

Ht , Ft , rit , oit , sit = 0, t = 0,∀i ∈ SI (11.60)

Ht , Ft ,Wt , rit , oit , sit , kit ≥ 0,∀t ∈ ST,∀i ∈ SI (11.61)

Objective function minimizes the total cost of hiring, firing, wages, regular time,
overtime, subcontracting, and inventory for T periods. Constraints (11.52) and
(11.52’) indicate the inventory balance relationships in each period and for each
product. Constraint (11.53) denotes that production in regular time does not exceed
the maximum allowed production quantity of regular time. Likewise, constraint
(11.54) ensures that overtime production quantity does not exceed the maximum
capacity of overtime. Constraint (11.55) ensures that the total amount of subcon-
tracting in a period is not greater than 1000 units. Constraints (11.56) and (11.56’)
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state the workforce balance relationship in each period. Constraints (11.57)–(11.60)
are initializing conditions for workforce level and inventory level. Constraint (11.61)
shows the sign restrictions.

In addition to the mathematical model, two general strategies of sales and opera-
tions planning are implemented. Chase and level strategies are given as pseudocode
in Figs. 11.18 and 11.19, respectively. These heuristics are valid for a single product
family.

Case Study: A Bicycle Production Company

A bicycle production company aims to optimize its aggregate planning to minimize
costs. Three products aremanufactured in the company. The details of the parameters
utilized in the case are presented in Table 11.19. The aggregate demand forecast is
shown in Table 11.20.

Assumptions for the case include the following:

• Parameters are deterministic and products’ demands are known.
• Cost values are constant over the entire planning horizon.
• As the number of operators increases, the capacity increases linearly.
• Demands of the customers should be met.

Fig. 11.18 Chase aggregate production planning heuristic
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Fig. 11.19 Level aggregate production planning heuristic

Results and Discussion

The mathematical model was solved by CPLEX solver for the case explained above.
The solution yielded the production quantities in regular time, overtime as well as
subcontracting, the amount to be stored, the number of workers fired or hired in each
period, as shown in Table 11.21. The total cost was found as US$109,210,929.
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Table 11.19 Characteristics of the production system

Parameters Value Notation

The number of units that one worker can produce in a
period on regular time for product i

10, 8, and 9 units Ri

The number of units that a worker can produce in a
period on overtime for product i

8, 6, and 7 units Oi

The initial workforce level 100 workers IW

The desired workforce level at the end of the planning
horizon

140 workers DW

The initial inventory level for product i 1000, 1150, and 1800 unit I Ii

The desired inventory level at the end of the planning
horizon for product i

0 unit for all product type DI i

Unit production cost per period on regular time for
product i

30, 35, and 20 $/hour CRi

Unit production cost per period in overtime for product
i

40, 44, and 38 $/hour COi

Unit production cost per period in subcontracting for
product i

500, 550 and 440 $/hour CSi

The cost of hiring a worker 3500$/worker CH

The cost of firing a worker 1000$/worker CF

The wage cost of a worker in a period 4000$/worker CW

Cost per period of holding one unit of inventory for
product i

15, 20, and 13 $/unit CK i

Table 11.20 Demand forecast of three products

Product 1 Period Dit Period Dit Period Dit

1 1000 6 1000 11 4400

2 3300 7 1500 12 6000

3 5800 8 2400 13 5500

4 3200 9 3000 14 3000

5 2200 10 3500 15 2200

Product 2 1 2000 6 1000 11 2700

2 3600 7 1600 12 5000

3 4200 8 3500 13 5700

4 2300 9 3400 14 4500

5 3300 10 3500 15 5600

Product 3 1 1500 6 2000 11 1800

2 2500 7 1700 12 5000

3 1600 8 2000 13 5700

4 4200 9 3000 14 1000

5 2000 10 3700 15 1600
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Table 11.21 Optimal results of the model

Product 1 Product 2 Product 3

t Dit rit oit si t kit Dit ri t oit oit kit Dit ri t oit si t kit

0 1000 1150 1800

1 1000 0 724 0 724 2000 800 3 47 0 1500 0 63 953 1316

2 3300 0 3896 0 1320 3600 3512 0 88 0 2500 432 0 912 160

3 5800 0 4480 0 0 4200 3200 0 1000 0 1600 1440 0 0 0

4 3200 0 3200 0 0 2300 1896 0 404 0 4200 2907 1120 596 423

5 2200 0 2200 0 0 3300 2304 0 997 1 2000 2448 1995 3 2869

6 1000 0 1000 0 0 1000 0 0 1000 1 2000 5040 3045 0 8954

7 1500 0 1504 0 4 1600 600 0 1000 1 1700 4365 2604 0 14,223

8 2400 0 2396 0 0 3500 2496 3 1000 0 2000 2232 1820 0 16,275

9 3000 0 4480 0 1480 3400 2400 0 1000 0 3000 2340 0 0 15,615

10 3500 0 4480 0 2460 3500 2504 0 1000 4 3700 2223 0 0 14,138

11 4400 0 4480 0 2540 2700 3936 0 1000 2240 1800 612 0 0 12,950

12 6000 0 4480 0 1020 5000 4480 0 1000 2720 5000 0 0 0 7950

13 5500 0 4480 0 0 5700 4480 0 1000 2500 5700 0 0 0 2250

14 3000 0 4080 0 1080 4500 4480 0 1000 3480 1000 0 350 0 1600

15 2200 0 1120 0 0 5600 1120 0 1000 0 1600 0 0 0 0

Figure 11.20 presents comparisons among production levels for the product fami-
lies. Accordingly, product families 2 and 3 are produced during regular time and
by subcontracting. However, product family 1 is totally produced during overtime.
In other words, there are no regular time and subcontracting production for product
family 1 and no overtime production for product family 2.

Figure 11.21 indicates the number of hired and fired workers for each period.
Production starts with 100 workers. Afterward, 387 workers are hired in the second
period and 73 workers are hired in the third period, 420 workers are fired in the last
period, reaching the desired number of workers of 140.

In addition to the solution of themodel, the level and chase heuristics are employed
for solving the case, only by considering Product Family-1, as the heuristics are
designed for a single product family. The codes of the heuristics are formulated
using Python and developed in a notebook, then run the codes of the heuristic algo-
rithms. In the level aggregate production planning heuristic, theworkforce is constant
throughout the periods, while in the chase strategy it is adjusted according to the
production amount. The proposed heuristic algorithms for the level and chase strate-
gies handle two different scenarios. In one scenario, overtime will be allowed, while
in the other, production will be covered entirely during regular time. It is assumed
that there is a single product family production. The results are given in Table 11.22.

The results indicated the total cost improvement for the scenario where overtime
is not allowed in the level strategy heuristic (12.7%) with reference to a scenario
with overtime. However, the best decision is allowing overtime in terms of total cost
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Table 11.22 Results of the
proposed heuristics

Strategies Scenario Total cost

Level With overtime $3,646,630

Without overtime $3,183,250

Chase With overtime $2,428,860

Without overtime $3,550,060

improvement (31.58%) for the chase strategy production plan. Besides, the results
reveal that the chase strategy algorithm has the lowest total cost in the case where
overtime is allowed.
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1 Introduction

Customer relationshipmanagement (CRM) andmarketing analytics is a combination
of techniques, technologies, and strategies that serve to create and deliver value to
profitable customers. It involves internal business processes and functions (such as
marketing, sales) as well as external influences (such as competitors). CRM systems
collect, analyze, and model information about customers using data science methods
at all stages of their life cycle to establish and maintain long-term profitable rela-
tionships and create loyal customers. Attracting and retaining profitable customers,
preventing loss of customers as well as reactivating passive customers are main func-
tions of CRM systems. Further applications of CRM and marketing analytics can be
summarized as follows. Adopting analytical methods in pricing allows examining
past purchases and thereby forecasting demand, which leads to optimizing profits
under limited resources. Firms use web analytics to observe, model, and predict
behaviors of website users, which helps to detect potential customers of new prod-
ucts, develop personalized offers, and optimize web usage. Text mining enables
analysis of unstructured text data such as customer complaints and suggestions to
extract useful, interesting, and hidden knowledge. Empowered by supervised and
unsupervised learning algorithms, recommendation systems generate useful data for
analyzing customer desires and data-driven suggestions.
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In this chapter, five cases are presented including revenue management and
pricing, customer churn analysis, socialmedia andweb analytics, complaint analysis,
and recommendation systems.

2 Revenue Management and Pricing

Revenue management, which emerged in the USA in the late 1970s and was initially
compatible only with the airline concept but is now applied in many sectors such as
airline, hotel, health, printing, publishing, railway, telecommunications, car rental,
e-commerce, also plays a very important role in supply chains. In addition, in the
presence of factors such as whether the products sold have seasonal characteristics,
whether they are sold wholesale and spot, whether they have different values in
different segments, and whether they tend to deteriorate or be defective, they have a
significant share in terms of profitability of companies [1].

The primary goal of pricing and revenue management in the supply chains of
companies is to optimize profits. While performing this optimization, it is necessary
to consider the balance between supply and demand [2]. From the point of view
of companies, although adjusting the size of the companies’ supply chain assets is
the first method that comes to mind for revenue management, companies today use
pricing as the primary tool. When considered in a broader framework, it was proven
that profit margins can be increased more effectively in managerial approaches in
which pricing and revenue management are considered together in the supply chains
of companies [3]. The information learned through revenue management indicates
that pricing should be used first in keeping the balance between supply and demand
for any company. Yet, after this balance is maintained, it is suggested that various
financial investments should be made and/or some asset items should be eliminated.
In short, pricing is considered to be a factor that increases profits by adjusting the
balance of supply and demand. Revenue management, on the other hand, is defined
as a practice in which pricing is used to maximize profits in the supply chain.

The major purpose of revenue management, which takes a qualitative approach to
pricing and inventory management, is to maximize the profit that the company can
achieve through demand forecasting of the market. Adopting analytical methods
about where and when demand will come, revenue management examines past
purchases and customer behavior. In this way, it optimizes the supply chain processes
and, as a result, promotes the customer experience by using the pricing factor. More-
over, it was underlined that revenue management strategies yield better results on
products that are prone to price fluctuations due to the pricing dimension of revenue
management. For instance, it is emphasized that the revenue management process
should be considered for products with seasonal effects or for products sold only at
certain times of the year [4]. In summary, pricing and revenuemanagement should be
implemented by companies to optimize profits when operating with limited assets,
such as capacity and inventory in a supply chain.
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2.1 Problem Definition

In the last few decades, the increasing competitive environment due to globaliza-
tion has made revenue management an important part of companies, which they
see as a solution to sustain their profitability. It is a fact that revenue management
encourages innovative research methods for firms to develop optimal price strategies
for their products [5]. It was originally introduced only for the airline industry, but
has been adopted in many different industries. In this way, revenue management
systems have been developed over the years by following multi-criteria pricing poli-
cies in industries. Thus, it is known that different companies significantly increase
their revenues annually thanks to revenue management. However, it is observed that
decision makers in firms often tend to set the prices of products lower than the theo-
retical optimum price. Therefore, it is possible that the company cannot obtain the
potential maximum income that can be elicited from the products. Therefore, various
mathematical models and revenue optimization model should be adopted.

There are several challenges in revenue management and pricing. The first
problem that comes to mind is which model to choose while predicting and which
parameters have a role in pricing.Hence, themodel should include a holistic approach
through various parameters such as exchange rate, previous sales amounts and
revenues, past sales amounts and revenues of competitors, promotion and/or discount
of the product. In order to eliminate all these problems, it is obvious that compa-
nies should look for solid, robust, and dynamic solutions for product pricing while
managing their revenue. With this point of view, necessary parameters should be
obtained by making databases with dense information content more understandable.
Variousmachine learning algorithms and product-based sales prediction and revenue
optimization should be made by means of these parameters. In this context, answers
will be sought to the following main issues:

• Which machine learning method should be used in forecasting?
• Which variables should be considered when setting up the model?
• How should the company’s revenue corresponding to the optimal price on a

product basis be calculated?

2.2 Case Study: A White Goods and Technology Company
(Company A)

Founded in 1986, Company A is a company with more than 30 thousand employees
worldwide, with 26 production facilities in ten countries in total in Asia, Europe,
and Africa, and sales and marketing offices in 39 countries. Company A provides
services in nearly 150 countries, both online and offline, and its headquarter is in
countryB.CompanyA,whosemain focus is to produce products such aswhite goods,
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electronics, small household goods, and air conditioners, sold 55 thousand products
on a global scale in 2020 and earned a total income of $ 4.5 million from these
products. In addition, Company A also sells through its own website. In 2020, the
website was visited bymore than 400million unique users, it receives approximately
3 million clicks on a monthly basis, and over 10 thousand transactions are made.
Considering online shopping alone, CompanyA sold approximately 15,000 products
in 2020, generating over $1 million in revenue from these products.

In this case study, the main focus will be the 17-month sales data of the X product
produced by companyA for the years 2019 and 2020. The dataset includes basic sales
information of product X, information about competitors of company A, discount
information, and various economic indicators. All information in the dataset has the
following assumptions and operational financial environment:

• The numerical information in the dataset has not been intentionally or uninten-
tionally distorted, and this data was audited by an independent auditor.

• In terms of product X, sales in company A’s online and offline stores are evaluated
together.

• It is assumed that government policies have no and will not have an impact on
product X produced by company A.

• All aspects of the X product’s technical specifications are not covered by the case
study.

The sales department of company A wants to develop a revenue optimization
model based on the number of sales of X product. In this context, a machine learning
model will be established by considering the dataset of product X, and the discounted
price of product Xwill be obtained thatmaximizes revenue. Table 1 lists the attributes
to be used in the dataset. By using StatsModel and Sklearn open libraries, revenue
optimization of product X will be made.

2.3 Model

The notations and explanations of the model are shown below:
f (x): Prediction of number of sales.
ρ: Distribution of average selling price.
c: Profitability.

Income = f (x) × ρ (1)

Optimum Revenue: max[ f (x) × ρ] (2)

Profit = f (x) × ρ × c (3)
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Table 1 Specifics of the
features that were used to
maximize revenue

Variable name Variable description

Year Production year

Month Production month

Recommended price Recommended price of current
month

Avg sales price Average sales price of current
month

Total sold Total sales of current month

Sold without discount Total sales per month w/o
discount

Discount Discount (1) or not (0)

Promotion Promotion (1) or not (0)

Competitor_price Selling price of competitors in
the current month

Previous avg sales price Average sales price of last
month

Previous total sold Total sales of last month

Two previous avg sales price Average sales price of two
months before

Two previous total sold Total sales of two months
before

Previous competitor_price Selling price of competitors in
last month

Optimum Profit: max[ f (x) × ρ × c] (4)

Parameters indicated with the notation ‘x’ in the prediction of the number of sales
are product price, competitor prices, market information, economic indicators, and
discount information. In this model, the aim is to create the function that gives the
average monthly sales price using the discounted sales price of the X product. Then,
using the parameters determined with the ‘x’ notation, a function that calculates
the predicted number of sales on a monthly basis is created. Finally, the revenue
item, which will maximize the monthly total revenue, is calculated by the monthly
average sales price and the total number of sales. Thus, the predicted number of sales
and estimated sales revenue are calculated by taking the possible discounted prices
into account. These accounts are compared with the actual total sales and revenue
items. The inconsistency is evaluated with the MAPE parameter, which calculates
the prediction accuracy.
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2.4 Solutions and Analysis

The model inputs of the case study are as follows: The data of product X for the
months of April, June, and July 2020 was considered. The average price function
was created by linear regression using the discounted price of these months. The
coefficients of the regression equation and the R2 value are as follows (Table 2):

The actual monthly total sales values of April, June, and July were compared with
the estimated monthly sales amounts of the actual discounted prices (Table 3), and
the accuracy of the sales figures was found. Here, the accuracy is used as a measure
of how much the estimated number of sales deviates from the actual number of sales
in percentage terms. For instance, in July, the difference between the actual total
sales and the predicted total sales is 216 units. 216 (difference)/6636 (actual total
sales) = 2.95%. This indicates that the accuracy rate in July equals ~97%.

Afterward, revenue optimization was made separately for April, June, and July of
2020. By testing potential discounted prices between 50 and 450 TL for each month
(by increasing 10 TL in each trial), the average selling price was found with the
regression equation whose parameters were given above, and the possible income
calculation was made using this price. The results for April, June, and July, respec-
tively, are given in the following tables. Also discounted price and predicted revenue
of months are illustrated in Figs. 1, 2, and 3. The curve plotted in Figs. 1, 2, and 3 for
April, June, and July, respectively, shows the predicted revenue value for different
discounted prices. In other words, the curve in these figures represents the simulation
of possible income for different discounted prices (Tables 4, 5, 6, 7, 8 and 9).

The actual values and the estimated values of the model for the revenue-
maximizing discounted prices in April, June, and July are shown in Table 10.

Table 2 Parameters of the
regression equation

Coefficient Value

B0 53.014

B1 0.898

R2 0.994

Table 3 Actual total sales
versus predicted total sales

Month Actual total
sales

Predicted total
sales

Accuracy (%)

April 2020 15.935 15.948 99

June 2020 14.924 14.498 97

July 2020 6.636 6.832 97

Average 98
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Fig. 1 Discounted price and predicted revenue of April 2020

Fig. 2 Discounted price and predicted revenue of June 2020

The tables above were created for 3 months by using the elements mentioned in
the model section. It is seen that the accuracy of the model created in this case study,
which aims to find the optimum revenue point, is quite high.
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Fig. 3 Discounted price and predicted revenue of July 2020

Table 4 Optimal revenue of
April 2020

Potential sales
price

Potential
average sales
price

Predicted total
sold

Predicted
revenue

160 196.71 21,431.44 4,215,831

170 205.69 20,822.21 4,282,994

180 214.67 20,212.98 4,339,214

190 223.66 19,603.75 4,384,491

200 232.64 18,994.52 4,418,825

210 241.62 18,385.29 4,442,216

220 250.60 17,776.06 4,454,664

230 259.58 17,166.83 4,456,168

240 268.56 16,557.60 4,446,730

250 277.54 15,948.37 4,426,348

260 286.52 15,339.14 4,395,024

270 295.50 14,729.91 4,352,756

280 304.49 14,120.68 4,299,545

290 313.47 13,511.45 4,235,391

300 322.45 12,902.22 4,160,294

310 331.43 12,292.99 4,074,254

Table 5 Actual revenue of
April 2020

Actual
discounted
price

Actual average
sales price

Actual total
sold

Actual
revenue

249 279.03 15,935 4,446,380
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Table 6 Optimal revenue of
June 2020

Potential sales
price

Potential
average sales
price

Predicted total
sold

Predicted
revenue

160 196.71 23,027.61 4,529,818

170 205.69 22,418.38 4,611,317

180 214.67 21,809.15 4,681,873

190 223.66 21,199.92 4,741,485

200 232.64 20,590.69 4,790,155

210 241.62 19,981.46 4,827,881

220 250.60 19,372.23 4,854,664

230 259.58 18,763.01 4,870,504

240 268.56 18,153.78 4,875,401

250 277.54 17,544.55 4,869,355

260 286.52 16,935.32 4,852,366

270 295.50 16,326.09 4,824,433

280 304.49 15,716.86 4,785,558

290 313.47 15,107.63 4,735,739

300 322.45 14,498.40 4,674,978

310 331.43 13,889.17 4,603,273

Table 7 Actual revenue of
June 2020

Actual
discounted
price

Actual average
sales price

Actual total
sold

Actual
revenue

299 317.17 14,924 4,733,471

2.5 Conclusion

Thanks to the model within the scope of this case study, it is possible to predict
the number of sales according to different discount setups and to determine the
optimum discount budget. In addition, this study can be developed with differenti-
ations/constraints such as determining the optimum revenue point according to the
minimum profit constraint (e.g., profit > 30%). The effect of the price and discount
of the substitute products on the sales of the product X and modeling the cannibal-
ization effect of the lower–upper category products can be tried. Furthermore, by
considering other competitors in the industry, the revenue model can be simulated
depending on the changes in the prices of the competitors’ substitute products. For
all these reasons, this model can be considered a sufficient starting point. Thanks to
this model alone, the ideal discounted price and predicted revenue for product X of
company A were clearly demonstrated.
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Table 8 Optimal revenue of July 2020

Potential sales price Potential average sales price Predicted total sold Predicted revenue

160 196.71 19,016.29 3,740,742

170 205.69 18,407.06 3,786,215

180 214.67 17,797.83 3,820,744

190 223.66 17,188.60 3,844,331

200 232.64 16,579.37 3,856,974

210 241.62 15,970.14 3,858,674

220 250.60 15,360.92 3,849,431

230 259.58 14,751.69 3,829,245

240 268.56 14,142.46 3,798,116

250 277.54 13,533.23 3,756,044

260 286.52 12,924.00 3,703,029

270 295.50 12,314.77 3,639,070

280 304.49 11,705.54 3,564,169

290 313.47 11,096.31 3,478,324

300 322.45 10,487.08 3,381,536

310 331.43 9877.85 3,273,805

Table 9 Actual revenue of July 2020

Actual discounted price Actual average sales price Actual total sold Actual revenue

359 377.42 6636 2,504,602

Table 10 Actual versus predicted of all months

Month Discounted
price

Actual
average
sales
price

Actual
total
sold

Actual
revenue

Predicted
average
sales price

Predicted
total sold

Predicted
revenue

April 230 279.03 15,935 4,446,380 259.58 17,166.83 4,456,168

June 240 317.17 14,924 4,733,471 268.56 18,153.78 4,875,401

July 210 377.42 6636 2,504,602 241.61 15,970.14 3,858,674
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3 Customer Churn Analysis

3.1 Customer Relationship Management and Customer
Churn

Customer relationship management (CRM) is a combination of techniques, tech-
nologies, and strategies that serve to create and deliver value to profitable customers
[6]. It involves internal business processes and functions (such asmarketing, sales) as
well as external influences (such as competitors). CRM systems collect and analyze
information about customers at all stages of their life cycle to establish and maintain
long-term profitable relationships and create loyal customers [7, 8].

Customer-centric organizations exploit CRM to enhance competitive advantage
of the organization. In such organizations, CRM aims to attract and retain profitable
customers, prevent loss of customers as well as reactivate passive customers. In
line with these purposes, the main applications of CRM can be classified under
the following three categories: (i) customer acquisition, (ii) customer retention and
churn, and (iii) customerwin-back [9]. All these applications correspond to the stages
that any customer goes through in his/her relationship with a company, i.e., customer
life cycle. Therefore, CRM allows managing the customer life cycle across all these
stages more efficiently and effectively:

Customer acquisition: It is the first stage of the customer life cycle. In this stage,
while acquiring customers to do businesses, the questions to be answered are ‘which
potential customers should be targeted?’, ‘how should they be approached?’, and
‘what should they be offered?’ [10]. The right CRM strategies in this step aim at
acquiring profitable customers.

Customer retention and churn: Customer retention involves the company’s
skills and efforts to keep their current customers. In other words, the core purpose of
CRM strategies related to retention is to maintain the continuity and quality of rela-
tionships with profitable customers. Actions and strategies that improve customer
retention play also a key role in creating loyal customers and, thereby, growing the
existing customer base [8]. However, it is also critical for organizations to analyze
and understand the loss of customers (i.e., customer churn) and avoid current and
potential mistakes [11].

Customer win-back: This stage involves winning customers back who have once
terminated their relationship with the company. The CRM strategies for win-back
differ from the acquisition in that lost customers have certain experience and their own
judgment about being in a relationship with that company’s products and services
[9].

Several studies in the literature have reported that efforts to keep existing
customers are considerably less costly than acquiring new customers [11, 12] among
others. Therefore, being much less hard and costly than customer acquisition,
customer retention is critical to survive in a highly competitive environment. At
the retention stage, the aim is to keep a high proportion of profitable customers by
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reducing customer defections. Customer defection refers to switchingmerchandisers
or terminating the relationship and is also known as customer churn or attrition.

There will always be some customer churn while trying to engage current
customers to continue buying products or services from the company. Therefore,
customer churn prediction is critical in understandingwhether a company is retaining
customers [13]. It helps companies to identify customers who are likely to terminate
the relationship, to predict when they are likely to quit and what the drivers are that
help explain why a customer is likely to leave the company [7, 9].

Customer churnmight be voluntary, unavoidable, or involuntary [14]. In voluntary
churn, customers prefer leaving the company because they are not satisfied with the
product/service, other companies provide better products/services, or they no longer
need it. The customer’s decision relies on his/her experience. Unavoidable churn
(also known as incidental churn) occurs when the customer permanently leaves the
market, for example, when he/she dies or migrates. In involuntary churn, on the other
hand, the relationship with the customer ends when without the customer’s decision.
For example, when the customer fails to pay his/her bill, the customer is asked by
the company to leave. Involuntarily churned customers are likely to continue their
relationship with the current brand or company [7].

Especially under intense competition, customer churn analysis may help to adjust
the firm’s marketing strategy and minimize operational costs. Hence, both in theory
and practice, churn analysis is widely performed in markets where customers might
switch to competitors easily, such as telecommunications, insurance, credit card and
financial services, and online gaming industry[15]. The studies in the literature are
also rich in methods used to model and predict churn behavior. Table 11 provides
examples of recent contributions to the customer churn literature.

3.2 Case Study: A Telecommunication Industry

The telecommunication industry renders services to communicate in the form of
words, voice, audio, or video both on global and local scales whether over the
phone or the Internet, through airwaves or cables, over wires or wirelessly. Focus on
improving driving forces, i.e., to present quicker and clearer data services, to provide
multi-application usage, and to increase connectivity makes the competition within
the sector challenging [25]. Therefore, to compete effectively, improving customer
experience and service as well as developing new technologies is highly critical. To
do this, it is essential to understand the behavior of telecom customers [26].

In this case study, the churn behavior of telecom customers is predicted. Here, X
is a telecommunication company providing its customers with various services. X
wants to identify the customers who are likely to terminate the relationship or switch
to any other provider. To do this, the company will analyze a dataset of 3333 records
[27] involving features related to customers’ service usage (see Table 12).
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Table 11 Summary of current studies focusing on customer churn prediction

Author(s) Summary Methods

Zhang et al. [16] People’s watching and spending
habits were analyzed in order not to
lose tracking of customers

Logistic regression

Mandak et al. [17] Demographic and service usage
variables were used to predict
customer churns and find the factors
influencing them in European
telecommunications providers

Logistic regression

Khamlichi et al. [18] Several data mining methods were
used, and a final model by
hybridization of all used models
was set as a best of all

Hybrid model (Logistic Reg. SVM,
random forest, decision tree,
XGBoost, K-nearest neighbor)

Karvana et al. [19] To offer incentives to survive,
potential churn customers were
predicted using past data and
previous behavior

Support vector machine (SVM)

Jafar et al. [20] A prediction model that helps
telecom operators to predict
customers who are most likely to
churn was developed by building
churn models with data mining
techniques

Decision tree, random forest, GBM
tree, XGBboost

Adnan et al. [21] The focus is on determining the
effectiveness of the factors, i.e.,
lower and upper distance between
the samples. A novel solution is
proposed for the
telecommunication sector showing
the hidden factors considered for
predicting the customer churn

Manhattan distance formula, Naïve
Bayes (NB), Bayesian binomial test

Pamina et al. [22] Three prominent classifiers were
compared to enhance customer
churn prediction accuracy. Defining
the attributes was focused on higher
churn cognition with XGBoost
classifier

Random forest, K-nearest
neighbors, XGBoost

Amin et al. [23] The study addresses the gap not
having enough historical data. A
cross-company data was used in the
context of just-in-time for
addressing customer churn
prediction problems in the telecom
sector

Feature selection via mRMR,
SVM, K-nearest neighbors, neural
network

Caigny et al. [24] The inclusion of textual data in a
CCP model was investigated to
improve its predictive performance

Text mining, convolutional neural
networks
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Table 12 Predictor features in the dataset [27]

Feature Data type Definition

State String 2-letter code of the US state of customer
residence

Account_length Numerical Number of months the customer has been
with the current telco provider

Area_code String ‘Area_code_AAA’ where AAA = 3 digit
area code

İnternational_plan Yes or No The customer has international plan

Voice_mail_plan Yes or No The customer has voice mail plan

Number_vmail_messages Numerical Number of voice mail messages

Total_day_minutes Numerical Total minutes of day calls

Total_day_calls Numerical Total number of day calls

Total_day_charge Numerical Total charge of day calls

Total_eve_minutes Numerical Total minutes of evening calls

Total_eve_calls Numerical Total number of evening calls

Total_eve_charge Numerical Total charge of evening calls

Total_night_minutes Numerical Total minutes of night calls

Total_night_calls Numerical Total number of night calls

Total_night_charge Numerical Total charge of night calls

Total_intl_minutes Numerical Total minutes of international calls

Total_intl_calls Numerical Total number of international calls

Total_intl_charge Numerical Total charge of international calls

Number_customer_service_calls Numerical Number of calls to customer service

Churn True or False Customer churn—target variable

The analysis to be performed by the company to model its customers’ behavior is
an example of supervised machine learning. Supervised learning grounds on algo-
rithms that develop general hypotheses with reasoning based on externally supplied
instances. Thus, the hypotheses can constitute a comprehensive model of the distri-
bution of churned customers considering predictor features given in Table 12. The
company decides to develop a classification algorithm, because, with this model, it
will be able to categorize its customers into churn and non-churn classes.

The churn behavior of the company’s customers will be modeled using four
different classification algorithms, including artificial intelligence applications along
with basic statistical methods.

3.2.1 Data Examination

The first and fundamental step is data examination. The raw dataset has 3333
instances with 20 features. To test the accuracy of the models to be developed,
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the raw data is divided into two parts with an 80/20 ratio preserving the distribution
of the classes. Thus, the training dataset has 2666 instances, the test dataset has 667
instances, and 15% of each set represents instances for churned customers.

There is no missing value in the raw data. However, the three categorical features,
‘State’, ‘International plan’, and ‘Voice mail plan’, need to be encoded to allow
numerical analysis. The features ‘International plan’ and ‘Voice mail plan’ have a
sequence of labels with values ‘Yes’ and ‘No’, and the feature ‘State’ has 51 unique
labels. Using one-hot encoding, a representation of categorical variables as binary
vectors, the feature of ‘State’ is represented by a 51-sized vector, and the features
‘International plan’ and ‘Voice mail plan’ are transformed into vectors with two
elements. After encoding the features, the final dataset comprises 71 features.

3.2.2 Performance Criteria for Comparison

The model development process needs performance evaluation measures to evaluate
amodel and compare itwith others. In order tomeasure the classification performance
in classification problems, several functions, known as loss, score, and utility, can
be used. Before the model development, the basic performance criteria for model
evaluation will be introduced.

The most common criterion is the accuracy by which the mean of the proportion
of correct predictions concerning actual labels specific to the classes is represented.
The prediction accuracy of a model over nsamples is defined as

accuracy
(
y, ŷ

) = 1

n_ samples

nsamples−1∑

i=0

1
(
yi = ŷi

)
(5)

where ŷi and y are the predicted and true values corresponding to i-th sample and
1(x) is indicator function, which takes its value if x is realized [28].

Different performance measures are also used to compare the performances of
models from different perspectives. For example, a classifier has several capabilities,
such as determining positive samples and accurately classifying negative samples,
and there are relevant different measures. These are precision, the ratio of positive
identifications to the samples that are actually positive, and recall, the ratio of samples
that are actually positive to samples identified as positive [29]. For more details, the
reader should refer to Part I of this book. There is also a general measure to inter-
pret precision and recall simultaneously: F-score. F-score is the way of combining
precision and recall into a weighted harmonic mean and is calculated as expressed
by the following equation [28].

Fβ = (
1 + β2

) precison ∗ recall
(
β2 ∗ precision

) + recall
(6)
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when β = 1, Fβ is equal to F1 and the influence of precision and recall in f-score
becomes equal.

A graphical illustration of a classification model’s performance is a curve called
receiver operating characteristic (ROC), which plots a classifier’s performance at
varied discrimination thresholds. It is a plot displaying the proportion of sensi-
tivity and specificity. Curve information summarized in one number is revealed by
computing the area under the ROC curve (abbreviated to AUC).

Another tool for the performance evaluation is the confusion matrix. This matrix
illustrates the accuracy of the classification by a matrix with true classes in rows and
predicted classes in columns.

3.2.3 Model Development

In this case study, logistic regression, multilayer perceptron (MLP), random forest,
and gradient boosting trees are used as classifiers which are explained in detail in
Chap. 3.

3.2.4 Comparison of the Models

For each technique listed below, the classifiers are trained on the training dataset. To
form a judgment about the generalization ability of each model and to compare them
for the best model, the test dataset is used. The default initialization parameters and
the training and test performances of the models are given in Tables 13, 14, 15, and
16.

Considering the unbalanced distribution of positive and negative labels (churn
and non-churn), it seems that logistic regression results are not better than a default
non-churn choice in terms of test accuracy provided in Table 17. In addition, neural
network predictions are similar compared to logistic regression in terms of accuracy.
Random forest predictions are the best among the algorithms used. The high number
of one-hot encoded features and the power of ensemble prediction methods are some
of themain reasons for this difference. Another ensemblemethodGMB’s predictions
are very close to random forest prediction.

Table 13 Parameters of
logistic regression classifier

Parameter Value

Penalty ‘l2’

Tol 0.0001

C 1.0

Solver ‘lbfgs’

Fit_intercept True
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Table 14 Parameters of MLP classifier

Parameter Value

Activation ‘Relu’

Solver ‘Adam’

Alpha 1e-5

Learning_rate_init 0.01

Hidden_layer_sizes (5,5)

Max_iter 1000

Learning_rate ‘Constant’

Momentum 0.9

Table 15 Parameters of random forest classifier

Parameter Value

N_estimators 150

Max_depth 15

Criterion ‘Gini’

Min_samples_split 2

Min_samples_leaf 1

Table 16 Parameters of gradient boosting trees classifier

Parameter Value

N_estimators 150

Learning_rate 0.1

Loss ‘Deviance’

Criterion ‘Friedman_mse’

Min_samples_split 2

Min_samples_leaf 1

Table 17 Prediction performance of the developed models

Accuracy

Model Training Test Test AUC Test F1

Logistic regression 0.8709 0.8545 0.8141 0.3021

Neural network classifier 0.8653 0.8545 0.7883 0.4260

Random forest 0.9857 0.9430 0.9217 0.7564

Gradient boosting trees 0.9609 0.9385 0.9189 0.7484
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Fig. 4 ROC curves of classifiers for test dataset

The ROC curves in Fig. 4 also show the superiority of the ensemble models
developed for predicting customers who will churn. The AUCwith varied classifica-
tion thresholds is higher for two ensemble models than logistic regression and MLP
classifiers.

Finally, Fig. 5 illustrates the confusion matrix of the models developed for the
test dataset. Accordingly, with the best prediction model developed, at least 62% of
the 95 customers who have churned can now be accurately identified.

4 Social Media and Web Analytics

Internet usage has increased rapidly, approximately 5 times in the last 15 years. The
number of users increased from 1.023 billion in 2006 to 5.16 billion users in 2021, as
well as 65% of the world population [30]. In addition, this rise was followed by the
usage of social media from 0.97 billion to 3.7 billion active users in the last decade
[31].
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Fig. 5 Confusion matrices of classifiers (a. logistic regression, b. MLP, c. random forest, and d.
gradient boosting trees) for test dataset

Companies are adapting themselves to these changes by using social technologies
such as marketing through social media networks and online platforms since they
realized the potential of the new marketing era. Companies can achieve up to a 25%
productivity increase of their highly skilled employees by using social networks [32].
Also, about three-fourths of the surveyed companies are practicing social technolo-
gies, and 90% of them are recognizing the benefits of using this technology. When
dealing with analytics of this new business area, it would be convenient to split it
into two fragments of social media and web analytics and point them out in detail.

Social media, which has emerged as a different form of human communication,
has also affected the company–customer relationship. The way to grow a business
rapidly is now through social media and networking, which make it less painful to
reach large audiences [33]. Almost all companies take part in social media to make
their brand perceptions effective. In addition to being an effective and affordable
marketing method, social media [34] can also provide an environment for rapid
reactions or feedback of customers. However, it can be easily out of control in some
negative situations. In social media, the data can be collected through the application
programming interfaces (APIs) of some social media networks or by web crawling
or scrapping. From this data, one can obtain users’ comments, feelings and opinions
about a brand or a product by performing sentiment analysis.

Another term to mention is web analytics which is defined as follows: ‘the
measurement, collection analysis, and reporting of Internet data for the purpose
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of understanding and optimizing web usage’ [35]. One can perceive the behaviors
of website users, detect the potential customers of new products, and also enhance
the existing structure of the website by following steps of web analytics. From the
marketing point of view, suggesting an appropriate product to the customer at the right
time on the website has the potential to increase sales significantly. If the customer’s
character, activities, and interests can be known, more relevant advertising can be
conducted.

Likewise, behavioral insights can be derived fromdata collected throughwebsites,
but it explains little about the motivation and process of behavior. The missing parts
are tried to be interpreted by utilizing the data gathered through experiments and
surveys. Analyzing process starts with the determination of a goal, according to a
certain performance criterion, then new data is collected after adjustments are made
in linewith this goal, and finally, it is checked for progress. Although the performance
criteria vary according to the type of website, they are generally designed to increase
revenue, reduce costs, and improve customer experience [36].

Using web analytics, metrics such as the total traffic of a website, location of
users, in-site browsing rates, and abandonment rates can be obtained. Observing all
can be named as customer online activity analysis. At the last stage, companies can
make promotions, personalized offers, and product recommendations on top of these
basic analyses.

4.1 Problem Definition

In today’s data-driven and complex world, companies have difficulties connecting
with all customers in large, broad, or diverse markets, and customers expect to be
understood and communicated with a personal perspective. This problem occurs in
various areas such as communication, new product development, and service-level
determination. To overcome this problem, identifying and uniquely satisfying the
right market segments is proposed [37]. The process of market segmentation can
be defined as to divide a market into well-defined slices and each slice consists
of a group of customers who share a similar set of needs or characteristics [38].
In the literature, the most popular ways of marketing segmentation are as follows:
geographic, demographic, psychographic, and behavioral segmentation.

• Demographic segmentation uses data such as age, gender, and income to create
market segments. Demographic segmentation is highly beneficial for markets
where customer demographics are associated with customer needs and wants.
However, the association between demographics and customer wants may not
be valid for most markets. In other terms, two different customers of the same
age have the same gender, income may have different buying behaviors, and
demographic segmentation may not show the difference.

• Psychographic segmentation aims to segment the market by customers’ lifestyles,
attitudes, and aspirations. The variables used in psychographic segmentation
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include interests, activities, opinions, and values. This type of segmentation
is generally used for strengthening brand identity and creating an emotional
connection.

• Behavioral segmentation uses customers’ product or service-related behaviors
data. The source data for this kind of segmentation includes benefits sought,
usage rate, brand loyalty, user status, readiness to buy, and occasions. Behavioral
segmentation can be very beneficial for companies that provide membership-type
relationships to customers, such as banks and telecommunications providers. The
disadvantage of this approach is that the data used includes only the company’s
data. The user’s usage data in other companies is ignored.

• Need-based segmentation groups users according to their wants and needs. In this
sense, the expectations of the customers in the same group from the product
or service will be similar. Although it is the most suitable method for basic
marketing studies such as developing new products, deciding on product features,
and pricing, it is difficult to access data on customer requests and needs. For this
reason, data obtained from methods such as surveys or focus groups is used in
this type of segmentation.

Social media and the web provide novel application perspectives on customer
segmentation. Both channels provide customer data such as web browsing, search,
product view, product sell, engaging content, and friends’ network. The data gathered
from these channels enables us to build new customer segments.

4.2 Case Study: Customer Segmentation Based on Page View
Data

On-demand ‘ultrafast’ delivery service companies aim to deliver the ordered products
to customers in a very short period. As the market is growing and competition is
high, a company aims to build a segmentation model based on page view data. By
doing this, the company wants to create market segments based on customers’ both
behaviors and needs. In order to accomplish such a study, list of variables given in
Table 18 is needed.

Inwebanalytics, identificationof the customer is an important issue, andgenerally,
cookies are utilized. To this end, each visitor is assigned a unique number which is
stored in the cookies. This value is represented as customer ID. In the second or later

Table 18 Input data of the segmentation model

Variable name Variable description

Customer ID The unique ID of a customer

Category ID The ID which represents a category

Visits Total number of page visits of a specific customer to a specific category
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Fig. 6 Categories and the number of visits in each category

visits, the unique ID stored in the cookie is used to identify the user. On the other
hand, the data gathered from cookies is vague since the cookies are not transferred
from different hardware of the user, or similarly, the user can erase the cookies from
his/her hardware. In such cases, the same user can have more than one unique ID.

Another data related with e-commerce is the category ID. Each product is listed
under at least one category. The related products are listed under the category page,
and visitors browse the products. Since various products are served to the visitors,
using product visits as a source for segmentation has somedrawbacks.Visitor patterns
can be undetected, or the segments cannot be well formed because of sparse data.
Thus, category ID variable is used for segmentation. The number of visits is a metric
used to measure the total number of times a user navigates to a category page or a
product page that is listed under that category. Since the raw visit data can be very
huge, a summarized version of visit data is used here.

For this case, 149,919 visit data of 3000 customers is used. The categories and
number of visits in each category are shown in Fig. 6.

4.3 Model and Application

In this application, k-means clustering method, which is explained in Chap. 10, is
used for segmentation. K-means algorithm is a method of vector quantization that
aims to partition n observations into k clusters in which each observation belongs to
the cluster with the nearest, and the application steps can be summarized as in the
following.

Step 1. Determine the data which will be included in the study.
Step 2. Standardize the data so that they become unitless. Since the algorithm is

based on distances between points, the units of the data may distort the formation of
the clusters. To get better results, the data should be standardized.
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Step 3. Apply the k-means algorithm for different k values. In the following, steps
of the k-means algorithm are given.

Step 3.a. Determine the value of k.
Step 3.b. Select k random points from the data as centroids: While there are

different initiation approaches, the classical k-means algorithm starts with randomly
selecting k points.

Step 3.c. Assign all the points to the closest cluster centroid: In this approach,
segments are created by assigning each data point to the nearest centroid.

For every i, set

c(i) := argmin
j

∥∥x (i) − μ j

∥∥ (10)

where x (i) represents each data point and μ j represents the centroid values. The
distance between each data point and centroids is calculated by using Euclidian
distance.

Step 3.d. Recompute the centroids of newly formed clusters: As data points are
assigned to their new clusters, the center points of the segments may change. So, in
this step, the new centroids are calculated.

For each j, set

μ(i) :=
∑m

i=1 1
{
c(i) = j

}
x (i)

∑m
i=1 1

{
c(i) = j

} (11)

Step 3.e. Check the stopping criteria: A criteria should be defined for the algorithm
to stop. Basically, the algorithm stops when there are no changes in the segments or
the iteration reaches to a certain threshold value.

Step 3.f. Repeat Steps 3.c, Steps 3.d, and Step 3.e: If the algorithm does not stop,
the next step is to turn back to Step 3.c.

Step 4. Calculate the performance scores for different k values and select the most
suitable k value. Silhouette score is used as a performance score in clustering. The
calculation is as follows:

Silhouette Score = (b − a)

max(a, b)
(12)

where a is the average intra-cluster distance, i.e., the average distance between each
point within a cluster. b is the average inter-cluster distance, i.e., the average distance
between all clusters.

Step 5. Prepare the centroid table for the segments created for the selected k value.
Step 6. Interpret the centroid table and define different segments in the market.
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4.4 Solution and Analysis

The data used for the application of customer segmentation based on page view data
is an anonymized and simplified version of a real-world data. A sample view of the
raw data used for the application is given in Table 19.

The raw data is later converted to tabular form as given in Table 20. In Table 20,
each cell represents the number of visit data of a customer to a category mentioned
in the associated column.

The next step is to standardize the column values, and the standardized values are
shown in Table 21. In this step, outliers are eliminated. A regular way of eliminating
the outliers is to eliminate the users which have standardized values outside the [−3,
3] interval.

Table 19 Sample raw data

Customer ID Category Number of visits

2614 C1 4

3731 C5 8

2028 C1 3

1026 C10 15

1823 C6 3

3735 C4 13

2050 C1 3

Table 20 Tabular form of the raw data

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

1000 2 0 1 4 4 2 9 5 5 13

1001 1 1 1 4 3 5 8 4 2 10

1002 4 2 2 3 1 1 9 4 3 7

1003 5 2 2 12 8 14 2 2 5 1

1004 .. … .. .. .. .. .. .. .. ..

Table 21 Scaled data

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

1000 −0.76 −1.29 −1.02 −0.27 −0.27 −0.77 1.02 0.02 0.00 2.06

1001 −1.03 −1.03 −1.02 −0.27 −0.53 0.01 0.77 −0.24 −0.76 1.29

1002 −0.24 −0.78 −0.77 −0.54 −1.04 −1.03 1.02 −0.24 −0.51 0.52

1003 0.03 −0.78 −0.77 1.83 0.76 2.34 −0.78 −0.75 0.00 −1.02

1004 .. … .. .. .. .. .. .. .. ..
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After this step, data is ready for k-means algorithm, and the algorithm is applied
with a different number of clusters. The silhouette scores related to each different
cluster number are calculated to show the performance of clustering. The resulting
silhouette numbers are given in Fig. 7.

The results reveal that k = 4 show the highest silhouette values which means the
best mathematical clusters are obtained when four clusters are formed. However,
still, the formed clusters should be examined. One way of examining the clusters is
the number of customers in each segment, and Fig. 8 shows the number of customers

Fig. 7 Silhouette values for different numbers of clusters

Fig. 8 Number of customers in each segment
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Table 22 Centroid table with original data

C 1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Cluster 1 3.03 2.99 2.90 3.03 3.10 2.92 11.01 2.94 2.91 10.94

Cluster 2 2.99 3.01 2.96 10.82 10.96 10.86 3.01 3.01 2.91 2.93

Cluster 3 3.01 11.02 11.03 3.18 2.99 2.94 3.03 2.98 10.97 2.95

Cluster 4 10.90 2.99 3.05 3.04 3.02 3.07 3.01 11.09 2.99 3.04

Table 23 Centroid table with scaled data

C 1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Cluster
1

−0.49 −0.52 −0.54 −0.53 −0.50 −0.53 1.54 −0.51 −0.53 1.53

Cluster
2

−0.50 −0.52 −0.53 1.52 1.53 1.53 −0.52 −0.49 −0.53 −0.52

Cluster
3

−0.50 1.52 1.52 −0.49 −0.53 −0.53 −0.52 −0.50 1.52 −0.52

Cluster
4

1.58 −0.52 −0.50 −0.53 −0.52 −0.49 −0.52 1.59 −0.51 −0.50

in each segment when four is selected as the parameter. As the number of customers
in each group is similar, the clustering is suitable from this perspective.

Another perspective to validate the results is to check the centroid tables and
interpret the results with market experts. The centroid tables show the center point
of each segment so they are used to understand the characteristics of each segment.
The centroid tables can be formed by using original data or scaled data. The centroid
table with original data is given in Table 22, and the centroid table with scaled data
is given in Table 23.

According to the centroid table, the customers in Cluster 1 are interested in Cate-
gory 7 (Home&Living) and Category 10 (Technology). It can be seen from Table
22 as the numbers associated with Category 7 and Category 10 are more than 10.
In Table 23, the same values are around 1.5 which means the page visits are higher
than the mean. Similarly, it can be observed that customers in Cluster 2 are related to
Category 4 (Cleanup), Category 5 (Food), andCategory 6 (Fruit andVegetables). The
customers in Cluster 3 are related to Category 2 (Bakery), Category 3 (Beverage),
and category 9. Finally, Cluster 4 is related to Category 1 (Baby Care) and Category
8 (Ready to Eat).

From these results we can conclude that Cluster 1 shows “HomeTech” customers
who care about technology and their life at home. In the samemanner, Cluster 2 can be
defined as “Everyday Users” who buys nearly all of the daily needs from the system.
Cluster 3 can be defined as FastFooders since their focus is on the product which is
ready to consume quickly. And finally, Cluster 4 can be defined as BigFamily, which
refers to couples with babies.



CRM and Marketing Analytics 361

5 Complaint Analysis

Analyzing customer complaints is very important for service quality management in
order to prevent customer dissatisfaction and loss of loyalty. Elimination of customer
dissatisfaction beginswith identifying theweak and strong aspects of the service. This
useful information is then used to redesign and improve the service [39]. Analyzing
customer reviews is a good and frequently used tool tomonitor and increase customer
satisfaction. Analysis of customer reviews is better thanmany other methods because
it can reveal the positive and negative aspects of the service or product. It is an impor-
tant opportunity for companies to take immediate action if there is dissatisfaction
with the relevant product or service. In addition, the knowledge gained in this way
is highly reliable as customers voluntarily write reviews. Therefore, examining the
reviews of real customers is a good source of information for companies while
monitoring customer complaints and developing methods to increase satisfaction
[40].

The reason for this study is that companies are now starting to give importance to
analyzing their customers’ opinions with text analysis in order to better understand
them and thus to improve their products or services. In this direction, the studies in
the literature were examined, and the techniques and usage areas used in the analysis
of customer reviews were internalized. Afterward, an exemplary customer review
analysis study was carried out in the field of e-commerce, where the analysis of
customer reviews is much more critical than in other areas.

5.1 Problem Definition

Electronic commerce (e-commerce) is one of the most important building blocks
for many retail companies, and e-commerce sales in the retail sector are expected
to reach 4.5 trillion dollars by the end of 2021 [41]. The e-commerce industry,
which has become so widespread, has started to be an element of choice compared
to traditional commerce, and thanks to this awareness, companies seek to set and
design their services to boost customer experience. Hence, it is an undeniable fact
that e-commerce companies focus on the provision of innovative and competitive
advantages to their customers and try to differentiate from other companies.

Despite all this penetration rate and success of e-commerce, compared to the
traditional retail sector, e-commerce does not provide any staff or salesperson to
help customers, so customers make purchase decisions based on the comments and
reviews made on e-commerce portals. The fact that e-commerce websites contain
textual reviews of a large number of customers and that these comments include a
wide range of subjective evaluations of products and product features affect customer
purchase decisions as a starting point for prospective customers.With e-WoM,which
is an electronicword ofmouth, the characteristics and uses of products are transferred
to new customers through informal channels, and it plays amajor role in the customer
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purchase decision process. However, a large number of reviews made about the
products make it difficult for customers to notice and interpret those reviews that are
useful to them. At the same time, the existence of some conflicting reviews makes
the customer purchase decision more insensible. Therefore, it is not always possible
to match the appropriate product with the right customer. Furthermore, hundreds of
comments for the same product cause a cognitive load on customers’ minds.

It is crystal clear that companies should adopt various innovative solutions in
order to eliminate this problem. With this perspective, e-commerce companies need
to apply text analytics methods and adopt these method-based systems to provide
better service quality. In this context, this study aims to understand how product
comments that are made by customers help recommend a product to someone else.

5.2 Case Study: Clothing Product-Based E-Commerce
Website

CompanyM provides services on an online platform and focuses on fashion products.
Company M has an average of 4 million members and sells over 35,000 products
annually. Monthly, roughly 1 million clicks are received, and approximately 10,000
transactions are made. Moreover, M company has 350 offline stores in country K,
and more than 25,000 products are sold in these stores on an annual basis.

In this case study, the main focus will be on the women’s clothing products sold
by companyM over 1 year. In 1 year, more than 23,000 women’s clothing products
are sold through the online platforms ofM company. These products are intended for
all women over the age of 18 and categorically consist of intimate, dresses, bottoms,
tops, jackets, and trend products. On the online platform ofM company, customers,
who have purchased the products before, write a review text about the products, the
products are rated, and it is projected whether the products will be recommended to
others. In this way, foresight is shown for future new customers with the potential to
purchase these products. CompanyM has the following assumptions and operational
environment:

• Feedback and comments for purchases inK company’s offline stores do not affect
comments on the online platform.

• The seasonal changes in the demands of the products or the shopping made by
women from different age groups do not distort the ratings of the products and
the comments about the products.

• Shopping for products other than women’s clothing is out of context, and there is
not any significant relationship between these products and women’s products.

• The discounts or campaigns on the products (such as the third product free or
discounted if two products are purchased) do not affect the ratings and reviews of
the products.
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Table 24 Variables in the dataset

Variable name Description

Clothing ID Unique codes assigned to products

Age Reviewers age

Title The title of the review

Review text Review body

Rating Product score given by the customer (1: Worst,…,5: Best)

Recommended IND The field where customers say 1 for the product they recommend and
0, otherwise

Positive feedback count The number of other customers who found this review positive

Division name Name of the product high-level division

Department name Name of the product department

Class name Name of the product class

Company M wants to directly assist its customers in its online stores as well
as its offline stores. While there is a staff in offline stores, this is not available
in online stores, and customers have trouble finding ones that will work for them
among thousands of reviews. Therefore, CompanyM is aware of the need to develop
a system that analyzes customer reviews and outputs whether customers recom-
mend that product to someone else. Hence, in the context of this case study, dataset
containing customer reviews will be processed to reveal various prediction models
about whether customers recommend the product or not, and themodel performances
will be compared. Information about the variables in the dataset is given in Table 24.

5.3 Model

The data goes through certain basic steps in the analysis process. It is helpful to
identify and follow these basic steps before implementing a data analysis project.
In this study, data analysis was carried out by following the steps shown in Fig. 9.
In addition, each step will be examined in this section before proceeding to the
implementation phase.

Step 1: Define the target of your analysis.

When data analysis is done with the right data and methods, it can prevent many
mistakes in the critical decisions of companies. For this, the first step is to reveal
what the company is aiming for with this analysis.

Step 2: Collect the customer review data.

Collecting as much data as possible from different sources allows data analysis to
produce more accurate results. Although different methods are used to collect data,
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Fig. 9 Basic steps in the
data analysis process

the most frequently used ones today include computers, social media and blogs,
forum sites, mobile applications, and websites.

Step 3: Clean the data.

Rebuilt or Extract Missing Data

Most of the real-world datasets contain missing values. It is rare to find a real-
world datasetwithoutmissing values. Examiningmissing values is important because
leaving missing values intact can affect the analysis. Missing values in the dataset
can be filled with different methods, or these rows can be removed from the data
altogether. In this study, missing values in the features that are used in the analysis
were removed from the data.

Furthermore, processes can be made to strengthen the meaning of relationships
in the data such as creating a new variable and merging some variables. The signifi-
cance of the model can be increased with these operations. In this study, a filtering
process was performed on the ratings given by the customers in order to reduce the
contradictions in the data.

Remove irrelevant values

Stop words and punctuations are often removed from the text before training deep
learning and machine learning models because they are abundant and do not contain
useful information that can be used for classification and thus can adversely affect
analysis results. This process aims to focus on more important information and thus
reduce the training time by reducing the data size. Different options can be used to
remove stop words and punctuations in the Python programming language.
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Lemmatizing

When dealing with text processing, specialists are more interested in the root form
of the word than the suffix. Stemming is one of the techniques used in text analysis
to ensure that variants of words are not left out. Stemming algorithms attempt to
truncate the beginning or end of the word by considering the list of common prefixes
and suffixes. There are various stemming algorithms developed to reduce words to
their root form. Unlike stemming, lemmatization uses morphological analysis of the
word to remove inflectional suffixes and return words to dictionary form. It also helps
to match synonyms using a thesaurus [42].

Text Tokenization and Vectorization

In order to perform machine learning algorithms on text datasets, the dataset is
needed to transform into vector forms. This process is a kind of feature extraction for
free texts for machine learning models. There are many different techniques for the
vectorization process of converting text into a numerical representation. In natural
language processing, n-grams are a contiguous array of n elements generated from
a given sample of text where the items can be characters or words and n can be any
numbers like 1, 2, 3, etc. [43].

• N-grams are useful to create features from text corpus for machine learning
algorithms like SVM, Naive Bayes, etc.

• N-grams are useful for creating capabilities like autocorrect, autocompletion of
sentences, text summarization, speech recognition, etc.

An n-gram vector represents text as a collection of unique n-grams [44]. These
n-grams are then converted to numeric vectors that machine learning applications can
handle. After indexes are assigned to the n-grams, different methods such as one-hot
encoding, count encoding, and TF-IDF encoding can be used for vectorization.

Step 4: Implement different text analytics methods.

Logistic regression, support vector machines, gradient boosting trees, and random
forest are all useful classification methods for prediction.

Step 5: Compare the different methods.

Performance is often estimated with one-dimensional indicators such as accuracy,
precision, recall, or F-score. In the analysis part of this study, these three performance
indicators will be considered. These performance indicators will be explained with
the confusion matrix [45].
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5.4 Analysis and Results

The purpose of this study is to analyze old customer reviews, so to predict whether
a new customer will recommend the product to someone else based on the review.
Therefore, recommendation classification will be made, which determines whether
a review text recommends the product under review.

For this study, the dataset of Women’s Clothing E-Commerce Reviews is utilized
[46]. This dataset consists of reviews of real customers. For analysis, the dataset was
anonymized by removing the customer names and changing the company name to
‘retailer’. This dataset consists of 23,486 rows and ten feature variables, but in this
study, the entire dataset was not used, only the features of ‘Rating’, ‘Review Text’,
‘RecommendedIND’, and ‘ClassName’ were used in the analysis, and unnecessary
features were eliminated from the data.

It was mentioned that the missing values in the dataset could be filled using
different methods or that these rows could be completely removed from the data.
When the missing values in this study were analyzed as percentages, it was observed
that 3.59% of the ‘ReviewText’ and 0.05% of the ‘ClassName’ contained missing
data, and there was no missing data in the ‘Rating’ and ‘RecommendedIND’ vari-
ables. Since the ‘ClassName’ variable will not be used exactly in the analysis, it
will only be used in the interpretation phase, and the missing values of this variable
have not been dealt with. Accordingly, only the missing values in the ‘ReviewText’
variable were taken into account, and since it was difficult to fill in the missing data
in the string variable, these lines were completely removed from the data.

Furthermore, the lengths of the ‘ReviewText’ according to the target ‘Recom-
mendedIND’ were analyzed. It is expected that the averages of the text lengths with
0 (not recommend) and 1 (recommend) values are close to each other and that there
are no extreme values in theminimumandmaximumvalues. According to the results,
the average text length of the comments with ‘RecommendedIND’ 0 is 318.33, the
minimum value is 20, and the maximum value is 508; while the average length of
the comments with 1 is 306.64, the minimum value is 9 and the maximum value is
508.

Accordingly, as can be seen in Fig. 10, the lengths of the recommended and
non-recommended comments were close to each other on average. This indicates
that the length of comments will not cause any bias in the analysis. Considering the
minimum lengths, it was concluded that the comment lengths are good enough and
do not need to be removed. Then, the number of comments was examined based on
other variables, and general information about the data was obtained.

In Fig. 11, the number of comments is analyzed based on rating. Accordingly, it
is seen that the comments with a rating of 5 have the highest number of comments,
while those with a rating of 1 have the least number, and as the rating increases, the
number of comments also increases.

As seen from Fig. 12, the number of comments with a RecommendedIND of 1 is
considerably higher than those with 0.
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Fig. 10 Boxplot to visualize the length of comments by recommendation value

Fig. 11 Boxplot visualizing the distribution of the number of comments by rating

Fig. 12 Boxplot visualizing the distribution of the number of comments by RecommendedIND
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When the ClassName variable is examined, it is seen in Fig. 13 that the number
of comments belonging to dresses is quite high compared to the others, followed
by knits and blouses, respectively. In the next step, the percentage values of the
recommendations according to each ClassName and each rating were examined.

As can be seen in Fig. 14, the recommendation percentages for each category in
ClassName are close to each other. Since there is no logical relationship between
‘ClassName’ and ‘RecommendedIND’, it is thought that this result will not have any
effect on the analysis.

Looking at Fig. 15, it is seen that, as expected, the recommendation values of the
comments with a low rating of 1 and 2 are mostly 0 (not recommended), and the
recommendation values of the comments with a high rating of 4 and 5 are mostly 1
(recommended). When the data is examined in detail, it has been observed that the
reviews with a rating of three do not have a single negative or positive tendency and
are abstaining. At this stage, reviews with a rating of three were excluded from the
data. It is predicted that including abstaining reviews in the analysis of whether to
recommend or not will affect the analysis negatively and may be misleading.

Another preprocessing step of the ‘ReviewText’ variable is to convert all text
to lowercase. Regular expressions such as URL and non-ASCII characters in the
text were defined and removed by replacing URLs with the ‘urlplaceholder’ token
and non-ASCII characters with space (’ ‘). In this study, to remove stop words and
punctuation from reviews, firstly the NLTK library was loaded, the text was split
into words, and the stop words and punctuations in the list provided by NLTK were
removed from the data.

Figure 16presents a sectionof the data before and after the stopwords are removed.
As can be seen, expressions such as ‘and’, ‘but’, which are defined as stop words in
English, have been cleared from the data.

Fig. 13 Boxplot visualizing the distribution of the number of comments by ClassName
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Fig. 14 Recommendation distribution according to clothing

Fig. 15 Recommendation distribution according to rating

Word cloud analysis, which helps to analyze the text quickly and visualize
the keywords, was applied separately for positive and negative expressions. It is
concluded that the larger a word in the visual, the more common that word is in the
data. This type of visualization can be used to explore text and identify key points in
the reporting phase.
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Fig. 16 Comment instances before and after the stop words are removed

In the analysis of positive expressions seen in Fig. 17, there are words such as
love, comfortable, and pretty among the most common and prominent words.

In the analysis of negative expressions seen in Fig. 18, there are words such as
small, didn’t buy, and return among the most common and prominent words. Some

Fig. 17 Word cloud analysis of positive expressions

Fig. 18 Word cloud analysis of negative expressions
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Fig. 19 Vectorized tokens
format

expressions, such as dress, which are very common in both analyses, show that
the number of comments about them is high in the data, and these words are not
associated with negative or positive tendencies.

Before starting themodel predictions, the customer reviews in the given dataset are
transformed into vector form with ‘countvectorizer’ n_gram range which is applied
as (1, 2) means unigrams and bigrams for creating a feature for models.

For instance, if the following review is vectorized with unigrams and bigrams,

Flattering, I love this dress.

The results will be viewed vectorized tokens format as (Fig. 19).
Then, these tokens are converted into numeric values by existence in all sentences

of the dataset.
The separation procedure of train and test data is the process of dividing a dataset

into two subsets at a given ratio. While the training subset is used to train the model,
the test subset given to the model as input is used to make predictions and compare
these predictions with expected values. In this study, a train/test split of (75–25%)
was applied. Finally, the different models were run, and the results were obtained as
seen in Table 25.

In terms of accuracy, recall, and F-score, logistic regression gave the best results
compared to other algorithms. On the other hand, in terms of precision, SVM is better
than logistic regression and the other models.

As can be seen from the ROC curves shown in Figs. 20 and 21, logistic regression
and SVM gave better results than gradient boosting trees and random forest. These
ROC curves are closer to the upper left corner, so the area under the curves as desired
is noticeably larger than the other two methods. This result, therefore, supports the
above performance indicators. It is seen that predicted probabilities aremostly shifted
toward positive interpretation in gradient boosting trees and random forest models.

Table 25 Performance measurements of all methods

Model Accuracy Precision Recall F-Score

Logistic regression 0.929 0.865 0.780 0.815

Support vector machines 0.924 0.887 0.729 0.781

Gradient boosted tree 0.897 0.770 0.696 0.724

Random forest 0.876 0.438 0.500 0.467
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Fig. 20 ROC curves of logistic regression and SVM, respectively

Fig. 21 ROC curves of gradient boosting trees and random forest, respectively

Due to the small sample size in the dataset and the unbalanceddistribution of the target
variable, it has been concluded that although these algorithms produce the strongest
results in the literature, they are not suitable models for this case. With these models,
the results tend toward the excess value of the target variable (Recommended_IND
= 1).

With the model to be established in this study, it is provided that getting prelim-
inary insight about the products by predicting whether customers who have already
bought that product will recommend the product to another customer based on their
reviews.

At the end of the model prediction trials, the best fit model is selected for the given
case and its dataset. Then some validation tests are conducted to confirm that the
prediction model has good results on unseen new data. In most cases, an out-of-time
dataset is used for the validation analysis. Since there was not enough new data for
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this case, a few artificial interpretations were produced, and the prediction results of
the models were simply examined. Two unseen reviews prediction results are given
below:

I loved this classic jacket. It really suits me. I like it

Built Models’ prediction probability results on given review:

Logistic Regression Prediction: [0.930]

SVM Prediction: [0.850]

Gradient Boosting Trees Prediction: [0.959]

Random Forest Prediction: [0.878]

Pants are really oversized! I didn’t like it. It was too big, and not appropriate with instruction.
I never bought again

Built Models’ prediction probability results on given review:

Logistic Regression Prediction: [0.405]

SVM Prediction: [0.128]

Gradient Boosting Trees Prediction: [0.960]

Random Forest Prediction: [0.874]

Predictions are calculated as the probability of recommendation of a customer. If
the predicted probability is close to 1, it means that the customer is more willing to
recommend the product with his/her review. If the predicted probability is close to
0, it means that the customer is closer to not recommending the product with his/her
review. As it is seen in the above examples, probability results, logistic regression,
and SVM predictors have better results on reviews. On the other hand, it gives a
better idea about models to validate with the use of bulk unseen new review data.

In order to get better prediction results from the given case,

• The more feature engineering processes can be applied, and review text can be
strengthened by new variables.

• Dataset sample size can be increased.
• With more hyperparameter tuning and different predictors, models that fit better

to the dataset can be obtained.

6 Recommendation Systems

Recommendation systems have been widely penetrated to all parts of life and have
gained significant attention both for practitioners and academicians. Utilizing past
behavioral patterns of end users, a recommender system specifies items or contents
that would be interesting for a user. In this aspect, association rule mining enables
gathering the rules for preferable items according to the sequence of past behavior
of the user. Thus, recommendation systems can be supported by using these rules
to find out what users might like and what could be shown that is not submitted
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before. This study provides the following: (i) The way of association rule mining can
be used to improve state-of the-art collaborative filtering recommender systems; (ii)
association rule mining can be used as an alternative way for current state-of-the-art
recommendation approaches especially in terms of collaborative filtering approaches
and (iii) a case study to prove the way for implementation of association rule mining.
The case study is conducted using MovieLens 100 k dataset, and results are reported
for building the infrastructure of recommendation systems.

6.1 Problem Background

6.1.1 Motivation

Recommender systems try to make suggestions in accordance with a potential or
specific interest of a user with respect to the user’s individual preferences. In addition
to that, recommendation systems have changed theway to find specific items for users
among a large number of potential items or content. Such recommender systems are
the focus of current interest especially for a part of electronic commerce research. As
realized, recommendation systems are widely applied to the fields such as book, e-
learning, music, movie, advertisement, and touristic area recommendations that have
extensive variety of implementation domains and further application opportunities
[47].

From the perspective of association rule extraction, the motivation is to extract
meaningful patterns from massive amounts of transactional data. For instance, sales
data can be evaluated in terms of which items purchased on a per-transaction basis
considering the sequential way. The main aim is to discover ‘connected’ items
according to associative relations between each item and occurrence across trans-
actions. Here, one can cope with the sequence of the batches or focus on the items
that are borrowed, bought, viewed, or liked together by users. In addition, extracted
association rule includes two Boolean suggestions that if the left-hand side is true,
then the right-hand side will also be true. On the other hand, if probabilistic rule is
used, right-hand side will be true with a predetermined probability, and one could
conclude that the left-hand side is also true [48].

In association rule mining, support and confidence levels are comprised of two
main indicators: (i) Support (s) is the percentage of transactions that contain both item
A and item B. (ii) Confidence (c) is the percentage of transactions containing item
A that also contain item B. To evaluate rule mining model, lift is a critical indicator
for the evaluation of the strength of the relationship between item A and item B. In
other words, if lift is calculated as greater than 1, positive association is captured; on
the other hand, if lift appeared less than 1, negative association is observed [49].

Association rule mining could support recommendation systems in the following
way: (i) figure out all the important association rules, (ii) setting a predictive model
based on these association rules, and (iii) recommend to users the top-n items that are
connected with the items they rated or viewed. In this respect, transactions should
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be converted as users’ ratings with respect to transaction types of frequent itemsets.
Regarding this, the main step is mining associations to transactions. To prepare rele-
vant recommendations to each user, an adequate number of rules for both users and
items should be covered. This extraction relies on pre-defining the minimum support
and minimum confidence of rule mining process. For instance, if the minimum
support and confidence are high, rules for recommendation could not be discov-
ered. In contrast, if minimum support and confidence are low, meaningless rules
are gathered that could increase computational effort for recommendation systems.
Considering this situation, minimum support and minimum confidence should be
balanced and determined properly according to capturing users’ behavior changes
to find out desired range for the number of rules [50].

To achieve a well-designed recommendation system, the practitioners should
better consider themost important factor items anduser-based similarities.According
to recent studies, gathering the similarities between items could assist the limita-
tion of data sparsity and cold start problems in recommendation environment [51].
Using associated items to extract alternative items is invaluable information that
may support recommendation system to enhance its decision-making capabilities
regarding chances in user attitudes.

This study provides a transition of association rule mining and recommendation
systems. For case study, MovieLens 100 k data that includes 943 users and 1682
movies as unique items is examined, and mapping of items as integers to reduce
the computational effort is conducted. The connection of collaborative filtering with
respect toMovieLens data is shown with an experiment to provide the improvements
in recommendation system.

This part of this chapter is organized as follows: A brief introduction and theoret-
ical structure of association rule mining and recommendation systems are presented
in Sect. 2. In Sect. 3, proposed methodology for the implementation of associa-
tion rule mining and recommendation system is explained. A case study consid-
ering grocery transaction data is deeply examined, and associated rules are used in
recommendation system in Sect. 4. Finally, conclusions and future suggestions are
discussed.

6.1.2 Theoretical Background

As mentioned before, association rule mining consists of three main stages: (i)
frequent itemset generation, (ii) sequential pattern mining, and (iii) structural pattern
determination.Here, the focus of these studies is to extract necessary knowledge from
a huge amount of transactional data. These applications are generally conducted on
sales transactional data to find out meaningful relationships between items. Hence, a
brief literature review is presented on how associationmining is working and adapted
to support recommendation systems to provide preliminary information on the topic.

With the help of increasing potential of computational efficiency, association rule
mining aims to find relationships between attributes of a database. For instance,
finding out useful rules to present customer behavior enables specification of
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customer needs and assists the implementation of personalized recommendation
systems. Different from market basket analysis, medical diagnosis to extract illness
and treat patterns and also analyzing protein sequences can be given as an example
of other application fields of association rule mining [52].

A frequent itemset is defined as a pattern that is determined with a specific
threshold, named as minimum support that is the most applied approach in asso-
ciation rule mining field. Naturally, frequent itemset mining intends to determine
patterns such as classifiers, correlations, clusters, association rules, and sequences.
It aims to optimize the extraction of patterns in a specific dataset. The methods for
utilizing frequent itemset can be described as (i) pruning approaches to reduce the
number of candidates, (ii) direct hashing and pruning method to reduce number of
transactions, and (iii) reducing the number of pairwise comparisons. Note that Table
26 defines frequent pattern mining approaches.

As seen from Table 26, discrimination of the methods highly depends on
dataset configuration: Here, datasets can be organized in two approaches: hori-
zontal approaches such as hash tree and prefix tree include transactions with row-
based appearing. On the contrary, vertical design presents items with columns while
presenting exchanges of items. In addition to all these approaches, transaction reduc-
tion, dataset partitioning, and sampling could be applied for executing some of the

Table 26 Comparison of commonly used methods for frequent itemset mining [52]

Methods Data configuration Description

Apriori Hash tree based (horizontal) Eliminating some of the
itemsets for less execution
time

Eclat Vertical The algorithm extracts the
elements using a single depth
that executes the search on
dataset in advance

P mine Horizontal Mining with parallel disk on
multi-core processor

FP growth Tree based (frequent pattern tree) Preserving the association
information of all itemsets

COFI Horizontal Mining with pruning method
that uses relatively small trees
from FP tree

TM (transaction mapping) Vertical Transactions are listed as
transaction intervals and
search are adapted with
lexicographic tree

SSR Horizontal Generating subtree for each
frequent item and then
generating candidates in batch
from this subtree
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transactions later. For instance, parallel frequent pattern mining enables the segmen-
tation of algorithms to handle computational dependencies that computational time
is linear. On the other hand, it requires extensive scale data processing.

Apart from frequent itemset generation, sequential pattern mining is another
method for a sliding time window as time constraints. Sequential pattern mining
utilizes the downward closure approachof sequential patterns and conducts amultiple
pass, candidate generate-and-test approach. As another method, structured pattern
mining conducts sophisticated patterns including trees, lattices, and graphs for
modeling complex structures such as text retrieval and video understanding. Here,
graph-based illustration of the problem and greedy search methods is widely applied
to discover best frequent patterns [53].

In this respect, the most important point to use association rule mining is
supporting candidate generation especially for item-based collaborative filtering to
extract similar items or groups. This task is mandatory to the evaluation of user item
interactions. Therefore, association rule mining supported recommendation system
examples are given in Table 27.

As seen from Table 27, association rule mining has been adapted widely for
improving recommendation performance in various fields such as stock market
recommendation, disaster management, book recommendation, and web personal-
ization. Also, recommendation performance could increase by utilizing association
rule mining. For instance, association rule mining is conducted for coping with cold
start problem about the issue of recommendation system that could not extract any
suggestions for new users or items caused by insufficient information. This particular
case is generally faced in collaborative filtering. In addition to that case, similarity
detection of transactions is also provided with clustering techniques.

To sum up, this study aims to present association rule mining adapted movie
recommendation system to increase the effectiveness of top k recommendations.
For this purpose, user similarity is detected from k-nearest neighborhood (k-NN),
and item similarity is calculated with Jaccard index. After user item similarities are
gathered, association rule mining is gathered for target users, and rules are given in
descending order. According to these rules, similar items are recommended to user
groups. This approach enables improvement of stability and decreases the effect of
cold start problem which would state the computational effectiveness.

6.2 Problem Definition

Recommendation system aims to identify several points for making suggestions to
each user:

• How to rank items for each user?
• How to group each user and item?
• How to select candidate items for each user group?
• What is the cost if we show ith item rather than jth item?
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Table 27 Association rule mining supported recommendation system examples

Problem statement Author(s) Approach Specifications

Adaptive websites and
web personalization
systems

[57] Frequent itemset generation Session and transaction
identification enabled
for personalized systems

Rule extraction [55] Personalized rule extraction
for each user

Association between
rules and items

[58] Top N rule extraction with
diversified confidence and
drank levels

Diversity improvement
for ranking tasks

Web mining/collaborative
filtering

[59] Associative classification Adapting multiclass to
whole systems to
prevent cold start
problem

Disaster management [51] A priori algorithm Identification of risk
factors and handle cold
start problem

Stock market
recommender systems

[60] Fuzzy rule generation Fuzzy and time
lag-based predictions for
relationships between
stocks

Increasing the
performance of
recommendation system

[61] A priori and k-nn
comparison

Robustness and stability
study for collaborative
filtering

[62] Clustering enhanced
association rule mining

User profiling is
supported with
clustering

Book recommendation [63] Frequent itemset generation Content-based filtering
with rule extraction
considering table of
contents

Product profitability [64] Frequent itemset for
prediction of transactional
profitability

Cross-selling
profitability is supported
with collaborative
filtering

• How to predict missing values in ratings?

To have proper response to that questions, recommendation system definition
could help to give these questions:

Let C be the set of all users and S be the set of all possible items that can be
recommended. A utility function U indicates the satisfaction of a specific item s in
S to user c in C. In addition to that, utility directly depends on best similar user and
itemmatching. Ordered set of items are gathered at the end of the extraction process.
Note that the set of feasible items can be enormous, hundreds or even millions of
transactions.
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Table 28 Sample
transactions [55]

Transaction ID Items

1 A, B, C

2 A, D

3 A, B, C, E

4 B, E, F

6.2.1 Preliminaries

Association rule mining can be defined as the extraction process of meaningful rules
considering the correlation between attributes in transactional datasets. The formal
problem can be given as follows: Let I present the set of n number of items,D denote
the group of transaction records, andT denote the group of items as a subset of I. Note
that every transaction is a list of items for a specific identifier of user. This transaction
includes a subset of items defined as A. Association rule assists the mapping of A to
another subset (B) with a support s. The support formula is given in the following:

Support (AB) = Support sum of A and B

Total records in database D
(14)

The rule of this mapping process A → B also has a confidence level c that include
A also include B.

Confidence {A|B} = Support (AB)

Support (A)
(15)

The problem of association rule is to present whole relationship as A → B with
a minimum support to give rule frequency and confidence to measure degree of
correlation between items in database.

A sample transaction is given for better understanding in Table 28. For the
association rule given as A → B,C confidence is 0.66, and minimum support
is 0.50.

To sum up, association rule mining problem can be described as extracting all
related rules with user specifiedminimum support and confidence level. The problem
actually covers detection of similar user behavior for the purpose of recommending
items to specific target users.

6.2.2 Proposed Approach

Association rule mining-based recommendation system includes two stages: (ii)
profile matching that contains the detection of target profile, p is compared to each
profile case, pc, to select n most similar cases. (ii) The uncovered items in target
profile within selected cases are listed considering the relevance of the target user,
and the r most common items are given as recommendations.
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Profile determination:The profile similarity is calculated as the weighted sum of
the similarities between the items in the target group and main profile case. Note that
if there is a direct dependency between an item in the source, pci , and the target, p j ,
then maximal similarity is achieved. On the other hand, direct dependencies could
not be reached easily because of the rare ratings, and in that case, similarity of the
source profile item pci is calculated as taking the mean similarity between this item
and the n most similar items in the target profile p j .

Simprofile(p, pc, r) =
∑

pci∈pc

wiSimitem(p, pci , r)

SimItem(p, pci , r) = 1 if p j = pci

=
∑

j=1..n sim
(
p′
j , pci

)

n
(16)

Here, the formula does not directly depend on one to one correspondence appear-
ance. If there is no such correspondence, similarity between target and profile cases
can also be generated.

Ranking task: After the connection between target and profile cases is adapted,
item recommendations can be given in lists named as ranking. In ranking tasks, much
more importance could be given to items that have higher similarity. On the other
hand, a balance between diversity and popular items should be provided. Generally,
items should be recommended to similar profile groups compared with target group.
Thus, relevance should be measured as [56] mentioned in their paper. Relevance
enables the comparison of an item pci to profile case pc considering target group p.
If the set of retrieved groups are given as PC , which is the subset of profile cases
PC , relevancy is calculated as follows:

Rel(pci , p, n) = SimItem(pci , p, n).

∣∣PC ′∣∣

|PC | .
∑

pc∈PC ′
Simprofile(pc, p) (17)

6.2.3 Association Rule Mining to Item-Based Recommendation System

The first step of the proposed recommendation system relies on user collaborative
filtering to capture user similarities. This step includes the calculation of nearest
neighbors of the target user using K-nearest neighbor (KNN) algorithm. Similarity
is calculated from Pearson correlation coefficient on the item ratings given by the
user. Note that items which are rated by a user assigned as a transaction to the
related user. Secondly, the nearest neighbors’ transactions are merged as a unique
transaction of the target user. Therefore, transactions of the users are collected in
transaction database.

Secondly, items should be grouped for the further implementation of recommen-
dation systems. Thus, similarity of the items is calculated using Jaccard index and
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similarity degrees form similarity matrix as the initial step of item-based filtering.
Finally, association rules are gathered from frequent itemset generation using target
user, minimum support, and minimum confidence. To provide the generation of
an adequate number of rules, support threshold is settled to facilitate the decision
of minimum support level. After association rules are obtained by using minimum
support level, they are ranked according to confidence levels. To provide recommen-
dations, association rule results are added into the proposed item list whose preceding
is totally the same as input item list. Note that, if there is an inadequate number of
recommendations extracted from association rules, empty places are assigned with
the similarity values calculated for item-based filtering. In other words, more similar
items are added in the suggested item list as a result of association rule mining.

6.3 Case Study: Movie Recommendation System

6.3.1 Dataset

A well-known public dataset, MovieLens 100 K dataset [54], has been considered
for the setting of this hybrid approach. The data was collected through the Movie-
Lens website (movielens.umn.edu) during the seven-month period from September
19, 1997, to April 22, 1998. The dataset contains 100,000 ratings given from 1
to 5 for 943 users and 1682 movies. Each user has rated at least 20 movies.
Dataset has movies in the following categories: ‘Action’, ‘Adventure’, ‘Anima-
tion’, ‘Children’s’, ‘Comedy’, ‘Crime’, ‘Documentary’, ‘Drama’, ‘Fantasy’, ‘Film-
Noir’, ‘Horror’, ‘Musical’, ‘Mystery’, ‘Romance’, ‘Sci-Fi’, ‘Thriller’, ‘War’, and
‘Western’. One of the descriptive information can be given as the most rated movies
as ‘Top 25 rated movies’ as seen from Fig. 22. Age distribution of the users who
gave ratings is also given in Fig. 23.

List of the main features are also seen in Table 29.

6.3.2 Application

The proposed methodology aims to achieve several points to make proper recom-
mendations:

• To ensure both diversity and specification of the movies, in other words, not to
present similar movies to a particular user group.

• Aggregation of association rules to recommendation systems to handle computa-
tional efficiency in matching process for large amounts of data.

• Contribution of minimum support level and confidence to provide necessary
amount of rule extraction.

After data cleaning to eliminate enormous number of rates, preprocessing to gather
binary reviews is achieved using the following pseudocode:
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Fig. 22 Top 25 rated movies in MovieLens 100 K dataset

Fig. 23 Age distribution of the users
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Table 29 List of features

Feature name Description

User ID Unique ID of users

Item ID Unique ID for items

Rating Rating of each movie

Timestamp Unix seconds

Movie ID Unique ID for movies

Movie title Name of the movie

Release date Date of movie release

Video release date Video release time of a unique movie

IMDB URL Path of IMDB page

Movie types Type of the film: unknown|Action |Adventure |Animation |Children’s
|Comedy |Crime |Documentary |Drama |Fantasy |Film-Noir |Horror |Musical
|Mystery |Romance |Sci-Fi |Thriller |War |Western|

Age User age

Gender User gender

Occupation User’s occupation

Verbose=False

def get_abs_file_path(file_dir, fn):

cur_dir = os.path.abspath(os.curdir)

return os.path.normpath(os.path.join(cur_dir, "..", file_dir, fn))

r_fn = get_abs_file_path("data", "c.csv")

w_fn = get_abs_file_path("data", "ratings_c.csv")

with open(w_fn, 'w') as output:

wr = csv.writer(output)

with open(r_fn, 'rt') as input:

header = True

for row in csv.reader(input):

if verbose:

print(row)

if header:

wr.writerow(row[:2])

header = False

else:

if rating >= 4:

wr.writerow(row[:2])
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In addition to that, pairs of co-occurrences are extracted using the pseudocode:

method Map_Users(userid u, movieid m, rating i):

Emit(userid u, m)

class Reducer:

method Reduce_Users(userid u, movieids[m1, m2, ...]):

Movies_reviewed = new Array

for all movieid m in movieids[m1, m2, ...] do:

Append(Movies_reviewed, m)

for all movieid i in Movies_reviewed do:

for all movieid j not i in Movies_reviewed do:

Emit(pair(movieid i, movieid j), 1)

class Reducer:

method Reduce_Cooccurrence_Count(pair p, counts [c1, c2, ...])

cooccurence_sum = 0

for all count c in counts [c1, c2, ...] do:

cooccurence_sum = cooccurence_sum + c

Emit(pair p, cooccurrence_sum)

method Map(user u, movies_reviewed m)

for all reviews i in movies_reviewed m do:

for all user v not user u do:

if user v has review i do:

for all review j not review i in movies_reviewed 

n do:

Emit(pair(i, j), 1)

class Reducer

method Reduce(pair p, counts [c1, c2, ...])

cooccurence_sum = 0

for all count c in counts [c1, c2, ...] do:

cooccurence_sum = cooccurence_sum + c

Emit(pair p, cooccurrence_sum)
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Once similar users are gathered, forming the user item matrix is provided from
the following pseudocode:

#Create a user-rating matrix

data_matrix = np.zeros((info['Counts'][0], info['Counts'][1]))

for line in data.itertuples():

data_matrix[line[1]-1, line[2]-1] = line[3]

#Calculate user similarity matrix based on cosine similarity of ratings

user_similarity = pairwise_distances(data_matrix, metric='cosine')

#Create dictionary of each user and user with most similar preferences

sim_user= {}

for i in range(943):

sim_user[i+1] = [np.argmax(user_similarity[i])+1]

#Save the results in a text file

fout = "MostSimUser.txt"

fo = open(fout, "w")

for k, v in sim_user.items():

fo.write(str(k) + ' >>> '+ str(v) + '\n\n')

fo.close()

The output of user to user similarity is given for five users in the following:

1 >>> [341]

2 >>> [172]

3 >>> [67]

4 >>> [67]

5 >>> [33]

In similar manner, genre similarities are calculated as seen from Fig. 24.
Finally, the recommended top three filmswith respect to each user group are given

in Table 30. Note that the proposed system presents additional alternatives to each
user group from item (genre) similarities list as seen in Fig. 25.

7 Conclusion

This study has configured a recommendation approach by using association rule
mining. The system had been tested by existing data in terms of coverage. Best
results have been determined for MovieLens 100 k dataset with 65.4% coverage.
Processing time was 654 min for this dataset.
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Fig. 24 Item similarities from association rule mining for recommendation systems

Table 30 Recommendation
list for each user group

Occupation Movie title

Administrator When We Kings (1996)

Administrator The Winter Guest (1997)

Administrator World of Apu, The (Apu Sansar) (1959)

Artist The 39 Steps (1935)

Artist The Adventures of Pinocchio (1996)

Artist Anne Frank Remembered (1995)

Doctor Kiss the Conqueror (1997)

Doctor Kull the Conqueror (1997)

Doctor Leave It to Beaver (1997)

Educator Incognito (1997)

Educator Infinity (1996)

Educator Kaspar Hauser (1993)
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Fig. 25 User and item grouping with respect to k-nn

The experiments verify the assumption that a limited number of rules are adequate
for making recommendations to a user in a considerable time. An enormous number
of rules are not required and might cause complex matching problems in recommen-
dation systems. In addition to that case, the minimum confidence level of rules has a
substantial effect on the performance as expected. The reason for that case is that the
confidence level of a rule accounts for the average precision that recommend movies
in a specific group of users.

In the approach, association rule mining is conducted to extract the collaborative
information.

Besides that, association rules can also be assisted to gather content or text-based
information. For future direction, using both content and collaborative filtering-based
methodology can be better to build hybrid recommendation systems.
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1 Introduction

Financial analytics is the application of data science methods and techniques in
finance domain. Data analytics has a significant and rising role in helping compa-
nies reduce risk and make more efficient financial decisions. AI-based real-time
risk detection systems are used to assess risks across the company. Financial state-
ments are automatically examined, including balance sheets, income statements and
cash flows, and early warning systems are established. Credit allocation decisions
are made using sophisticated machine learning models that estimate how likely
a consumer is to repay a loan. Customers receive smart recommendations from
financial organizations based on their banking or investment preferences. Finan-
cial firms use algorithmic trading and sophisticated mathematical models to develop
new trading techniques. Fraudulent transactions and money laundering activities can
be detected using anomaly detection algorithms. Robo-advisors provide automated
and algorithm-driven financial planning services to their customers without human
intervention. In this chapter, four cases are presented regarding financial statement
analysis, credit risk management and investment analytics.
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2 Financial Statements, Ratio Analytics and Bankruptcy
Prediction

In its simplest terms, financial analysis is a process that is generally carried out to
generate long-term plans and to evaluate the financial performance, convenience
and sustainability of the company in the context of the company’s sector, economic
conjuncture and financial policies. This process could be adapted not only to the
company context but also to projects, investments, budgets and other finance-based
transactions. If the financial analysis is done externally, the answer can be sought
whether any business is profitable and stable enough to guarantee the return of the
monetary investment made in it. If done internally, it enables managers and financial
analysts within the company to draw inferences from the company’s past financial
situation. It helps them make their decisions and recommendations about the future
of the company. In this way, financial analysis reveals the strengths and weaknesses
of the company that affects its competitive position among other companies, and it is
in a principal position for the development of the company [1]. When both ways are
evaluated in detail, financial analysis, in short, expresses the company’s capacity to
carry out its operational processes profitably, to fulfil its obligations and to generate
sufficient cash for the opportunities that may arise instantly in the market. At the
same time, it should not be forgotten that the company is financially responsible for
issues such as paying interest, meeting the principal debt and paying dividends to its
investors, who try to maximize their earnings by minimizing their risks [2].

In other words, financial analysis is a general term that expresses the ability to
make business and investment-based decisions using financial data. This analysis is
performed in two different ways under the headings of technical and fundamental
analysis. Technical analysis is statistical trend analysis regarding the company’s past
data such as share price changes and sales volume. Technical analysis is based on
understanding the behaviour pattern of investors in the market rather than looking for
the main reasons underlying the share price. In this way, it is tried to make it possible
to predict the fluctuations in the shares more easily according to the actions of the
market participants. On the contrary, fundamental analysis provides a perspective
on the fundamental value of the company by using the financial statements of the
company and the ratios derived from these statements. Typically, analysts make
this analysis by considering macroeconomic factors such as government policies,
financial regulations, microeconomics such as internal policies and management
of the company, and environmental factors, including the internal balances of the
company’s industry [3]. In this way, it creates a foresight to value security. Generally,
fundamental analysis is carried out in two ways, and these ways are qualitative and
quantitative methods. Qualitative methods include issues such as brand awareness,
patents and technology, while quantitative methods are carried out using the three
primary expressions used in financial analysis (balance sheet, profit & loss statement
and cash flow statement). Thus, companies use these tables both for their internal
operations and for the convenience and transparency of reporting to their investors.
All three tables are interrelated and shed light on the company’s activities, status
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and financial performance [4]. In the light of all this information, it is obvious that
financial statements are of great importance to determine the status of companies.

2.1 Problem Definition

Fundamental financial analysis is one of the most important financial building blocks
for all companies and is carried out by examining the financial reports of compa-
nies. Fundamental analysis includes many distinct steps in order to present an entire
picture of the company’s performance. The starting point for this application is the
company’s financial statements, specifically the income statement (profit & loss
statement), balance sheet and cash flow statement. The income statement is used to
analyse the company’s performance in terms of sales, revenue, business profitability
and future cash flow projections over a certain period of time and is usually the
starting point of financial statement analysis. The balance sheet shows the financial
position of the company at a specific point in time. The balance sheet includes the
company’s resource (assets) and capital (liability and equity) information. The cash
flow statement, on the other hand, shows the operational, financial and investment
cash flow, source and use of the company in a certain time period by highlighting
the liquidity, solvency and financial flexibility of the company [5]. In the light of
all these financial statements, it is possible to calculate the performance or value of
any company and to make trend and ratio analysis for each statement with various
performance metrics.

However, despite all the benefits that financial statements provide for the
company’s situation, there are certain limitations as well. First of all, companies’
financial statements are mostly unique and the wording in the statements varies
from company to company. For instance, a company in the music industry expresses
its sales under the name ‘Total Revenue’, while another company in the retail
industry shows this expression as ‘Total Net Sales’. Another problem is that different
companies collect various financial information differently to elicit cumulative sums.
Because of such differences, making comparisons between companies stands out as
one of the constraints of financial statements. Another problem is that financial infor-
mation can be misleading due to the fact that financial statements provide data for a
specific time period and effects such as seasonality. The third problem is that there
are many financial ratios. Although each of these ratios has a healthy proportional
range, it is not possible to evaluate several of them together manually. The fourth
problem can be expressed as the fact that the financial statements do not provide
enough information about the future legitimacy of the companies, since they contain
historical data. The firm’s viability and legitimacy are of great importance to the
firm’s creditors and investors, and therefore, it is critical to assess the firm’s probable
bankruptcy. In order to eliminate all these problems, it is clear that companies should
seek robust and dynamic solutions when evaluating their financial statements.

With this point of view, it is critical to render financial statements with dense infor-
mation more understandable, to visualize important parameters in all three financial
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statements and to calculate important ratios. Moreover, it is necessary to develop
a system supported by machine learning methods that will evaluate whether the
company will go bankrupt in the light of the financial information and ratios in all
three financial statements. In this context, answers will be sought to the following
main issues:

• What factors and financial information should be considered when analysing the
company’s historical data?

• What are the changes in the profitability, efficiency, liquidity and solvency of the
company over a certain period of time?

• How to visualize important financial information?
• What kind of model should be developed in order to make the comparison of

financial ratios of different companies meaningful and to evaluate the health of
companies for the future? Which ratios and/or metrics should be included in this
model?

2.2 Case Study: A Technology Company

Founded in the autumn months of 2000, X company is a multinational technology
company with its headquarters in Y country and more than 1 million employees
worldwide, serving both online and offline platforms. In 2020, more than 1 billion
unique users visited the website of company X, whose focus is electronic commerce.
In 2020, more than 1 billion products were sold through the websites of company
X, and the total annual revenue from these sales (online + offline) reached the
$400 billion-mark. On a monthly basis, the website of company X receives approx-
imately 15 million clicks and over 50 thousand transactions are made. At the same
time, companyX has 150offline storesworldwide andmore than100millionproducts
are sold in these stores on an annual basis.

In this case study, the financial statements of Company X from the first quarter of
2001 to the last quarter of 2020 will be our primary focus. Although there are fluc-
tuations from time to time in the 20-year period, it can be indicated that Company
X is in a serious upward trend in terms of financial information, such as sales, net
income, assets, capital and net cash flow. Company X’s income statement includes
financial items for which cumulative sums can be calculated, such as net sales, gross
profit, total operating expenses, operating income, profit before tax and net profit.
Assets in the balance sheet consist of current and non-current assets. Its liabilities,
on the other hand, include current and non-current liabilities and include long-term
liabilities among them. In addition, the total equity of the stakeholders is also shown.
The cash flow statement of company X is basically divided into three as operating,
investment and financial cash flow. As a whole, company X’s income statement,
balance sheet and cash flow statement are described item by item and all finan-
cial statements of Company X have the following assumptions and operational and
financial environment:
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• The data in the financial statements of Company X was not defected intentionally
or unintentionally, and these data were audited by an independent auditor and an
audit opinion was presented for the accuracy of the financial statements.

• Financial statements ofX companyonline and offline stores are evaluated together.
• It is assumed that government policies, macroeconomic changes and potential

competitors do not have an impact on Company X’s financial statements and will
not have any future effect.

• The companies in the data set to be used to predict bankruptcy are not affiliated
with Company X in any way, and there is no correlation between their financial
information.

• All aspects of technical analysis, such as companyX’s share price, are not covered
by this case study.

The IT department of X company wants to develop a system by directly assisting
its creditors and investors externally, and its financial analysts and senior manage-
ment internally. In this context, the balance sheet, income statement and cash flow
statement of X company will be analysed in terms of 20-financial year period, and
this analysis will be supported by dynamic graphics and financial ratio calculations
will be made for the financial health of the company. Thus, financial statements will
be saved from their complex structure and will be made easier to comprehend. In
addition, a bankruptcy prediction model will be developed using machine learning
methods and data from more than 6800 companies in country Z. In this way, the data
obtained by X company using the current financial statement analysis methods will
be tested with a more realistic model, and thus, it will be possible to have clearer
information about the future and legitimacy of the company. Hence, in the context
of this case study, first of all, comprehensive financial statement and ratio analysis of
X company will be made and then the bankruptcy prediction of X company will be
made with the help of the data containing financial information of more than 6800
companies used in machine learning methods. A foresight will be created regarding
the future financial situation of the company. The data sets containing the financial
statements of X company and the financial data of 6800 companies are given in the
data set folder of the chapter.

2.3 Model

In this case study, the model is examined under two main headings. First of all,
a structure will be established in which the general trend of X company is anal-
ysed, financial ratio analysis is made, and all findings are supported by graphics.
Then, a comprehensive bankruptcy predictionmodel will be developedwithmachine
learning algorithms and the bankruptcy prediction of companyX will bemade thanks
to the findings obtained from the first subsection.
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2.4 Fundamental and Ratio Analysis

In this part of the model, the three financial statements will be carefully examined,
and the quarterly data will be expressed as fiscal years, the cumulative totals of the
financial statements will be calculated, and thus, the completed financial statements
will be visualized. Then, the important financial items in all three financial statements
will be graphed. Finally, financial ratios will be calculated by making the necessary
calculations and the ratios will be visualized on the basis of categories.

2.4.1 Profit and Loss Statement Analysis

Profit & loss statement is a financial report used by companies for internal control
and planning, and externally for stakeholders to evaluate the company’s financial
performance [6]. This report summarizes the financial information of companies
such as revenue, loss, expense, profit/loss for a certain period of time (i.e. quarterly,
fiscal year). Profit & loss statement, which is also referred to as a profit statement or a
statement of activities in some sources, shows the ability of companies to maximize
their profits by increasing their revenue and reducing their expenses. Essentially,
it most quickly reflects the financial return of how much profit or loss companies
generate with the work they do.

2.4.2 Balance Sheet Analysis

The balance sheet, which is also expressed as the table of the financial position of the
company and is the starting point of the fundamental analysis, describes the resources
(assets), liabilities and equities (net worth) of the companies. Unlike the profit & loss
statement, it shows a snapshot of the company at a certain time. Namely, it is not
related to the period spread over the annual process as in the profit & loss statement.
Basically, it works in the context of the assets necessary for the company to continue
its activities equal to the sum of the company’s financial liabilities and equity. One
of the main reasons why the balance sheet analysis is so important is that it shows
whether the company has a balanced and stable structure enough to pay its current
debt. Another critical reason is that analysis and liquidation of assets that can attract
potential investors can be performed with this financial statement.

2.4.3 Cash Flow Statement Analysis

The cash flow statement is a financial statement that shows where a company gets
its cash from and how it is spent. In its simplest terms, it is a summary of the amount
of cash or cash equivalents entering and leaving the company. Essentially, cash flow
consists of three key components: cash flow from operating activities, cash flow from
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investment and cash flow from financing. The cash that the company generates (or
spends) as a result of its internal activities is analysed under the heading of operational
cash flow. This section includes records of changes in net profit, working capital (e.g.
changes in assets and liabilities). Cash flow for transactions on an investment basis
includes financial items such as capital expenditures on equipment and property,
sales of assets. Financial cash flow is dominated by debt and equity. It includes items
such as repayments of short- and long-term debts and dividend payments.

2.4.4 Financial Ratio Analysis

Financial ratios, which can be used for many purposes, are one of the important
elements in the process of evaluating the performance and financial condition of an
entity. Financial ratios are numerical ratios obtained from three financial statements
of companies. They are powerful tools that summarize the financial statements of
companies, such as the company’s ability to pay its debts and to possess managerial
adequacy, and are used to measure the overall financial health of companies [7].
In this way, the ratios create a prediction about whether companies will remain
“viable” in future. They allow monitoring of company performance from year to
year and observing potential trends (changes). In addition, even though there are
many financial ratio values, the ratios help to compare different companies’ financial
health more easily [8]. Thus, it provides a very effective solution for both internal
and external users. Therefore, it is necessary to focus on certain ratios that can play
a key role in measuring the financial health of companies. These ratios are liquidity
ratios, leverage ratios, effectiveness ratios, profitability ratios, market value ratios,
price multiples and valuation ratios.

Liquidity ratios: Liquidity ratios are financialmeasures thatmeasure a company’s
ability to meet its short-term liabilities and cash flows without any capital increase.
With this ratio, a company’s ability to pay its debt obligations is measured by calcu-
lating the current ratio, acid-to-test ratio, cash ratio and operating cash flow ratio
metrics.

Leverage Ratios: Like liquidity ratios, leverage ratios directly measure a
company’s financial health, but leverage ratios examine a company’s ability to
meet its long-term obligations. The main leverage ratios are as follows: debt ratio,
debt-to-equity ratio and interest coverage ratio.

Efficiency Ratios: Efficiency ratios measure how effectively a company utilizes
its assets. Thanks to these ratios, they can be used as an indicator of the efficiency
of how much income is generated by using the assets. Common effectiveness ratios
include: asset turnover ratio, inventory turnover ratio and days sales in inventory
ratio.

Profitability Ratios: Profitability ratios are used to evaluate the company’s ability
to generate net profit according to its revenue, costs, assets and equities by looking at
the data of the company over a period of time. In other words, profitability ratios are a
measure of how effectively profits can be made and value produced for stakeholders.
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Commonly used ratios are: gross margin ratio, operating margin ratio, return on
assets ratio and return on equity ratio.

Market Value Ratios: Market value ratios are used to evaluate the current share
price of a publicly held company’s stock. This only helps potential investors under-
standwhether the company’s stock is overpriced or underpriced. Themost commonly
used market value ratios are as follows: book value per share ratio, dividend yield
ratio, earnings per share ratio and price-earnings ratio.

Price Multiples: It gives the ratios of the current share prices of a publicly held
company in terms of financial items such as earnings, sales and cash flow. Thus, it
is possible for investors and analysts to make comparisons between companies and
between different financial years of the same company. Commonly used ratios are:
price to earnings ratio, price to sales ratio, price to book value and price to free cash
flow.

Valuation Ratios: Valuation ratios are used in calculating the company’s value.
Commonly used ratios are: EV/EBITDA, EV/Sales, EV/FCF and book-to-market
value.

2.5 Bankruptcy Analysis

The term bankruptcy is expressed as the inability of a company to pay its debts
to its creditors [9]. The bankruptcy of a company and even the possibility of going
bankrupt is important for the company’s investors and society. Therefore, bankruptcy
prediction should be made before the bankruptcy of a company and necessary and
appropriate models should be built. In this part of the model, machine learning
algorithms are used to predict whether companies will go bankrupt. In this way, it
will be possible to predict the bankruptcy of companieswith their financial statements
and financial ratios.

2.5.1 Oversampling with SMOTE

Unbalanced data set is a problem that is frequently seen in classification problems
and occurs when the class distributions are quite far from each other. This problem
arises because the majority class dominates the minority class in machine learning
algorithms. Owing to this, algorithms often predict the entire data set very poorly
for the minority class, showing proximity to the majority class. Even though there
are different metric selection and re-sampling methods to solve such problems, the
SMOTE sampling method is the easiest and most useful method to apply.

SMOTE oversampling technique starts from the samples of the minority class
and generates synthetic new observations in the feature space randomly by interpo-
lation method. Thus, it balances the majority class with the number of observations.
However, it does not interfere with the model other than increasing the number of
samples and does not provide extra information to the model. According to some
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sources, the point to be considered while applying SMOTE is that the method should
be applied only to the train data set and the original test data should be used while
testing the data. Nevertheless, in some models, after all the data is balanced with the
SMOTE method, the split of train and test data and the application of algorithms in
this way also stand out in practice.

2.6 Solution and Analysis

The results about the financial fundamental analysis and ratio analysis of company
X and its bankruptcy prediction model are given in this section.

2.7 Fundamental Analysis and Ratio Analysis

The profit & loss statement, balance sheet, cash flow statement and financial ratios
of X company mentioned in 7 different categories in the model section will be given
in this section.

First of all, the financial items of net sales, gross profit, total operating expenses,
operating income, profit before tax, profit before change in accounting and net profit
have been calculated in the profit & loss statement. In order not to adversely affect the
general flow and visuality of the section, the profit & loss statement of X company is
not given here. The relevant tables and code outputs can be examined in the Jupyter
notebook of the chapter.

Company X’s balance sheet is also examined, and its total assets, total current
liabilities, total non-current liabilities, total liabilities and total stakeholder equity
items are calculated.

Finally, the cash flow statement of company X has been examined. Cash used for
operating activities, cash used for investment activities and cash used for financial
activities are calculated, and the total cash flow is found on a yearly basis.

2.7.1 Profit and Loss Statement Analysis

Profit & loss statement analysis was made, after the necessary cumulative calcu-
lations and adjustments in the profit & loss statement, balance sheet and cash flow
statement of X company. Gross profit, total operating expenses and operating income
are visualized with two different graphical displays. Similarly, profit before tax and
net profit are compared on a yearly basis. Thus, the trend based on years is followed
by analysing the profit & loss statement graphically.

Gross profit, total operating expenses and operating income are shown in Fig. 1.
As it can be understood from this figure, it is seen that company X makes more
sales from year to year and its operating expenses increase accordingly. However,
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Fig. 1 Gross profit, total operating expenses and operating income with stacked chart

the noticeable increase in operating profit, especially after 2014, means that the
company makes more sales in return for its expenses. In Jupyter notebook, these
three financial items are more clearly described and the increase in operating income
is more evident. In order not to adversely affect the general flow and visuality of the
sections, a symbolic visual is presented in each of the profit & loss, balance sheet and
cash flow statements of X company. Other related graphics can be examined through
Jupyter notebook of the chapter.

Finally, the pre-tax profit and net profit of company X are given in Jupyter note-
book. There is a significant exponential increase in the net profit of the company
after 2014.

2.7.2 Balance Sheet Analysis

Secondly, the balance sheet of company X has been analysed. First of all, the distri-
bution of total assets, total liabilities and total stakeholder equity has been examined.
Then the distribution of all asset types is visualized. In the third chart, total liabilities
and total stakeholder equity are plotted on a multiple axis. In the fourth chart, the
distribution of current and non-current liabilities is given and the sub-distributions
of both types of liabilities are drawn. The distribution of stakeholder equity types is
found in the last chart. However, these graphics are not presented in the text section
and should be followed through Jupyter notebook. Symbolically, the chart of assets,
total liabilities and stakeholder equity are given here.

Figure 2 shows the graph of assets, liabilities and stakeholders’ equity. The equa-
tion of the “Asset = Liability + Equity” equation can also be seen graphically. It
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Fig. 2 Assets, total liabilities and stakeholder equity

seems that Company X has increased its assets tremendously over the years, and in
turn, there has been a significant increase in its liabilities.

Afterwards, the distribution of asset items has been examined and shown. It is
observed that property and equipment assets in particular have increased significantly
from year to year. In addition, it is a remarkable case that the amount of market
security assets can be easily converted into cash due to the speed of circulation
in the market, especially in 2020. Cash and cash equivalents have also increased
significantly from year to year.

In Jupyter notebook, the liabilities and stockholder equity of company X are
shown on a 2-axis graph. While liabilities are followed on the left axis, equity capital
is followed on the right axis. It seems that the stockholder equity tends to fluctuate
relatively more over the years and increases more slowly than the liabilities. Gener-
ally, this situation is interpreted as a high risk for stakeholders. Yet, it would not be
wrong to think that Company X increases its debts by following an aggressive policy
in order to be more competitive.

Additionally, the distribution of current and non-current liabilities expressing
long-term and short-term liabilities has been given, and the distribution for sub-
financial items of both liabilities is also shown. It is realized that the long-term
rental debt of X company and its debt to suppliers—as a short-term debt—(Payable
accounts) have increased significantly over the years.

The equity distribution of company X is also shown in Jupyter notebook. The
increase in retained earnings, which parallels the increase in net income, espe-
cially after 2015, is enormous. It can be deduced that Company X did not distribute
dividends after 2015.
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2.7.3 Cash Flow Statement Analysis

The distribution of operational, financial and investment cash, which is the source of
total cash, has been examined, and the total cash flow has been plotted according to
years.

In Fig. 3, it is seen that cash fromoperational activities gained a seriousmomentum
after 2008. At the same time, it seems that company X increased its investments in
the same year and its investment cash flow continued to grow negatively.

In Jupyter notebook, cumulative cash flows were shown. Except for the years
2001 and 2005, it is figured out that company X has a positive cash flow and the
general trend from 2001 to 2020 is in the upward direction.

2.8 Financial Ratio Analysis

In this section, the financial ratios of X company in seven different categories are
drawn.

Liquidity ratios can be seen in Fig. 4. Even though the general trend over the
20-year period is that Company X has generally worsened in terms of liquidation, it
is clear that the company can continue to exist financially. However, the fact that the
cash ratio is even below 0.5 most of the time creates the impression that Company X
might have had problems in finding the cash it needs to pay its debts in some periods.
In particular, the decrease in the current ratio over the years means that the current
liabilities have increased against the current assets.

Figure 5 shows the ratios regarding the solvency of company X. Particularly, the
serious fluctuations in the interest coverage rate can be shown as evidence that the

Fig. 3 Net cash provided by activity
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Fig. 4 Liquidity ratios

Fig. 5 Leverage ratios

companymight have had difficulties in interest payments in some years. Also, a debt-
to-asset ratio often above 0.7 means that most of Company X’s assets are financed
by creditors.

The efficiency ratios are shown in Fig. 6. Both inventory and asset turnover ratios
appear to be good overall. Assets and inventory appear to be handed over in relatively
short times compared to the industry average. This is a piece of evidence of the
efficiency of Company X.

In Fig. 7, profitability ratios are shown. Especially the good enough ROA and
ROE ratios reveal the efficiency of the company’s profit generating capacity.
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Fig. 6 Efficiency ratios

Fig. 7 Profitability ratios

In Fig. 8, there are ratios regarding the market value of Company X. Ratios such
as earnings per share and sales show that the value per share of Company X has
increased over the years. The significant increase in the book value, especially after
2015, is a proof of the increase in the net assets (total assets − total liabilities) of
Company X per share.

Price multiples are given in Fig. 9. These ratios mainly concern investors who
want to invest in company X.



Financial Analytics 407

Fig. 8 Market value ratios

Fig. 9 Price multiples

Ratios presenting the overall value of the company are given in Fig. 10 under the
name of valuation metrics.
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Fig. 10 Valuation metrics

2.9 Bankruptcy Prediction

In this part, the results of the bankruptcypredictionwill be given in summary. First, the
results of the pre-processed initial model will be shown. After the multi-collinearity
control, the result of the data obtained after the SMOTE technique will be offered.
These results are also divided into two and will be presented as the results of the
original test data and the results of the test data applied to theSMOTE technique.After
the dimensionality reduction, the results of the “reduced model” (with SMOTE used
test data) will be given and compared with the original model. Finally, a prediction
(bankrupt or healthy) will be made regarding the financial situation of Company X
from 2001 to 2020.

First of all, the distribution of the data for 6819 companies in the data is shown in
Fig. 11. As can be seen from the figure, there is a serious imbalance between classes.

In Fig. 12, the confusion matrix values of the initial models divided into the train–
test data with 80–20 are shown. As can be seen from the matrices, none of the models
can predict “class 1 data” well, since the amount of data with class 1 is very small.
Therefore, it is clear that the data should be processed a little more andmodels should
be developed with a different approach.

In the next stage of the analysis, multi-collinearity control was performed and
12 features with high correlation with each other were excluded from the analysis.
Afterwards, the sample has been increased with the SMOTE technique and a balance
has been achieved between the classes. This is shown in Fig. 13.

Then, all data have been trained with 12 models using the train data. The point
to note in this regard is that SMOTE is applied only to the train data in the initial
data. That is, the test data is kept as the original data at this stage. The sample has
been expanded with SMOTE and then the data has been trained with a larger sample,
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Fig. 11 Class distributions

Fig. 12 Confusion matrix of initial models

but the models have been tested with the original test data. Since the models were
trained with more data, the test data has been predicted to be better than the initial
model. Figure 14 gives the ROC curve of the models, and Fig. 15 gives the confusion
matrices. As can be seen from the ROC curve and confusion matrices, while logistic
regression, SVM methods and AdaBoost classifier give relatively good results, the
results of other models are only mediocre.

In the next model, the SMOTE technique has been applied directly to the raw data
(before train–test data split). In this analysis, SMOTE technique has been applied
to the raw data. Afterwards, train and test data have been created. Thus, the trained
modelswere validatedwith the test data,which has amore balanced class distribution.
Nevertheless, due to the loss of originality of the test data, there was a problem of
overfitting in the models. Figure 16 shows the ROC curve of the model, and Fig. 17
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Fig. 13 Class distributions (original test data)

Fig. 14 SMOTE model ROC curve (original test data)

shows the confusion matrices. As can be seen from both performance metrics, many
models predicted classes with around 95% success. Especially the success of models
such as neural network, CatBoost, LightGBM is very high.

Afterwards, dimension reduction has been applied in order to express the model
with fewer attributes. In this way, it is aimed to establish a decent enough model
with fewer variables. As a result of the analysis depicted in Fig. 18, the contribution
of the variables to the model has been shown and a “reduced model” has been
established with 4 attributes according to the graph. Since the marginal contribution
of the features after the 4 features to the model has decreased noticeably, it is enough
to select 4 features.

After the dimension reduction was performed, the new data with 4 variables was
rerun with the SMOTE model (in which the test data was also SMOTE). ROC curve
and confusion matrices gave relatively poor results compared to the original model,
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Fig. 15 SMOTE model confusion matrices (original test data)

Fig. 16 ROC curve (SMOTE test data)

but despite the fact that the model could be expressed with only 4 variables instead
of 62, no tremendous performance degradation was observed. Figure 19 shows how
the performance of the 12 models changed after dimension reduction. In spite of the
decrease of about 10% in some models, it can be said that it is quite satisfactory to
establish models with only 4 features.

In the last part of the analysis, all features in the bankruptcy forecast data were
calculated using the 20-year data of company X. This data of company X was given
to both original models (original test data and SMOTE test data models) and the
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Fig. 17 Confusion matrices (SMOTE test data)

Fig. 18 Proportion of variance in principle components

Fig. 19 Change in model performance after dimensionality reduction
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prediction was made. Since the tables are difficult to read in the text, references are
made to the Jupyter notebook. The results of the models using the original test data
are also given there. The majority of algorithms in this model did not show Company
X as insolvent for any year. However, a significant portion of the algorithms, again
analysed using the SMOTE used test data showed that Company X went bankrupt in
some years.

Finally, the bankruptcy prediction of company X was fulfilled by using the
ensemble method which combines more than one model and generally gives better
results than a single method. Ensemble was applied for both SMOTE and original
test data. Accordingly, the financial situation of company X in the past years is shown
in Jupyter notebook.

3 Conclusion

In this case study, first of all, comprehensive profit& loss statement, balance sheet and
cash flow statement of X company are analysed. Afterwards, the necessary financial
ratios have been calculated and the fundamental analysis has been completed. In
the second stage of the case study, a bankruptcy prediction model using 12 machine
learning algorithms has been developed as a result of data obtained from more than
6800 companies. This model is also supported by 3 sub-models created within itself.
This case study can be developed by selecting the best parameters for the 12 machine
learning algorithms and by doing cross-validation.

4 Credit Risk Analysis

4.1 Problem Definition

Credit risk analytics is a type of analytics or techniques that investigate and analyse
the financial history of a person, institution or a company whether they can use and
apply a credit for some purposes, or they are good at pay their credit back on time.
Credit risk analytics can use different models to evaluate the applicant’s financial
situations. These models vary during analyses according to type of data and number.
In the following case study, first the problem is going to be introduced and data will
be prepared for analysing the applicants’ situations and different models have been
used to evaluate the customers’ financial situations. After evaluation results, which
model is the best model to be used in the credit risk analytics. In the final stage, a
brief theory of the best model has been introduced.
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4.2 Case Study

The German Bank wants to determine whether customers who apply for credit can
be approved to give credit. The bank desires to know information about customers’
economic conditions, such as how much their salaries are, for what customers want
to take credits (i.e. buying a car, having a house, a tv or a mobile phone, etc.) and
so on. If the applicant is in good condition to pay back money, the bank opens a
credit to customers who apply the bank credit services. The case is how to make
a faster decision that giving a credit to a new customer is risky or not instead of
investigating one by one each applicant. According to previous applicants, that is the
research question. All it is needed to find the most accurate model to evaluate the
applicant credit approval. The German Bank System has applicants to banks to take
credit. All data has been obtained from [10]. The credit approval services demand
some information about applicants and keep this information to evaluate accepting or
rejecting credit applications. Following information is about the applicants’ features
the German Bank System’s requirements:

• Age: This feature is numerical information and legal age for applying the credit.
• Gender: This is string and categorical information that has two categories, namely

male or female.
• Job: Job feature is a categorical feature that has four categories which are

expressednumerically insteadof categorical strings; 0: unskilled andnon-resident,
1: unskilled and resident, 2: skilled, 3: high skilled.

• Housing: This feature is string variable which means categorical that these are
three categories which are own, rent and free.

• Saving Account: This is a string variable that means categorical variable indicates
if applicants have bank account, there are four categories; little, moderate, quite
rich and rich.

• Checking Account: This is a categorical variable with three categorical class;
little, moderate and rich.

• Credit Amount: This is a numeric variable that howmuchmoney applicants apply
on Euro.

• Duration: This feature is a numeric variable to show how many months the
applicants want to pay back credit.

• Purpose: This feature is a string variable thatmeans categorical variables consist of
eight categories. That is the aim of taking credit such as car, furniture/equipment,
radio/TV, domestic appliances, repairs, education, business, vacation/others.

• RiskSituation:This feature is value target that stringwith two categorical variables
as good or bad situation.

For the research question, original data sets include 1000 entries and 20 features.
But in this case, only few of features are used to analyse to model research questions.
Used features have been described in the problem definition section. There are ten
features used in the analysis of this case which are age, gender, job, housing, saving
account, checking account, credit amount, duration, purpose and risk situation.
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The aim of this case study is to find out what algorithm or machine learning
method gives the best accuracy or the best performance. The bank credit approving
department uses the algorithm to make more fast and efficient method without losing
time on approvals.

4.3 Data Information

In this section, first it is necessary to explore the data and its features. Data has ten
features columns, and some of them are numerical variables and the rest of them
categorical. Since categorical ones are sex, job, housing, saving accounts, checking
account, credit amount, purpose and risk. numerical variables are age and duration.
From these variables, risk categorical variable has been assigned to the dependent
variable as binary classification good referred 1 that takes the credit and bad referred
0 that does not take the credit. This risk variable means that situation of a given
customer is good or bad. Since customers can be approved giving credit defined as
good which is accepted, otherwise defined as bad condition which is rejected. Apart
from the risk feature, rest of the features have been assigned to independent variable
(Table 1).

In the case study, there are seven methods that are applied to the data and get
the results. These methods are decision tree classifier, random forest, naive Bayes,
kth nearest neighbour, logistic regression, support vector machine and XGBoost
classifier as machine learning methods. All these methods are called classification
methods that means labelled as supervised learning methods on machine learning
field.

There are missing values in data sets, there are two types of implementations of
algorithms. One of these types is to clean missing data and another one is to proceed
without cleaning missing values. These approaches are common in the machine

Table 1 Number of features
non-null values

# Column Non-null count Dytpe

0 Unnamed: 0 1000 Int64

1 Age 1000 Int64

2 Sex 1000 Object

3 Job 1000 Int64

4 Housing 1000 Object

5 Saving accounts 817 object

6 Checking account 606 Object

7 Credit amount 1000 Int64

8 Duration 1000 Int64

9 Purpose 1000 Object

10 Risk 1000 Object
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learning field, and they have some advantages and disadvantages. One of the most
popular advantages is all information for modelling is available that algorithms are
easily run. One of the most well-known disadvantages is removing missing values
from the data will cause loss of the information. Most researchers do not want to
lose information to implement algorithms. In this case, all algorithms and methods
have been applied with missing values and without missing values.

4.4 Data Cleaning and Preparing

First, all algorithmswill be applied to cleaned data.Missing values have been cleaned
with their rows. Saving account and checking account features have missing cells.
Saving account feature has 183 missing cells, and the checking account has 394
missing cells. After cleaning missing values on both features, there are 522 rows
left. Why 522 rows are that there are some missing values intercepted with saving
accounts and checking accounts. All data has been cleaned but not prepared yet for
modelling and evaluating. For evaluation, it is necessary to group data as a one binary
target variable and the rest of the features are going to be independent variables. Risk
feature has been selected as target variable that is a categorical variable as defined
before. This risk categorical variable constituted from good and bad categoriesmeans
that the good category means that credit application approved; on the other hand,
bad category means that credit application not approved. This risk category defines
binary classification that good is 1, bad is 0.

In the second stage, categorical independent variables have beengroupbynumbers
to make categories and assigned using dummy variables method. In order to prevent
from multi-collinearity problem, first of columns has been deleted for each explana-
tory variable group. In the beginning data has 10 features that one of the features
is assigned the target variable, which is risk, rest of them are explanatory variables
which are age, credit amount, duration, sex, job, housing, saving accounts, checking
accounts and purposes. There are nine explanatory variables are separated by three of
them are numerical variable six of them categorical variables. To implement models
to the data, categorical variables must be grouped by dummy variables that make
categorical variables to numerical variables. After organizing data with dummy vari-
ables, 27 features have been gotten. Normally, nine features have been in data but
with dummies with one-columns deleting totally of 21 explanatory variables have
been displayed. Once cleaning and preparing data following structures have been
founded for target variables and independent variables. These independent variables
features are as given in Fig. 21 (Table 2).

The above explanatory variables are after the cleaning and preparing the data.
There are 522 entries and explanatory variables. Finally, the data has been ready to
be run.

There are a lot of methods to make preparation data to be modelled. One of them
has been already mentioned above is to remove missing values. Since removing data
is going to cause loss of information, many researchers do not desire to apply this
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Table 2 After dropping null cells

# Column Non-null count Dytpe

0 Age 522 Int64

1 Credit amount 522 Int64

2 Duration 522 Int64

3 Sex_female 522 Uint8

4 Job_1 522 Uint8

5 Job_2 522 Uint8

6 Job_3 522 Uint8

7 Housing_own 522 Uint8

8 Housing_rent 522 Uint8

9 Saving accounts_moderate 522 Uint8

10 Saving accounts_quite rich 522 Uint8

11 Saving accounts_rich 522 Uint8

12 Checking account_moderate 522 Uint8

13 Checking account_rich 522 Uint8

14 Purpose_car 522 Uint8

15 Purpose_domestic appliances 522 Uint8

16 Purpose_education 522 Uint8

17 Purpose_furniture/equipment 522 Uint8

18 Purpose_radio/TV 522 Uint8

19 Purpose_repairs 522 Uint8

20 Purpose_vacation/others 522 Uint8

method to data sets. Because, in order to clean missing values, one needs to remove
all columns or rows that this approach is going to corrupt lots of other information
including other features. Instead of removing the missing values, all missing values
can be filled with one of some sensible approaches. This without dropping missing
values analysis separated into two sub-methods. One of the methods is to run models
that fill empty cells without knowing which model fill cells, the other one is to first
fill cells according to the most sensible method in the literature. In the literature,
there are many filling techniques that help to avoid data loss [11] which is called
imputation. Imputation means filling missing values with some numbers or some
categorical properties.

According to the type of data, there are some preferred imputation techniques that
can be used to prepare data to bemodelling. Data has two categorical variables which
are saving account and checking account. To fill missing values cells, maximum
repeating sub-feature impute the empty cells. Saving accounts missing cells are
filled with the little categorical values because most of the customer approximately
more fifty per cent have little accounts. Checking account missing cells are filled
with the moderate categorical variable that checking account customer mostly have
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Fig. 20 Parallel diagram of the categorical features

moderate account more than eighty per cent of the applicants. With imputation of
the missing values, data have been prepared for the modelling.

According to parallel categorical diagram, most of the applicant’s gender is male
compared to female. From the diagram, generally people work second job type and
mostly have their own house. The applicants tend to have quite little saving accounts
in the bank and little and moderate checking accounts. They apply mostly to buy
TV/radio, furniture/equipment, car. Risk situations are good even if some of them
are bad situation. All information can be gotten from Fig. 20.

4.5 Model

After the data have been cleaned and prepared for the modelling, seven machine
learning algorithms have been applied which are naive Bayes (NB), decision tree
(DT), random forest (RF), logistic regression (LR), K-nearest neighbour (KNN),
support vectormachine (SVM) andXGBoost (XGB) classifiermodels have been run.
The aim of the applying seven classification algorithm is to find out what algorithm
gives the more accurate result. There are three data types that models have been
implemented; first algorithms are applied with dropping missing values, and then
second all algorithms are applied without dropping any of the missing values. And
lastly, all algorithms are run with imputed cell values.
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Fig. 21 F1 scores bar chart for all situation on models

For the evaluation of the model performance, classification matrix has been used
by a matrix. In the model evaluation, F1 score model evaluation metric has been
considered because of the data that give more accurate results for the models. From
the model performance analysis, after the missing value imputation applied to data,
logistic regression has given the best performance metric among the classification
methods that have been already mentioned which these models are LR, DT, RF, NB,
SVM, KNN and XGB models.

All measures of F1 scores have been compared in the following table (f1_scores
are the approximate values).

It can be understood that from Fig. 21, LR2model has the highest f1_score among
the rest of the other applied models.

As it can be seen from Table 3, the highest f1_score is found from the LR model
overall when it is tested with different test and train data sets cover 80 per cent of
data and 20 per cent of data is test data with random state is 7. As a result, the LR
model has been selected by the German Bank to apply which decision has made new
customer applications. There are other models which also have enough f1_score to
use but LR is the highest one even if there is no big difference.
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Table 3 F1 scores for all situation on models

F1_score Dropped missing values Without dropped missing
values

Imputation with maximum
repeating categorical values

NB 0.622 0.792 0.806

DT 0.692 0.679 0.767

RF 0.730 0.824 0.855

LR 0.690 0.840 0.859

KNN 0.598 0.819 0.827

SVM 0.682 0.854 0.790

XGB 0.696 0.788 0.811

5 Investment Analytics

5.1 Introduction to Portfolio Analytics

One of the most fundamental problems of businesses today is to provide an efficient
financial management. One of the main issues that businesses should be interested
in the field of finance is the creation and management of an investment portfolio.
This issue has become even more important in a complex environment such as a
globalizing society, rapidly increasing competition and extensive economic changes
at the national and international levels [12].

In 1952, Markowitz (Markowitz) developed the mean variance model that formu-
lates themathematical relationship between the returns and risks of assets [13]. In the
following years, portfolio creationmethodologies have diversified,with othermodels
trying to expand it and eliminate its weaknesses. Thanks to these models, investors
began to create portfolios that support certain investment styles and preferences.

In this section, besides the basic financial calculations, performance metrics and
portfolio construction methods will be presented. In addition, the portfolios created
with different models for the five technology stocks traded in the S&P 500 index will
be compared with the performance metrics whose definitions are given.

5.2 Return & Risk Calculations

Return can be defined as how much gain or loss at time t + 1 from time t. It can be
formulated as follows:

Returnt = Pricet − Pricet−1

Pricet−1
(1)
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Fig. 22 Yearly stock returns

The cumulative return is an aggregate return or the total change in the investment
price over a period of time. Along with the cumulative return, the compounded
return is the rate of return that takes into consideration the compounding effect of
the investment for each period (Fig. 22).

The risk of an asset is often expressed as its volatility, and it is usually defined as
the standard deviation (or variance) of the returns on the asset (Table 4).

Similarly, the volatility of a portfolio can be calculated by the variance, weights
and correlations of the assets it contains. Portfolio variance is formulated as follows:

σ 2
p = w2

1σ
2
1 + w2

2σ
2
2 + 2w1w2σ1,2 (2)

σ 2
p : Variance of the portfolio.

wn: Weight of the nth asset.
σ 2
n : Variance of the nth asset.

σ1,2: Covariance between assets 1 and 2.

Table 4 Expected returns
and volatility of the stocks

Stock Expected return (%) Volatility (%)

AAPL 36.98 30.20

AMZN 37.28 30.32

FB 25.16 32.95

GOOGL 20.24 26.34

MSFT 31.92 27.76
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5.3 Performance Metrics

Sharpe Ratio: It is the most widely used measure of risk-adjusted rate of return. It
is calculated by subtracting the portfolio return from the risk-free asset’s return and
dividing it by the portfolio’s standard deviation.

Sharpe Ratio = Rp − Rf

σp
(3)

Rp: Return of the portfolio.
Rf : Risk-free rate.
σp: Standard deviation of the portfolio.
Sortino Ratio: It is the modified version of the Sharpe ratio but uses a different

standard deviation, downside deviation.

Sharpe Ratio = Rp − Rf

σd
(4)

σd : Standard deviation of the downside.
Treynor Ratio: It is also known as the reward ratio for risk taken. The risk

expressed in the Treynor ratio refers to the systematic risk measured by the beta of
a portfolio, which will be explained in the next section.

Treynor Ratio = Rp − Rf

βp
(5)

βp: Beta of the portfolio.
Drawdown: It is defined as percentage loss from the last maximum peak.

Maximum drawdown can also be defined as the worst percentage loss from a market
peak to the very lowest point. It is a strong indicator that measures the downside risk
of the portfolio.

5.4 Factor Models

Capital Asset Pricing Model (CAPM): The model was developed by Sharpe [14],
Linter [15] andMossin [16] to explainwhydifferent securities havedifferent expected
returns. CAPM explains that every investment carries two different risks, systematic
and unsystematic.

The risk called systematic risk or beta is the risk of being in the market and
expressed as follows:

Ri = Rf + Bi
(
Rm − Rf

)
(6)



Financial Analytics 423

Table 5 Beta of the stocks Stock Beta

AAPL 1.14

AMZN 1.04

FB 1.09

GOOGL 1.00

MSFT 1.13

Ri: Expected return of the asset i.
Rf : Risk-free rate.
Rm: Expected return of the market.
βi: Beta of the asset i (Table 5).
In the CAPM, beta is used to describe the relationship between systematic risk

and an asset’s expected return. Higher beta indicates that the asset is more volatile
than the market. The CAPM is also graphically illustrated as the security market
line (SML). As a straight line intersecting the vertical axis at the risk-free rate, SML
depicts the risk–return trade-off (Fig. 23).

Fama French Multi-Factor Model: This model is usually expressed as a three-
factor model that improves the CAPM (single factor model). These three factors are
market, size and value factors [17]. In the formula below, Rm − Rf represents the
market factor, SMB represents the size factor and HML represents the value factor.

Ri = Rf + βm
(
Rm − Rf

) + BsSMB + BhHML (7)

Fig. 23 Security market line of NASDAQ
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Ri: Expected return of the asset i.
Rf : Risk-free rate.
Rm: Expected return of the market.
βm: Market beta of the asset i.
βs: Size beta of the asset i.
βh: Value beta of the asset i.
SMB: is the portfolio returns of small stocks minus the portfolio returns of big

stocks.
HML: is the portfolio returns for high book-to-market value minus returns of low

book-to-market value stock.

5.5 Modern Portfolio Theory

Portfolio selection includes mathematical models designed to best meet the needs
of the investor and investors seek the highest possible return against minimum risk.
Therefore, they want to maximize risk-adjusted returns. Markowitz [13] firstly intro-
duced the modern portfolio theory (MPT) that helps to determine the minimum risk
level that the investor should undertake in order to reach the targeted return level.
The Markowitz’s MPT is often generically known as the mean–variance optimiza-
tion framework. In this section, MPT will be used to create optimal portfolios that
meet the needs of investors [18].

The efficient frontier is a graph showing the rate of return corresponding to
volatility. It includes optimal sets of portfolios that offer the highest expected return
for a given level of risk or the lowest risk for a given expected return level. If the
points are derived by assuming all possible weights with different combinations of
entities, the efficient frontier chart is arrived (Fig. 24).

If a risk-free security is available, then an investor’s portfolio optimizationproblem
can be formulated as follows.

minimize
1

2
w′ ∑w (8)

subject to

(

1 −
n∑

i=1

wi

)

rf + w′μ (9)

w: is the vector of portfolio weights.∑
: is the covariance matrix of the asset returns.

rf : is the risk-free rate.
μ: is the expected returns (Fig. 25).
Minimum volatility portfolio aims to minimize the volatility of the portfolio, and

it ignores expected return and focuses only on the risk. It is formulated as follows.
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Fig. 24 Efficient frontier chart

Fig. 25 Capital allocation line
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Table 6 Results of portfolio optimization

Objective Expected
return (%)

Volatility
(%)

Sharpe
ratio

Sortino
ratio

Beta Treynor
ratio

Max
drawdown
(%)

Equal
weighted

30.29 25.16 1.16 1.43 1.08 0.27 77.77

Minimum
volatility

28.31 24.71 1.11 1.36 1.06 0.26 75.20

Maximize
sharpe

36.44 26.45 1.34 1.72 1.09 0.32 84.42

Efficient
risk (25%)

31.75 25.0 1.23 1.53 1.08 0.29 79.60

Efficient
return
(35%)

35.00 25.78 1.32 1.66 1.1 0.31 83.02

minimize wT
∑

w (10)

subject to 1Tw = 1 (11)

Also, return can bemaximized for a given target risk βp. It is formulated as follows
(Table 6).

maximize wTμ (12)

subject to wT
∑

w ≤ βp (13)

5.6 Black and Litterman

The Black–Litterman (BL) model is a portfolio allocation model that creates port-
folios based on an investor’s unique insights [19]. This model is also on the basis of
mean–variance. In the model, expected returns are calculated as the new expected
returns, which are found by the following expression.

E(R) =
[(

τ
∑)−1 + PT�−1P

]−1[(
τ

∑)−1
� + PT�−1Q

]
(14)

E(R): is the new expected return.
τ : is a scalar constant.∑

: is the covariance matrix of the asset returns.
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P: is a matrix that identifies assets involved in the views.
�: is the uncertainty matrix of views.
�: is the prior expected return.
Prior expected returns in the above formula are calculated as follows.

� = λ
∑

wmkt (15)

λ: is the risk aversion coefficient or market-implied risk premium.
wmkt : is the market capitalization weight of the assets.
Risk aversion coefficient is found by the following formula:

λ = Rm − Rf

σ 2
m

(16)

σ 2
m: is the variance of the market.

In the BL model, investors can provide different type of views. They can state
“AMZN will return 30%” or “FB will drop 10%” as an absolute view. On the other
hand, relative views can be stated like “AAPL will outperform GOOGL by 2%”. In
addition, investors can provide confidence level in their views.

In our case, absolute views will be provided as an example. Also, short sells will
be allowed. Below table shows our views and also weights produced by the model
using these views (Tables 7 and 8).

Table 7 Investor views and resulted weights in BL model

Stock View (%) BL weight (%)

AAPL +20 55

AMZN +30 107

FB −10 −78

GOOGL 5 −20

MSFT 15 36

Table 8 Result table of BL optimization model

Objective Expected
return

Volatility Sharpe
ratio

Sortino
ratio

Beta Treynor
ratio

Max
drawdown

BL market
risk aversion

48.02% 36.67% 1.28 1.88 1.09 0.43 91.61%



428 M. S. Sivri et al.

6 Financial Hedging Analysis

6.1 Problem Definition

Corporate risk management refers to all methods that companies use to reduce the
risk they may face. Hedging is one of the financial risk management strategies that
is defined as taking an offsetting position in derivatives market of related security.
There are several ways to hedge current positions by using derivatives such as futures,
options and forwards.

Futures contracts are agreements that secure a specified price at a specified time in
future for two parties: seller and buyer. In this sense, futures contracts are commonly
used for hedging currencies, stock market indexes and commodities. These contracts
are traded on exchanges which regulate clearance and pricing of contracts. The price
of future contract, which will be referred to as “futures”, is the same regardless of
which broker is used due to the centralized price mechanism.

Exporting and importing is a way to expand businesses with its risks such as
foreign exchange risk. Internationally trading companies are usually exposed to
foreign exchange risk, especially if the local currency is unstable and aims to limit
the losses they may incur due to currency fluctuation. Companies aim to minimize
this risk by taking a position in currency derivative markets that is called hedging.
Financial risk manager of a company tries to find out answers for the following
questions among available contracts [20]:

• Which futures contract is appropriate to use?
• When to take buy (long) or sell (short) position?
• What is the optimal hedge ratio for the amount exposed to risk?

Risk managers can determine the most appropriate answers to these questions by
using hedging strategies. The aim of hedging is to neutralize the risk of exchange
rate fluctuations and guarantee a fixed price for a specified future date. Futures are
leveraged financial instruments in which investors only put in a margin which is a
fraction of total notional value on contract. Futures have standardized specifications
which are determined by exchange. These specifications are: (1) the asset: this is
underlying product of future contract that can be a foreign currency or a physical
commodity like gold; (2) the contract size: this is the amount of the asset that needs
to be delivered within one contract; (3) delivery arrangements: themethod or place of
delivery for underlying asset that is specified by exchange; (4) delivery months: this
refers to the month that the delivery occur; 5) price quotes: this refers that how price
of contract will be quoted (6) tick size: this is theminimumpricemovement exchange
allows; (7) position limits: this is the limits of daily price movements specified by
exchange. As an example, Chicago Mercantile Exchange (CME) currency futures
contract specifications are illustrated in Table 9.

Businesses or individuals open accounts with brokers to trade on futures and
brokers direct their orders to exchange. This account is generally called margin
account, traders are required to deposit an initial amount of cash specified by
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Table 9 Contract specifications for foreign currency futures: Eurodollar [21]

EURO FX futures—contract specs

Contract unit 125,000 Euro

Price quotation US dollars and cents per Euro increment

Trading hours CME Globex

Sunday–Friday 5:00 p.m.–4:00 p.m. (6:00 p.m.–5:00 p.m. ET) with a 60-min
break each day beginning at 4:00 p.m. (5:00 p.m. ET)

CME ClearPort

Sunday 5:00 p.m.–Friday 5:45 p.m. CT with no reporting Monday–Thursday
from 5:45 p.m.–6:00 p.m. CT

Minimum price fluctuation CME Globex

0.00005 per Euro increment = $6.25

Consecutive month spreads: 0.00001 per Euro increment = $1.25

All other spreads: 0.00002 per Euro increment = $2.50

CME ClearPort

0.00001 per Euro increment = $1.25

Product code CME Globex: 6E

CME ClearPort: EC

Clearing: EC

Listed contracts Quarterly contracts (Mar, Jun, Sep, Dec) listed for 20 consecutive quarters and
serial contracts listed for 3 months

Settlement method Deliverable

Termination of trading Trading terminates at 9:16 a.m. CT, 2 business day prior to the third
Wednesday of the contract month

Settlement procedures Physical delivery

EUR/USD futures settlement procedures

Position limits CME position limits

Exchange rulebook CME 261

Block minimum Block minimum thresholds

Price limit or circuit Price limits

Vendor codes Quote vendor symbols listing

exchange.They are also required to keep amaintenancemarginwhich is theminimum
amount of equity investors must hold in margin account. Gains and losses of futures
are calculated every trading day with “marking to market” procedure.

An example of currency futures is given in the following case study.

6.2 Case Study

On 1 July 2021, ABC company from USA sells machinery to a German company
and will receive e3.75 m on 25 September 2021. They expect that Euro will weaken
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Table 10 Contract details of September Euro futures

Specification Explanation

Contract size 125,000 Euro

Price quotation US dollars and cents per Euro increment

Settlement process Mark to market

Termination of trading 2 business day prior to the last Wednesday of the contract month

Delivery month September

Initial margin $3000

Maintenance margin $2200

against US Dollar; therefore, they choose to take a position in the currency futures
market to hedge their position. The current spot rate in the market is $1.1764/1e and
futures contracts at $1.170/1e are available for delivery month. Contract details of
Euro Futures are given in Table 10.

6.2.1 Setting up the Hedging

Under given conditions, the company sets up the hedging strategy against losses.
The will be received in the end of September, and therefore, a future contract with
same month is obtained. After the decision of expiry month, the appropriate position
is taken since company is in long equity cash position, so they take put position
in futures market. Lastly, company will decide the fraction of equity to be hedged.
Investors can do either partial hedge or full hedge their current positions. The fraction
of total equity hedged is called hedge ratio. In our case, different scenarios of hedge
ratio will be applied to see gain/losses at expiry. If company aim to do full hedging,
they need to put 30 futures contracts.1

The company can take position under these setups.

6.2.2 Simulating Spot Price

The company takes position in the currency futuresmarket, and the settlement process
is marked to market. The aim of this process is to enable investors to see their current
financial situation based on current futures price. Therefore, the margin account will
be updated based on the current situation. A futures price for Euro/USD futures is
simulated and given in Fig. 26.

Based on the generated price, total gain/losses are marked to the margin account
daily andfirst 10 days and last 10 days of contract holding period are given inTable 11.

Here inTable 11, there are 30 contracts and$3000 is put in as initialmargin for each
contract, so $90,000 in total. Margin account starts with $90,000 and changes daily

1 Number of contract for full hedging is calculate as: 3,750,000/125,000 = 30.
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Fig. 26 Simulated euro/US dollar futures price

Table 11 Margin account balance

Dates Futures price Change in value Gain/Loss ($) Account balance ($)

2021–07–01 1.170000 – – 90,000

2021–07–02 1.170292 0.0003 −1125 88,875

2021–07–03 1.180560 0.0103 −38,625 50,250

2021–07–04 1.166781 −0.0138 51,750 102,000

2021–07–05 1.181667 0.0149 −55,875 46,125

2021–07–06 1.165743 −0.0159 59,625 105,750

2021–07–07 1.182957 0.0172 −64,500 41,250

2021–07–08 1.156793 −0.0262 98,250 139,500

2021–07–09 1.165531 0.0087 −32,625 106,875

2021–07–10 1.164129 −0.0014 5250 112,125

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

2021–09–15 1.121084 −0.0299 112,125 274,125

2021–09–16 1.121991 0.0009 −3375 270,750

2021–09–17 1.123935 0.0019 −7125 263,625

2021–09–18 1.140673 0.0167 −62,625 201,000

2021–09–19 1.121300 −0.0194 72,750 273,750

2021–09–20 1.113382 −0.0079 29,625 303,375

2021–09–21 1.125451 0.0121 −45,375 258,000

2021–09–22 1.137948 0.0125 −46,875 211,125

2021–09–23 1.130630 −0.0073 27,375 238,500

2021–09–24 1.131484 – – –
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Table 12 Sensitivity analysis
for different spot rate with
full hedging at expiry date2

Spot price Cash flow at
spot rate ($)

Cash flow with
full hedging ($)

Total gain/loss
($)

1.11 4,162,500.0 4,387,500.0 225,000.0

1.12 4,200,000.0 4,387,500.0 187,500.0

1.13 4,237,500.0 4,387,500.0 150,000.0

1.14 4,275,000.0 4,387,500.0 112,500.0

1.15 4,312,500.0 4,387,500.0 75,000.0

1.16 4,350,000.0 4,387,500.0 37,500.0

1.17 4,387,500.0 4,387,500.0 0.0

1.18 4,425,000.0 4,387,500.0 −37,500.0

1.19 4,462,500.0 4,387,500.0 −75,000.0

1.20 4,500,000.0 4,387,500.0 −112,500.0

1.22 4,575,000.0 4,387,500.0 −187,500.0

1.24 4,650,000.0 4,387,500.0 −262,500.0

based on current futures price. Simulated price is 1.170292 on 2021–07-02 which
has increased by 0.000292 compared to the day before. The gain/loss on day 2021–
07-02 is calculated as: 125000 ∗ (1.170292 − 1.17) ∗ 30 =$1095, where 125,000 is
contract size and 30 is number of contracts. The amount $1095 is subtracted from
$90,000 since the company is in put position.

The scenario analysis is for full hedging and different rate of hedge can be
obtained. The company may gain or loss at expiry date, and they therefore may
not take full hedge position.

6.2.3 Sensitivity Analysis of Spot Rate

On day of expiry, spot rate may take different values than expected. At this point,
companies may create a sensitivity analysis table to see possible gains or losses. In
Table 12, total gain/losses are given for different spot prices at expiry.

Since the company takes short position in Euro futures, they make gains for any
spot price less than 1.17 and vice versa. The total gain/losses of company is illustrated
in Fig. 27.

Another sensitivity analysis is made for hedge ratios, and gain/losses is given for
different hedge ratios in Table 13.

Total cash flows under different scenarios for hedge ratios are illustrated in Fig. 28.
In this case, a hedgingmethod is used to stabilize thefinancial position.Acompany

aims to hedge their cash flow on a future date. A margin account is created, and
marking to market process is shown in accordance with simulated futures price. Two
different sensitivity analyses are also applied for both spot rate and hedge ratio. All

2 All values given in Table 12 are in US Dollar.
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Fig. 27 Gain and losses under different spot rate scenarios

Table 13 Total cash flow under different hedge ratios

Tables hedge ratio (%) Tables total cash flow ($)

0.0 4,162,500.0

10.0 4,185,000.0

20.0 4,207,500.0

30.0 4,230,000.0

40.0 4,252,500.0

50.0 4,275,000.0

60.0 4,297,500.0

70.0 4,320,000.0

80.0 4,342,500.0

90.0 4,365,000.0

Fig. 28 Total cash flow under different hedge ratios
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scenarios on expiry date were summarized in Tables 11, 12 and 13 and Figs. 26,
27 and 28. The optimal hedge ratio can also be determined theoretically but it is
preferred to use sensitivity analysis to decide the amount of equity to hedge.
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Human Resources Analytics

Ozgur Akarsu, Cigdem Kadaifci, and Sezi Cevik Onar

1 Introduction

Human resource analytics is a special part of analytics where the main focus is
the human resource. In HR analytics, the analytical process is applied to the orga-
nization’s human resources. The main objective of this process is not only to
enhance employee performance but also to improve overall employee satisfaction.
HR analytics helps institutions by providing useful insights for the human resource
functions by collecting data and transforming it into useful information for empow-
ering human resource-related processes. HR analytics is very useful for improving
HR functions such as workforce management, recruitment, performance evalua-
tion, and development management. In this chapter, four different HR problems are
focused, and these problems are tried to solve by using HR analytics tools. The
rest of the chapter is organized as follows. Chapter two gives the four different HR
problems, namely attrition risk, recruitment, performance evaluation, and training
planning. These problems are defined via a comprehensive literature review. For each
problem, a case study is defined and HR analytics tools are applied. The last section
concludes and gives further suggestions.
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2 Employee Turnover (Attrition)

Employee turnover (i.e., attrition) refers to the number (or ratio) of employees leaving
the organization either voluntarily or involuntarily. Voluntary turnover is based on the
decision of employees, while the involuntary one occurswhen an employer decides to
end the employment relationship, as a result of the death or retirement of the employee
[1, 2]. Froman organization’s perspective, performance under expectations, improper
behavior, or adaptation problems regarding the culture or working environment may
cause the termination of the employment agreement [1, 3]. Since the control of the
organizations over the employee-related involuntary turnover is low, in the scope of
this study, the voluntary turnover will be examined.

Starting from recruitment, organizations invest in each employee through selec-
tion, orientation, training, improvement, and positioning. When an employee leaves
the organization, then the position should be filled immediately with an appropriate
candidate. Accordingly, an employee loss causes a significant cost aswell as affecting
the organizational value [4], the long-term strategies [5], the competitive advantage
[1, 6], the organizational performance [7, 8], and even loss of customers, especially
if the leaving employee is a talented and highly capable one. Being an important
factor affecting the organization’s overall performance, employee turnover deserves
considerable attention from both of the organizations and the researchers in order
to enable taking precautions to diminish (or manage) the employee loss. Thanks
to the developments and improvements in the learning-based data analysis tech-
niques, the employee data representing the reasons for the voluntary employee attri-
tion can be examined, and whether the employee quits or not can be predicted. The
common approach in the recent literature on the prediction of employee turnover is
applying different methods or algorithms and comparing them based on the perfor-
mance measures such as accuracy, precision, recall, specificity, the area under the
curve (AUC), and F-measure. In Table 1, some studies are provided along with the
performance measures and the dataset utilized.

According to a detailed literature review, gender [1, 6, 8–10], state of origin [1],
duration of service [1, 4, 8–10], the title in the organization or job level [1, 6, 8,
9], annual or monthly salary [1, 4, 8, 9], job satisfaction [4, 6, 8–10], environment
satisfaction [6, 8–10], relationship satisfaction [8, 9], performance of the employee
[4, 6, 8, 9], work–life balance [6, 8–10], the number of trainings the employee
participated in the previous year [8, 9], promotion [4], feeling appreciated [10] are
among the factors considered for the prediction. Even though several algorithms and
methods including support vector machines [4, 5, 8, 9, 11–13], AdaBoost [4, 8],
neural networks [13], KNN [8, 9, 11, 12], and naïve Bayes [5, 8, 9, 11, 12] are used,
the methods preferred considering the performance measures are decision tree [1, 4,
8, 9, 11–13], random forest [4, 5, 8–10, 12, 13], and XGBoost [5, 11, 13, 14].

To achieve a well-managed prevention process to diminish employee attrition,
the organizations better consider the most important factors affecting employees’
quitting decisions. According to recent studies, the relatively high attrition is mostly
related to the lower involvement [10], motivation, and satisfaction of employees [9];
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thus, improving the working environment, balancing the workload, and sustaining a
strong relationship between the employee and management may help to deal with
this problem [6, 10]. Using existing employee data to extract invaluable information
may support organizations to enhance their decision-making capabilities regarding
employment strategies.

Case Study: Employee Turnover (Attrition)

In this use case, a machine learning model was built to predict employee attrition by
using an employee dataset. The dataset is a modified version of IBM HR Analytics
Employee Attrition Data [50]. The main research question is to figure what is the
attrition risk of my current employees and what are the factors that affect employee
attrition?

The dataset includes 20 variables of 1102 employees in a company. The list of
variables and their definitions can be seen in Table 2.

For the next step, unnecessary variableswere removed, and a brief exploratory data
analysis was conducted. Since the main goal of this analytics model was to predict

Table 2 List of variables_employee attrition

Variable name Variable description

EmpID Unique ID of employees

Age Age of the employee

Daily rate The daily wage rate of an employee

Distance from home The distance between the household and company location

Education Education level of the employee (1: High School,3: Undergraduate,
4: Masters, 5: Ph.D.)

MonthlyIncome The monthly wage of an employee

NumCompaniesWorked Number of companies that employee worked before

PerformanceRating Last performance score of the employee

RelationshipSatisfaction Satisfaction score of the employee

TrainingTimesLastYear Number of trainings employee took during last year

YearsInCurrentRole How many employee spent in the current role

YearsSinceLastPromotion How many years have passed since the last promotion

YearsWithCurrManager How many years passed with the current manager

Tenure Total number of years within the company

TotalExperience Total number of years in the work-life

WageRate Comparison of the wage with the company mean

WorkingModel Working model of the employee (Hybrid, working in the office,
working remote)

OrgFunction Organizational department of the employee

PositionEngagement Engagement score for the position

Attrition Active or former employee (0: Active, 1: Former employee)
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the attrition risk of employees and identify the reasons behind attrition, a bivariate
analysis was proceeded to understand the distribution of attrition. To conduct the
bivariate analysis, the data types of the features were modified and checked. The
dataset included 4 categorical, 16 numeric, and 1 string features. Since the feature
“EmpID” represents the unique ID of each employee, it was removed from the
analysis. Additionally, null values were checked for each column. It was seen that
the dataset did not include any null value. The attrition ratios of former and current
employees for each categorical variable is compared by using bi-variate analysis.
The results of this anaysis can be given as follows:

• For the education level = 1, attrition level %17.3 is slightly higher than the
overall ratio (%15.6)

• For the education level = 5, attrition level %7.4 is lower than the overall ratio
(%15.60)

• The employees whose wages are less than the company mean (Wage rate = 1)
have a slightly higher attrition ratio (%17.9) than the other ones

• The employees who are working remote (Working Model = 2) have a higher
attrition rate (%25.4) than the other groups

• Employees working in the office (Working Model = 1) have the lowest attrition
level when compared with the other two working models.

• Employees from departments “0” and “2” have slightly higher attrition ratios than
the expected mean.

As a result of the exploratory data analysis, it is possible to say that all of the
features within the dataset could be used for modeling. Possible signs of relations
between target column “Attrition” and dependent variables such as “Age,” “Monthly
Income,” “Years in current role,” “Education Level,” and “Working Model” are
possible predictors of attrition of employees. However, since these comparisons were
conducted on variable levels separately, the outputs of the model should be analyzed
to understand the complex relationships.

For the next step, a classification model was applied to predict the attrition risk
of current employees. All of the variables except “EmpID” were used as predictors
and the variable “Attrition” was used as the target. In this study, three different
machine learning algorithmswere applied to theAttrition dataset. The results showed
that “LightGBM” classifier outperformed the other two algorithms. Since data is
imbalanced with an attrition rate of 15.6% checking, both accuracy and F1 scores
are crucial to assess model performance. Even though the decision tree model is a
simplermodel than random forest and LightGBM, it outperformed the other twowith
a recall score 0.34 and F1 score 0.32. However, its overall accuracy is worse than the
other two (0.76).Randomforestmodel has a higher accuracy rate, but the recallmetric
is considerably low (0.09). Nonetheless, F1 Score is 0.16. LightGBM has a better
F1 score (0.27) than random forest. Additionally, the recall metric for LightGBM is
also higher than random forest (0.18). Additionally, in terms of overall accuracy, it
outperformed the other twowith a score of 0.84. As a result, the LightGBMalgorithm
was chosen to predict the employee attrition risk with the best performance metrics.
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Fig. 1 Future importance_employee attrition

For the next step, the feature importance of the LightGBMmodel was calculated.
The feature importance plot is given in Fig. 1.

Figure 1 shows that “Distance from Home,” “DailyRate,” and “MonthlyIncome”
are the most important three features for the classification model.

Deep dive analysis provided that if the Dailyrate decreases, the attrition risk of
employees increases. Lower monthly income increases the risk of attrition. Low
levels of distance from home decrease the risk of attrition.

3 Recruitment Analytics

Organizations aim to hire appropriate employees having the appropriate knowledge,
skills, and abilities to contribute to the success and sustain the competitive advantage,
ensuring the right fit for the vacant positions is in the scope of the human resources
recruitment function.

Recruitment, consisting of activities to be performed to find and attract qualified
employees, affects the organizational performance through the success of the subse-
quent HR functions such as selection, compensation, and training [15]. Recruiting
requires considerable knowledge and expertise, especially as it is a data-driven and
knowledge-sensitive process, to attract the job seekers to apply to the job openings,
maintain the interest of job seekers in the position as long as being open, review
the curriculum vitae (CV) of the candidates, and match the requirements of the
com company with potential applicants [16, 17]. As involving a huge amount of
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data, automatizing the process is among the primary concerns of both the practi-
tioners and researchers. Turning the existing data into invaluable business intelli-
gence, recommender systems become appealing both to the recruiters and to the job
seekers.

In order to offer job seekers positions attracting their attention, job recommender
systems are developed. For instance, tomatch job seekerswith available job openings,
a career platform classifies both the CVs of the registered users and available job
titles using support vector machines and k-nearest neighbor methods [18]. A job
recommendation system consisting of random forest and support vector machines is
proposed to target the price and location sensitive people separately [19].

To support recruiters, an automated recruitment system imitating the knowl-
edge of the recruiter, extracting data from CVs, and matching the requirements
and profiles is built [17]. In a study proposing a new data-based design for elec-
tronic human resources management (e-HRM) activities including e-recruitment,
e-selection, e-performance management, e-compensation, and e-learning, attrition
is used to predict potential positions to be input to the e-recruitment system using
decision tree [classification and regression trees (CART)], support vector machines,
and k-nearest neighbor methods [20]. Decision tree performs better compared to
other methods. The effectiveness and usability of these systems are quite important
for their prevalence. Accordingly, information quality, popularity, and security of the
source are found to be the factors affecting the effectiveness of e-recruitment [21].

Recruitment sources should be examined carefully due to their effect on employee
performance, employee turnover [22], or employee loyalty [23]. Even though there
is not any consensus on the sources resulting in the recruitment of employees
performing better, several studies are conducted to understand the nature of the rela-
tionship. The primary reasons of differences in the prominent sources of recruitment
can be summarized as follows: (i) using a different number of sources [24] and even
combining them into different groups (e.g., internal and external [25], being control-
lable or uncontrollable by the organization [16]), (ii) assuming that the job seekers
and/or recruiters use single source and neglecting the usage of multiple sources [24],
(iii) the differences in the employee demographics or characteristics, (iv) the differ-
ences in the type of jobs (i.e., white/blue-collar positions, permanent/temporary jobs,
etc.) [24], (v) the differences in the type of organization and industry (i.e., local/global
[26]), (vi) the differences in sample sizes [24].

An organization might fill existing or expected vacancies internally by recruiting
its own employees or externally [16]. Interdepartmental transfers, promotions,
and internship programs are considered in internal sources while external sources
of recruiting include recommendations, employment agencies, universities and
colleges, referral programs, job fairs, professional associations, and trade unions,
rehiring former employees, and advertisements, as well as employee exchange
[24–26].

Performance-related studies indicate that internal sources have a significant effect
on job performance [25], employees hired using employee referral have higher job
performance than those hired through other methods [27], and agencies do better in
finding the appropriate employees [28].
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Table 3 Sample dataset recruitment

EmpID PerformanceScore OrgEngagement PositionEngagement HireSource

0 Emp1 18.5 0.87 0.02 Applied online

1 Emp2 35.3 0.18 0.39 Campus

2 Emp3 67.9 2.75 3.11 Referral

3 Emp4 35 1.7 0.92 Campus

4 Emp5 27.5 0.35 0.38 Referral

Case Study: Assessing Recruitment Source Through Employee Performance
and Engagement

In this case, an analytics approach was applied to an HR dataset to assess the best
medium for hiring. The dataset used in this case is a modified version of IBM HR
Analytics Employee Attrition Data [50]. The main objective is to assess recruitment
sources through employee performance and engagement scores and define which
recruitment source is better to ensure employee performance.

The dataset includes Performance Score, Organizational Engagement Score, Posi-
tional Engagement Score, and source of hiring for 852 employees in a company. A
sample dataset is given in Table 3.

Brief statistical analysis of numerical variables showed that the performance score
deviates between 0 and 100, whereas engagement scores deviate between 0 and 5. If
the correlation between numerical features is checked, it is seen that Organizational
and Positional Engagement scores are highly correlated (0.83). Additionally, the
Performance score is correlated with Position Engagement with a correlation coeffi-
cient 0.65 but less correlated with Organizational Engagement with a coefficient of
0.54.

To select the best hiring source, the target variable using engagement and perfor-
mance scores is defined. Since organizational engagement is related to employee
commitment to the company and positional engagement is related to employee’s
willingness to stay in the current role, both of them are linked with long-term indi-
vidual performance. By using these three indicators, employee data is segmented and
every employee is classified in a segment that represents their engagement and perfor-
mance scores. The segmentation is conducted by applying an unsupervised machine
learning algorithm and on the next step, hiring sources are evaluated according to
these created segments.

By using K-means clustering algorithm and elbow method, the optimum number
of employee segments is determined as 4 (Fig. 2).

After the cluster analysis the employee groups are defined as follows: employees
with a low level of engagement and performance as “Low,” employees withmid-level
performance level andmid-level engagement as “Medium,” and employees with high
performance and high engagement as “High”. Since engagement is an important
factor for sustainable performance, it is possible to assert that hiring source that
provides more employees in class “High” is a better method for recruiting engaged
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Fig. 2 K-means
analysis-recruitment analysis

and high-performer employees. The distribution of hiring sources and the employee
clusters are given in Table 4.

When the total distribution of high performers are compared for each hiring
source, it is possible to say that “Search Firm” has the highest high performer ratio
with %34.4 which is higher than the overall average (%27.5). On the other hand, it is
possible to say that the hiring source “Referrals” has the lowest high performer ratio
with %22.5 which is lower than the overall average (%27.5). As a result, a clustering
approach based on the performance and engagement scores of employees showed us
that “Search Firm” is the best hiring source to ensure long-term success within the
company.

Table 4 The distribution of
hire source and the clusters

HireSource Perf_Cluster

Applied online High 29.1

Low 26.5

Mid 44.4

Campus High 27.6

Low 30.0

Mid 42.4

Referral High 22.5

Low 26.4

Mid 51.1

Search Firm High 34.4

Low 21.9

Mid 43.8
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4 Performance Analytics

Performance management, an approach for enhancing the overall targets of the orga-
nization by improving the performance of the employees (both individuals and teams)
to benefit from their potential, ensures that the employees embrace the values and
the goals of the organization [29]. An effective performance management approach
requires measuring employee performance using appropriate tools and techniques
to provide input to other HR functions such as career planning and training, develop
strategies, or take necessary actions related to possible risks.

Employee performance directly affects the success, survival, and competitive
power of the organizations. So, it is expected that the performance assessments
support the managerial decisions by providing the necessary information. Consid-
ering the dynamic and rapidly changing nature of the business environment, the
costly and time-consuming traditional performance assessment tools and techniques
may fail to provide instant real-time information to support the decisions [30, 31].
At this point, data analytics methods and algorithms are used to observe the actual
performance and even take precautions for future deteriorations likely to be based
on continuous predictions [32].

In order to predict the employee performance, stochastic gradient descent and
bagging classifier [33], neural networks [34], decision tree [33, 35–37], naïve Bayes
[34, 36, 38], logistic regression [33, 34, 36, 39], random forest [33, 34, 39], and
support vectormachines [34, 39] are used. As given in Table 5, classificationmethods
and algorithms are preferred. As the employee characteristics and the nature of the
work have an impact on the performance, these studies consider various factors
including gender, age, education, marital status, industry, organizational support,
total experience in years, title of the position (e.g., managerial or non-managerial),
leadership type, nature of the task (e.g., complexity), socio-economic status, location,
income group, wage system, workspace and environment, task complexity, motiva-
tion, and competence, [34–37]. Personality-related factors such as the abilities of
creative thinking, conflict resolution, decision-making, and personal relationships
are also included in the models [34].

With the rise of information technologies, digitalization, and other related tech-
nologies [31], performance management activities are evolving to become more
artificial intelligence-oriented (AI). Using AI is expected to result in continuous, real
time, flawless data with a robust and unbiased performance management process
[40].

Case Study: Who are the best performers? Identifying top manager profile
through analytics

In this case, an analytics approach was applied to assess the profile of top-performer
managers using an employee dataset. The dataset is a modified version of IBM HR
Analytics Employee Attrition Data [50]. The objective of this case is to identify the
top performer managers and their common characteristics.
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Table 5 Methods to predict employee performance

Methods Accuracy Precision Recall/Sensitivity F-measure AUC N References

Support
vector
machines

0.853 0.870 0.850 – 0.890 1500 [34]

Decision
tree
(CART)

0.906 – – – – 120 [37]

Logistic
regression

0.756 – – – – 227 [39]

Decision
tree

0.708 0.727 0.708 0.708 0.859 206 [35]

Naïve
Bayes

0.806 0.804 0.806 0.805 0.894 1037 [38]

Logistic
regression

0.834 0.843 1.000 0.915 0.799 858 [36]

Logistic
regression

0.690 – – – – 512 [33]

K-means
clustering
and
artificial
neural
network
(ANN)

– – – – – 220 [41]

The dataset includes 8 variables of 218 managers in a company. The list of
variables and their definitions can be seen in Table 6.

To identify top performer managers within the company, evaluation scores of
subordinates and business performance outcomes were analyzed. Basic descriptive
statistics show that TeamAsessment has a mean of 2.24, and PerformanceScore has

Table 6 List of variables and their definitions

Variable name Variable Description

Age Age of the manager

TotalExperience Total number of years in the work life

Education Education level of the manager (1: High School,3: Undergraduate, 4:
Masters, 5: Ph.D.)

EducationField Graduation major of the manager

OrgFunction Organizational department of the manager

Tenure Total years of employment within the company

TeamAssessment Team evaluation score of the manager

PerformanceScore Performance evaluation score of the manager
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Fig. 3 The tenure density plot for top and low performers

54.2. The correlation coefficient between TeamAssessment and Performance Score
is−0.0089 which indicates that these two variables are not correlated. To identify the
top performer managers, firstly, managers who have higher performance scores than
the company average were identified. Secondly, managers whose team assessment
scores were higher than the company average were selected.

Analysis results proved that there are 60 top performers and 55 low-performer
managers. Comparison of basic descriptive statistics of top and low performers show
that top performers’ average age is lower than low performers (41.3–37.3). Secondly,
top performers have a higher total experience average and a lower tenure than low
performers. Figure 3 illustrates the tenure density plot for top and low performers.

The density plot showed that the number of top performers who have a tenure
less than 5 is higher than the low performers. On the contrary, the number of low
performerswith a tenure ofmore than5 is higher than the topperformers. Even though
distributions of top and low performers in terms of total experience are similar,
more top performers have a total experience of more than 15. When the top and
low performers’ education levels are compared, it is seen that the number of top
performers who have a Master’s degree is more than the low performers. On the
contrary, the number of low performers who have a high school degree is higher than
the top performers.

Analysis of the education field marks a considerable difference between tech-
nical degree and life sciences graduates. Figure 4 shows the performance difference
between education degrees.

The number of top performers with a technical degree is much higher than the
low performers. On the contrary, the number of low performers with life sciences
degrees is much higher than the top performers. When the number of top and low
performers are compared in different organizational departments, it is seen that the
number of top performers is slightly higher in information technologies and lower in
operations. In summary, the common characteristics of the top performers are they
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Fig. 4 The performance difference between education degrees

are below 40, have a tenure less than 5, have a total experience of more than 10, have
a technical degree in IT and marketing in operations.

5 Training Analytics

Training and development have a significant role in the professional and individual
improvement of employees in terms of knowledge, skill, and attitude [42, 43]. As a
long-termprocess aiming to enhance employee performance considering the possible
requirements of the job which may arise in the future, the development covers
strategic level improvements [43].

Effective training and development support the motivation [44] and self-
fulfillment of employees and in turn, reduce employee turnover, ensure successful
and sustainable employee retention strategies [45], and contribute to the performance,
growth, and competitive power of organizations [46].

Similar to other HR functions, data-based methods and algorithms are used in
examining the training and development activities. To automatize the assessment of
employees’ learning types, the determination of training materials and the develop-
ment of training strategies, an artificial intelligence-based expert system consisting
of a rule-based approach and association rule mining is proposed [47]. This expert
system operates using employee information such as department, seniority, and
position.

Classifying employees based on their knowledge and expertise also supports HR
to determine the training needs. K-means clustering is used to classify the expertise
of employees (four classes from excellent to poor) and four classification algorithms
including AdaBoost, random forest, support vector machines, and logistic regression
are used to identify the development potentials where the random forest performs
better with 0.80 accuracy [48]. Employees are classified whether being a part of
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Table 7 Training development management-related studies

Purpose Methods accuracy F-measure Dataset N References

A training plan
based on
performance
assessment

k-means
clustering

– – Real data 100 [49]

Classification Random
forest

0.963 – Kaggle
dataset

54,808 [43]

Development
and innovation
performance

Logistic
regression

– – Real data 1384 [46]

Classification Random
forest

0.800 0.796 Real data 1,652,815 [48]

personalized training or not using decision tree, random forest, and support vector
machines where the random forest performs better with 0.963 accuracy [43]. This
study uses a dataset consisting of variables including department, length of service,
the number of previous training, average training score, and awards.

Besides, the department and the industry organizations operate in [43, 46],
the tools of training are considered in the studies examining the relationship
between training and development and employee performance. Training on the job,
coaching, mentoring, using development centers or project teamwork may affect the
performance of employees or organizations [46]. Table 7 summarizes development
management studies.

Case Study: Data-driven training and development plan through analytics

In this case, an analytics approach was conducted to identify the best trainingmethod
for the employee to increase performance. The dataset is a modified version of
IBM HR Analytics Employee Attrition Data [50]. The main questions of the study
are: “Which training method is more effective than others in terms of employee
performance? Are there any differences between different departments in terms of
training method and performance? Can we predict employee performance through
the number of classes and online training?”

The dataset includes performance rating, department information, and training
types of 1102 employees of a company. In this case, the main question is to under-
stand which training type is more effective in terms of employee performance. There
are multiple factors to evaluate the effectiveness of training. Performance Rating is
the observed employee performance. It is the most tangible output of training invest-
ments. For this reason, the effect of training on employee performance is explored.
Since the training needs of different departments could vary, the relationship between
employee performance and training type will be explored on the department level.
The list of variables and their definitions can be seen in Table 8.

In the dataset, there are 43 employees from finance, 709 employees from IT,
and 350 employees from sales.When correlation analysis is performed, it is seen that
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Table 8 List of variables_training and development plan

Variable name Variable description

OrgFunction Organizational department of the employee (0: Finance, 1: IT, 2: Sales)

ClassTrainingLastYear Number of class training assigned to the employee last year

OnlineTrainingsWeeks Number of online training weeks that employee finished last year

PerformanceRating Last performance score of the employee

Fig. 5 Boxplot analysis of performance rating

relatively high correlations between performance rating and training types. “Online
training weeks” is positively correlated with performance rating with a Pearson coef-
ficient of 0.44. “In Class Trainings” is positively correlated with performance rating
with a Pearson coefficient of 0.33.

Boxplot analysis of Class training variable shows that the distributions of three
organizations are identical. Secondly, boxplot analysis of Performance Rating given
in Fig. 5 shows that IT has a higher average score than Finance and Sales Finance
which has a very narrow distribution with low variance. The standard deviation for
Finance is 0.09, whereas for IT, it is 0.52 and for Sales it is 0.86.

Exploratory data analysis showed that organizational function is an indicator
for performance rating where IT has higher values. To understand the relation-
ship between performance rating and online/class trainings, firstly, the relation-
ship between the target variable performance with other two numeric variables
are controlled, and then drilling down to the organizational department level are
performed. When the relationship between performance rating and online trainings
are explored, a very strong correlation in IT department are occurred. The correlation
table on organization department level shows that, Performance scores and online
trainings are strongly positively correlated in IT department (0.84). The correlation
table between Performance scores and class trainings shows that these two variables
are strongly positively correlated in sales department. Since the effect of online and
class trainings on employee performance are wanted to be explored, the high corre-
lations in Sales and IT reveal provide a baseline for further analysis. Even though the
performance of employees within a company could be related with many factors, the
high correlations in Sales and IT enable us to assert that number of class trainings
could be a good indicator in Sales department and the number of online trainings
that an employee gets could be a good indicator for performance in IT department.
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Fig. 6 Shap value_trainin and development management

In the next step, a machine learning algorithm will be applied to predict employee
performance through available dependent variables Organizational Function, Online
training hours, and the number of class trainings.

To predict employee performance through online and class trainings, a lightgbm
regressor model was built. The results show that the model can explain the %78 of
target variable (r2_score: 0.78) which is a very good score. Root mean score of the
model 0.32 which is also a good error value when it is compared with the mean of
target variable performance score (3.1) and standard deviation (0.71). Lastly, shap
values of the model were calculated to explain the behavior of the lightgbm model
(Fig. 6).

The results of the predictive model show that it is possible to predict employee
performance through online and class trainings and organizational department infor-
mation. Shap values show that higher values of Online trainings also increase the
performance score. The exploratory analysis showed this relationship is since Online
trainings are highly correlated with performance score in IT department.

In this chapter, the importance of HR analytics is highlighted and showed howHR
problems can be solved by using HR analytics tools. HR analytics can be defined as
to collect data and transform it into useful information for improving human resource
management. HR analytics is very useful for organizations since they create useful
insights for managing the organization and help them to reach strategic goals. HR
analytics is especially very useful for improving HR functions such as workforce
management, recruitment, performance evaluation, and development management.
In this chapter, four different HR problems are handled and tried to solve these
problems by using HR analytics tools. For future studies, HR analytics tools can be
applied to various HR problems.
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1 Introduction

With the advent of the Industry 4.0 revolution, the manufacturing industry uses
analytics enhanced with real-time production data to enable and maintain enterprise-
wide automation as well as making better and faster decisions. Today, this situation
has taken the name of manufacturing analytics, and the use of new technologies
such as the cloud and the Internet of things (IoT) has enabled the possession of
self-managed and healing assets. Manufacturing analytics gives decision makers a
competitive advantage by optimizing costs, increasing productivity of operations and
quality, accelerating innovation and redefining the customer experience. In this area,
with the use of machine learning models and data visualization tools, it can reveal
insights in data, optimize processes, make accurate and real-time decisions, and
maximize performance. Intelligent manufacturing using sensors and edge devices
connected to equipment provides manufacturers with complete and final product
testing and customer satisfaction, thanks to a data-driven integrated view of all
operations from the supply chain.

In this chapter, two cases are presented: statistical quality control and predictive
maintenance.
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2 Statistical Quality Control

Problem Definition

For most businesses today, the quality of products and services is an important deci-
sion factor [1]. In order to meet and exceed customer expectations, one needs to
ensure a high design quality as well as high quality of conformance. While design
quality reflects how well a product design meets customer needs, quality of confor-
mance measures the fit between design specifications and the actual output of the
manufacturing process [2]. That is, a high quality of conformance level means the
final product is meeting the design specifications and it requires systematic elimina-
tion of defective units. The use of statistical methods in explaining the variability in
the process plays an important role for identifying andminimizing defective units and
is a key element for successful quality improvement [3]. Statistical process control
is a tool that aims to adhere to standards by considering the compliance of produc-
tion with predetermined quality specifications, is used to minimize the production
of nonconforming products, and provides decision-making based on data [1]. The
tools that are widely used in solving quality problems and especially used for process
control can be listed as follows:

• Histograms
• Pareto charts
• Cause-and-effect diagrams
• Defect-concentration diagrams
• Scatter diagrams
• Check sheets
• Control charts.

One of the main objectives of statistical quality control is to quickly identify the
assignable causes of process shifts so that precautions and corrective actions are
taken before many nonconforming products are manufactured [3]. Control charts are
one of the most widely used tools for this purpose. A control chart is simply an online
process monitoring technique in which a centerline as well as an upper and lower
control limit for themonitored quantity.When there are unusual sources of variability,
samplemeanswill fall outside the control limits [1]. Inmore technical terms, a control
chart is a series of hypothesis tests with the null hypothesis the process is in a state of
statistical control. The selection of the quality control chart first depends on whether
the monitored quantity is continuous or discrete. Control charts can be considered in
three classes as given in Fig. 1. When examining control charts based on quantitative
data, if the sample size is less than 10, process variability can be controlled by
considering control charts based on ranges

(
X , R

)
. In addition, for cases where the

sample size is more than 10, the process can be controlled by considering the control
charts based on standard deviations

(
X , S

)
. In cases where the sample size is 1, the

control charts are used for individual measurements
(
X , MR

)
in which the moving

range of two successive observations is considered. When the control charts based
on qualitative data are examined, p control chart is used for fraction nonconforming,
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Fig. 1 Types of control charts

np control chart is used for the number nonconforming, c control chart is used for
nonconformities, and u control chart is used for nonconformities per unit. Apart
from the control charts given in Fig. 1, there are also different control charts such as
Cumulative Sum Control Charts (CUSUM) [4] and ExponentiallyWeightedMoving
Average (EWMA) [5], used for more precise analysis when the monitored quantity
is continuous.

In a control chart, the lower and upper specification limits (LSL and USL, respec-
tively) of the process represent the limits within which the process is said to be in
control. The ability to interpret the causes of out-of-control situations resulting from
a systematic or random error in the control chart requires experience and knowl-
edge of the process. Western electric rules have been proposed to detect nonrandom
patterns in control charts, and it has been concluded that the process is out of control
in the following cases:

• A single point plots outside 3-sigma control limits.
• 4 of 5 consecutive points plot at a distance of ∓1σ or beyond from the centerline.
• 2 of 3 consecutive points are plot outside the ∓2σ range in the same direction
• 8 consecutive points plot on the same side of the centerline.
• 9 consecutive points plot ranked above or below the mean.
• Points showing an increasing or decreasing trend plot.

Case Study

Piston rings located between the cylinder and the piston constitute important and
necessary components that ensure the efficient operation of the automobile engine.



460 N. Alkan et al.

In particular, in the manufacture of automobile engine piston rings, the inner diam-
eter of the rings is a critical quality characteristic for rings to be viable. X company,
one of the automobile main parts manufacturers, produces the necessary main and
side parts of the automobile. The quality characteristics of the products in the manu-
facturing process have a critical importance. The company prioritizes the quality of
the inner diameter of the rings, during the production of piston rings, as it affects the
entire subsequent processes. In the case study, it is aimed to determine the quality
characteristics of the inner diameter of the rings during the company’s piston ring
manufacturing. 37 samples, each consisting of five segments, have been considered
for this aim and the standard deviation and average of the process are unknown. The
company is trying to answer following questions:

1. Is the process in statistical control?
2. What is the standard deviation of the process?
3. What is the process capacity achieved for the piston ring process given that

the piston ring is known to be within specification limits 74.000 ∓ 0.05? What
percentage of piston rings are manufactured outside of specifications?

4. What are the limits of the process for the 95% confidence level?
5. What are the other relevant analyses used tomonitor the adequacyof the process?

Model

First of all, it is necessary to determine which control chart should be used. Since
there are 37 samples of size n = 5 and the standards are unknown, the process is
controlled by using X and s control charts. An unbiased estimator of σ 2 is estimated
by using the sample variance as given in Eq. (1) for each sample, since σ 2 is the
unknown variance of a probability distribution.

s2i =
∑n

i=1

(
Xi − X

)2

n − 1
(1)

Since the standard deviation of the i th sample is si for m preliminary samples,
each of size n, the standard deviation of the process is calculated as given in Eq. (2).

s = 1

m

m∑

i=1

si (2)

An unbiased estimator of σ is s/c4, and the control chart s for standard deviations
is written as Eq. (3).

UCL = B4s CL = s LCL = B3s (3)

where UCL, CL, and LCL are upper control limit, center line, and lower control
limit, respectively. Then, the control chart X for averages is written as Eq. (4).
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UCL = X + A3s CL = X LCL = X − A3s (4)

where X is the average of the averages. The constants B3, B4, A3, and c4 for construc-
tion of X and s charts from past data are listed in Table 1 for various sample
sizes.

After investigating the stability of the process using control cards, the capability
of the process should be measured using various tools. The process capability ratio
(PCR), also called the process capability index, is a statistical measure of process
capability used for process improvement efforts. It also indicates the ability of the
process to meet specifications or meet customer requirements. Process capability
indices allow different processes to be compared based on how well the process is
controlled by organizations (see in Table 2). A PCR is obtained as in Eq. (5).

Cp = UCL − LCL

6s
(5)

In some cases, the process meanmay not be centered between specification limits,
resulting in the Cp index overestimating process capacity. Therefore, if a single
specification limit is defined and there is no centralization, the process capability
criticality ratio Cpk is used. The Cpk index is presented as given in Eq. (6).

Cpk = min
(
Ĉpu, Ĉpl

)
(6)

where Cpu and Cpl are the process capability criticality ratio for UCL and LCL,
respectively.

Cpu = UCL − μ

3σ
(7)

Cpl = μ − LCL

3σ
(8)

The percentage of the specification band used up by the process is calculated as
in Eq. (9).

P = 1

Cp
× 100 (9)

In industrial use areas, PCRs are used to calculate and interpret a point estimate
of the desired quantity. However, confidence intervals need to be established for any
alternative to become standard practice in the industrial area, as capability ratios (Cp

and Cpk) are subject to statistical fluctuations. The confidence intervals for PCRs are
obtained as given in Eq. (10).
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Table 2 Recommended
minimum values of the PCR
[3]

Two-sided specifications

Existing processes 1.33

New processes 1.5

Safety, strength, or critical
parameter, existing process

1.5

Safety, strength, or critical
parameter, new process

1.67

Ĉ p

√
χ2
1−α/2,n−1

n − 1
≤ Cp ≤ Ĉ p

√
χ2

α/2,n−1

n − 1
(10)

While the spread of the process can be examined with theCp index, the placement
of the process mean can also be examined with theCpk index. Although theCp index
can successfully present information about the spread of the process, it cannot provide
information about the placement of the mean. The Cpk value is used to estimate
how consistent it is with the average performance. With the Cpk index, it is tried to
interpret how far the process mean is from the specification limits. The higher the
Cpk value, the better the process will be. Although the placement of the process mean
is examined with Cpk, since healthy results cannot be obtained in some cases, the
Cpm index should be used instead. The Cpm index is based on the difference between
the target value and the process mean and provides more accurate information about
the placement of the process mean. The Cpm index is calculated as given in Eq. (11).

Cpm = USL − LSL

6
√
s2 + (

X − T
)2

(11)

where, X and T indicate the mean value and the target value, respectively.

Solution and Analysis

In the sample data considered [3], firstly, X and s values of each sample are calculated
to create the X and s control charts. Sample data summary including X and s values
is as presented in Table 3.

Table 3 Sample data summary based on X and s

Sample X1 X2 X3 X4 X5 X s

0 74.030 74.002 74.019 73.992 74.008 74.0102 0.0148

1 73.995 73.992 74.001 74.011 74.004 74.0006 0.0075

2 73.988 74.024 74.021 74.005 74.002 74.0080 0.0147

3 74.002 73.996 73.993 74.015 74.009 74.0030 0.0091

4 73.992 74.007 74.015 73.989 74.014 74.0034 0.0122
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Since the sample size is n = 4, the B3 and B4 values used in the calculation of
the acceptance area of the s control chart are found as 0 and 2.089, respectively, as
given in Table 1. The A3 value used in the calculation of the acceptance area of the
X control chart is found as 1.427 from Table 1. Then, the control charts obtained for
X and s are presented in Figs. 2 and 3, respectively.

In Fig. 2, it is seen that the 37th sample value in the X control chart falls outside
of the control limits. In this case, the 37th sample value is removed from the dataset
and the control charts are reconstructed. The resulting charts are given in Figs. 4 and
5.

Fig. 2 X control chart

Fig. 3 S control chart
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Fig. 4 X control chart for new values

Fig. 5 S control chart for new values

As it is observed in Figs. 4 and 5, none of the observations are out of control.
Besides, special conditions have also beenmet. The standard deviation of the process
according to new values is obtained as 0.01. According to the 74.000 ∓ 0.05 spec-
ification limits, the process capability Cp is found as 1.64. The Cp value which is
greater than 1 indicates that the process is sufficient and reliable. If the Cp index is
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less than 1, it means that the process mean is far from the target or the variation is
too wide.

The Cp index is only a measure of the process spread and it does not consider
whether or not the process mean conforms with the specifications. To test the prox-
imity of process mean and the specified value, Cpk index can be used. In order to
obtain the Cpk value, the lower and upper process capability ratios must be first
calculated. The upper process capacity Cpu and the lower process capacity Cpl are
calculated to be 1.58 and 1.71 respectively (See Eq. (7) and (8)). Since Cpu < Cpl,
it is observed that the mean value is closer to LSL. Moreover, the Cpk value, which
is the minimum of Cpu and Cpl, is obtained as 1.58. By looking at the Cpk value, it
can conclude the process is capable and meets specification limits since it is greater
than 1.33 (Please check Table 2 for minimum acceptable values).

In addition, if the Cpk value is in close proximity to the Cp value, it can conclude
that the process mean is close to the specified value. On the other hand, Cpk value
being less than theCp value is an indication of the process mean being a considerable
distance from the target value. According to the results, since theCpk value is smaller
than the Cp value, the mean is off of the target value, as seen in Fig. 6. Furthermore,
the percentage of the specification limits used up by the process is also calculated as
60.81.

As mentioned earlier, the Cpm index shows how much the mean value deviates
from the target value and is a better indicator of a centered process. For this case,
it is calculated as 0.842. This is an indication of the mean of the process deviating
from the target value. When the confidence interval of the process is checked, the
95% confidence intervals of the process capacity of the piston ring process have been
determined as 0.213 < Ĉ p < 2.027. The width of the confidence interval for Ĉ p

index is wider than desired. Confidence interval of Ĉ p is wide as the sample standard

Fig. 6 Histogram of the piston ring process
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Fig. 7 Q-Q plot for normality test

deviation s showed significant fluctuations in small samples. Since the sample size
was small, the confidence interval of the Cp index has given a wide result. For this
reason, the confidence interval should be narrowed by increasing the sample size.

All analyzes so far assume that the inner diameter measurements are normally
distributed. To make sure that this assumption holds, it is necessary to check if
the sample measurements are normally distributed. The normal distribution and
histogram plot of the piston ring process are given in Fig. 6. In the histogram obtained
from the data, it is observed a shape-resembling a normal distribution. Besides, the
histogram is completely within the specification limits also indicates that the process
capability is satisfactory.

A Q-Q plot is created and an Anderson–Darling normality test is conducted to
check for normality. As seen in Fig. 7, a 45-degree linear trend is observed in the
Q-Q plot, which is a good indication of normality. Anderson–Darling normality test
also concluded that there is no evidence to reject the null hypothesis of data being
normally distributed.

3 Predictive Maintenance

Problem Definition

Predictive maintenance (PdM) is a condition-based maintenance type that monitors
the condition of assets using sensor devices, and also, it is known as a proactive
maintenance type. To assess the actual condition of a machine, an inspection through
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infrared, acoustic (partial discharge and ultrasound), vibration analysis, and sound
level measurements can be used. These sensor devices are used to predict when
the asset will require maintenance and provide real-time data to prevent equipment
failure.

Monitoring the status of assets started with using a periodic or offline approach. A
continuous or online approach is used to monitor the conditions of assets today. With
the IoT, all devices on earth have become able to exchange information and data with
each other, and systems have almost started to get smart [6]. Thus, it is possible to
remotelymonitor the IoT sensor device by connecting it to themaintenance software.

The first step in predictive maintenance practices is to establish baselines. Before
installing the sensors, you have tomonitor the conditional baselines of the entities and
collect data. In this way, when you start conditional data collection, a control portion
is created where you can compare anomalies. The hardest challenge in dealing with
predictivemaintenance is the processing of this big amount of data. This data must be
stored, processed, and analyzed using intelligent algorithms. Then, any behavior that
a piece of equipment performs outside of normal parameters triggers your predictive
maintenance protocol on the sensors. Typically, a related work order is created and
assigned to a technician so that he or she can make the necessary repairs to fix the
defect.

Anomaly Detection

Big data, which manages the world’s rapid change, has started to become a problem
due to the necessity of making faster decisions in real time in cases where it cannot
be managed. One way to process data faster and more efficiently is connected with
detecting anomalous events, changes, or clusters in datasets. As such, anomaly detec-
tion, a technology based on artificial intelligence, has become one of the number
one tools of IoT to identify these behaviors that are collected in the data pool and
characterized as anomalous.

Anomaly detection in data mining means identifying data points, in other words
events and/or observations, of the dataset that do not fit into an expected pattern.
Such anomalous data are indicative of problems such as a technical glitch, structural
defect, or fraud. Anomaly detection when finding out anomalies can be a key to
resolving such interferences, as it signals the presence of disruptions of normal
behavior, intended or unintended induced attacks, flaws, bugs, and the like.

If anomaly detection algorithms are applied for a dataset, it is expected that three
possible situations will arise [7];

• TruePositive: The anomalies detected in the data fully correspond to the anomalies
occurring in the process.

• False Positives: The operation continues to be normal, but unexpected data values
are detected (for instance: due to noise in the system).

• False Negatives: Anomalies occur in the process, but the noises in the system are
stronger than the anomaly data.

Defined data consists of a series of values over time. This means that each point
is typically a pair of two items, the timestamp of the one being measured, and the
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value associated with it. The data is not meaningful on their own, but they contain
the information necessary to make educated guesses about what can reasonably be
expected in the future. Necessary studies such as dynamic analyze in the automatic
working principle for automation, observations that cannot be noticed by humans to
ensure consistency, skipping false positives/negatives for accuracy are the results of
machine learning-based, artificial intelligence-supported self-learning.

Comprehending the type of outliers an anomaly detection algorithm can identify
is essential to obtaining the highest accuracy. Because when you do not know what
you are up against, you come up against the risk of making wrong decisions when
anomaly detection alerts you to a problem or opportunity. The details of anomaly
types are:

Point anomaly: These outliers known as global anomalies correspond to data
points that deviate greatly from the rest of data points.

Contextual anomaly: The deviation that leads to these anomalies, called condi-
tional outliers, depends on contextual information. These contexts are governed by
contextual features and behavioral features. An anomaly in the context of one dataset
may not be an anomaly in the context of another dataset.

Collective anomaly: When a subset of data points in a cluster is abnormal to
the entire dataset, these values are called collective outliers. Single values in this
category are not considered point or contextually abnormal. When different datasets
are analyzed together, coincidences may arise where you can make this type of
identification. While there is no deviation of a behavior in a single dataset, more
important anomalies become clearer when it is combined with another dataset.

Unsupervised techniques, which are among the techniques of anomaly detection,
do not require manually labeled training data. They are based on two basic assump-
tions. First, they assume that most network connections are normal traffic and only a
small amount is abnormal. Second, they estimate that malicious traffic is statistically
different from normal traffic. Based on these two assumptions, datasets with frequent
similar occurrences are considered normal traffic and rarely malicious datasets. The
most popular unsupervised algorithms include K-means, autoencoders, Gaussian
mixture modeling (GMM), principal component analysis (PCA), a class support
vector machine (SVM), and analysis based on hypothesis testing. They generally
work well for discovering new patterns in a dataset and clustering data into several
categories based on various characteristics.

But only a tiny fraction of the tons of data in the world is labeled, including
texts, images, time series, and more. But most of the time, labeled data is needed
when supervised machine learning is desired. Suppose you want to train a model
to classify text documents, but you want to give your algorithm only one hint on
how to create the categories. At this point, there is another class of algorithms called
semi-supervised algorithms that can learn from partially controlled datasets that you
will use. As you can imagine, semi-supervised learning algorithms are trained from
a combination of labeled and unlabeled data. This is useful for several reasons. For
example, the process of labeling large amounts of data for supervised learning is
often time consuming. Moreover, too much labeling can cause human biases on the
model. Labeled data is used in this manner to help identify specific groups of types
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in the data and what they might be. The algorithm is then trained on unlabeled data
to identify the boundaries of these types.

Failure Prediction

Predictive maintenance actually consists of catching or predicting failures and taking
certain precautions according to these failures. After the latest developments, with
the support of machine learning and cloud servers, the collection and processing of
data from factories, buildings, machines, and sensors has become easier. With this
ease, not only the status of the assets was observed, but also the possible failures and
malfunctions started to be predicted with the data obtained.

The purpose of error estimation is to establish models that can predict errors that
may occur in assets and sub-parts with a high accuracy rate. The success of a strong
model is mainly based on three principles; accessing the right data, framing the
problem appropriately, and evaluating the predictions correctly. Besides, acquiring
high accuracy rate and applying failure prediction effectively require the selection
and correct adjustment of the most accurate algorithm for specific system setups [8].

To be able to predict errors with predictive maintenance, it is necessary to have
sufficient data first. That is why it is best to start collecting historical data on
machine performance and service records. Using historical data is themost important
step in failure prediction. In addition, static information about the machine such as
mechanical properties and typical usage behaviors will also be useful at this stage.

At this point, having enough data is a good starting for us. However, having too
much data brings with it a problem such as noise during measurement, data pollution
caused by unusual data. At this point, before the model is built, the data should be
cleaned correctly and the meanings in the data should not be lost. The next step after
the data are collected correctly and ready for use is framing the problem, that is,
creating the right model for the system. There are some points to consider at this
point;

• What are the expectations from model outputs?
• Is historical data available for the model?
• Are the times apparent when the machine breaks down and works in the dataset?

So, the data has the label?
• Is the amount of data that the machine corrupts and the amount of data that it

works properly proportional in the dataset to each other?

Once this information is obtained, the strategy of the model needs to be decided.
There are many modeling strategies in failure prediction for predictive maintenance.
It can basically be explained as follows;

Remaining Useful Life (RUL): In this strategy scenario, the remaining useful life
for the part is calculated. Thus, it is tried to estimate how long the usable cycle time
determined for the part can be. Both static and historical data are used in the model.
In general, data for all types of deterioration are included in the dataset. However,
if the response of the system is different for the error types found, at this point, it is
necessary to create separate models for each type of error.



Manufacturing Analytics 471

Time Interval: Although the use of this strategy is challenging for modeling,
there is no need to precisely estimate the remaining time. In general, in this type
of modeling, it is tried to be predicted whether the asset will deteriorate in any
specified time interval. Likewise, static and historical data are needed. Generally,
this strategy is referred to as classification. This method can be used in two different
ways. Different time intervals for any type of deterioration can be created, and with
these time intervals, it can be predicted in which time period the asset will deteriorate
by using the multi-class classification method. In another method, a model is created
for many types of deterioration. For example, class zero shows the probability of
asset no failure, class 1 indicates the probability of type 1 asset failure in the next
X days, and class 2 shows the probability of asset failure in the next X days. Types
and number of classes can be increased according to the models. However, the much
increase in the number of classes will also create problems in the establishment of
the model.

Oncemodels are successfully established, their performance needs to bemeasured
for future datasets before they can be used. In a good estimation, the hyperparameters
determined by the training set should show high performance also on the valida-
tion data or cross validation data. Performance criteria vary according to the model
strategy used.

When the model is created with the classification strategy, the accuracy score
performance criterion is checked first. The formula is simply the number of correctly
classified data divided by the total amount of data. However, the accuracy score is
very sensitive to data distribution and unbalanced data. If the amount of data of any
class in a dataset is much higher than the amount of data of the other class, then an
unbalanced dataset situation occurs. In this case, other criteria should be examined
together with the accuracy score. Another popular criterion is the confusion matrix.
It is also known as the error matrix. With the confusion matrix, it can be seen as
separated by class how correct and incorrect the estimated values are (Table 4).

Case Study: A turbofan manufacturer

XYZ company is an acclaimed turbofan manufacturer. Besides manufacturing, they
are giving maintenance service for turbofan engines. The company, which generally
uses the scheduledmaintenancemethod, has recently decided tomake all its planning
onpredictivemaintenance.With predictivemaintenance, the companywants to create
two different forecasting models and provide anomaly detection or failure prediction
services according to customer requests. In order to set up the system and create the

Table 4 Confusion matrix Actually positive
(0)

Actually negative
(0)

Predicted negative (0) True positive
(TPs)

False positives
(FPs)

Predicted positive (1) False negative
(FNs)

True negatives
(TNs)
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Table 5 Variable list of data
collected from engines

Variable name Variable description

Time, in cycles Engine working cycle

os1 Operational settings 1 for engine performance

os2 Operational settings 2 for engine performance

os3 Operational settings 3 for engine performance

sensor_01 Measurement data of Sensor 1

sensor_02 Measurement data of Sensor 2

sensor_03 Measurement data of Sensor 3

. .

. .

sensor_25 Measurement data of Sensor 25

sensor_26 Measurement data of Sensor 26

required model, 100 newly produced engines were tested and data were collected
from 26 different sensors (temperature, pressure, speed, etc.) for each engine during
the test [9]. The list of variables from the collected data is given below (Table 5).

Statistical Analysis of Collected Data

Statistical examination andcleaningof the collecteddata before trainingwill facilitate
the creation phase of models and will also help determine feature importance. To
begin with, it would be factual to look at the mean, standard deviation, and min and
max values of features.

According to statistical characteristics in Fig. 8, data of sensor 22, 23, 24, 25 and
26 are empty, so no calculations can bemade. Things to note here are the calculations
made in the columns that include the machine setup os3, sensor 3, sensor 1, sensor 5,
sensor 10, sensor 16, sensor 18, and sensor 19. In these calculations, except for sensor
6, the minimum and the maximum values of the data belonging to these columns are
equal to each other and the arithmetic mean. Standard deviations were measured as
0. This means that these columns actually read constant values and will continue to
be removed from the dataset. As a result of the examinations, columns were removed
from the dataset and correlation analysis was performed.

To better understand the data, let us take the data collected by sensors 15, 17, 20,
and 21 as an example. Different colored lines in Fig. 9 represent different engine
units. The remaining useful lifetime for 100 engines is in the range of 0–350. As can
be seen in the graphics in Fig. 9, the data coming in under normal operating conditions
of the engines oscillate around certain values. When the engine’s lifetime comes to
an end, there are stubs in the data. Especially large deviations can be observed after
RUL is 100 cycles.

To add a different interpretation to Fig. 10, as can be seen from the scale on the
right of the figure, the relation size in white cells reaches from plus one to minus one.
Especially between sensor 9 and sensor 14, the correlation size between sensor 4 and
sensor 11 and 12, sensor 7 and sensor 11 and 12, sensor 8 and sensor 13, and finally
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Fig. 8 Statistical characteristics of the collected data

Fig. 9 Sensor data in total cycles of all unit

sensor 11 and sensor 12 is greater than 0.8 or smaller than −0.8. This means they
have a high correlation between. For this reason, some cleanings have been made,
such as discarding sensor 9 in order to reduce the data size, where some sensors can
actually be used in estimation through other sensors.
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Fig. 10 Correlation matrix of dataset

Models

Regression Models for Failure Prediction

7 different algorithm types were selected to predict the remaining useful lifetime
using regression models. The details of the algorithms are;

• Lasso: The l1-type regulation of linear regression applied. Alpha value was
determined as 0.5 for the application.

• Support Vector Regressor: Like lasso, it has a regularization equation in it. The C
value was chosen as 5 in the application.

• K-Nearest Neighbors: The most suitable number of neighbors for the application
was determined as 9. The ‘weights’ parameter is determined according to the
distance. With the P parameter selected as 1, the Manhattan distance is used for
the distance calculation.
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• Artificial Neural Networks: Default settings are used in the artificial neural
network and only 1 hidden layer consisting of 100 neurons is used. In practice,
the max iter parameter is set to 500 in order to achieve convergence in the loss
function.

• Random Forest: Number of predictive decision trees is set to 75.
• AdaBoost Regressor:Decision trees are used as the basic estimator in its use. The

number of trees to be used for estimation was determined as 150, and the learning
coefficient was chosen as 0.5.

• XGBoost Regressor: Square error is used for loss function. The maximum depth
for the decision trees was determined as 5, and the learning coefficient was
determined as 0.3.

As seen in Table 6, 7 algorithms were trained with training sets and tested with
test sets. As a result, the metrics used for model evaluation were calculated. Themost
important metrics in the application are primarily RMSE, and the other is R2 score.
The reason why RMSE is more important than MAE is that it is required to penalize
major errors within the framework of predictive maintenance. Because, as a result
of estimating the remaining life of the machines with a great error, the machines
cannot be intervened correctly, and the processes in the enterprise may be disrupted
if the deterioration is not prevented. As can be seen, the best case is the XGBoost
algorithm and AdaBoost algorithm came after. The equation established in both
models can explain the dataset with high accuracy. For the regression modeling, the
winner algorithm chosen based on the RMSE and R2 score was chosen as XGBoost
(Fig. 11).

Classification Models for Failure Prediction

Two different classes were created according to the remaining useful lifetime in
the classification application. In order to perform the classification application, the
classes of data with a remaining lifetime below 30 cycles were determined as 1, and
those with more than 30 labeled as 0. 7 different algorithm types were used in the
classification model. The details of the algorithms are;

Table 6 Model evaluation metrics for regression algorithms

Method MAE MSE RMSE R2 score (%)

Lasso 30.24 1520.82 38.99 66.79

SVM 23.72 1228.11 35.04 73.18

Nearest neighbors 24.18 1174.31 34.27 74.36

Neural networks 23.78 1097.24 33.12 76.04

Random forest 11.15 279.45 16.72 93.89

AdaBoost 7.03 131.94 11.49 97.11

XGBoost 7.73 107.86 10.39 97.65
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Fig. 11 Feature importance of XGBoost regressor

• K-Nearest Neighbor: Classification according to the 9 nearest neighbors has been
determined. With the P parameter selected as 1, the Manhattan distance is used
for the distance calculation.

• Logistic Regression: The default hyperparameters given by scikit-learn are used
in the classification application.

• Support Vector Classifier: Default hyperparameters given by scikit-learn have
been used within the classification application.

• Random Forest: The number of predictive decision trees has been determined as
75. The n_jobs parameter is set to -1 in order to obtain a hardware faster result.
Thus, parallel computations were used.

• Artificial Neural Networks: A multi-layered perceptron structure with 3 hidden
layers and 40 neurons in each layer is used in classification applications. The
Broyden–Fletcher–Goldfarb–Shanno algorithm, which is in the quasi-Newton
method family, was chosen as the solver parameter. The alpha parameter is also
set to 1.

• AdaBoostClassifier:Decision treeswith amaximumdepth of 4 anddiscriminating
according to the entropy criterion are used as the basic estimator in the AdaBoost
algorithm. The number of determined estimators is 150.
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Table 7 Model evaluation metrics for classification algorithms

Accuracy
score (%)

Precision
score (%)

Recall score
(%)

F1 score (%) Auc score (%)

Nearest
neighbor

96.30 90.06 84.73 87.31 91.54

Logistic
regression

95.99 87.56 85.49 86.51 97.67

RBF SVM 96.49 90.47 85.69 88.01 92.05

Random
forest

96.22 88.16 86.45 87.29 92.19

Neural nets 96.28 87.23 88.17 89.23 92.95

AdaBoost 96.80 90.31 88.17 89.23 93.25

XGBoost 97.72 92.74 92.04 92.39 95.39

• XGBoost Classifier: Logistic regression has been used as objective function
for classification application. The maximum depth of the decision trees was
determined as 4, and the learning rate was determined as 0.4.

As seen in Table 7, 7 different algorithms have been trained in the application
and tested with test sets. As a result, the metrics explained in the chapter were
calculated. The metrics are listed in the table from smallest to largest. Recall score
has been chosen as the most important metric since it is desired to correctly predict
the machines that are close to failure in the application. Considering the recall score,
the best algorithm is the XGBoost classifier, and the second-best ones are AdaBoost
and artificial neural networks. As can be seen, the recall score is equal for Adaboost
and artificial neural networks. Therefore, by looking at the Auc score, it can be
observed how well the model separates the probabilities of the positive class from
the probabilities of the negative class. Therefore, AdaBoost can be chosen as the
second-best classifier.

In the dataset created for classification, there are 3100 data in class 1 and 17,531
data in class 0 in total. It has been observed that the accuracy score should not be
overly relied on because of an unbalanced dataset. At this point, besides looking at
the Recall and Auc score, the confusion matrix can be used to see how much these
values are. As an example, the confusion matrix obtained for XGBoost in Fig. 12 and
Roc-Auc curve in Fig. 13 can be shown. It can be seen that the model is successful
in separating the classes from each other.

Clustering Models for Anomaly Detection

5different algorithms that can learnunsupervisedwithin the applicationwere selected
for anomaly detection. The details of the algorithms are;

• Local outlier factor: Contamination rate parameter was set as 0.248. This ratio is
the ratio of the elements of the first cluster to the whole data. Novelty parameter
was set to true in order to make the prediction with the trained algorithm.
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Fig. 12 Confusion matrix of XGBoost classifier

Fig. 13 Roc-Auc curve of XGBoost classifier
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• One-class support vector machine: The default hyperparameters given by the
scikit-learn library are used within the clustering application.

• Isolation forests: The number of predictive decision trees in the clustering appli-
cation was determined as 100. The contamination rate parameter was determined
as 0.248 and the n jobs parameter was set to -1 to use all CPUs.

• Autoencoder neural networks: 4 hidden layers having 20, 12, 12, and 20 neurons
were used while creating the neural network layer. The contamination rate
parameter was also determined as 0.248.

• K-Means: The number of clusters was determined as 2 in the clustering applica-
tion. One of these clusters takes the value 0 and the other the value 1. The set that
takes the value of 1 denotes the anomaly set.

A few steps must be followed in order to determine the anomalies in the dataset
and to evaluate the model outputs. First of all, the remaining useful lifetime column
was created. As a result of the visualization of the dataset in Fig. 14, it was observed
that there are large deviations in the sensor data when the useful lifetime is between
25 and 50 cycles. Therefore, data rows with less than 40 cycles are classified as
anomalies for the application (class 1). At this point, when the clusters in the dataset
are examined, it is observed that there are 4100 elements in the first cluster and
16,531 elements in the 0th cluster.

As can be seen in the table above, 5 different algorithms were trained, and then
evaluation metrics were calculated by comparing the predictions with the actual
values. Correctly estimating the failure moments of the engines is more important
than the wrong estimation of the intact engines. The recall score shows how much

Fig. 14 Distribution of classes in the dataset
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Table 8 Model evaluation metrics for clustering algorithms

Method Adjusted
Rand Score

Fowlkes
Mallows
Score

Accuracy
score (%)

Recall score
(%)

Auc score (%)

Local outlier
factor

0.01 0.67 66.81 23.73 50.61

One-class SVM 0.03 0.60 58.22 70.73 62.92

Isolation forest 0.37 0.78 82.74 69.00 77.58

Autoencoder 0.39 0.79 83.24 70.24 78.36

K-means 0.25 0.70 75.39 96.32 83.26

those predicted as positive clusters actually belong to the positive cluster. The positive
set represents the engines that are close to failure within the application. Therefore,
recall is the most important metric in application. According to the recall metric,
K-means was significantly better than the other models in the application, close
values were found for automatic encoders, one-class SVM and isolation forests. At
this point, the Auc score was examined in order to observe how much success was
achieved in separating the two clusters from each other. Under these conditions, the
most suitable first model for anomaly detection application was the K-means, while
the second algorithm was determined as neural networks with automatic encoder
(Table 8).
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