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Abstract. In this paper, an index for measuring the versatility of artificial
general intelligence (AGI) systems is proposed. The index called Versatility
Index (VI) is used to measure the versatility of an AGI system or for comparison
purposes between different AGI systems. Then, an upgraded version of the
original AGI Brain is proposed. In the new model, AGI Brain II, the explicit
memory (EM) is replaced with a modified Mamdani fuzzy inference associative
memory, called ProMem, which is able to estimate the consequences of a certain
action by estimating the probability density function (PDF) of the observed data
in a stochastic environment. The model was tested in a portfolio optimization
scenario as a stochastic environment. Simulation results demonstrate the accu-
racy of the novel explicit memory as well as the increased versatility index of
the upgraded model.
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1 Introduction

Artificial General Intelligence (AGI) is the art of building thinking machines. These
machines are able to understand, learn and perform any intellectual task that human
can. In contrast to AI, AGI treats intelligence as a whole, resulting in the construction
of versatile and general-purpose intelligent systems that can learn, reason, plan,
communicate as well as any other tasks at the human intelligence level or perhaps
ultimately well beyond it.

The original version of AGI Brain which was proposed in 2019 [2], worked well in
a number of linear/nonlinear, continuous/discrete, single agent/multi agent determin-
istic environments, but it lacked the efficiency to perform in stochastic environments. In
this paper, an upgraded version of the model, called AGI Brain II, is proposed which
can also perform well in a stochastic environment. For testing the performance of the
upgraded model, it was tested in a portfolio optimization scenario as a stochastic
environment. In order to compare the two versions, an index called versatility index
(VI) is suggested, which is used to measure the versatility of AGI systems.
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2 Versatility Index

AGI systems are meant to be as versatile as possible. Versatility is a necessary con-
dition for an intelligent system to be called as an AGI system. According to Legg and
Hutter, AGI systems have to perform well in a very large range of environments [1].
Regarding this quote, if an intelligent system is going to be called an AGI system, these
two questions must be answered: How many environments that system can perform in?
And how well the system can perform in each environment? Therefore, the number of
different operating environments of an intelligent system in combination of its per-
formance wellness in each environment can be considered as the measure of the
versatility of the candidate system in order to be called as an AGI system. We call this
measure the versatility index (VI) which is defined as the summation of the perfor-
mances of an AGI system in each environment as follows:

VI ¼
XN
i¼1

ai ð1Þ

Where N is the number of different operating environments of the system, and ai is
the performance of the system in environment i. Since N and ai are positive real
numbers, the VI is also a dimensionless positive real number.

Since AI systems are problem-specific, their VI value will obviously be low
compared to AGI systems. So, the VI can be considered as a distinction between AI
and AGI system. The VI also provides a quantitative ground for comparison between
different AGI systems. Different AGI systems can be compared by their VIs. The more
versatile systems will have higher VI values and vice versa. The VI in combination
with other evaluation methods might also be considered as an alternative way to
measure the efficiency and intelligence level of AGI systems (or even of human brain),
which will be discussed in Sect. 6.

Example 1. AGI system A is able to perform 3 AI tasks such as speech recognition,
image processing, and intelligent control with performances a1 ¼ 85%, a2 ¼ 62%, and
a3 ¼ 93% respectively. Therefore, the VI for the AGI system A is calculated as
follows;

VIAGI system A ¼
XN
i¼1

ai ¼ 240

3 The Original AGI Brain

AGI Brain is a unified learning and decision-making framework for artificial general
intelligence systems based on modern control theory. It considers intelligence as a form
of optimality. In AGI Brain intelligence means and equals optimization; Optimization
of the surrounding world towards common goals. In AGI Brain the design is
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emphasized on versatility, i.e., designing a general-purpose artificial brain. Figure 1
illustrates the general schematic world c consisting of the artificial agent x and the
object w.

At every time step n, the artificial brain C produces commands u (e.g. hormones or
neural signals) which change the states of x’s body, i.e. xx, which then leads to
performing action a on the object w. This action changes w’s states xw, which con-
sequently leads to w’s response r. Like a natural brain, the C can observe these actions
and states fully or partially by its sensors (Fig. 1).

By benefiting from powerful modelling capability of state-space representation, as
well as ultimate learning ability of the neural networks (NNs), AGI Brain tries to
duplicate intelligence using a unified strategy. The model emulates three learning
stages of human being for learning its surrounding world. In AGI Brain, these 3 stages
are called: 1) infancy stage (random actions), 2) decision making stage (action selection
via EM), and 3) expert stage (autonomous action via IM) (Fig. 2).

In its decision-making stage, the agent selects the best policy from its set of pos-
sible alternatives as follows;

U� ¼ uðnÞj ArgMax
u2@

Pnf
n¼n1
½R ¼ PTJ�

( )
s:t:

x̂ðnþ 1Þ
ŷðnþ 1Þ

� �
 �EM

xðnÞ
yðnÞ
uðnÞ

* + ð2Þ

Where U� is the optimal policy, uðnÞ is the possible action at time n, @ is the set of
all possible alternatives, R is the reward value, P is the personality vector, J is the
vector of objectives, xðnÞ is the vector of states, yðnÞ is the vector of outputs, and

Fig. 1. The world c consisting of the artificial agent x and its brain C, and the object w.
Observed feedbacks: (xx: vector of the bodily states of the agent x, a: action vector, xw: vector of
the states of the object w, r: response vector of the object w). The artificial brain C can observe
these actions and states fully or partially by its sensors.
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x̂ðnþ 1Þ and ŷðnþ 1Þ are the estimated states and outputs which are estimated by the
agent’s explicit memory EM.

In the original version, the explicit memory EM is made up of neural networks
(NN) and works as a state/output estimator. The original model also benefits from some
other features like an implicit memory (IM) for autonomous policy selection as well as
emotions (stress) for moderating the exploration/exploitation behavior ratio.

In addition to these, the model benefits from shared explicit and implicit memories
for the multi agent problems, where the agents can easily share their experiences with
each other in order to improve their performances.

The original model was tested on three different continuous and hybrid (continuous
and discrete) Action/State/Output/Reward (ASOR) space scenarios in deterministic
single-agent/multi-agent worlds. Successful simulation results demonstrated the ver-
satile applicability of the original version of AGI Brain in deterministic worlds.

4 AGI Brain II

4.1 ProMem

Due to its neural network estimators, the original AGI Brain lacked the ability to
perform well in stochastic environments. In order to empower the original model with
stochastic capabilities, the state/output estimator of the original model was replaced
with a modified Mamdani fuzzy inference system which we call it ProMem. This
results in construction of the upgraded and more versatile version of the model, AGI
Brain II.

By estimating the Probability Density Function (PDF) of the observed data, Pro-
Mem is able to estimate the state/output of a certain action in stochastic worlds as well

Fig. 2. Working cycle of AGI Brain. Paths: 1) Infancy stage, 2) Decision making stage, and 3)
Expert stage
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as deterministic worlds. Applying ProMem to the decision-making problem of Eq. (2),
we have;

U� ¼ uðnÞj ArgMax
u2@

Pnf
n¼n1

R ¼ PTJ
� �( )

s:t:

x̂ðnþ 1Þ
ŷðnþ 1Þ

� �
 �PROMEM

xðnÞ
yðnÞ
uðnÞ

* + ð3Þ

The other components of AGI Brain II are the same as the original version. Fig-
ure 3 illustrates the architecture of AGI Brain II. The new model has been tested in a
portfolio optimization problem as a stochastic world as follows.

5 Simulation

5.1 Portfolio Optimization

Assume a world c which consists of a hypothetical stock market with three assets, A, B
and C as the objects w1, w2, and w3. The single AGI Brain II (ProMem estimator) agent
x has to maximize its net wealth by optimal allocation of its assets in its portfolio. The
set of possible actions of the agent are the number of shares placed at each time in the
various assets. The agent may sell, buy or hold some predefined portions of its shares at
each time step.

Fig. 3. Architecture of AGI Brain II (inside the artificial brain C of Fig. 1). Observed feedbacks:
(xx: vector of the bodily states of the agent x, a: action vector, xw: vector of the states of the
object w, r: response vector of the object w), P: personality vector, EM: explicit memory
(ProMem), IM: implicit memory, J: vector of objectives, Rnd:: random action generator, DM:
decision making unit (Eq. 3), @: set of all possible alternatives, Str:: stress simulator unit, u:
vector of output commands, 1: infancy stage, 2: decision making stage, 3: expert stage.
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The set of equations that govern the evolution of the system is as follows;

xAðnÞ ¼ 1þ sinð2pn100Þþ rAðnÞ
xBðnÞ ¼ 1þ cosð2pn100Þþ rBðnÞ

xCðnÞ ¼ 1þ 2 sinð2pn100Þ cosð2pn100Þþ rCðnÞ
;

8<
: 0� n� 1000 ð4Þ

Where xiðnÞ is the close price of asset i, and rðnÞ is a random number
0� rjðnÞ� 0:25 with mean lr ¼ 0:125 and standard deviation rr ¼ 0:0725.

For comparison purposes, a single agent with original AGI Brain (NN estimator)
was added to the system. The two agents start with 1000000 units (e.g., US Dollars) of
cash and zero shares at the start time n ¼ 800. Using their estimators ProMem and NN,
the two agents try to estimate the close price of the next time step xiðnþ 1Þ based on the
10 previous close prices, and allocate their assets in order to maximize their net wealth.
At every time step n� 800, they make decisions on whether to hold, buy or sell 1, 5,
10, 20, 50, 100, 1000, 10000, 100000 or 1000000 shares based on the predicted close
price value of the next time step. If the estimated close price value of the next time step
is higher than the close price value of the current time step, they decide to buy some
shares that would maximize their net wealth. If the estimated close price value of the
next time step is lower than the close price value of the current time step, they decide to
sell some of their shares, and if the estimated close price value of the next time step is
equal to the close price value of the current time step, they decide to hold their shares.
Please note that this is an overly simplified portfolio optimization scenario where the
agents make their decisions based on only one time step ahead, and they do not
incorporate real financial analysis tools in their decision-making process. Figures 4 and
5 show the performance of the two agents in this scenario.
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Fig. 4. Upper) Close prices (Asset values) of the three assets A, B and C. Middle) Net Wealth of
the two agents. Lower) Mean overall estimation error.
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6 Conclusion and Future Works

As illustrated in Fig. 4, at the final time step n ¼ 1000 the net wealth of the AGI Brain
agent is 62284014.51 units and the net wealth of the AGI Brain II agent is
85242829.95 units. The mean estimation error of the AGI Brain agent is 0.144 and the
mean estimation error of the AGI Brain II agent is 0.122. As illustrated in Fig. 5, the
average overall estimation accuracy of the AGI Brain agent is 73.83%, and the average
overall estimation accuracy of the AGI Brain II agent is 75.33%.

The simulation results show that the new model, AGI Brain II, performed much
better than the original one in the stochastic world. The new model’s net wealth is
higher than its antecessor. This is because of the higher estimation accuracy (leading to
the lower estimation error) of the ProMem compared to the estimation error of the NN.
In other words, ProMem could estimate the close price of the next time step more
accurately than NN. The reason for this accuracy is grounded in the ability of ProMem
in estimation of the probability density function of the observed data. In its training
stage, ProMem tries to form a PDF over the observed data as accurate as possible.

AGI Brain II has also been tested in the scenarios which the original model was
tested [2], and performed well in linear/nonlinear, continuous/discrete, single
agent/multi agent, deterministic/stochastic worlds. Table 1 contains the performances
of the two models in different scenarios:
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Fig. 5. Mean overall estimation accuracy of the two memories ProMem (blue) and NN
(red) (Color figure online)
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Thus;

VIAGI Brain ¼
X4
i¼1

ai ¼ 365:25

And,

VIAGI Brain II ¼
X4
i¼1

ai ¼ 370:78

So, based on their VI values, AGI Brain II is more versatile than its antecessor, the
original AGI Brain.

Although AGI Brain II is more versatile than its antecessor, it is still far from being
a real AGI. The next development stages would be augmenting the ability to perform
well in 1) delayed reward problems, and 2) the environments with intelligent opponents
(e.g., Games).
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Table 1. Performances of the two models in different environments

Scenario AGI
Brain

AGI
Brain II

Function Optimization (A Non-linear, Continuous, Deterministic,
Multi Agent, Immediate Reward, with Non-intelligent Opponents
environment)

*100% *100%

Intelligent Control (A Non-linear, Continuous, Deterministic, Single
Agent, Immediate Reward, with Non-intelligent Opponents
environment)

99.76% *100%

Animats (A Non-linear, Discrete, Deterministic, Multi Agent,
Immediate Reward, with Non-intelligent Opponents environment)

91.61% 95.45%

Portfolio Optimization (A Non-linear, Discrete, Stochastic, Single
Agent, Immediate Reward, with Non-intelligent Opponents
environment)

73.88% 75.33%
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