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Preface

The 6th International Conference on Digital Transformation and Global Society
(DTGS 2021), hosted by ITMO University (St. Petersburg, Russia) was held during
June 23–25, 2021. Due to the COVID-19 pandemic, for the second time the conference
was organized in the online format. Despite the challenging circumstances, the virtual
format allowed us to organize a full-fledged conference, where the authors could
present and discuss their research.

Overall, 95 papers were submitted to the conference this year. For this final
post-conference volume, the Program Committee and the Editorial Board carefully
evaluated and selected 38 papers, with an acceptance rate of 40 per cent, that fall into
the following major sections of the conference:

– eSociety: issues related to social informatics, computational social science, and
online media research, as well as the questions of the digital inclusion;

– ePolicy: issues of e-governance and e-participation, including the problems of
cyberspace regulation;

– eCity: developments in smart city and digital urban research;
– eHumanities: digital culture and education research;
– eCommunication: research on the online discourses and public sphere;
– eEconomy: issues of e-commerce development, including research on the economic

challenges of the COVID-19 pandemic.

This year the session on eSociety was organized in partnership with the Laboratory
for Social and Cognitive Informatics at HSE University in St. Petersburg. In addition,
HSE University once again co-organized the Youth Forum of the conference. Out of 20
papers submitted by the young scholars, the five best papers were accepted to the final
volume based on the evaluation by the Award Committee and substantial revision
based on peer-review. Furthermore, the session on eCity was held in partnership with
the WeGO Eurasia Regional Office.

We express our gratitude to the members of the Program Committee for their help in
selecting the papers for the conference. We would like to thank the Award Committee,
including Alena Suvorova, Denis Bulygin, and Alla Loseva from HSE University,
Olga Filatova from St. Peterbsurg State University, and Yuri Misnikov from ITMO
University.

We are also grateful to the moderators of the sessions including Tatiana Sherstinova
from HSE University, Aleksandr Riabushko from the WeGO Eurasia Regional Office,
Yuri Misnikov Artem Smolin, and Igor Kuprienko from ITMO University, and Maxim
Bakaev from the Novosibirsk State Technical University.



We thank our partners, organizers and hosts, and all those who made this event
possible and successful.

June 2021 Daniel A. Alexandrov
Alexander V. Boukhanovsky

Andrei V. Chugunov
Yury Kabanov

Olessia Koltsova
Ilya Musabirov

Sergei Pashakhin
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What is Fake News? Perceptions, Definitions
and Concerns by Gender and Political

Orientation Among Israelis

Nili Steinfeld(B)

Ariel University, Ariel, Israel
nilisteinfeld@gmail.com

Abstract. “Fake news” is a growing concern among scholars, policymakers and
the public. The phenomenon has gained much scholarly attention in recent years,
however, most research has been occupied with its manifestation in the United
States. To complement on the global nature of the phenomenon, the study evalu-
ates how Israelis perceive its sources and the responsibility of various institutions.
The analysis compares trends related to gender gaps and political bias in fake news
perception to studies from the US and Europe. Findings illustrate how political
orientation correlates with perception of fake news and the main source of false
information in the media landscape, such that conservatives associate fake news
mostly with mainstream media and journalists, whereas liberals associate politi-
cians and social network users with fake news. Additionally, men and women
differ in perceptions, subjective experience of fake news and concerns over the
implications of the phenomenon. These trends and their comparison to US and
European research contribute to a more complete understanding of fake news as
a universal phenomenon.

Keywords: Fake news · Conservatives · Liberals · Political orientation ·
Gender · Social media

1 Introduction

“Fake News” is a growing concern among scholars, policymakers and the public [38].
Its potential perceived implications include skewing electoral results [24], promoting
postmodern relativism in which facts no longer matter as they once did [30], decreasing
trust in institutions [24, 31], and even posing a serious threat to democratic systems [24,
28, 31, 37].

A wealth of solutions and proposals for combating fake news have recently been
introduced, from educational through regulatory to algorithmic solutions. However, it
seems that we are only getting farther away from a solution to this growing urging
problem. Lack of a clear definition and understanding of how it is perceived and engaged
with in so many different modes and contexts by a diversity of stakeholders hampers
progress in definitively dealing with this phenomenon [34, 39].

© Springer Nature Switzerland AG 2022
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4 N. Steinfeld

Whereas the vast majority of research on fake news is concentrated on the United
States, this study investigates how Israelis experience and define fake news, which fac-
tors Israelis perceive as responsible for its spread and prevention, ultimately relating
the findings to US and European trends with the aim of characterizing and emphasiz-
ing the global nature and importance of fake news. Considering the importance of this
phenomenon and its potentially far-reaching consequences, it is valuable to study its
characteristics in regions outside the US and Europe. A comparison emphasizing simi-
larities and unique characteristics of the phenomenon is different countries and cultures,
under different political and/or social conditions, can shed light on the global nature of
misinformation phenomena and external factors influencing and influenced by it.

2 Literature Review

2.1 What is Fake News?

Fake news is a debatable term, with no single, uniform, widely accepted definition [34,
39]. Although it is hardly a new concept, during the 2016 US presidential election it
received global attention following then-candidate Donald Trump’s continuous use of
the term to describe unflattering mainstream media coverage [25, 26, 28].

A common definition of fake news, widely accepted in the research literature, relates
it to fabricated information mimicking news media in form, but not in organizational
processes or intent [22, 34]. Often, it incorporates spread of misinformation (false infor-
mation spread unintentionally) and disinformation (intentional spread of false informa-
tion [10, 22, 30], although broader definitions include hoaxes, hearsay, rumors [30],
and satire [3]. In Tandoc Jr. et al. (2018) systematic fake news literature review, the
authors found six types of operationalization: Satire, parody, fabrication, manipulation,
propaganda, and advertising.

In the non-academic sphere, fake news is described less as strictly false information
masked as news, and more as poor journalism, propaganda by politicians or hyper-
partisan sources, and advertising [33]. Furthermore, politicians and authoritative public
figures are increasingly using the term tactically to discredit mainstream news outlets
[25–28, 34].

2.2 Imposing Responsibility

Different fake news definitions naturally lead to differing notions of liability. Often,
liability is imposed on social media, criticized for its role in spreading and promoting
fake news [8, 15, 26]. The structure of social media platforms, with their integration of
news and personal stories, commentaries, and user engagement, in addition to very low
gatekeeping, makes differentiating fact fromfiction and reliable frommisleading content
a highly complex undertaking [1, 26]. In addition, tech-savvy users often manipulate
social media platforms to promote biased and false content, providing fertile ground for
the spread of fake news online [10, 22, 30].

Indeed, social media and messaging boards such as 4chan and 8chan are the main
platforms used for spreading fake news and politicalmanipulation [31]. Consequentially,
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recent efforts have been made by social media companies to reduce the dissemination
and visibility of fake news stories on their platforms. Facebook, for example, has flagged
disputed posts for US users based on input from fact-checking organizations and tools to
tackle the problem of fake news [31]. However, after a period of experimenting with the
effectiveness of flagging disputed posts, the company concluded that the flagging might
have led to an opposite outcome and directed more attention to such posts, therefore
decided to stop flagging content as disputed [6].

But social media is not the only target for criticism. Mainstream media is also facing
lower public trust, which can be seen both as cause and consequence of the increase in
the spread of fake news [1, 22, 33]. Deeply engaged with social media content, media
personalities on television and radio cite and comment on information originating on
social media [10]. Additionally, they cover fake news that circulates online, often to
debunk it, but in practice legitimating its existence [30].

Overall, the general public tends to perceive fake news as driven by a combination
of news media, politicians, and social media platforms [4, 33].

2.3 Weaponization of Fake News

“Fake news” as a concept has been exploited as a political weapon [7]. Politicians around
the world now use the term against their political enemies. For instance, they accuse
journalists of spreading lies with the aim of discrediting individual journalists and news
organizations [24, 25]. An example would be Donald Trump’s tweet responding to a poll
showingworst early approval rating of the president in US history, stating: “Any negative
polls are fake news, just like the CNN, ABC, NBC polls in the election” [5]. In more
severe cases, they use the accusation of fake news as a pretence to censor media, shutter
organizations, imprison reporters, and block public access to news and information [25].
In Tanzania, for example, four independent newspapers and two radio stations have
been shut down or suspended during the year 2017 on account of “inaccuracies” in their
reporting, according to President Magufuli. In the Philippines, similar accusations have
been made as reason for revoking the operating license of the news site Rappler.com
[25].

Social media is also weaponized by ideological groups and extremists, such as alt-
rightmovements, and even terrorists, who use it to spread propaganda and disinformation
[36, 40]. Its basic architecture enabling viral messaging, algorithmic targeting, automat-
ing and favoring of controversial and sensational content, and tools for simplifying
mimicking and editing of content all lead to weaponization of false content for maxi-
mum impact [24]. Very accurately targeting receptive and pivotal audiences dramatically
increases the effectiveness of commercial as well as political advertising in influencing
user decisions and behaviors [32].

2.4 Implications of Fake News

Media experts are justifiably concerned with the potential of misinformation campaigns
to manipulate actions and opinions [36], increase political inefficacy, alienation, and
cynicism [3], even skewing electoral results [24]. The use of fake news by politicians to
discredit legitimate media threatens freedom of expression [25] and may have serious
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implications for public trust in established media [25–28]. Fake news may be circulated
online with the aim to decrease trust in institutions [24, 31]. As a result, it can be viewed
as promoting postmodern relativism, an increasingly prominent strain of thought that
insists facts matter less today than in the past [30]. All these processes: Destabilizing the
press, democracy’s “Watchdog”, as an institution; Flooding public discourse with false
and misleading information making it difficult for citizens to make rational, educated
decisions;Decreasing trust in public institutionswhich are the foundations of functioning
democracies- can thus pose a serious threat to the democratic system in general [24, 28,
31, 37]. As such, governments are increasingly concerned with the implications of fake
news, with legislative initiatives proposed in a variety of countries [31].

Less politically informed and engaged populations are at greater risk of fake news
influence, and are more inclined to believe false political information [22], whereas
individuals with higher levels of understanding of how the newsmedia operates are more
likely to suspect and counteract against fabricated headlines, and also more concerned
with the chances of encountering disinformation [2]. Indeed, this concern over fake news
is not limited to experts and scholars alone. Two thirds of Americans believe that fake
news causes high levels of confusion in the general public, distorting perception of basic
facts related to current issues [4].

2.5 Fake News and Political Orientation

Arguably, the definition, meaning, and perception of fake news depend on individual
point of view [7]. Although some research has emphasized that false and misleading
information is, and always has been, a weapon used by no single political party or side
(28], a number of studies conducted mainly in the US point to a noteworthy ideolog-
ical gap in definition, perception, and use of fake news. False political content spread
online was found to be promoting mostly right ideologies [1, 26]. Correspondingly,
conservative, right-wing voters tend to share fake news items more than liberal left-
wing voters [16, 29]. This bias is probably linked to the growing distrust in mainstream
media, especially among conservatives in the US [35]. In their view, mainstream media
is untrustworthy, biased to the left, and responsible for creating and spreading fake news,
rather than social media users [43].

2.6 Gender Differences in Perception, Opinion, and Identification of Fake News

Some gender differences have been reported regarding perception of fake news liability.
Women tend to stress the obligation of the state in actively preventing the spread of
fake news, whereas men tend to express more concern over the implications of such
intervention leading to excessive state censorship [37]. However, previous research did
not find gender differences in confidence [4] or in actual success [13] in identifying fake
news, as well as in tendency to share fake news [16].

2.7 The Political Media Landscape, Fake News, and Distrust in Israel

As noted, most research on fake news has been conducted in the US [14, 42], largely
focusing the US presidential campaign of 2016. However, the phenomenon is now
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widespread and global [23]. A few recent studies concerned non-US populations such
as Korea [42], Singapore [9], European countries [14, 33], and Lebanon [13]. However,
little relevant research so far has been published on Israel, although the Israeli media
has been excessively preoccupied with the issue of fake news. During three national
political campaigns conducted within a year, followed by a political earthquake with the
indictment of Prime Minister Benjamin Netanyahu [19] and continuous failing efforts
to establish a new government [17], public discourse in Israel has become increasingly
polarized [18]. Politicians of all sides accuse mainstream and social media of spread-
ing fake news, although, in fact, they themselves are the agents spreading fake news
with data pointing to 62% of opposition and 74% of coalition member posts containing
false information during 2018 [20]. Trust in media, as well as in politicians, government
and local authorities in Israel, is undergoing dramatic decline [18]. In addition, the PM
is consistently attacking mainstream media outlets with accusations of leftist bias and
false reporting [41]. All these processes share a resemblance to their fake news counter-
parts in Europe and the US involving polarized political debates and the rise of populist
leaders promoting attacks meant to discredit legitimate mainstream media outlets [24,
25]. For these reasons, looking into how Israelis define, perceive, and engage with fake
news offers a valuable contribution to the understanding of its global characteristics and
importance, as well as relating Israeli fake news trends to similar reports from the US
and other countries.

3 Research Questions

This study explores how Israelis define and perceive fake news. It looks at which insti-
tutions or factors are perceived as liable for fake news and how trends reported in US
studies are reflected in Israeli populations. Therefore, the following research questions
are asked:

RQ1. How concerned are Israelis about the fake news phenomenon?
H1. Consistent with Shin et al. (2018), a majority of Israelis are very concerned with
the phenomenon of fake news and its possible implications.
RQ2.Howdo Israelis perceive fake news -what are the differences in perception between
liberals and conservatives?

“Liberals” and “conservatives” in this context refer to political orientation, measured
on a continuous scale between left-leaning to right-leaning, and religiosity, measured by
a categorical variable of four categories: ultra-Orthodox (most conservative), Orthodox,
traditional and secular (most liberal). Accordingly, this study hypothesizes:
H2a. Liberals (left-leaning voters, secular or traditional) tend to implicate politicians
and social network users in the phenomenon of fake news, seeing them as responsible,
while the mainstream media is relatively more reliable, consistent with Rainie et al.
(2019).
H2b.Conservatives (right-leaning voters, Orthodox and ultra-Orthodox) tend to point to
mainstream media as the main source of fake news, and, therefore, the most responsible
for the phenomenon, in agreement with Tripodi (2018).
RQ3.What gender differences exist in perception of fake news and liability of institutions
in preventing its spread?
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H3a. In accordance with Reuter et al. (2019), women tend to impose responsibility on
the state and public officials for preventing the spread of fake news, more so than men.
H3b. Women in general tend to perceive fake news as more severe than men.

4 Method

4.1 Questionnaire

A survey questionnaire measured definitions and perceptions of fake news (respondents
were asked about “false messages”, or “false messages and fake news”, to emphasize the
narrow definition of fake news as false information). The survey measured its sources,
the liability of institutions in preventing its spread, and its implications and severity. In
addition, the study assessed political interest, trust, and activism in relation to fake news
perception. The questionnaire is composed of questions from several previous studies:
[4, 12, 21]. See Appendix A for the complete questionnaire.

4.2 Participants

502 respondents (50% female), with ages from 18 to 70 (M = 40.81, Mdn = 39), par-
ticipated in an online survey distributed by iPanel, a leading Israeli internet data collec-
tion service. 50.6% of respondents are secular, 31.7% define themselves as traditional
(non-religious), 14.9% as religious (Orthodox) and 2.8% as ultra-Orthodox. In terms
of political orientation, on a scale of 1 (most right-leaning) to 10 (most left-leaning),
participant average was 4.31 (Mdn = 4, SD = 2.09).

5 Results

5.1 Concerns Over Fake News

The results of the survey indicate that Israelis are highly concerned over the fake news
phenomenon: No less than 80.6% think that false messages leave the public confused
about basic facts on topics and events to a large or very large extent. Furthermore, 89.8%
think that the implications of the phenomenon are severe to a large or very large extent.

When it comes to responsibility, mainstream media is held most responsible for
preventing the spread of false information, with 83.6% of respondents agreeing to a large
or very large extent. Second to mainstream media are politicians: 77.8% of respondents
impute responsibility to politicians to prevent the spread of false messages to a large
or very large extent. They are followed by social networks (68%) and lastly the public
(67.2%).

This descriptive data confirms hypothesis H1 and suggests that Israelis are indeed
highly concerned with false messages and fake news, its implications, and the
responsibility of a variety of stakeholders in combating its spread.
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5.2 Liberals and Conservatives Define Fake News

Significant differences were found between religious and non-religious respondents, as
well as correlations between political orientation and perceptions related to fake news,
which suggest that conservatives associate fake newsmostly with mainstreammedia and
journalists, whereas liberals tend to associate politicians and social network users with
fake news. Several questions measured respondent perceptions and definitions of fake
news. Agreement with the statement claiming that a main reason for people’s confusion
andmisperceptions about facts related to their country is politiciansmisleading the public
corelates with political orientation, such that the more left-leaning respondents display
greater agreement with the statement (r = 0.18, p < .01). Significant differences were
also found when comparing mean agreement between secular and religious respondents
(F(3,482) = 7.39, p < .01). LSD post-hoc tests reveal that secular (M = 4.24, SD =
0.834), traditional (M = 4.06, SD = 0.780), and religious (M = 3.97, SD = 0.839)
respondents agree with the statement to a significantly larger degree than the ultra-
Orthodox (M = 3.29, SD = 1.267).

The image is reversed with the statement that a main reason for people’s confusion is
that mainstreammedia is misleading the public. Here, political orientation corelates with
agreement such that the more right-leaning the respondent, the greater the agreement
with the statement (r=–0.33, p< 0.01). One-way ANOVA found significant differences
in mean agreement with the statement by religiosity (F(3,485) = 7.43, p < .01). LSD
post-hoc tests reveal significant differences between secular respondents (M = 3.58,
SD = 1.09) who agree with the statement to a significantly less degree than traditional
(M = 3.87, SD = .92) and Orthodox (4.14, SD = .79) respondents, who agree signifi-
cantly more that mainstream media misleading the public is a main reason for people’s
confusion and misperceptions.

When respondents were asked to select themain source for spreading falsemessages,
significant differences were found in political orientation of those who chose each of the
sources (F(2,486)= 47.281, p< .01). Those who selected politicians and public figures
as the main source for spreading false messages were the most left-leaning (M = 5.47,
SD= 2.09), significantlymore than thosewho chose users on social networks (M= 4.25,
SD= 1.93) and those who chose journalists and media personas, who are the most right-
leaning of respondents (M= 3.26, SD= 1.77). In a similar trend, significant differences
between secular, traditional, and religious respondents were found on the question of
the main source for spreading false messages (χ2= 44.5, Cramer’s V= .17, p< .001).
Secular respondents perceive social media users (37.8%) and politicians (35.8%) as the
main sources for spreading false messages, and less so journalists (22.4%). Traditional
respondents mostly point to social media users (48.4%), then journalists (28.9%), and
lastly politicians (21.4%), while Orthodox and ultra-Orthodox respondents point mostly
to journalists (50.7%and64.3%, respectively) then socialmedia users (33.3%and28.6%,
respectively) and hardly to politicians (14.7% and 7.1% respectively).
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Table 1. Results of one-way ANOVA tests for significant differences between liberals and
conservatives in views of fake news sources

Variable Group Mean SD F Traditional Orthodox Ultra-Orthodox

Politicians
mislead the
public

All 4.12 .85 7.39**

Secular 4.24 .83 .04* .02* .000***

Traditional 4.06 .78 NS .001**

Orthodox 3.97 .84 .005**

Ultra-Orthodox 3.29 1.27

Mainstream
media
misleads
the public

All 3.76 1.01 7.43**

Secular 3.58 1.09 .004** .000*** NS

Traditional 3.87 .92 NS NS

Orthodox 4.14 .79 NS

Ultra-Orthodox 4.08 .86

Journalists
and media
personas

Politicians None of the
above

Political
orientation
(1 = most
right to 10
= most
left)

All 4.31 2.09 32.61

Users on social
media

4.25 1.93 .000*** .000*** NS

Journalists and
media personas

3.26 1.77 .000*** .001**

Politicians 5.47 2.09 NS

None of the
above

5.08 1.38

These findings support hypotheses H2a and H2b and confirm that liberals (i.e. left-
leaning, non-religious respondents) tend to associate politicians and social network users
with the phenomenon of fake news, hold them responsible for it, and view themainstream
media as relativelymore reliable. In contrast, conservatives (right-leaning, Orthodox and
ultra-Orthodox respondents) tend to point to mainstream media and journalists as the
primary source of fake news, bearing the most responsibility with hardly any notice of
politicians.

Tables 1 and 2 summarize the differences in views of liberals and conservatives on
fake news sources.

5.3 Gender, Definitions, and Perceptions of Fake News

Gender differences in relation to fake news were also noticeable: in perception,
attribution of responsibility, sense of severity, and prior perceived exposure.

No gender differences were found in agreement with the role of politicians or the
mainstream media in spreading false messages. However, men tend to agree with the
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Table 2. Results of chi-square test for differences in view of main source for spreading false
messages based on religiosity, χ2 = 44.5, Cramer’s V = .17, p < .001

Group N %

Users on social media All 202 40.2

Secular 96 37.8

Traditional 77 48.4

Orthodox 25 33.3

Ultra-Orthodox 4 28.6

Journalists and media personas All 150 29.9

Secular 57 22.4

Traditional 46 28.9

Orthodox 38 50.7

Ultra-Orthodox 9 64.3

Politicians All 137 27.3

Secular 91 35.8

Traditional 34 21.4

Orthodox 11 14.7

Ultra-Orthodox 1 7.1

statement that social media is misleading the public as a source for false messages (M
= 3.93, SD = 0.96) significantly more than women (M = 3.73, SD = 0.99) (t(489) =
2.31, p < 0.05).

Women agree more that the government, politicians, and public figures are respon-
sible for preventing the spread of fake news (M = 1.77, SD = 0.95), significantly more
than men (M = 2.00, SD = 1.09) (t(494) = 2.59, p < 0.05). Women also agree signifi-
cantly more than men that social media is responsible for preventing the spread of false
messages (M = 1.97, SD = 1.00 for women, M = 2.37, SD = 1.22 for men, 1 = to a
very large extent, 5 = to a very small extent) (t(471.02) = 4, p < 0.01).

When requested to choose onemain source for spreading falsemessages, women and
men differ significantly (χ2= 8.88, p< .05). Men slightly tend to point to social media
users (35.5%) more than politicians (31.9%) and journalists (31.1%). For women, the
culprits are more social media users (45%), journalists (28.7%), and to a lesser degree-
politicians (22.7%).

Tables 3 and 4 summarize gender differences in perceptions of fake news sources
and responsibility of various stakeholders in preventing the spread of fake news.
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Table 3. Gender differences in views on sources for fake news and liability of stakeholders

Variable Group N Mean SD t

Social media misleads
the public

All 491 3.83 .97 t(489) = 2.31, p <

0.05Men 248 3.93 .96

Women 243 3.73 .99

Government,
politicians, and public
figures responsible for
preventing spread of
fake news

All 496 1.89 1.03 t(494) = 2.59, p <

0.05Men 248 2.00 1.09

Women 248 1.77 .95

Social media
responsible for
preventing spread of
fake news

All 490 2.17 1.13 t(471.02) = 4, p <
0.01Men 246 2.37 1.22

Women 244 1.97 1.00

False messages leave
the public confused

All 490 1.90 .90 t(488) = 2.46, p< .05

Men 248 2.00 .96

Women 242 1.80 .82

The implications of
false messages on
society are severe

All 489 1.70 .79 t(453.08) = 2.61, p <
.01Men 245 1.80 .89

Women 244 1.61 .67

(1 = to a very large extent, 5 = to a very small extent).

Men and women differ in their subjective experience of previously encountering
inaccurate or false messages on mainstream media or the internet. Men consistently
report encountering such messages more frequently: Men report more frequent prior
encounters with inaccurate political messages on the internet (M = 4.19, SD = 1.11)
compared to women (M= 3.89, SD= 1.26) (t(500)= 2.82, p< .01), with false political
messages on the internet (M= 3.49, SD= 1.27) compared to women (M= 3.25, SD=
1.35) (t(500)= 1.98, p< .05), with inaccurate political messages on mainstream media
(M= 3.90, SD= 1.19) compared to women (M= 3.46, SD= 1.31) (t(495.43) = 3.89,
p < .001), and with false political messages on mainstream media (M = 3.20, SD =
1.28) compared to women (M = 2.94, SD = 1.42) (t(500) = 2.15, p < .05). Despite
reporting less exposure to false messages, women perceive the phenomenon to be more
severe than men. On a scale of 1 (to a very large extent) to 5 (to a very small extent),
women significantly agree to a larger extent (M = 1.8, SD = .82) than men (M = 2,
SD = .96) that false messages leave the public confused about basic facts on topics and
events (t(488)= 2.46, p< .05), and also significantly agree to a larger extent (M= 1.61,
SD = .67) than men (M = 1.8, SD = .89) that the implications of false messages on
society are severe (t(453.08) = 2.61, p < .01).

These findings support hypotheses H3a and H3b and confirm that women tend to
perceive the state as responsible for preventing the spread of fake newsmore than domen,
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Table 4. Results of chi-square test for differences in view of main source for spreading false
messages based on gender, χ2 = 8.88, p < .05.

Group N %

Users on social media All 202 40.2

Men 89 35.5

Women 113 45

Journalists and media personas All 150 29.9

Men 78 31.1

Women 72 28.7

Politicians All 137 27.3

Men 80 31.9

Women 57 22.7

although women also perceive social media as responsible more than men. In general,
women perceive the phenomenon as severe more than men, although in their subjective
experience they have previously encountered false political messages less than men (it
is noteworthy that the questions regarding prior encounters with false political messages
rely solely on the respondents’ own assessments and are, therefore, markers only of
respondent subjective experiences and assumptions).

6 Discussion and Conclusions

The research focuses on how Israelis perceive, define, and relate to the phenomenon
of false information and fake news. Several trends corresponding with findings from
previous research conducted mainly in the US, and some in Europe, were examined
through an Israeli population.

Academic scholars, policymakers, andmainstreammedia are increasingly concerned
with fake news and its possible implications [38]. These include skewing electoral results
[24], promoting postmodern relativism among the public [30], decreasing trust in insti-
tutions [24, 31], and even undermining the foundations of democratic systems [24, 28,
31, 37].

Although fake news has been studied mainly in the context of US politics, it is
increasingly described as a broader phenomenon on a global scale [23]. The Israeli
context is similar to Europe and US, with a relatively unstable political system marked
by three national elections in oneyear, following anunstable governmentwhichdissolved
after a year. In addition, Israeli public discourse is highly polarized [18], politicians are
taking very active roles in creating and pushing false information [20], and the PM is
consistently attacking mainstreammedia outlets with accusations of leftist bias and false
reporting [41]. Therefore, an inquiry of how Israelis perceive fake news and how these
views relate to global trends is highly relevant.

Indeed, the findings suggest that public perception and conception of fake news
in Israel resembles trends reported in previous research conducted in the US and in
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Europe. Israelis are highly concerned over the phenomenon and its implications for
society. Respondents point to several institutions as liable for preventing and combating
fake news. Most liable is the mainstream media, with a solid consensus that it is their
role to lead efforts in combating fake news. Politicians are also perceived as responsible,
while social networks and the public are by no means “off the hook.” From this data
emerges a view that fake news is perceived by Israelis as a serious problem with severe
implications, and it is up to a variety of stakeholders to fight and contain it.

In Israel, liberals and conservatives differ in their views and perceptions of fake news
in ways similar to what is reported in the US: Conservatives blame fake news on the
mainstream media more so than social media and politicians. For them, the mainstream
media, and hardly politicians, is liable. Liberals see politicians and social network users
as responsible, with mainstream media relatively more reliable in their view.

Several gender differences were also found. Women tend to perceive the state and
also social media as responsible for preventing the spread of fake news more than men.
In general, women express more concern over fake news and its implications for society,
although they report less previous encounters with it than men. These gender differences
correspondwith previous literature reporting similar gender differences on expression of
concern over a variety of technological and environmental developments, with women
expressing more concern than men [12].

To conclude, the results of this study suggest that fake news is imagined and per-
ceived by Israelis in a manner similar to what is described in US and European-based
studies. Israelis are highly concerned with fake news and its social implications, while
similar gender and political orientation gaps were found in definition, perception, and
concern. These similarities strengthen the claim that we are witnessing a growing global
phenomenon.

Focusing research on a specific case, country, or population may be missing the
greater picture. Looking at fake news as a global problem, highlighting similarities
across cultures and political systems may be a most useful method in developing further
understandingof this phenomenon, its triggermechanisms, consequences, anddynamics.
Furthermore, focusing on how politicians as well as citizens, political parties, media
outlets, and other institutions around the world engage with fake news may inform and
enhance useful tools to navigate, prevent, and combat this ever-growing global challenge.

Appendix A: Survey Questionnaire

Questions in this questionnaire were inspired, adapted and translated to Hebrew from
various sources.

Q1 was adapted from [21].
Q3 was adapted from [12].
Questions Q4–Q12, were inspired by [4].

Q1. People often get lots of thingswrong about their countries and how they’re changing,
for example, what proportion of the population are immigrants, or whether crime is going
up or down. Please indicate your agreement for each of the following if you think they
are a main reason for this: (Answers are on a 5-point Likert scale, with the option to
mark “don’t know”).
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• Politicians mislead the public
• Mainstream media misleads the public
• People have biased views, for example, they tend to focus on negative things or
think things are getting worse, or generalise from their own experience

• Social media misleads the public
• It’s often the figures that are wrong, not people’s views
• People are bad with numbers, so they struggle with trying to estimate such things

Q2. Recently, claims are made regarding the increase in the spread of “Fake News”.
Of the following factors, which to your opinion is the main source for spreading false
messages and fake news? (Choose one)

• Users on social media
• Journalists and media personas
• Politicians
• None of the above

Q3. In politics people sometimes define themselves as left or right. Where would you
place yourself on a scale from 1 to 10 where 1 means right and 10 means left?
Q4.Over the past year, how often did you come across news stories about politics online
that you think were not fully accurate?
Q5.Over the past year, how often did you come across news stories about politics online
that you think were almost entirely made-up?
Q6. Over the past year, how often did you come across news stories about politics on
mainstream media (TV, radio, newspapers) that you think were not fully accurate?
Q7. Over the past year, how often did you come across news stories about politics
on mainstream media (TV, radio, newspapers) that you think were almost entirely
made-up?

Answers for questions Q4-Q7 were:

1. Never
2. Seldom (once every few months)
3. Sometimes (about once a month)
4. Often (several times a month).

Q8. How much responsibility in your opinion do members of the public have in trying
to prevent the spread of false messages?
Q9.Howmuch responsibility in your opinion do the government, politicians, and elected
officials have in trying to prevent the spread of false messages?
Q10. How much responsibility in your opinion do social networks and search engines
have in trying to prevent the spread of false messages?
Q11.Howmuch responsibility in your opinion domainstreammedia outlets (TV, Radio,
newspapers) have in trying to prevent the spread of false messages?
Q12. How much do you think false messages leave the public confused about the basic
facts of current issues and events?
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Q13. How severe are the social implications of the false messages phenomenon in your
opinion?

Answers for questions Q8-Q13 were on a 5-point Likert scale.
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Abstract. Massmedia are an important actor between the authorities and citizens.
Mass media frame the news and set the agenda for public debates. Investigation
of this role of media has inspired various techniques for the analysis of media
discourse in social and political research.However,manual coding of large corpora
takes a long time and is prone to bias. Topic modeling can automate the search for
key terms but it can hardly trace the shifts in a debate if the key terms are changing
over time. In this paper, we propose a clustering-based pipeline that automates
the search of key terms in the media discourse on a given topic and traces their
development in time. The proposed technique helps to connect the clusters of
unique terms across time periods into ‘discursive streams’. Such streams’ relative
proportions and contents can be compared on a resulting map, a river network.
The steps for creating such maps are explained. Two use cases demonstrate the
shifts and continuities in the national media discourse about Internet regulation
and labor migration in Russia over almost a decade. The analyses are based on
more than 5,000 texts coming from the Integrum and Public.ru media archives.
The resulting networks show which discussions evolved in the media discourse in
the media coverage of these topics; how the key terms changed over time within
the same debates; how the discursive streams grew in size and died out. The results
are discussed in terms of validity and the applicability of the proposed technique
to the study of media coverage of other topics.

Keywords: Text analysis · Clustering · Networks · Natural language
processing ·Media discourse · Internet regulation · Labor migration · Russia

1 Introduction

Media discourse can be thought of as a multitude of publicly relevant media discussions
of an issue. These discussions frame the issue representations and formulate the key
arguments in current debates. Media sources are often compared by the contrasting
arguments and points of view of a certain issue. Moreover, the public debate on a topic
can evolve over time, shifting the terms but continuing a general line of debate.

Traditionally, an exploratory analysis of large media corpora has set the goal to
describe topics (e.g., with topic modeling [1]) and their important covariates (e.g., with
structural topicmodeling [2]). However, the topics within public discourse do not remain
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intact but evolve over time, so that the debate departs from one hot issue to another while
maintaining continuity of the discourse which can be identified by experts or observers.
The case has been well argued by Rule et al. [3] where the authors traced the evolution of
key terms within more general themes over 200 years of annual presidential addresses
to Congress. The starting point of our pipeline is this analysis of State of the Union
discourse over 1790–2014 [3]. This analysis not only led to a semantic network of key
terms in these addresses but also traced ‘master categories’ in the discourse over decades
and changes in key terms within clusters of semantic networks over long time periods,
thus, showing how the appearance of shifting key terms can hide continuities in the
discourse.

Our goal is to propose a working instrument that can describe media discourse on a
given topic across time, allowing for the keywords within the same topic to change over
time and suitable to trace these changes and continuities for a series of years so that there
is no need to match the topics manually from year to year. In response to this goal, we
propose an easy-to-implement pipeline that (1) defines semantic networks of key terms
across the media discourse; (2) can compare the shares of discussion threads (‘discourse
streams’ [3]) within the larger theme across time; (3) can show at whatmoment the topics
went through changes in key terms while staying within the same discussion thread.

The idea of discourse streams comes from an understanding of ‘fluidity of discursive
categories’ [3]. How is a certain topic understood over time? The authors distinguish
between topics, i.e., clusters of local semantic networks that are “meaningful from a
particular historic standpoint, and not sensitive to semantic changes that occur in sub-
sequent periods”, and discourse streams, which represent “the same thing from period
to period, although it need not remain one thing … Discourse streams may fork, merge,
decline, swell; new streams can always emerge and old ones disappear” [3].

Big political events which are ascribed key changes in historical narratives do not
always transform the way societies understand certain tasks in governance or policies—
“change in salient contents often masks continuity at a higher level” [3]. One way to
disentangle the question about the importance of historical events is to provide arguments
for and against them. Another way is to look at the way certain topics were addressed
over time and trace the changes through them. The original approach presented in [3]
focuses on corpora spanning over long periods of time such as centuries.

We assume that there are some larger streams of discourse or themes that can dwell
from one set of key terms to another, while being part of the same public discussion. In
what follows, we present and motivate a pipeline that leads to mapping such discursive
streams in a network of themes over time. Thenwe showcase its use, first, on the Integrum
media corpus about Internet regulation and, second, on thePublic.rumedia corpus about
labor migration to Russia. Both studies cover approximately a decade and provide the
background, results, and their interpretation. The validity and reproducibility of results
are discussed. Finally, we attach a replication code that can be applied to other media
corpora.

2 Motivation

Our task here is to locate the topics in the discourse and trace their changes and conti-
nuities over time. One popular method for extracting topics is the community detection
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over topic modeling, either as latent Dirichlet allocation (LDA) [1] or as one of its later
modifications, such as the topics-over-time algorithm, continuous dynamic topic mod-
eling, or structural topic modeling [2, 4, 5]. These topic modeling approaches include
models with time as a covariate so that it is possible to find out how the salience of
topics changes over time. Another standard approach uses dictionary-based methods
where texts are compared against a pre-defined set of terms [6].

Both approaches have problems when it comes to longitudinal text analysis because
of a static set of analyzed terms. In the case of a dictionary, the analyst creates a list of
words that can be biased in favor of his or her hypothesis. In addition, some new or old
words and their meanings can be lost. In the case of topic modeling, the resulting topics
are not always easy to be meaningfully interpreted. Besides, topic models are based on
the premise that topics consist of words distributed across texts. Here, words are the
semantic units of a topic, even though separate words can change their meanings over
time. For example, structural topic modeling allows using categorical covariates such as
years of publication. This option creates an opportunity to understand which topics can
be described best by a given document from a particular year. However, there is another
problem—the number of topics is set by the analyst in advance and it is constant over
time [2, 3]. This is a known limitation of all topic modeling techniques. As a result, the
documents from one period can be found in a topic mostly composed of documents from
another period. Moreover, the model is built on the principle of linear regression so that
the more independent variables are used, the harder it is to interpret the results [7].

A different approachwould be to look at the words’ co-occurrences as terms and then
estimate their relationships within the texts. This is the approach adopted here, following
[3]. The co-occurrence approach focuses on the interconnections of terms across different
units of text. The most important goal it reaches is a better understanding of the context
of term use. Understanding the relationships between words is important for tracking the
changes between the words over time. In contrast to single words within topic models,
terms also make the results directly interpretable. Thus, it is possible to learn about the
transformations of particular terms over time, and to find discursive continuities across
time even if the key term has changed.

Yet another advantage of this dynamic approach is that the terms do not have to be
tied exclusively to one topic over time, in contrast to static approaches. It means that a
single term may belong to different topics over time if its relationships with other terms
are changing over time. In this study, we propose a more transparent and interpretable
approach based on co-occurrences of terms in the text corpora, which are then analyzed
with network clustering methods and similarity metrics.

The advantage of the proposed pipeline over original approach is that it canworkwith
shorter texts of varying length and that it involves fewer steps. The proposed pipeline
can be placed with a larger direction of studies focusing on tracking topics over time,
with a goal to understand their evolution through mutations in key terms [8–10].
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3 The Analytical Technique

There are six steps in the proposed pipeline:

1. Text Preprocessing
2. Creating a Network of Popular Collocations
3. Clustering semantic networks into several clusters
4. Labeling the Clusters with the Most Specific Collocations
5. Calculating Distances Between Similar Clusters Across years
6. Connecting the most similar clusters into the ‘river network’ [3] plot (Fig. 1).

These steps were adapted from the original idea by [3] but they use a different set of
instruments, they are simpler and easier to apply to any topic of interest.

3.1 Text Preprocessing

Since we work with word co-occurrences, first, all the words must be lemmatized in
order to take into account all the variations of the same word and bring the words to
their initial forms. Stop words are excluded. Then we run a chunking algorithm (from
Python’s NLTK library) to extract entities for semantic networks.

Fig. 1. The pipeline for creating a river network of discourse across time

3.2 Creating a Network of Popular Collocations

Initially, the chunking algorithm consists of two stages. First, all the words are automat-
ically tagged by their part of speech. Then the researcher manually defines the rules,
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similar to regular expressions, which can capture the expected grammatical combina-
tions in the documents. In our use cases, we used three types of such entities defined as
the combinations of an adjective + a noun, a noun + a noun, or a single noun. These
entities were chosen in search of descriptions with characteristics and longer descrip-
tions consisting of several consecutive nouns, which is typical in official Russian texts.
This step returns unique terms whose co-occurrence could be interpreted.

The obtained sets of terms are attributed to their documents, while documents are
labeled by period. We applied 12-month time buckets for the analyses. The size of each
bucket depends on the intensity of publications per period. (If 12-month buckets are
further split into smaller buckets, more detailed topics could be obtained, given that
there is enough data per period.)

Next, we split the data by the year of publication and calculate the importance metric
TFIDF [11] for each entity, which left us with about a hundred relevant and unique terms
per year. As the size of media coverage of a topic varied across the years, the TFIDF
metric per bucket should be normalized by the size of the bucket.

Each year’s set of terms produces a network of co-occurrence. The network is bipar-
tite and consists of terms and documents in which those terms appear. To understand the
direct relationships between terms, all networks are then projected on their terms, so that
a link between the nodes shows the number of documents where these terms co-occur.

Depending on the number of unique entities per network, either all of them or only
those with higher TFIDF can be used for further clustering. The terms with lowest
normalized TFIDF can be trimmed in order to filter out the terms commonly used in
the topic discussion and relevant to a large number of documents but not specific to any
particular topic. This step is adjustable, and several solutions can be tried. The network
is then built on the remaining set of terms.

3.3 Clustering Semantic Networks into Clusters by Period

In the next step, we apply the fast unfolding Louvain algorithm to cluster these terms
into networks [12]. This algorithm is capable of producing a large network and it uses a
heuristic based on the maximization of modularity when extracting communities [12].
Modularity ‘compares the presence of each intra-cluster edge of the graph with the
probability that that edge would exist in a random graph’ [13]. A large-scale comparison
demonstrated that, as modularity has some limitations such as a resolution limit, it can
also be accompanied by conductance, another stand-alone cluster quality metric which
shows ‘the number of inter-cluster edges for the cluster divided by either the number
edges with an endpoint in the cluster or the number of edges that do not have an endpoint
in the cluster, whichever is smaller’ [13].

3.4 Labeling the Clusters with the Most Specific Collocations

Following these steps, we obtained 3–4 clusters per year bucket. Each cluster was then
manually labeled by two analysts based on the entities it included. Inter-coder reliability
should be applied at this stage for the validity of results. At the very least, the coders
should work independently and discuss any mismatches in labeling for further analysis.
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When the clusters for each year are ready, a term-cluster matrix of TFIDF measures
is created for each term. It takes into account the year in which the term appeared in the
corpus. For instance, the term ‘Internet regulation’ appears in 2011 and it has a different
TFIDF in 2012 as we calculate TFIDF measures for each year separately, so that each
year has its own proportion of terms. If a term does not occur in a particular cluster,
its TFIDF in that cluster is equal to zero. The TFIDF metric is divided by the sum of
all TFIDF terms for each time period, which results in the TFIDF normalized by the
diversity of discourse in that year.

3.5 Calculating Distances Between Similar Clusters Across Years

Hence, for each cluster-year combination, there is a vector of terms arranged by their
normalized TFIDF measure. We can compare distances between clusters using cosine
similarity. For each cluster, we find the most similar cluster from another year and
connect them. Such a combination of the Louvain algorithm and cosine distance has
already been used in the literature for similar research tasks [14].

3.6 Connecting the Most Similar Clusters into the River Network

After connecting the pairs of clusters closest by cosine distance, we plot the resulting
links as paths through the timeline to obtain the overall picture. The result is a ‘river
network’, a plot that represents the texts as ‘a series of conversation streams’ [3], traces
their evolution, and the starting and ending points of particular discussions.

Since cluster quality of Louvain can be debated [13], we conducted additional topic
modeling based on LDA [1] with the number of topics k equal to the number of obtained
discursive streams. If the resulting topics could bematched to the contents of clusters, we
would consider such clustering supported by another method. Despite known problems
of topic modeling with choosing the number of topics, this step provided a relatively
fast and sound heuristic for validating the results of the pipeline. Therefore, we set k
to be the same number as the number of discursive streams in the river network. Topic
labeling was carried out by two researchers, again, to make the labels more reliable. The
topics from the model were similar to the ‘streams’ in the network. The results showed
that the pipeline could capture not only the topic and their temporal change but also the
continuities in the overall discourse.

4 Pros and Cons of the Pipeline

The proposed pipeline, from loading the texts to plotting the river network, possesses
a number of advantages over the algorithm that inspired it [3]. First, it is a fast, semi-
automated method of mapping the key conversations of public debate on a certain topic
over years. It requires human intervention at the stage of labeling, which is similar to
popular methods such as LDA. Second, it includes a comprehensible set of steps with
no black-box algorithms, so that the researcher can trace the process from original texts
to resulting clusters and streams. Third, it presents the results in the graphic format in
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addition to the tables with cluster distances and key terms by period. Having a visu-
alization summary gives an immediate insight to the changes in media discourse over
years and can lead to further analysis of the turning points—the shifts and continuities
identified at the visualization stage. Fourth, the pipeline can be generalized to describe
the development of media discourse on any topic of interest, provided that there are
plenty of texts available.

There are three difficulties associated with implementing this pipeline. One problem
is that the reliability of labeling depends on human coders who need to have some
background in the issue and cannot be agnostic of the context. However, if the analysis
is made as part of a research project, minimum necessary expertise will be provided.
Another difficulty relates to clustering as a techniquewith no formal quality benchmarks.
However, we rely on the time-tested algorithm [12] and best practices [13, 14] in research
to make sure the clustering solution is stable. The last difficulty is the necessity to put
all the steps together, from a set of steps carried out in Python and R, to an easy-to-use,
one-button instrument.

Next, we will showcase how this pipeline works using two studies covering over
5,000 texts over a range of years. Both topics show significant variance in yearly coverage
and relate to the widely debated issues.

5 Study 1: Internet Regulation Discourse in Russia

5.1 Background

Internet regulation has become commonplace in many countries. Russia is an interesting
case to cover. It has an Internet population of over 100 million users and the tightening
freedom of press. However, its Internet regulation policy is neither filtering nor censor-
ship. We set out to explore and map how Internet regulation has been discussed in the
Russian media in the last decade.

The discourse on Internet regulation is widely politicized. It requires a theoretical
perspective with a working model of interdependence between political decisions and
media coverage. The Arab Spring of 2011–2012 spurred a possibly largest discussion
to date on the interplay of politics and social media. A later analysis demonstrated
that, contrary to expectations, ‘politics came before media’ in these political conflicts
[15, 16]. Moreover, the role of media themselves was found to be flexible so that a
regime of ‘network authoritarianism’ [17] could grow its own ‘electronic army’ of public
employees engaged in strategic distraction of the public discourse [18]. In addition, a
networked authoritarian state may employ hackers or limit the Internet access for certain
social groups or territories [15, 17]. Filtering can also be applied, thus, creating an isolated
part of the Internet under surveillance. China is probably the best known example of such
policies described in the literature [17, 18]. The case of Russia offers another kind of
national Internet regulation, including the Internet media.

The principle of politics-media-politics describes [15, 16] this mechanism. It is
based on two points. First, the political environment shapes digital media use, in that
order. Second, digital media use is more likely to follow rather than precede political
movements. It can be summarized as follows: ‘changes in the political environment lead
to changes in media performance, which leads to further changes in the environment’
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[15]. Thus, mass media serve as a broker between the political system and society,
absorbing and articulating different opinions and meanings.

Years 2011–2012 were game-changing for the Internet regulation in Russia. People
took to streets in massive after-election rallies starting from December 2011. In mid-
2012, a law was passed on protecting children from harmful information on the Internet.
It introduced a blacklist of websites and a new regulatory body. It was this law that
led to a temporary ban of Wikipedia in Russia in 2015. Each subsequent year, more
Internet regulation laws were passed. In 2013, the pre-court blocking and punishment
for the online calls for riots were introduced. The ‘piracy law’ was passed, banning
unauthorized reproduction of copyright materials, which some observers saw as a move
against the VK, the largest Russian social networking site that had previously denied
access to private user data. In 2014, the ‘bloggers’ law’ (revoked in 2017) obliged all
bloggers with a monthly audience of over 3,000 visitors to register as a mass media
outlet and undertake the liability before the court for defamation. In 2015, another law
prescribed the storage of all the personal data of Russian users on the territory of Russia.
Many services such as Twitter and Facebook complied, while others, such as LinkedIn,
were banned. In 2016, a new set of laws required all the Internet providers to store the
communications data of Russian users for up to six months and certain personal data
for up to three years and be able to provide them on demand. A criminal punishment
was introduced for failing to report on other users engaging others in the street rallies.
All messengers using encryption were obliged to share their algorithms with the law
enforcement. In 2017, VPNs were banned. These novelties were met with local protests
in big cities. The popular Telegram messenger was banned in 2018 (the ban was lifted
in 2020 due to its non-efficiency).

What did the media say about Internet regulation in that period? How did the topics
evolve over time? Where were the ruptures and continuities in this discourse? Our
hypotheseswere that (1)media coverage of Internet regulationwould be growing steadily
as Internet penetration was on the rise and that (2) shifts in the discourse would echo
the adoption of Internet regulation laws, causing two shifts, in 2012 (the first Internet
regulation laws) and in 2015 (the law on moving the data of Russian citizens to local
storage).

5.2 Data

We collected the media coverage of the topic in the national newspapers and magazines
from 2009 till mid-2017. The data were collected using the Integrum, the largest data
base of Russian mass media articles from newspapers and magazines, thirty years deep.
To retain only the data connected with Internet regulation, a query was used (‘(regulat*
OR govern*) AND (Internet NOT (Internet-site OR Internet-project*))’) limited to the
given time period. It returned 7,240 documents. Most publications came from national
daily newspapers covering politics, society, and economics. According to our estimate,
about 40% of the involved media sources cover politics regularly.

The largest text corpus belongs to year 2013, the smallest one to 2009. The average
yearly corpus is 670 thousand words, while the average text contains 906 words. The
number of texts per year grew from 2009 till 2013, reaching a peak in 2013 both by
the number of unique terms (over 1,100) and texts related to Internet regulation (over
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35,000), and gradually declined to about 30 thousand words per year and 1,000 terms
in 2017 (Fig. 2).

Fig. 2. Relation of the full corpus size (left) to Internet regulation media coverage (right)

5.3 Results

We implemented the proposed pipeline and obtained the following river network (Fig. 3).
We also conducted LDA as a double check on the results.

Fig. 3. Discursive streams on Internet regulation (2009–2017). Legend: color= discourse stream,
line thickness = closeness between clusters, rectangle height = share of discourse

We found out seven distinctive ‘discursive streams’, i.e. large themes evolving over
time and uniting related clusters of entities. Each stream represents a continuing part of
discourse.
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The longest surviving discursive stream started in 2010 and it focuses on politics. It
has forks and merges, starting with a general debate in 2010 and moving on to national
security and copyright, and then flowing into the cluster ‘Internet regulation’ (2012)
which marked the beginning of Internet regulation in Russia. A sub-stream appears in
2015 when the cluster ‘propaganda’ emerges out of the ‘information war’ and public
criticism. Both streams merge in 2017 in the ‘presidential election’ cluster. There is
another stream starting in 2012 that features all the new legal limitations on the Internet
with a range of topics from child protection (2012) to a ban on messengers (2018).

But there is more. Of interest are not only the continuities linking sub-streams into
greater streams like ‘politics’, but also shifts, like the one between ‘legislation drafts’,
i.e., proposing and discussing prospective laws, to ‘Internet regulation laws’ in 2012
representing new, active laws in the country. Additional information can be gained from
the number of discursive streams over years, from two in 2009 to five in 2015 and later.
In the historically short period of 2009–2017, two public discussions died out, while
new streams were born within the broader range of media coverage.

We identified three stages in the evolution of media discourse on Internet regulation.
The first stage lasted till the adoption of the first Internet law. The second stage was
2012–2014when new topics such as ‘Internet laws’ and related ‘law enforcement’ gained
media attention. The current discourse did not appear until 2015 when two new branches
appeared which we labeled ‘online trade’ (bitcoin included) and ‘e-government’ (‘local
authority’). We also estimated the relative weight of each stream in the discourse. More
than a third of all the texts belong to the politics stream, which is an additional estimate
of how politicized the topic is (Fig. 4). The years 2010, 2013 and 2015 marked in Fig. 4
indicate the years of major changes in the structure of discourse, based on the shares of
various discursive streams within it.

Fig. 4. The shares of discursive streams across years

As can be seen, some labels overlap in meaning, which is the result of agreement
after the manual labeling by coders. Overlapping labels represent one of the weak points
of the proposed pipeline as it depends on the expertise of human interpreters.

As a next step, we conducted LDA on all lemmatized texts from 2009 to 2017 with
k = 7 topics. The number of topics was equal to the number of discursive streams on
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the river network. LDA could also potentially catch those topics on the whole corpus.
The obvious limitation of this check was that we could not say anything about topic
dynamics over time as the method does not provide it (Table 1).

Table 1. The results of LDA (k = 7) as a complement to the river network. Topic colors are
matched to discursive streams

Topic Key terms

Politics Rights, control, government, state, program

e-Government Regulation, control, country, localized, access

Law enforcement Initiative, law, freedom, sales, ban

Online business Company, client, national payment system, market, system

Communications industry Management, project, mass, global, citizen

Legislation Blocking, ban, Internet source, Roskomnadzor, amendment

Internet laws International, control, product, ban, development

Applying the pipeline allowed us to track the point when the focus of debates within
the discursive streams shifted from one key term to another, or when new prominent
terms appeared following the legislation or major political events.

6 Study 2. Anti-immigrant Attitudes in Russia

6.1 Background

Russia is a multi-ethnic and multi-religious country, and one of the major five receiving
countries in the world for labor migrants. Attitudes to labor migrants who do not share
the language and religion of the Russian majority (the majority are Orthodox or atheist,
seven percent of Russian citizens are Muslim) have been the topic of media debate since
the collapse of communism. Anti-immigrant sentiments often extend to the Russian
citizens who fit the image of the ‘Other’. Opinion polls conducted in the mid-2010s
reported widespread moderate anti-immigrant moods. The media also reported violent
anti-immigrant actions in 2007 (rallies against violence to Russians in Karelia), 2010
(nationalist rallies in Moscow), or 2013 (deportation campaigns during Moscow mayor
elections). Public fears and risks associated with labor migrants include decrease in
public health due to low control and health care protection of illegal migrants, terrorism,
and the economic displacement of the local citizens on the labor market.

Media discourse on labor migration in Russia is another interesting case to explore
due to the scale and track record of mass labor immigration to Russia which started well
before the European migration crisis of the mid-2010s, and the recent policy changes
towards migrants in Russia. Up to 2007, the flow of work immigrants to Russia was
unlimited. Step by step, country quotas (2007) and language- and income-based work
permits (2010) were introduced. Adopted in 2013, a new migration policy prescribed
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mandatory deportation of illegal migrants. After a few years, following the public debate
and the post-war inflow of migrants and refugees from Ukraine, the policy was adjusted
to simplify the rules (2018).

Another feature that makes this case interesting to describe is that the predictive
power of models explaining anti-immigrant prejudice is lower in Russia as compared
to European countries [19]. Neither ethnic competition nor cultural models seem to be
meaningful in predicting anti-foreigner sentiment [20]. The theories used in the literature
to explain anti-immigrant sentiment in Russia include the group security threat [21, 22]
and dissatisfaction with the institutional performance (‘state vulnerability’ [23]). There
also exists a widely shared, informal ‘ethnic hierarchy’ of tolerance and prestige among
the labor migrants in Russia [24]. Ethnicity appears to be the most important predictor
of anti-immigrant attitudes, followed by immigration experience, location, religion, and
education. Concerns about the impact of immigration on society at large seem to prevail
in the anti-immigrant attitudes [19] and, presumably, the public discussion of labor
migration.

How does the media coverage extend the existing knowledge on anti-immigrant
attitudes? What issues dominated the discourse and how did they change over time?

6.2 Data

To investigate this case, we used the Public.ru, another large online archive of Russian-
language media, twenty-five years deep. Initially, we searched for the media coverage
from national print media and Internet media starting from year 2000 but later adjusted
the query as the search through years 2000–2010 returned less than fifty documents
per year in the database, which would not be representative of the issue. To obtain the
coverage of labor immigration to Russia, a query was used (‘near(labor*migra*, immi-
gra*, migra* Russia) not (emigra*, Poland) and near 10 (labor migrants, immigrants,
migrants Russia)’) for 2011–2018. It returned slightly over 5,000 documents.

The largest text corpus belongs to year 2014, the smallest one to 2012. The dynamic
of media coverage per year was not linear, reaching the peaks in 2011 (ethnic conflicts)
and in 2014–2015 (beginning of the war conflict with Ukraine), both for the Internet
media and the national print media (Fig. 5).

6.3 Results

We implemented the proposed pipeline and obtained the following river network (Fig. 6).
There were eight discursive streams.

The longest surviving stream runs throughout the whole period and focuses on the
economic regulation of immigration, including shadow economy and illegal labormigra-
tion, remittances, the outflow of migrants following the ruble devaluation of 2014, and
the special legal conditions for labor immigrants within the Eurasian Economic Union.
This stream became especially prominent in 2015 and after, as shown by the size of
rectangles on the map.

The secondmajor stream lasted between2012 and2015 and related to the background
and implementation of the new immigration policy adopted in 2013. The law came into
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Fig. 5. National Internet media and print media’s coverage of labor migration by year

Fig. 6. Discursive streams on labor immigrants (2011–2018)

action in 2014 and was widely discussed at that time. It was shadowed by another stream
focusing on the impact of tightening the exams to obtain a work permit for immigrants
and their eventual exodus following ruble devaluation in 2014.

The third discursive stream that was also most prominent in 2014–2015 concerned
labor migrants from Ukraine. Special rules were created for the hundreds of thousands
migrants and refugees who intended to stay in Russia for good.

There are also smaller, and shorter, streams focusing on ethnic-centered discussions
about Tajik, Chinese, and Moldovan labor immigrants, but these occupied much smaller
shares and lasted for a few years each.

The studied period between 2011 and 2018 can be divided into two parts as there
was a major shift around 2015 marking the change in the key terms of conversation. By
2015, the new policy was implemented, and simplified rules were passed for Ukrainians
and labor immigrants from the Eurasian Economic Union countries. This shift reflected
the changes in legal regulation, international politics, and the economic decline in Rus-
sia which followed in late 2014. Since 2015, a new stream has arisen that focuses on
international immigrant justice including the fight against terrorism and slavery.
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Further steps could include the analysis of media discourse split by some criteria,
e.g. print vs. Internet media, national vs. local, in order to estimate the differences
in their framing. A regular analysis of media coverage could also be a complement
to public opinion polls and survey analysis on immigrant attitudes in social research.
Another possible direction for future research would be to estimate the attitudes to
labor immigrants after the 2014–2015 change in their ethnic structure (see, e.g., [24]).
Yet another possible application of this river network could be a comparative study
across the countries with similar labor migration conditions. This type of generalized
retrospective could yield more balanced and varied results than deeper content analysis
of single media outlets.

7 Discussion and Conclusion

Tracing media discourse surrounding politically charged topics in big countries with
developedmedia systems that use non-English languages can help scholars and educators
to improve their understanding of key issues in particular discourse and the relationships
between such issues in time. This can be particularly relevant for the discourses with
changing key terms as those are more difficult to trace using the now popular techniques
of topic modeling. This paper proposes and showcases a strategy for mapping out the
streams inmedia discourse over time. The result of the pipeline is a river network showing
discursive streams which can continue over years even as the key terms within them are
changing.

The two cases described above demonstrate that river networks add details to what
is known about the legal and political context of the topic in a given country. In addition,
they also help to estimate discursive streams’ shareswithin themedia discourse, and their
evolution over time. The proposed strategy of analysis can serve as a working tool for
semi-automated text analysis in other languages and for longer periods of time. It could
be expected to deliver a reasonable number of data-supported streams and to facilitate
substantive research of topics within those streams.

Since media discourse does not exist in a vacuum but rather buffers the interactions
between the political context and political actions [15], it should be analyzed with those
changing conditions in mind.We adapted the analytical approach to studying the change
in topics over time [3] and reproduced its logic with our own metrics, obtaining inter-
pretable results that nourish further research hypotheses. A closer look atmedia coverage
using this approach can also provide new evidence on whether ‘the leaders who hold
authoritarian rule design a type of rule that helps them stay in power’ [16].

The proposed pipeline fits into a broader area of approaches to tracking the dynamics
of media over time using clusters of networks [8–10]. The papers in this field build more
complexmodels to catch temporal patterns of attention to online content [10], understand
the evolution and dynamics of news topics over time [8], or employing massive datasets
to track memes, i.e., ‘short, distinctive phrases that travel relatively intact through online
text’, and mutations within such phrases [9]. Given the rich variety of such models and
pipelines, we call for their test and comparison across topics and datasets.

The current limitations of the proposed pipeline include manual labeling of clusters
and streams, the clarity and reliability of which depends greatly on the expertise of
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coders. It is up to the researcher to interpret the results and provide the feedback loop
to theoretical concepts relevant for analysis. In addition, the quality of clustering has
no objective measures and should possibly be complemented with other methods with
clear benchmarks for the quality of results. The proposed pipeline is somewhat similar
to topic modeling as it ‘infers rather than assumes’ the content of text clusters [2]
and the result is not a supervised categorization which would totally depend on pre-
defined topics and concepts as in manual coding [25]. Compared to manual coding, the
proposed pipeline is fast in analyzing large datasets across years. Compared to more
advanced techniques [3, 9], though, it does not require really large datasets as input and
uses time-tested algorithms. However, the pipeline requires a comparable amount of
information per time period so as to yield a similar number of clusters. Last, compared
to fully automated pipelines, the proposed approach retains more control within the
hands of analysts, offering additional sanity checks on cluster labeling. The advantage
of this semi-automated approach is then that it can provide a more balanced picture of
potentially polarized issues covered in the media and, thus, can be of particular use in
the analysis of media discourse in polarized societies, or during conflict events.

The next step for this pipeline is to develop it into an application which could be used
by scholars unfamiliar with programming, using the dataset as an input, eliciting labels
and producing the river network as the output. An advantage here could be achieved
by adding meaningful covariates such as party affiliation of the media outlet, a feature
that is already implemented in structural topic modeling [4], or meme-tracking [9]. A
more distant perspective would be developing a predictive instrument which could be
trained to anticipate the coming changes to discourse or even the expected changes in
public opinion surveys. This step would require identifying various patterns of discourse
development and projecting further development, given the scale of media coverage and
its time span. For the time being, the proposed pipeline could be freely applied to any
large corpus on a specific issue over years.
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Abstract. The paper is focused on the analysis of average nearest neigh-
bor degree (ANND) in complex social networks. The ANND of nodes
with degree k is defined as the average degree of their neighbors over all
nodes with degree k. ANND is one of the well-established tools for the
analysis of degree-degree correlation and assortativity in complex net-
works. In this paper, we analytically examine the properties of ANND in
undirected networks generated by the Barabási-Albert model. First, we
prove that for every node, the average degree of its neighbors is increasing
logarithmically over time. Then we show that the ANND distribution at
each iteration is uniform, i.e. the values of ANND are the same for every
k, and therefore, Barabási-Albert networks are uncorrelated. Moreover,
we compare the ANND distributions in simulated graphs (derived by the
Barabási-Albert model) with distributions in real-world social networks
(Twitter, Facebook, GitHub and Flickr).

Keywords: Social networks · Network analysis · Complex networks ·
Preferential attachment model · Assortative network · Degree-degree
correlation

1 Introduction

Graph theory is one of the modern approaches to the analysis of social networks
structure. A graph is a set of vertices connected by edges. Similarly, social net-
work such as Facebook or Twitter can be represented as a graph, where the
vertices are social objects (user profiles) with different attributes, and the edges
are relations between them. Network analysis defines and examines a number
of properties with the aim to identify important features of networks. Nodes
in networks can represent various types of information (blogs, articles, links).
Network analysis solves such critical tasks as community detection [34] and link
prediction [25,33]. Moreover, it helps to determine the properties of the network
as a whole, as well as specific relations between its objects. Recent papers in
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the field have been engaged in analysis of different structural and statistical net-
work characteristics including diameter, average degree, clustering coefficient,
measure of centrality, small-world effect, community structure, etc.

It is well known that many real-world networks possess degree distributions
which follows the power law, i.e. most of networks exhibit the so-called scale-
free property [3,14]. Another property that is commonly present in complex
social networks is assortativity [5], i.e. whether the nodes prefer to link with
nodes which are similar to them. Perhaps, the degree assortativity is the most
examined case of assortativity. A network is called assortative if high degree
nodes tend to connect to nodes with high degree, while small-degree nodes have
a bias towards nodes with small degree. On the contrary, in the networks with
degree disassortativity hubs have a tendency to be connected to nodes with small
degrees, and vice versa. Networks in similar fields are likely to behave identical
in terms of assortativity. Social networks are likely to be assortative, whereas
technological or biological networks are disassortative [5,28]. Provided that net-
work is assortative or disassortative, it is said to be correlated. On the other
hand, the network is said to have neutral mixing if there is no clear preference.

The average nearest neighbor degree (ANND) is frequently used as a mea-
sure to examine degree relations of adjacent vertices, especially in the analysis
of degree-degree correlations, which has been the subject of intensive study in
recent time. For example, the impact of degree-degree correlations on the spread
of diseases in complex networks [6,8,9]. It was shown that disassortative graphs
are more accessible for immunization, while in assortative networks any disease
takes longer time to spread [1]. The degree-degree correlations have been applied
for some problems in the area of neuroscience [16,37]. The recent review [15]
shows that if social networks are constructed with the use of group-based meth-
ods they demonstrate the tendency to be positively assortative.

One of the measures that aims in estimating the assortativity is the corre-
lation coefficient proposed in [27]. However, it has been shown in [22] that the
correlation coefficient might not be appropriate for large networks. By this rea-
son, in this paper we restrict ourselves to the use of the average nearest neighbor
degree (ANND) values to quantify the assortativity of networks. Given one or
more nodes of degree k exist in a network, the ANND of these nodes is defined
as [11,36]

Φ(k) =
∑

l>0

lP (l|k),

where P (l|k) denotes the probability that a node of degree k is connected to a
node of degree l.

Denote di the degree of node i. Then si would denote the total degree of all
neighbors of node i:

si =
∑

j: (i,j)∈E

dj .

Let αi be the average degree of all neighboring nodes for node i in the net-
work, i.e. the ratio of the total degree of the neighbors of node i to the number
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of its neighboring nodes, αi = si

di
. Then ANND can be empirically obtained via

the following equation:

Φ(k) ∼ 1
|Ek|

∑

{i:di=k}
αi, (1)

where all nodes of degree k contribute to the sum, and |Ek| is the amount of
such nodes.

The aim of this paper is to analytically derive the equation describing the
properties of the average nearest neighbor degree (ANND) in growth networks
constructed with the use of Barabási-Albert model. First, in Sect. 2 we examine
the analytical properties of index αi and obtain the distribution of average near-
est neighbor degree in random networks generated by BA model. We derive the
equations describing the evolution of the expected value of the average degree of
all neighbors of a single node i over time for BA networks. The results also show
that αi follow the logarithmic law over time for all nodes. One arresting corollary
of this fact is that the theoretical values of Φ(k) at an iteration for all degrees
k should be the same, on average. Then we compare the ANND distributions in
simulated graphs with distributions in real-world networks (Sect. 3). Obtained
results are comparable with the results of paper [38].

Another question that is of our interest is how the average degree of neighbors
fluctuates among all nodes of a given degree k. To quantify such deviations we
consider the following quantity

Θ(k) =
1

|Ek|
∑

{i:di=k}
(αi − Φ(k))2, (2)

where the summation takes over all nodes that have degree k.
We carry out an empirical analysis of assortativity for some social networks in

order to check how the behavior of these real networks differs from the behavior of
BA networks (in the sense of degree-degree correlation). Our analysis (presented
in Sect. 3) includes four real networks from “Stanford Large Network Dataset
Collection” and “Network Repository” [29]:

– 2017 network of a sample of Facebook users [31].
– a follower network of Twitter from 2009 [18].
– 2019 network of a sample of Github users [30];
– 2006 network of photo-sharing social network Flickr from [17].

2 Dynamics of the Average Degree of All Neighbors of
Node in the Barabási-Albert Growth Networks

2.1 Preliminary Analysis

Let t denote the iteration. Then at iteration t

– di(t) is the degree of node i;
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– si(t) is the total degree of neighbors of i;
– αi(t) is the average of degrees of neighbors of i.

Following Barabási–Albert model [3], at each iteration t the network grows with
each new node t added and connected to m other nodes in the network, where
the probability of being chosen increases with degree (preferential attachment
mechanism).

If one looks at the link attachment for a new node as a sequence of m attach-
ments, then as a result each of the attachments may contribute to the values of
di(t) or si(t). It occurs when the new node t + 1 (with degree m) connects:

– to i, then si(t + 1) = si(t) + m, and di(t) is increased by 1;
– to one of the neighbors of node i by one of its edges j = 1, . . . ,m, therefore,

si(t) is increased by 1, while di(t) remains unchanged;
– to a neighbor of node i with one of its m edges, while one of the other edges

is already linked to the node i. In this case the total degree of neighbors of
node i is increased by m + 1, while di is increased by 1.

It should be noted that the probability of the third case to occur is an order
of magnitude closer to zero compared to the other cases, so we discard this case
from the further analysis to gradually simplify the derivation of the equations
and thus increase its readability.

Further we shall consider that the random ξ
(t+1)
i,j = 1 if corresponding node i

is selected by node t + 1 (at iteration t + 1) to be linked with one of j ∈
{1, . . . , m}, and, otherwise, ξ

(t+1)
i,j = 0. Similarly, the random η

(t+1)
i,j = 1 when

the added node t + 1 links to one of the nodes already connected to i with one
of the links j ∈ {1, . . . , m}, and, otherwise, η

(t+1)
i,j = 0. To shorten equations we

substitute
∑m

j=1 ξ
(t+1)
i,j with ξ

(t+1)
i and

∑m
j=1 η

(t+1)
i,j with η

(t+1)
i .

Since all m attachments are done simultaneously, independently and with
the same probability, we get

E(ξ(t+1)
i ) = E

⎛

⎝
m∑

j=1

ξ
(t+1)
i,j

⎞

⎠ = m
di(t)
2mt

=
di(t)
2t

(3)

and

E(η(t+1)
i ) = E

⎛

⎝
m∑

j=1

η
(t+1)
i,j

⎞

⎠ = m
∑

j:(j,i)∈E(t)

dj(t)
2mt

= m
1

2mt
si(t) =

1
2t

si(t), (4)

2.2 Dynamics of αi(t) in Barabási-Albert Model

In this section we would like to estimate the mean value of αi(t). Since random
variables si(t) and di(t) might be correlated, the expected value of E(αi(t)) can
not be found as the ratio of the expected value of si(t) to the expected number
of di(t):

αi(t) := E(αi(t)) = E

(
si(t)
di(t)

)
�= E(si(t))

E(di(t))
!
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Let us write the stochastic equation describing the changes in the value of
αi(t) after inserting a newborn node at iteration t + 1 with m links connecting
the node with other vertices in the network. We have

Δαi(t + 1) = αi(t + 1) − αi(t) =

ξ
(t+1)
i

si(t) + m

di(t) + 1
+ η

(t+1)
i

si(t) + 1
di(t)

+
(
1 − ξ

(t+1)
i − η

(t+1)
i

) si(t)
di(t)

− si(t)
di(t)

= ξ
(t+1)
i

(
si(t) + m

di(t) + 1
− si(t)

di(t)

)
+ η

(t+1)
i

(
si(t) + 1

di(t)
− si(t)

di(t)

)
=

ξ
(t+1)
i

(
m

di(t) + 1
− 1

di(t) + 1
si(t)
di(t)

)
+ η

(t+1)
i

1
di(t)

, (5)

where the random ξ
(t+1)
i and η

(t+1)
i are defined above. Then from (3) and (4)

we have
Δαi(t + 1) =

m

2t
− 1

2t(di(t) + 1)
+ αi(t)

1
2t(di(t) + 1)

. (6)

The approximation to Eq. (6) is the following linear nonhomogeneous differential
equation of first order

d(αi(t) − 1)
dt

=
m

2t
+ (αi(t) − 1)

1
2t(di(t) + 1)

. (7)

The solution can be expressed as αi(t) = u(t)v(t) + 1, where v(t) is the
solution of the differential equation

dv(t)
dt

= v(t)
1

2t(di(t) + 1)
(8)

and u(t) is the solution of equation

du(t)
dt

v(t) =
m

2t
. (9)

The solution of (8) is

v(t) = exp
(

−
∫

dt

2t(di(t) + 1)

)
. (10)

Then the solution of (9) is

u(t) = m

∫
1
2t

exp
(∫

dt

2t(di(t) + 1)

)
dt + C. (11)
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We have

αi(t) = u(t)v(t) + 1 =

m exp
(

−
∫

dt

2t(di(t) + 1)

) (∫
1
2t

exp
(∫

dt

2t(di(t) + 1)

)
dt + C

)
+ 1 ∼

m

(
1 −

∫
dt

2t(di(t) + 1)

) (∫
1
2t

(
1 +

∫
dt

2t(di(t) + 1)

)
dt + C

)
+ 1 =

C +
m

2
log t − m

(
C +

1
2

log t

)∫
dt

2t(di(t) + 1)
+

m

∫
dt

4t2(di(t) + 1)
− m

(∫
dt

4t2(di(t) + 1)

)2

.

(12)

Since
∫ κi(x)dx

x+1 ≤ ∫ κi(x)dx
x ∼ (

i
t

) 1
2 we get

αi(t) := E(αi(t)) ∼ C +
m

2
log t − m

(
C +

1
2

log t

) ∫
1
2t

∫
κi(x)
x + 1

dxdt

+ m

∫
1

4t2

∫
κi(x)
x + 1

dxdt − m

∫ (∫
dt

4t2(x + 1)

)2

κi(x)dx ∼

C +
m

2
log t + o(t−

1
2 ), (13)

i.e. the average values of neighbor’s degree coefficient for all nodes asymptotically
behaves as 1

2 log t.
The dynamics of αi(t) for three nodes i = 50, 100, 1000, obtained as an aver-

age of 500 simulations, are plotted in Fig. 1. Both the values and the behaviour
of αi(t) are close to the predictions calculated in Eq. (13).
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Fig. 1. Evolution of αi for fixed nodes i = 50, 100, 1000 for t increasing up to 25000 in
synthetic networks based on Barabási–Albert model with (a) m = 3 (b) m = 5.
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2.3 ANND Distribution in BA Network

Since the initial value of αi(i) is m
2 log i, we get C ∼ 0. Therefore, not only do

all nodes have the same dynamical behavior, but the expected values of αi(t)
should be the same for all existing nodes at iteration t.

One of the main consequences of this fact is that Φ(k) defined in (1) should
fluctuate around the same value m

2 log t, for all k.
Numerical experiments confirm this observation. We simulated 500 different

Barabási-Albert networks of the equal size 25,000 and calculated the values of
Φ(k) for each k, and then averaged them for each k over all networks. Figure 2(a)
shows the plot of Φ(k) obtained in this way as the function of k. It can be seen
that the values of Φ(k) lie in a very narrow range, i.e. Φ(k) ∼ const, with the
exception of small degrees. The corresponding log-log plot is shown in Fig. 2(b)
and confirms this observation. A slight tendency to a decrease in Φ(k) with
increasing k can be explained by the presence of o(t−

1
2 ) in Eq. (13). Thus, the

networks produced by the Barabási–Albert model are uncorrelated.
Next, let us check how the values of αi variate from each other for all nodes

i of degree k. To do this, we calculate the values of Θ(k) (defined in Eq. (2)) for
each k, and average them over 500 different networks of the same size 25,000.
The obtained dependence of Θ(k) on k is shown in Fig. 2(c), while its log-log
version is shown in Fig. 2(d). Note that this dependence follows a power law with
exponent equal to −2.82, i.e. Θ(k) ∼ k−2.82.

In the next section, we study various real world social networks to check how
these properties of Φ(k) and Θ(k) obtained for Barabási-Albert networks are
reproduced in these real networks.
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Fig. 2. Barabàsi-Albert
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3 Distribution of ANND in Real Complex Social
Networks

Since degree distributions of some real social networks can be simulated with
high accuracy by Barabàsi-Albert model, let us observe how average nearest
neighbor degree Φ and deviation Θ depends on node degree k in real complex
networks and compare them to what we obtained for Barabàsi-Albert network.
All real networks reflect well-known social networking services, such as Facebook,
Twitter, Github and Flickr. Network statistics are shown in Fig. 1. Detailed
descriptions and results for each network are listed below. It should be noted
that we omit Θk = 0 on plots to avoid log 0. Moreover, it is highly unlikely to
encounter zero values of Θk outside of cases where there exists only one node in
the network.

Table 1. Real network statistics

Network |N | |E|
Facebook artists 50,500 819,000

Twitter followers 404,700 713,300

Github users 37,700 289,003

Flickr users 514,000 3,190,500

3.1 Facebook

Facebook is one of the most popular international social networking sites with
over 2 bln users. The network provides a wide range of features: posting pho-
tos; sharing articles and various types of information; text-, audio-, and video
messages exchange; live streaming; interest groups and a lot more. Nowadays
Facebook is not only a platform used for entertainment, communication and
information sharing; it is also a tool, which provides wide opportunities for busi-
ness promotion and development.

The literature review reveals researchers’ great interest to different aspects
of this social networking site, which trigger academic discussion. These relate to
such issues as: Facebook development trends forecast [21]; Facebook as a forum
for discussion and criticism; the use of this social networking site for educational
purposes [19,26]; political agenda on Facebook [10]; Facebook audience and clus-
tering analysis [4,7,35]; the degree of the youth involvement in the network [2];
business projects development opportunities provided by Facebook; Facebook as
an information resource [12] and other aspects.

Facebook network is based on 50,000 “blue” verified pages on Facebook. Data
was collected in 2017 and presented in [31]. Nodes are connected with 820,000
edges in the network if users representing them have mutual likes.
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Figures 3(a–b) show the distribution of Φ(k) on linear (a) and log-log (b)
plots. It can be seen that there is neither a grow, nor a fall in values of Φ(k)
for the most part of the plot. However, for small k (up to 100) there is a clear
presence of assortativity.

As for Θ(k) distribution, it follows the power law with exponent −1.46. It
should be noted that the results are quite close to ones obtained for Barabàsi-
Albert network, which once more proves the similarity of modeled networks with
real ones, especially for networks based on social interactions.
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Fig. 3. Results for network of Facebook users. (Color figure online)

3.2 Twitter

Twitter network represents follower relationships between individuals. Two
nodes (users) are linked if one is following another. The network was first used
in [18]. It consists of 405,000 nodes and 713,000 edges.

We plot average nearest neighbor degree Φ on linear and log-log plots on
Figs. 4(a) and 4(b) respectively. We observe three distinguishable regimes. For
degrees up to 70 and starting from 100 Φ(k) remains constant, while in the range
of 70 to 100 there is negative correlation between the values of k and Φ(k). In
Fig. 4(c) we can see that the deviation is gradually decreasing over time and
similarly to Φ(k) distribution a gap is present, between the nodes with higher
deviation and ones that are closer to zero. Θ(k) distribution follows the power
law with exponent −1.52.

3.3 GitHub

GitHub is a universal service that allows to develop, control and update joint IT
projects. GitHub is a repository of project codes that all collaborators can use.
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Fig. 4. Results for network of Twitter users.

Developed back in 2008 as a repository, today it is also the largest social network
in which like-minded members may work together on important tasks. The tree
structure and user-friendly interface make it possible to not only implement
software functionality of new developments, but also to follow the news, exchange
comments, evaluate the contribution of each collaborator working on the project,
and track the communication chains within the network. This service is popular
within major IT companies like Yahoo, Google, Facebook, etc.

Recently there has been a growing research interest to GitHub as a web-
service for IT-projects and a social network. Many studies have examined differ-
ent aspects of GitHub operation: analysis of the resource base of GitHub’s rivals;
GitHub’s competitive advantage in providing a platform for IT operations; the
benefits of providing joint developments [23]; GitHub projects software quality
analysis, which examines the correlation between the quality of projects and the
characteristics of team members [20]. There is also some interesting research on
some aspects of GitHub user clustering [13,24].

Github network is based on 2019 snapshot of users who have starred (book-
marked) at least ten other users [30]. Φ(k) distribution is shown in Fig. 5(a)
and on a log-log plot as well Fig. 5(b). The values in distribution are uniformly
decreasing which makes it safe to assume that the network is disassortative. The
distribution of Θ can be seen in Figs. 5(c–d). Unlike the distribution Φ, there
are minimal differences between this and all other networks, with a clear power
law with exponent −1.89. However, as it shown in paper [32] that the GitHub
collaboration and membership networks display high values of assortativity with
regard to node degree.
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Fig. 5. Results for network of developers from Github.

3.4 Flickr

Flickr is a popular online community for sharing multimedia content based on
social network with millions of registered users. It is interesting to observe,
whether photo-oriented social networks differ from more traditional ones. Nodes
in the network represent users, while edges connect two nodes if one user follows
another. The data was collected using crawling algorithms in 2006 [17]. Flickr
network contains 514,000 nodes and 3,190,500 edges.

Figures 6(a–b) show ANND distribution on linear and log-log plots. Surpris-
ingly, the results for this network are greatly reminiscent of ones obtained for
Facebook network Fig. 3. Despite having larger degrees overall, the form remains
the same with a sharp increase of Φ(k) for smaller degrees (i.e. assortativity) then
the larger degrees remain constant or slightly decrease for the rest of the plot.
Θ(k) plots Fig. 6(c–d) are also similar to most other networks with a distinctive
power-law with exponent −0.85.

4 Conclusion

It is known that many real growing networks use the preferred attachment mech-
anism in the process of adding new nodes. By this reason, we first study assor-
tativity, which is directly related to the mechanism, for growing networks based
on the classical Barabási-Albert model. Using the mean-field method, we show
that the dynamics of the expected average degree of the neighbors of each node
in the network follows a logarithmic law. The consequence of this fact is that
Barabási–Albert networks have no degree-degree correlation.
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Fig. 6. Results for multimedia-sharing social network of Flickr users.

Empirical distributions of ANND for some real social networks are obtained
in Sect. 3. The results show that both Facebook and Flickr networks show assor-
tativity only for nodes with low degrees (up to 100), and there is no degree-degree
correlation for the rest of the nodes. On the contrary, the Github network turned
out to be disassortative over the whole range of degrees, while the Twitter net-
work has three modes: for small (up to 70) and large degrees (over 100), there
is no degree-degree correlation, but for nodes with degrees in the range from 70
to 100, there is a clear presence of disassortativity.

However, all considered networks behave the same in the sense of the variation
of αi for nodes with the same degree: the distributions of Θ(k) obeys a power
law both for the BA network and for real networks under consideration.

Thus, the results of comparing ANND distributions for BA graphs and for
real networks show that the BA model does not accurately reflect the behavior of
real networks in terms of degree-degree correlation. In this regard, the problem
of finding such models of network growth is of interest so that the networks
generated with their use would have assortativity properties similar to real social
networks.

As can be seen from Figs. 2, 3, 4, 5 and 6, constructed for all networks, for
small degrees k, the values of deviations of αi, calculated as the square roots of
Θ(k), significantly exceed their corresponding average values Φ(k). This means
that statements about the presence of assortativity or disassortability for small
k should be done with great caution. However, for sufficiently large degrees, the
corresponding values of Θ

1
2 (k) are close to zero, and the conclusion about the

absence of degree-degree correlation (or the presence of mixed assortativity) do
not raise any doubts.
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21. Latif, H., Kandemir, A.Ş., Gökkaya, Ö., Karaman, E.: A predictive analysis of Face-
book jealousy. Dergi Karadeniz (40), 172–184 (2018). https://doi.org/10.17498/
kdeniz.475319

22. Litvak, N., van der Hofstad, R.: Uncovering disassortativity in large scale-free
networks. Phys. Rev. E 87, 022801 (2013). https://doi.org/10.1103/PhysRevE.87.
022801

23. Mao, W., Sun, B., Xu, G., Liu, C., Si, C., Wang, W.: Understanding effects of
collaborations in developing mobile computing systems: popularity, efficiency, and
quality. IEEE Access 7, 33380–33392 (2019). https://doi.org/10.1109/access.2019.
2904333

24. Montandon, J.E., Silva, L.L., Valente, M.T.: Identifying experts in software
libraries and frameworks among GitHub users. In: 2019 IEEE/ACM 16th Inter-
national Conference on Mining Software Repositories (MSR). IEEE, May 2019.
https://doi.org/10.1109/msr.2019.00054

25. Nandi, G., Das, A.: An efficient link prediction technique in social networks based
on node neighborhoods. Int. J. Adv. Comput. Sci. Appl. 9(6), 257–266 (2018).
https://doi.org/10.14569/ijacsa.2018.090637

26. Naqshbandi, M.M., Ainin, S., Jaafar, N.I., Shuib, N.L.M.: To Facebook or to Face
Book? An investigation of how academic performance of different personalities is
affected through the intervention of Facebook usage. Comput. Hum. Behav. 75,
167–176 (2017). https://doi.org/10.1016/j.chb.2017.05.012

27. Newman, M.E.J.: Assortative mixing in networks. Phys. Rev. Lett. 89, 208701
(2002). https://doi.org/10.1103/PhysRevLett.89.208701

28. Newman, M.E.J.: Mixing patterns in networks. Phys. Rev. E 67, 026126 (2003).
https://doi.org/10.1103/PhysRevE.67.026126

29. Rossi, R.A., Ahmed, N.K.: An interactive data repository with visual analytics.
ACM SIGKDD Explor. Newslett. 17(2), 37–41 (2016). https://doi.org/10.1145/
2897350.2897355

30. Rozemberczki, B., Allen, C., Sarkar, R.: Multi-scale attributed node embed-
ding. arXiv e-prints abs/1909.13021 (2019). https://ui.adsabs.harvard.edu/abs/
2019arXiv190913021R

31. Rozemberczki, B., Davies, R., Sarkar, R., Sutton, C.: GEMSEC: graph embedding
with self clustering. In: Proceedings of the 2019 IEEE/ACM International Confer-
ence on Advances in Social Networks Analysis and Mining, ASONAM 2019, pp.
65–72. Association for Computing Machinery, New York (2019). https://doi.org/
10.1145/3341161.3342890

32. Safari, H., Sabri, N., Shahsavan, F., Bahrak, B.: An analysis of GitLab’s users and
projects networks. In: 2020 10th International Symposium on Telecommunications
(IST), pp. 194–200 (2020). https://doi.org/10.1109/IST50524.2020.9345844

https://doi.org/10.4231/D39P2W550
https://doi.org/10.1080/15427951.2013.814092
https://doi.org/10.1080/15427951.2013.814092
https://doi.org/10.1504/ijil.2017.085250
https://doi.org/10.1007/978-3-319-13734-6_6
https://doi.org/10.1007/978-3-319-13734-6_6
https://doi.org/10.17498/kdeniz.475319
https://doi.org/10.17498/kdeniz.475319
https://doi.org/10.1103/PhysRevE.87.022801
https://doi.org/10.1103/PhysRevE.87.022801
https://doi.org/10.1109/access.2019.2904333
https://doi.org/10.1109/access.2019.2904333
https://doi.org/10.1109/msr.2019.00054
https://doi.org/10.14569/ijacsa.2018.090637
https://doi.org/10.1016/j.chb.2017.05.012
https://doi.org/10.1103/PhysRevLett.89.208701
https://doi.org/10.1103/PhysRevE.67.026126
https://doi.org/10.1145/2897350.2897355
https://doi.org/10.1145/2897350.2897355
http://arxiv.org/abs/1909.13021
https://ui.adsabs.harvard.edu/abs/2019arXiv190913021R
https://ui.adsabs.harvard.edu/abs/2019arXiv190913021R
https://doi.org/10.1145/3341161.3342890
https://doi.org/10.1145/3341161.3342890
https://doi.org/10.1109/IST50524.2020.9345844


50 A. Grigoriev et al.

33. Samanta, S., Dubey, V.K., Sarkar, B.: Measure of influences in social networks.
Appl. Soft Comput. 99, 106858 (2021). https://doi.org/10.1016/j.asoc.2020.106858

34. Sharma, R., Oliveira, S.: Community detection algorithm for big social networks
using hybrid architecture. Big Data Res. 10, 44–52 (2017). https://doi.org/10.
1016/j.bdr.2017.10.003

35. Viswanath, B., Mislove, A., Cha, M., Gummadi, K.P.: On the evolution of user
interaction in Facebook. In: Proceedings of the 2nd ACM Workshop on Online
Social Networks, WOSN 2009, pp. 37–42. ACM Press (2009). https://doi.org/10.
1145/1592665.1592675

36. Yao, D., van der Hoorn, P., Litvak, N.: Average nearest neighbor degrees in scale-
free networks. Internet Math. 2018, 1–38 (2018). https://doi.org/10.24166/im.02.
2018

37. Zhou, D., Stanley, H.E., D’Agostino, G., Scala, A.: Assortativity decreases the
robustness of interdependent networks. Phys. Rev. E 86, 066103 (2012). https://
doi.org/10.1103/PhysRevE.86.066103

38. Zhuang-Xiong, H., Xin-Ran, W., Han, Z.: Pair correlations in scale-free networks.
Chin. Phys. 13(3), 273–278 (2004). https://doi.org/10.1088/1009-1963/13/3/001

https://doi.org/10.1016/j.asoc.2020.106858
https://doi.org/10.1016/j.bdr.2017.10.003
https://doi.org/10.1016/j.bdr.2017.10.003
https://doi.org/10.1145/1592665.1592675
https://doi.org/10.1145/1592665.1592675
https://doi.org/10.24166/im.02.2018
https://doi.org/10.24166/im.02.2018
https://doi.org/10.1103/PhysRevE.86.066103
https://doi.org/10.1103/PhysRevE.86.066103
https://doi.org/10.1088/1009-1963/13/3/001


Offline and Online Civic Activity: General
and Special

Alexander Sokolov(B) , Asya Palagicheva , and Alexander Frolov

Demidov P.G, Yaroslavl State University, Yaroslavl, Russia
alex8119@mail.ru

Abstract. The article is devoted to the analysis of offline (traditional activity) and
online (Internet activity) activity in modern Russia. The article presents the results
of a study of civic activity in Russia, which has been conducted by the method of
experts‘ survey (hold on since 2014).

The article focuses on the analysis of differences and similarities of online
and offline civic activity. The assessment of the level of development of online and
offline civic activity is given. At the moment, there is an uneven development of
offline andonline activity in the socio-political sphere inRussia. Experts’ estimates
indicate the superiority of online activity over off-line in terms of popularity and
demand. At the same time, the state reacted almost equally to the manifestations
of offline and online civic activity. The reasons for the popularity of the Internet,
the level of its influence on the socio-political reality are indicated. The analysis
of the formation of associations in offline and online coalitions of NGO and civic
activists is carried out. The state’s attitude to the manifestations of offline and
online civic activity is determined.

The results of the study suggest that both real and virtual spaces for the imple-
mentation of civic activity are interconnected and unified in nature. Online and
offline civic activity do not have clear and serious differences in their manifes-
tations. The spaces themselves have their own specific features of functioning.
However, collective actions on the web and in the real world are carried out to
implement different forms of civic activity and using the same mechanisms to
achieve goals.

Keywords: Civic activity · Online civic activity · Offline civic activity ·
Internet · Collective actions · Protest · E-participation

1 Introduction

Digital technologies and the Internet affect social processes, having a transforma-
tive effect. New communication mechanisms, tools for the exchange of information,
resources and the involvement of citizens in the life of society are emerging. In 2020,
the processes of digitalization intensified, new forms of civic activity emerged (online
rallies, use of technologies for tracking and monitoring citizens’ actions increased).
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At the same time, the impact of new technologies on civic activity is dual. In this
regard, G. Asmolov points to researchers who can be divided into groups of cyberopti-
mists (who emphasize the positive potential of the impact of technology) and cyberpes-
simists (who focus on the negative aspects of socio-political transformation). Between
them is a group of cyber-pragmatists trying to find a balance between the two extremes
[1, p. 9].

Civic activity, influenced by online technologies, continues to develop in the real
and virtual spaces and has its own specific features in both spaces. Scientists point to the
possibility that online civic activity is an imitation of civic activity. At the same time,
online participation refers to actions based on network media that are carried out in
order to activate strong and weak connections in social network sites to raise awareness
of problems or to exert social and political pressure to solve them [2, p. 45]. However,
I.A. Bronnikov believes that the existing classical opposition of the political field to the
traditional and the network field is unfounded. In the modern post-information society,
there is rather a systematic convergence, penetration and co-adaptation of the virtual and
physical political space, which creates additional difficulties for the actors [3, p. 278].

In this regard, the purpose of the paper is to highlight the characteristics of civic
activity in the offline and online environment, as well as identify common and distinctive
characteristics of these processes.

2 Theoretical Framework

Civic activity is an essential component of civil society and a model for its dialogue
with the State. It is implemented in various forms: online and offline, institutionalized
and not, sporadically and constantly. Today, the world is experiencing an increase in
the processes associated with the manifestation of civic activity. The reasons are, first
of all, the unresolved social and social problems, as well as new forms of information
dissemination and citizen participation. Thus, civic activity begins to manifest itself
both in the reproduction of new practices of participation, and in the transformation and
solution of pressing problems.

S.V. Patrushev distinguishes two types of civic activity: civic participation and civic
action. Civic participation is an adaptive public activity that ensures the reproduction of
the constitutive values and norms of civil society, established institutional practices, as
well as civic identity. At the same time, individuals distinguish between the universal
rights of a citizen and their particular restrictions in non-civil spheres (for example, in
the economy, politics, etc.). Civic action is a non-adaptive public activity associated with
the problems of implementing universal rights and freedoms: ensuring equal civil status,
bridging the gap between formal and real rights in everyday life, removing barriers to
civic participation, removing restrictions on the exercise of rights in certain areas [4]. X.
Wang described two levels of civil participation. The first is the “pseudo” level, where
information moves only in one direction to inform citizens about decisions that have
already been made. The second is genuine activity, involving citizens’ participation in
decision-making.Here, citizens are the owners of government and co-producers of public
goods [5]. A. Vromen in his research focuses on the process of destroying traditional
models of political participation and rebuilding them to solve specific problems [6]. R.
Dalton said that the norms of civic participation aremoving from themodel of debt-based
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citizenship to the model of active citizenship, which translates new models of citizen
participation [7].

According to Russian researcher R.V. Pyrma, “the intensity and frequency of civic
and political actions has increased dramatically. The forms of civic activity in the mod-
ern world are undergoing drastic changes” [8]. The author believes that new and old
forms of civic activity reproduce new practices of participation, increase the number
of different forms of expression of one’s opinion. The same opinion is shared by S.V.
Volodenkov, saying that new technologies transform the public space and political gov-
ernance, changing the forms and nature of interaction between the state and society
[9].

In connection with the development of the Internet, the study of the importance of
social network sites as the main digital platform for communication and the organization
of collective actions is being updated. The problem of the influence of social network
sites on the socio-political discourse through the misinformation of the population is
considered in the study of A. Dawson and M. Innes [10]. The authors note that the influ-
ence of information in new media has a greater impact on the collective consciousness
of users. Other authors note that social network sites influence the motivation of users
to participate in various forms of online activity. Proving the influence of the social
network site “Twitter” on the signing of an online petition, it is concluded that the speed
and ease of distribution of tweets is the basis for the appearance of viral effects (i.e.,
it significantly increases the speed with which the link to the petition reaches users)
[11]. R. Heiss, D. Schmuck and J. Matthes considered the issues of involvement in
online activity, studied the formats of posts and posted materials. The authors conclude
that emotionally-colored posts attract more users’ attention, while mobilization posts
negatively affect user activity [12].

Due to the fact that the problems and interests of individuals are quite diverse, civic
activity does not represent a clearly structured structure. At the same time, a systematic
understanding of civic activitymakes it possible to include a large amount of information,
increase the participation of different actors in decision-making, and use new means of
communication and information transmission.

It often happens that after solving their problems, activists do not continue to spread
their positive experience, in such situations it is important to use the Internet. Currently,
social network sites, messengers and new media are not only communication platforms
for users, but also a digital foundation for active participation of citizens in public and
political life. As noted by C. Cohen and J. Kahne, it is impossible not to take into account
that the Internet is a special communication space, which, against the background of the
crisis of traditional forms of interaction between government and society,makes attempts
to reorient itself to new models of interaction and activity [13]. These processes are
manifested in the form of the formation of new leaders of public opinion in the Internet,
the transition of traditional forms of civic activity to the online environment (Internet
petitions, flash mobs, charity, Internet voting, etc.). Changes are also taking place on
the part of the state, which translates services into the digital space, accepts electronic
appeals from citizens, monitors social network sites on problematic issues with the help
of special programs; representatives of legislative authorities hold receptions of citizens
online, etc.
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3 Methods

To collect empirical data for the study, a series of surveys of experts in the subjects
of the Russian Federation was conducted. The respondents were experts with the high
level of competence, which is associated with their involvement in the regional political
process in a particular status. Awareness of research issues became the main criterion for
selecting survey participants. The experts of the study were employees of regional and
local authorities, scientists, businessmen, members and heads of public organizations,
political parties, media representatives, etc. At the same time, the expert is expected
to join a certain regional political elite group, as well as have experience in the field
that comes into contact with the problems of research (in the field of public policy, in
government bodies, local self-government).

The geographical sample annually covers a wide range of regions of the country.
According to the methodology, the regions selected for the study include eight federal
districts. In 2014, 21 regions were included in the study, in 2015 – 14, in 2017 – 15, in
2018 – 14, in 2019 – 15, in 2020 – 25 (Table 1). Maintaining a significant geographical
coverage (even if there is a slight change in the regions included in the sample) in
the annual monitoring made it possible to take into account in the collected data the
peculiarities of the socio-economic and socio-political situation in different territories
of the country, without overestimating each of them.

Thus, all the key expert groups on this topic were covered, which allows us to speak
about the validity of the collected data both for the sample as a whole and for individual
regions.

Some of the questions during the monitoring were the same every year. They show
the dynamics for the observation period. The other part of the questions was updated
periodically. This was due to a shift in the focus of the study, the actual aspects in a
particular year. Some of the questions involved choosing a qualitative characteristic /
judgment, while others involved evaluating the phenomenon/object on a scale from 1 to
10.

The authors sought to maintain a stable sample of regions and respondents from year
to year. However, it was not always possible to get the required number of respondents
(at least 10). Therefore, there was a change in the regions of the study sample. At the
same time, every year we tried to cover different types of regions of Russia (different
geographically, economically, politically, ethnically), so that the results could be reliable
for the country as a whole.

The survey of experts was conducted using a semi-formal questionnaire and corre-
spondence written data collection. The experts filled out the questionnaires received by
e-mail on their own. Statistical data analysis in the SPSS software product was used to
process the survey results.

The method of independent characteristics used made it possible to process the
collected data in such a way that each described phenomenon received a generalized
assessment based on the collected different opinions of independent experts. Within the
frameworkof the study, three stageswere implemented. Thefirst stagewas to identify and
correlate the opinions of experts, the second-to process the collected data using statistical
procedures to determine the positions of experts, the third-to formulate conclusions.
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Table 1. Sample distribution and number of survey respondents.

Region 2014 2015 2017 2018 2019 2020

Altai Krai 12 - - 10 - -

Belgorod region - - - - - 12

Vladimir region 12 - - - - -

Vologda region 11 - - - - 11

Voronezh region 11 12 11 13 12 12

Zabaikalsky Krai - - - - - 10

Irkutsk region 14 11 10 11 10

Kabardino-Balkar Republic - - - - - 12

Kaliningrad region 11 - 11 10 10 10

Kemerovo region - - - 10 12 14

Kirov region 13 12 11 - 11 -

Kostroma region 10 11 11 12 11 11

Krasnodar Region 10 10 - - - -

Nizhny Novgorod region 10 - - - - -

Novosibirsk region 10 15 - - - 10

Primorsky Krai - - - - - 10

Republic of Adygea 11 11 12 11 12

Republic of Bashkortostan 10 11 10 10 10 10

Republic of Buryatia - - - - - 10

Republic of Dagestan 12 13 11 - 13 13

Republic of Karelia 11 - - - - -

Republic of Mari El - - - - - 11

Republic of Mordovia - - - - - 13

Republic of Tatarstan 10 10 10 11 12 13

Rostov region - - 14 11 11 -

Samara region 10 13 11 13 10 14

Saratov region 12 14 14 13 - -

Sverdlovsk region - - - - - 12

Stavropol Territory - - 10 10 10 12

Tver region - - - - - 13

Ulyanovsk region 10 10 10 10 10 11

Khabarovsk region 10 - - - - 10

(continued)
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Table 1. (continued)

Region 2014 2015 2017 2018 2019 2020

Chelyabinsk region - - - - - 10

Yaroslavl region 13 12 16 11 12 12

Total 233 165 172 155 165 288

In the course of the study, conclusions were obtained on various thematic blocks of
questions.

4 Offline and Online Civic Activity: Development, Trends, Features

Civic activity,which is carried out in the real and virtual spaces, is formed in the context of
the general state and its institutions. At the same time, in the conditions of the information
society, institutions are immersed in the network space, which is characterized by certain
rules and behavioral patterns that affect the institutional functioning [14]. Being under
the influence of these, as well as many other factors, civic activity is formed, which is
expressed in various forms and manifestations.

Civic activity is rarely amorphous.As a rule, it is organized and structured, sometimes
these processes occur spontaneously. It has variousmanifestations and forms, determined
by its goals, objectives, orientation, as well as the nature of its “source”. Based on the
answers of experts, we can say that in Russia today, the most developed institutions of
civic activity are volunteerism (the degree of development is 6.57 points, where “1” is
the lack of development of the form of civic activity, and “10” is the maximum degree of
development of the form of civic activity), public organizations (6.04), discussions on
electronic platforms (6.11). It can be assumed that these manifestations of public activity
are currently a little more in demand among citizens. It is worth noting that among the
most developed forms of civic participation are traditional (offline) institutions and new
(online) ones, which are presented in the form of discussions on the Internet.

In addition to these institutions, experts rated charity, public letters (citizens’ appeals
to the authorities, including in electronic form), educational events, and participation in
elections/referendums above average. Civic protests are less developed areas of public
activity – the expert assessment was 3.67 points. This fact states that Russian citizens
are focused on constructive interaction and building a dialogue with various elements
of society, including the authorities.

Now, there is an uneven development of offline and online activity in the socio-
political sphere in Russia. Given the speed of development of Internet technologies, the
level of its penetration and the activity of accessing it (for reference: the volume of the
Internet audience in Russia at the end of August 2020 in Russia was 82%, of which
70% go online every day [15]), it is quite logical to see the assessments of experts who
clearly speak about the superiority of online activity over offline in terms of popularity
and demand (6.12 points against 4.50).

Citizens are more likely to use online activity on socially important issues due to
its accessibility and ease of use. In addition, for citizens, participation in online activity
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now is not fully connected with the need to be consciously responsible for actions and
statements. Aswith the idea that they are in the focus of the state and their actions (among
the crowd of the same Internet users) can be identified and recorded. The real space and
the conditions in which civil institutions operate gradually influence the virtual space,
creating similar relationships and repertoires of actions of the government and society.

Many factors contribute to the growing popularity of Internet technologies in civic
activity, but the main ones are “involving young people in civic activity"(65.6%) and
“involving the media in the coverage of civic activity” (47.9%). According to them,
the experts’ opinion was more consolidated. Of course, each subject of the Russian
Federation has its own specifics in this matter. Thus, the inclusion of young people in
public activities was not decisive in the activation of Internet technologies in Republic of
Dagestan, Kostroma Region, Samara Region, Ulyanovsk Region, Republic of Bashkor-
tostan and Novosibirsk Region. In the rest, this factor determines the role and popularity
of online resources of civic activity.

It is interesting that the majority of experts point out that the distinctive feature of
the manifestation of civic activity in general is the involvement of young people in civic
activity (44.9%). According to the survey, this statement is true for those regions of
Russia where young people have become the driving force behind the growing popu-
larity of Internet technologies in the manifestation of civic activity. Another common
feature of the manifestation of civic activity in 2020 was the emergence of new sub-
jects of civic activity (the emergence of new conflicts, public campaigns, movements,
etc.). Most often, this was said by experts from Yaroslavl Region (81.8%), Kostroma
Region (81.8%), Sverdlovsk Region (66.7%), Vologda Region (63.6%) and Khabarovsk
Territory (60.0%).

The majority of experts participating in the survey (57.5%) are confident that today
Internet technologies continue to gain importance in the issue of civic activity, and
sometimes they affect the form of its manifestation. This process is particularly relevant
today for Belgorod Region (91.7% of the total number of experts from this subject),
Vologda Region (81.8%), Republic of Buryatia (80.0%), Voronezh Region (75.0%),
Republic of Bashkortostan (70.0%), Novosibirsk Region (70.0%), Khabarovsk Territory
(70.0%) and Zabaikalsky Krai (70.0%). Only 1.0% of experts recorded a decrease in
the frequency of using Internet technologies as a way of displaying civic activity. These
are representatives of Kemerovo Region (14.3% of the total number of experts from this
subject) and Zabaikalsky Krai (10.0%).

5 Government Attitudes and Regulation of Online and Offline
Civic Activity

Civic activity and its various forms of expression on the Internet and in real life are aimed
at influencing and changing any aspects of the socio-political structure of society. The
actions of civil society activists cause a certain reaction in the state, which is associated
with the need to regulate these processes and their dosed presence in the public discourse
in order to maintain a balance. The growing importance of online space for civic activity
is changing the perception of online activity. From the rank of peripheral and insignificant
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sofa activity, it passes into the rank of already more noticed by other political actors,
Internet activity acquires subjectivity.

Two-thirds of experts agreed that online civic activity is an important component
of the development of society: 18.8% say that it has an unconditional impact on the
socio-political reality, 49.3% are sure that the authorities are interested in it. Among the
experts, representatives of Republic of Dagestan, Republic of Buryatia, and Kostroma
Region spoke more often about the absolute importance of social activity online. 27.1%
of the study participants said that the impact of Internet activity on the socio-political
sphere was insignificant, while 4.9% said that it was absent. There is not a single region
where there would be complete indifference to the manifestations of online activity. In
many regions there is no consensus and there are disputes about its impact on the socio-
political reality. For example, in Republic of Adygea, Sverdlovsk Region, Zabaikalsky
Krai,VologdaRegion, StavropolKrai, andChelyabinskRegion.The creation ofRegional
Management Centers (SDGs) in the constituent entities of the Russian Federation can
strengthen the role of civic activity online.

Offline civic activity in Russia, which is expressed through traditional forms of par-
ticipation, is still characterized by the activity of equally active registered associations
and formally unregistered organizations. Officially registered public associations and
formally unregistered associations of citizens (for example: local groups, social move-
ments, Internet communities, etc.) demonstrate the greatest activity in the subjects of
the Russian Federation. This fact has remained unchanged over the past six years (from
2014 to 2020).

Organizers of protest and non-protest actions on Internet agree with the general
results of the survey and agree that registered associations and non-registered move-
ments express their activity equally. The organizers of offline protest actions point to
the predominance of activity of informal groups, while the leaders of non-protest offline
events point to the greatest activity of registered organizations.

The perception of civic activity, which is realized in the real and virtual space,
depends on many factors. The attitude of the authorities to the manifestations of civic
activity depends largely on the goals and direction of the functioning of the entire of
authorities, as well as on the general state of crisis of social processes. In 2020, the
state began to slowly change its attitude to the manifestations of offline and online civic
activity. On the one hand, small steps have been taken towards establishing a dialogue
and interaction with activists, providing them with support, on the other hand, public
activists are increasingly faced with ignoring by the state. This is evidenced by the
answers of experts. The behavior of the state in relation to civic activists over the past
year is also interesting because it reacted almost equally to the manifestations of offline
and online civic activity. This fact essentially equates these two forms of manifestation
of social activity of citizens. Such a picture is observed for the first time in all the time
of observations (since 2017).

The reaction of state authorities to online and offline forms of civic activity "leveled
off" and began to manifest itself in approximately the same way in both spaces. This is
due to the following dynamics of a number of indicators that have acquired a close value
for online and offline activity (data compared to 2019):
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- the estimates of experts who say that the government supports online forms of
activity, seeing positive results of their work (from 4.9% to 11.9%);

- significantly increased the estimates of experts who say that the government does
not notice / does not know about the existence of forms of offline activity (from 4.3%
to 9.8%);

- slightly less increased the estimates that show that the government slightly supports
forms of online activity (from 21.5% to 25.5%).

The biggest dynamic in the experts’ assessments is revealed in the fact that the
authorities have become less afraid and avoid interactingwith online and offline activists.
At the same time, she is less likely to notice civic activity offline and online.

Throughout the entire period of research, there is an increase in the influence of
state actions in the sphere of regulating the Internet environment on civic online activity.
In 2020, this influence was controversial, as every online activist reacts to the actions
of the state based on their beliefs and the external environment. In 2020, according to
experts, the number of online activists who fear for their actions has increased, and they
have limited their “speeches” on the Internet. This trend is particularly pronounced in
Republic of Mordovia, Tver Region, Stavropol Territory and the Vologda Region. There
aremore andmore peoplewho react aggressively to the actions of the state on the Internet,
increasing their protest activity online. This reaction is now very common in Republic of
Adygea, Sverdlovsk Region and Belgorod Region. In Kaliningrad Region, Ulyanovsk
Region, Republic of Buryatia, and Novosibirsk Region, actions to regulate civic activity
on the Internet have had virtually no impact on its dynamics over the past year. It is
worth noting that the experts’ view on the relationship between the state’s actions to
regulate the Internet and the dynamics of online activity depends on its role and practice
in protest and non-protest actions. Thus, the organizers of protest actions (regardless
of their form of conduct) say that the state provokes an increase in their activity by its
actions. Organizers and participants of non-protest actions, on the contrary, more often
than others say that it does not affect the behavior of online activists (the dynamics of
Internet activity).

In the Russian segment of the Internet, there is a radicalization of online activists,
their posts have increasingly become protest-oriented. This is what the dynamics of
expert responses observed since 2017 shows. In the latest survey, 32.5% said that civic
activity online has become more protest-oriented and has begun to become radicalized
(in previous years, their share did not exceed 27%). 15.7% spoke about increasing the
loyalty of online activists, and this point of view is especially widespread among the
survey participants from the Khabarovsk Territory and the Stavropol Territory. 51.7%
of experts did not notice any changes in the content of the posts of online activists.
Based on the data obtained, the dynamics of content and the nature of posts are strongly
influenced by the actions of the state authorities of the subjects in the field of Network
regulation. At the same time, in different regions, the same management decision can
lead to opposite and often not calculated reactions of online activists. For example,
an increase in online protest activity is observed in Belgorod Region and Sverdlovsk
Region, while in Stavropol Territory, increased control over the Internet has led to an
increase in fears among Internet activists and, as a result, a decrease in protest activity
on the Internet.
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6 Online and Offline Coalitions of Civic Associations

Civic activity, which is carried out in the real and virtual world, is carried out based on
association of citizens to influence public processes. Civic partnerships play a special
role in this process, building the capacity to succeed in their common endeavor.

In 2014, in most cases, the minimum number of NGO joined the coalition: 2–3
partners. In the practice of 2020, it is popular to create larger coalitions – 4–6 partners. In
an online environment, it is much easier to find like-minded people and to communicate
between public organizations and civic activists geographically remote from each other,
for this reason, virtual coalitions are more numerous than those created offline.

In 2020, the activity of mixed coalitions of registered and unregistered associations
sharply and significantly decreased, and coalitions of officially registered public associa-
tions began to take their place. The opinions of the organizers and participants of public
mass protest and non-protest actions on this issue largely converged. Analyzing the
answers of experts, we can confidently say that there are specific features in each region.
In Kaliningrad Region and Primorsky Territory, there is an extremely high activity of
officially registered public associations; in Novosibirsk Region and Republic of Bashko-
rtostan - formally unregistered associations of citizens (for example: local groups, social
movements, Internet communities, etc.); in Ulyanovsk Region and Zabaikalsky Krai -
coalitions of various officially unregistered associations of citizens.

The regions that have their own specifics in forming coalitions aremarked. In Repub-
lic of Dagestan, Kemerovo Region, Stavropol Territory, Vologda and Sverdlovsk regions
offline coalitions of civic activists are created from numerous partnerships (more than 9),
which distinguishes them fromothers - the national average. There are also regionswhere
online coalitions tend to forma fewpartnerships,whichdiffers from the all-Russian trend.
These regions are: Yaroslavl Region, Republic of Buryatia, and Zabaikalsky Krai. Nev-
ertheless, civic activity in both real and virtual spaces in 2020 shows an overall increase
in more numerous partnerships. This may be due to the accumulation of experience of
activists in organizing collaborative events and their success in the long run.

The number of partners in a coalition is influenced by the goals and objectives of its
creation. Organizers of protest actions in the offline and online environment try to find
support and create an alliancewith the largest number of like-minded people, participants
of non-protest actions have enough 2–3 partners for the successful implementation of
their project. It can be assumed that the surge in protest activity recorded in 2020,
especially online, contributed to an increase in the number of involved partnerships
in order to achieve a common goal. However, it is also worth noting the progressive
development of this trend.

The peculiarity of online civic activity is its focus on the most extensive involvement
and awareness of citizens in the activities of the association and about the activities of
the association, with the help of which it is possible to achieve the goal. Offline activity
is characterized by setting and solving tasks that are not necessarily related to the broad
involvement of the population in the project.
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7 Offline and Online Protest Actions in Russian Regions

One of the forms of civic activity that is implemented both on the Internet and through
actions and events in the real world is protest. Over the past year, Russia as a whole has
seen an increase in the activity of protest actions, especially in the Internet environment.
The experts estimated the dynamics of the protest in offline mode by 0.30 points (on a
scale from –5 to 5, where “ –5 “ - a sharp decrease in protest actions, 0 – no dynamics;“
5 “ - a sharp increase in protest actions), in online mode-by 1.07 points. Despite the
demand for protest by citizens in 2020, it is at the same time the least developed area of
public participation.

The analysis of expert assessments of protest activity in Russia allowed us to identify
three main groups of regions, depending on the dynamics of its development. The first
group-characterized by a general decline in protest potential in 2020. It includes: Kalin-
ingrad Region, Ulyanovsk Region and Tver Region. The second group of regions – with
a moderate increase in protest activity. It includes: Samara Region, Stavropol Territory,
Yaroslavl Region, Republic of Adygea, Republic of Bashkortostan, Republic of Mari
El, Khabarovsk Territory, Chelyabinsk Region, Zabaikalsky Krai, Vologda Region, Pri-
morsky Territory, andKemerovo Region. The third group of regions –with a high growth
in the dynamics of protest activity. It includes: Voronezh Region, Republic of Dages-
tan, Republic of Tatarstan, Kostroma Region, Republic of Buryatia, Republic of Mor-
dovia, Novosibirsk Region, Belgorod Region, Sverdlovsk Region andKabardino-Balkar
Republic.

In all the studied Russian regions in 2020, there was a surge in online protest activity
(the exception is Ulyanovsk region). Some scientists and public figures explain this
trend by the spread of coronavirus infection. However, this factor should have led to a
weakening of the intensity of traditional protest actions, but this did not happen. Only
in the three regions studied during the period under review, there was a decrease in the
number of offline protests: Kaliningrad Region, Ulyanovsk Region, and Tver Region.

Representatives of different status and professional groups expressed different opin-
ions on the dynamics of protest actions in online and offline spaces. Representatives of
executive authorities, political parties and the media agreed with the overall results of
the survey – they were more likely to say that in 2020, there was a decrease in protest
activity in offline mode (their ratings are: –0.17, –0.19, –0.30), while online protest
actions grew and developed (0.73, 0.65, 0.88). The academic community points to an
increase in protest actions in both spaces and assesses the dynamics with the highest
scores among other groups of respondents –1.94 points online and 1.18 points offline.
Representatives of the legislature noticed protest activity in both spaces at about the
same level of growth – 1, 35 points online and 1.00 points offline.

The organizers and participants of the protest and non-protest actions of both sites
are unanimous in the opinion that the activists were more active in the network. It is
worth noting that the difference between the dynamics of protest activity on the Internet
and in reality, which is indicated by the groups – leaders and ordinary participants, was
about one point.

The expression of protest by citizens demonstrates the presence of differences in
the interests of social groups in society, which often arise between the government and
society. The organizers and leaders of the protest unite like-minded people, broadcasting
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a certain position and goals of the movement, for the opportunity to influence any aspect
of social and political life. In 2020, the organizers of online and offline protests were
less likely to take into account the interests of the population of the regions than in 2019.
This is especially true of traditional forms of protest. Online protests were perceived as
focused on public requests and expressing the interests of citizens to a greater extent.
However, in our opinion, in general, the difference between the degree of orientation
of online and offline protests to the interests of citizens is insignificant, since it is 0.32
points (on a scale from –5 to 5, where “ –5 “- are focused only on personal, self-serving
goals, 0-find a balance between personal goals and public interests; “5” - act on the basis
of public interests).

However, in general, protest activity in 2020 has its own specifics, and it is associated
with an increased level of imbalance between the interests of the government and society,
as well as an increased level of citizens’ distrust of the actions of the government. What
happens on the web is a more transparent process for observers, more convenient (fixed)
for checking the truthfulness, and moreover-accessible to ordinary citizens, accessible
to broad interest groups. In this regard, the online protest in 2020 reflected the interests
of civic activists, their dissatisfaction with the socio-political situation. This is also due
to mass digitalization and going online.

The dynamics of expert assessments allowed us to determine the presence of a
direct correlation between the indicators “orientation of protest organizers in the offline
environment to the interests of citizens” and “the degree of influence of protest activity
in the offline environment on the socio-political situation in the regions” – the less the
organizers of traditional forms of protests are oriented to the interests of citizens, the
lower their effectiveness and impact on the development of society. This correlation is
absent or extremely weak when it comes to online protests.

In general, in 2020, the degree of influence of protest activity (offline and online) on
the socio-political situation in Russia decreased. This was solely due to a decrease in
expert assessments of the “value” of offline protests (from 0.66 points in 2019 to 0.25
in 2020, on a scale from –5 to 5, where “–5” - a significant destabilizing influence, “0”
- no influence, “5” - a significant stabilizing influence). The impact of online protests
during this period, according to experts, on the contrary, increased (from 0.49 points in
2019 to 0.61 points in 2020).

Representatives of the authorities, especially the legislative bodies, note the nega-
tive destabilizing effect of offline protest on the socio-political situation and the more
positive, but still to a very small extent, calming effect on the society of online protest.
Representatives of NGOs do not consider protest activity on the Internet to be more
capable of stabilizing the situation than traditional forms of protest. Representatives of
the academic community point out the equal influence of protest activity on the Internet
and in reality on the stabilization of public relations. Perhaps only the media indicate
a more pronounced ability of online protest to influence the socio-political situation in
a stabilizing way (including in comparison with offline protest), where the impact of
online activity is estimated at 1.31 points against 0.12 points of offline activity.

Because the protest actions in Russia in 2020were accompanied by forceful methods
of demobilization of citizens, the presence of aggression, and as a result of their contin-
ued growth of discontent of citizens in connection with dissatisfaction, the offline protest
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demonstrated an increase in the confrontation of the conflict subjects. Forms of online
protest activity did not have such a strong effect of mass confrontation and destabiliza-
tion, but rather demonstrated civic cooperation and public discussion that contribute to
stabilization. Despite the fact that the results of the study indicate a decrease in the ability
of offline protests to influence the socio-political situation, in general, the difference in
the estimates of online and offline influence is small and amounts to 0.36 points.

Social network sites and Internet technologies in Russia play an important role in
the success of protest organizers. The degree of their influence is estimated by experts
at 6.40 points (on a scale from 1 to 10, where “1” - no influence, “10” - a very signif-
icant influence). Their influence is particularly high in Sverdlovsk Region, Ulyanovsk
Region, Khabarovsk Territory, Republic of Mordovia, Republic of Buryatia, Novosi-
birsk Region, Yaroslavl Region, Samara Region, Republic of Tatarstan, and Kemerovo
Region. In many of these subjects, there is an increase in online protest, and relatively
high activity of formally unregistered associations of citizens. It can be said that offline
civic activity, which is currently carried out unaccompanied in an online environment,
causes skepticism.

The perception of real and virtual civic activity tends more and more every year to
recognize that together they are one embodiment of collective action. Protest actions on
the Internet in 2020 are perceived by the authorities as partially actual protest actions
(66.6%), to a lesser extent – as full-fledged protest actions (20.9%). Compared to the
previous year in 2019, these indicators have increased. At the same time, there was a
9.4%drop in estimates that the protest in the network is not perceived as an actual protest.

Over the past year, the Russian state has taken small steps towards building dialogue
and interaction with civil society activists, but they do not affect the organizers and
participants of the protests. Here, quite opposite trends are observed – the transition
from a “fragile” peace and “strained” cooperation to countering the public expression
of citizens’ dissatisfaction both offline and online. In 2019, experts estimated the degree
of opposition of authorities to offline and online protests by 0.34 points and 0.28 points,
respectively (where “ –5 “ - opposition to protest activity,” 0 “ - lack of any impact,” 5 “
-orientation to cooperation), and in 2020 - by –0.26 points and –0.19 points. Among the
subjects presented in the study, the authorities of Zabaikalsky Krai, Belgorod Region,
Kemerovo Region, Tver Region, Republic of Mordovia, Voronezh Region and Republic
of Tatarstan are particularly active in preventing traditional protest actions. Actively
prevents online protests in Republic of Bashkortostan, Belgorod Region, Zabaikalsky
Krai andSverdlovskRegion. In practice, inmost cases, excessive enthusiasm in opposing
protests leads to their strengthening.

8 Discussion

The potential possibilities of the study allow us to understand the qualitative differences
in the functioning and interaction of virtual and real spaces in Russia. The data obtained
in the course of similar studies provided an opportunity for comparison, which can be
interpreted by analyzing the dynamics of the manifestation of different forms of civic
activity. The results obtained in this study can be tested in the future in the form of
practical recommendations on the use of online and offline forms of civic activity, for
actors who initiate a variety of civic campaigns.
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The main limitation of such studies is the selection of criteria by which experts give
their assessments. On the one hand, reducing the number of criteria allows to focus
on specific research tasks, but on the other hand, it sets a framework for which some
aspects of the issue under considerationmay not be affected at all ormay not be taken into
account at all. Such a disadvantage can be neutralized by expanding and systematizing
the problem field of the given research.

The study of the differences between offline and online civic activity is an important
aspect in understanding the algorithm of both group and individual actions in the context
of a dialogue between society and the state. Also, we can note the wide coverage of
the country’s regions, which makes the study reliable for understanding the level of
development of civic activity in the country as a whole. However, an increase in the
number of regions in the study would allow us to better understand the specifics of the
development of the affected problems in the federal districts.

The study provides an ambiguous assessment of the options for the development
of civic activity in modern Russia: by increasing the possibilities of “cyber optimism”
or increasing the limitations of “cyber pessimism”. Taking into account the answers of
experts, we can say that both phenomena, according to the current agenda in the country,
exist and proceed from the activity of participants in the online discussion and reverse
actions on the part of the authorities. It is worth noting that according to the results of the
study, it is impossible to say unequivocally about the prevalence of “cyber optimism” or
“cyber pessimism” in Russia and vice versa. The study of these aspects is a good basis
for conducting new research focused on this problem.

9 Conclusions

Summing up, it should be noted that civic activity is usually organized and rarely has a
spontaneous nature of appearance and further development. Based on the responses of
experts, the following conclusions can be distinguished:

– The most developed forms of civic activity in the online space are discussions on
electronic platforms; offline: volunteering and the work of NGOs.

– In the question of the popularity and demand for civic activity, experts highlight
the superiority of online activity over offline. The key factors are the simplicity and
accessibility of using different Internet technologies. Citizens’ lack of awareness of
responsibility in expressing their actions online also plays a role.

– One of the determining factors of the growing popularity of Internet technologies is
the involvement of young people in civic activity and the involvement of the media in
the coverage of civic activity (in particular, the media that represent new media). The
participation of young people in various civic actions in general is becoming a trend
in 2020.

– In 2020, the state’s attitude to the manifestation of civic activity is at the same level
in relation to online and offline forms of its manifestation.

– experts note the factors of greater regulation of online activity, which are expressed
in two main aspects: the emergence of special structures for monitoring acute social
problems (the use of the “Incident Management” system, the formation of separate
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structures in the regions “Regional Management Centers” that collect messages and
complaints in social network sites andmessengers) and the tightening of the legislative
framework (the law on “fake news”, on “disrespect for the authorities”, etc.). One of
the reactions to the bans is the radicalization of online activists.

– when it comes to coalitions of online and offline civil associations, we can say that in
2020 the role of the coalition component is increasing. This is primarily reflected in
the strengthening of online communications, where it is easier and more accessible
to find like-minded people, as well as in increasing the reach of the audience, through
the broadcast of successful civil campaigns. At the same time, online activity is more
focused on the broad awareness of the population about their activities. Often it is
aimed at “calls to action”. Offline activity is more focused on solving more specific
tasks and is not always aimed at the inclusion of the general public.

– the development of civic activity in the online space along the path of “cyber optimism”
(increasing opportunities) or “cyber pessimism” (increasing restrictions) in Russia,
based on the answers of experts, is ambiguous. Both trends, according to the current
agenda in the country, manifest themselves. At the same time, we can talk about the
increasing use of Internet tools in the practices of both civic activists and authorities.

– the year 2020 ismarked by an increase in protest activity, especially in the online form.
It is possible to emphasize several factors of growth of protest online activity. First,
these are the restrictive measures imposed related to the spread of coronavirus infec-
tion. Secondly, it is the popularization of social network sites, messengers and video
hosting sites, through which socially significant events are increasingly promoted,
and discussions of pressing issues are held. This is also the emergence of new and the
spread of existing forms of online protest (digital actions on online map platforms,
protests in online video games, flash mobs in social network sites, the creation of
thematic protest groups, etc.). Another component that experts have identified is the
increasing level of imbalance between the interests of the government and society, as
well as the increased level of citizens’ distrust of the actions of the authorities, which
they are trying to express in the online space.

To sum up, we can say that civic activity online and offline does not have clear and
serious differences in its manifestations. The types of activity themselves have their own
specific features of functioning. However, the mechanisms used by the organizers of
these actions are often the same and are increasingly moving to the online format.
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Abstract. Automated translation from sign languages used by the hearing-
impaired people worldwide is an important but so far unresolved task ensuring
universal communication in the society. In our paper we propose an original app-
roach towards recognition of Russian Sign Language (RSL) based on extraction
of components: handshape and palm orientation, location, path and local move-
ment, as well as non-manual component. We detail the development of the dataset
for subsequent training of the artificial neural network (ANN) that we construct
for the recognition. We further consider two approaches towards continuous sign
language recognition, which are based on sequential search of candidate events
for the next sign start and the complete identification of the speech elements – the
actual signs, resting state of the signer, combinatorial changes in the parameters
of the signs and the epentheses.

Keywords: Sign recognition · Neural network · Sign language components ·
Epenthesis

1 Introduction

The development of methods for two-waymachine translation of (Russian) text (speech)
into sign languages used by the deaf (such as Russian sign language, RSL) in any country
of the world is an important social task that contributes to the support of communication
between the deaf and the hearing. The urgency of the development of computer sign
language interpretation systems for sign languages (from hearer to deaf and vice versa)
is due both to the insufficient number of sign language interpreters and in not always
desirable mediation (medicine, personal relationships, etc.) in the communication of
deaf and hearing citizens [1].

Currently, this task cannot be considered resolved, since there are no known solutions
for machine translation of Russian text into RSL and vice versa, which meet the require-
ments of deaf citizens of Russia. The main requirements of the deaf are the accuracy
and quality of the translation (computer character) visualization. The studies carried out
among the deaf allow us to establish the requirement towards the accuracy of translation
of at least 90% [2] and the quality of visualization must match the level of translation by
a human sign language interpreter. These circumstances complicate the communication
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D. A. Alexandrov et al. (Eds.): DTGS 2021, CCIS 1503, pp. 67–82, 2022.
https://doi.org/10.1007/978-3-030-93715-7_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93715-7_5&domain=pdf
http://orcid.org/0000-0002-1889-0692
https://doi.org/10.1007/978-3-030-93715-7_5


68 M. Grif et al.

between the hearing and the deaf citizens, which is a serious socio-economic prob-
lem. Currently, when translating a Russian text into RSL and vice versa, both machine
learning methods and the connection between the grammatical systems of the Russian
sounding language and RSL are used. However, the following circumstances hinder the
achievement of the required level of translation:

• incomplete description of the RSL grammatical system;
• the lack of “smoothness” in the display of gestures by the RSL avatar-sign language
translator, whose control system uses the notation system of the sign languages;

• translation is carried out mainly into tracing sign speech, and not into RSL, which has
its own expressive capabilities;

• a high percentage of errors in translating ambiguous words and homonyms into RSL
gestures (over 20%);

• the absence of labeled RSL corpuses (datasets) of a significant volume at all levels of
analysis (phonological, morphological, lexical, syntactic and discourse) [9] necessary
for the implementation of machine translation and natural language processing (NLP)
methods based on machine learning;

• lack of reliable methods of recognition, both for individual signs and the whole RSL.

Of particular difficulty is the problem of recognition of continuous sign speech
(RSL). For successful recognition, it is not enough just to highlight the individual signs.
Their confident selection is necessary, taking into account the combinatorial changes in
the parameters of signs, as well as epenthesis. We will dwell on this problem in more
detail.

A detailed analysis of the main results for world sign languages can be found in
[3]. For recognition, 2D video cameras, digital gloves, bracelets and 3D devices (Kinect
sensor) were used. The main applied models are neural networks. Despite the fact that in
some cases it was possible to achieve recognition accuracy of 90%, this happened either
on a limited set of signs (50–200), or for obviously simple (static) ones. As for solving
the problem of epenthesis, methods were used to identify features of the beginning and
end of signs, including tracking the speaker’s face. However, currently they cannot be
recognized as universal and reliable either. It is noted [3] that at present there are no
full-fledged systems for recognizing national sign languages.

As for the recognition of RSL itself, the success level is not very high. We can
note the works [4, 5], where convolutional neural networks were used to recognize RSL
using Kinect sensor. They also developed a dataset for 3D humanmodels [6], which is of
interest. However, it should be noted that the dataset was developed for a fairly narrow
dialect of RSL (St. Petersburg) and included a small set of signs (about 300).

To recognize individual components of gestures (handshape and palm orientation,
as well as non-manual components), a neural network approach was applied in [7, 8].
However, it was more for the study of RSL, and not for its recognition. It should also be
noted that the RSL corpus developed by S.I. Burkova [9], however, cannot be applied
directly in machine learning to solve the RSL recognition problem.

Thus, we need to admit that at the moment there are no sufficient RSL datasets,
recognition methods do not use a full set of sign components, and approaches to the
isolation of epenthesis are not universal and reliable. So, the goal of our work is to
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develop a fairly universal approach to RSL recognition based on machine learning,
taking into account all the components of signs and the phenomenon of epenthesis.
Although this is a work in progress, we see the main contributions of the current paper
as follows:

1. We proposed original approach towards RSL recognition based on identification of
the five components.

2. We devised and populated the unprecedented RSL dataset containing over 35,000
images and videos (the number of videos is over 10,000).

3. We proposed the algorithm for recognizing hand gestures based onmediapile holistic
library and achieved the accuracy of 85%. The algorithm for the identification of the
hand gesture type has achieved the accuracy of 95%.

4. We developed the algorithm for recognition of non-manual components, based on
mediapipe module that identifies the conditions of eyes, eyelids, mouth, tongue, and
head tilt. There are 16 rules in total.

5. We developed the algorithm for identification of the signs’ beginnings and endings in
a video stream, with the accuracy of 97%. The work on the dataset for the movement
epenthesis continues – currently there are videos for about 100 sentences in RSL in
which we label individual signs and epentheses.

2 The Development of the Training Dataset

A dataset of Russian sign language is the data that is needed to train neural networks. For
the analysis of gestures and RSL recognition, a lot of language-specific data are required,
since using a dataset created for another language (e.g., American Sign Language) is
largely impossible, due to different grammar. As currently there is no ready-made, uni-
versal dataset for RSL recognition, we have created and labeled our own RSL dataset
for machine learning. If an unfinished, incomplete dataset is used to develop a recog-
nition system for any sign language, the result will be substandard. In other words, the
Dataset, which is the “fuel” for artificial intelligence, created for the purpose of develop-
ing machine learning models, needs priority attention. An example from the director of
Tesla for artificial intelligence states that it takes a lot of time to develop datasets (75%),
and three times less to develop algorithms andmachine learningmodels (25%)1. Another
quote is from the renowned Andrew Ng2: It’s not who has the best algorithm that wins.
It’s who has the most data. When developing a dataset, three stages are distinguished:
collecting the signs, labeling the signs, cleaning up the dataset.

2.1 Sign Language Phonological Description

In linguistics [9] of Russian sign language, five levels of analysis are used: phonological,
morphological, lexical, syntactic, and discourse.We focus only on phonological analysis,
which deals with the level of elementary units of sign language. As a rule, “Phoneme” is

1 https://cs.stanford.edu/people/karpathy/.
2 https://www.coursera.org/instructor/andrewng.

https://cs.stanford.edu/people/karpathy/
https://www.coursera.org/instructor/andrewng
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defined in sound languages in connection with the acoustic model, and in sign languages
– “Five components of Sign Language” in connection with the kinematic model of the
hand and body, also with the visual model of facial expressions. This model resides in
signing space, the area used by the speaker for articulation. Its vertical border starts just
above the head and ends at the waist, and the horizontal border runs from one elbow to
the other with the arms free. The five components of Sign Language include: handshape,
palm orientation, location, movement, and a non-manual component (Fig. 1).

Fig. 1. The five components of Sign Language3.

Handshape and Palm Orientation. In Fig. 1, the different “handshapes” are different
forms of the hand when performing a sign is demonstrated. Figure 2 shows examples
of one word “scissors”, where the palm in a gesture is in different handshapes “P” and
“L” - letters of the fingerspelling, but in the same palm orientation. In Fig. 1 different
orientations represent the position of the palm in space. The palm of the right or left
hand can be turned up, down, right, left, up-right, up-left and in other directions (see
symbols in Fig. 3) (see footnote 3). Figure 4 shows different handshapes4.

Location. In Fig. 1, location of a sign includes two main features – place of articulation
and setting. The place of the articulation performance is several large areas within the
sign space: the head, face, neck, chest, waist, neutral sign space (the sign is performed
without contact of the hand with the body) and the passive hand. The setting is within
this large area. For example, place is face, setting is right eye.

Movement. In Fig. 1, the “Bicycle” sign is indicated by the arrows as a circle, which
denotes the “character” feature of path movement, for example, in a straight line, in a

3 https://aslfont.github.io/Symbol-Font-For-ASL/elements-of-asl.html.
4 https://slevinski.github.io/SuttonSignWriting/characters/symbols.html#?ui=en&set=fsw.

https://aslfont.github.io/Symbol-Font-For-ASL/elements-of-asl.html
https://slevinski.github.io/SuttonSignWriting/characters/symbols.html%23%3Fui%3Den%26set%3Dfsw
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zigzag, along an arc, etc. And the second feature is “direction” - vertical, horizontal and
sagittal. In the second type, “Local movement”, the handshape or palm orientation is
changed. For example, in the “scissors” gesture (Fig. 2) there is a change in the handshape
“L” and “P”.

Fig. 2. Seven different signers who shown the sign “scissors” in RSL.

Non-manual Component. The non-manual components include four articulators:
body core, head, shoulders, and facial expressions. In RSL, for many signs, the head,
body, facial expressions, mouthing and mouth movements often performed simulta-
neously, called multi-channel signs. Mouthing is the movement of the lips saying the
corresponding word in the speaking language. Mouth gestures are distinct from the
mouthing and are not associated with spoken language.

Types of Signs. The following classification of signs can be proposed (Fig. 5). There are
one-handed and two-handed gestures, static and dynamic, symmetrical and asymmetric,
synchronous and alternating.

2.2 The Developed RSL Dataset

We have developed the RSL dataset, which includes more than thirty-five thousand
elements of common words (images and video files, of which more than ten thousand
video files). More than a thousand RSL signs were selected from an online dictionary5

5 www.spreadthesign.ru.

http://www.spreadthesign.ru
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Fig. 3. Symbols of SL writing notation for different palm orientations in one handshape “L”.

Fig. 4. Symbols of SL writing notation in different handshapes.
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and a dictionary book [10]. Each sign was performed with 5 repetitions and at least 5
deaf signer of Russian Sign Language from Siberia.

The collection and recording of the Dataset was carried out under the following
conditions (requirements):

• against a clear background, the signer in the signing spacewaswearing ablack sweater;
• signs are shown only by native signers of Russian sign language;
• at least 5 repetitions of each sign by each RSL signer;
• at least 20 repetitions of each signs by different signer of RSL;
• before turning on the video recording, the signer is ready to stand and is silent in the
signing space, after turning on the video recording, the signer is silent for 2–3 s, then
speaks, then is silent for 2–3 s before turning off;

• not less than 1000 reproduced video words;
• the image resolution is not less than 1920x1080 and the frequency is not less than 30
frames per second.

Such actions should provide clean full informative sign examples in the dataset.
However, in practice, we were faced with the presence of small phonological habits of
signs in signers, which led to inconsistencies with the RSL vocabulary, for example,
different handshapes and palm orientations, as well as the setting in the field of sign
localization.

Fig. 5. Types of the signs.
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The quality of the data labeling depends on the quality of the machine learning
markupoperator. The sign labelingwas carried out in theSupervisely.ly6 andplatform.ai7

software systems. The area of the palms and facial elements was highlighted. After
collecting the signs, for the convenience of storage, the video file naming system was
used, including the numbers of the signs, signer, and repetition, for example, file name
43_3_3.mp4 – gesture number 43, 3rd signer number in the list of informants, and 3rd
repetition.

3 Methods for Recognizing Individual Signs in RSL

The algorithms are based on an approach to recognizing individual signs by the pres-
ence of a certain set of components – handshape-orientations, location, path and local
movement, as well as non-manual components.

3.1 Recognizing Hand Signs

One of the blocks for creating the sign recognition model is the mediapipe holistic8

library module. This module contains a group of pre-trained neural network algorithms
that allow obtaining the coordinates of key points of the body, palms and face of a person
in the image.

Using the mediapipe holistic module allows solving problems with obtaining the
coordinates of the points of the palms in various conditions of video recording (different
illumination, resolution and quality of video recording, etc.). For further work with the
classification of the signs, a part of the result of the mediapipe module is used – the
coordinates of the left and right palms (21 points for each hand, the coordinate of each
point has the form {xn, yn, zn}) of the person in the frame. The coordinates of the face
and body are further used to take into account the non-mule component of RSL in the
model. For classification, the coordinates of the points of each of the palms are used.

At the moment, there is a certain number of labeled data in the dataset, with a large
number of digital images and video recordings depicting people showing certain gestures
of the Russian sign language. It was decided to use this unlabeled data to improve the
performance of the sign classification model.

6 https://supervise.ly/.
7 https://www.platform.ai/.
8 https://google.github.io/mediapipe/solutions/holistic.htm.

https://supervise.ly/
https://www.platform.ai/
https://google.github.io/mediapipe/solutions/holistic.htm
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The first stage of training a classifier model is training a sparse autoencoder, the
purpose of which, based on unlabeled data, is to learn to transform the representation
of palms in the form of coordinates into a more complex representation for classifying
semantically complex feature spaces for palms.

The coordinates of the palms are 21 three-dimensional vectors [{x1, y1, z1}… {xn,
yn, zn}], which can be converted into 63 features for input into the neural network. It
is worth noting that in addition to the coordinates of the points of the palms, a greater
number of features can be distinguished, for example: the connection of the points of
the palm, where the point of the fingertip is connected to the end point of the middle
phalanx, and that, in turn, to the point of the end of the proximal phalanx of the finger.
Another such example is the fact that the point of the base of the finger will always be
at a relatively large (relative to the entire palm) distance in three-dimensional space. An
even greater number of such examples can be derived from empirical observations of
the palms of people, and in particular the positions of the palms in RSL (Fig. 6).

Hypothetically, such additional features can be generated on the basis of a large
number of examples of palms, the number of which is about 1 million among the data
at our disposal. Due to the regularization of the latent space in the sparse autoencoder,
it becomes possible to generate the necessary additional features.

Fig. 6. An example of the palms points

Thus, the first stage of training the model is training the autoencoder on the corpus of
unlabeled data. Autoencoder training made it possible to achieve 97.5% accuracy. The
encoder model has the following structure.
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As a result of training such an encoder, the number of features was increased to 1024
in the latent representation. For further training of the classifier, only the first part of the
autoencoder is used – the encoder. With further training, this part of the neural network
remains unchanged with the values of the weights.

The next step in training the classification model is training on labeled data. The
training was performed on three datasets. The parameter of the minimum number of
examples for training has been introduced, taken equal to 40. If the minimum number of
class examples is not reached, the class label becomes “0” (does not apply to recognizable
gestures). The basic model of the classifier we used is as follows.
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The accuracy of 85% was achieved on the verification data. In the future, it is
necessary to significantly increase the volume of the labeled data.

3.2 Recognition of Non-manual Components

Using themediapipe holisticmodule allows solving problems with obtaining the coordi-
nates of points of a face in various conditions of video recording (different illumination,
resolution and quality of video recording, etc.).

To work with the classification of a non-manual component, a part of the result of
the mediapipe module is used – the coordinates of the points of the face (468 points of
the face, the coordinates of each of the points look like {xn, yn, zn}) of the person in
the frame. The points indicated in red on the image were selected as points of interest
to control the movements of the lips and eyes (Fig. 7).

On each frame, the Euclidean distance between the points of the face is calculated.
And the fact of movement is revealed empirically. For example, an eyebrow lift is an
increase in the distance between the bottom of the eyebrow and the upper eyelid. Thus, a
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Fig. 7. Recognition of the non-manual components

number of rules have been drawn up that correspond to one or another movement of parts
of the face. These rules include the conditions of the eyes, eyelids, mouth, tongue, and
head tilt. We should note that mediapipe holistic does not have built-in identification of
tongue points, so we worked with them in an indirect way, via overlap of the lips points.
Our further plans involve precise recognition of the tongue with lips as the background.

4 Approaches to Isolating Epenthesis and Combinatorial Changes
in the Sign Parameters

When recognizing continuous sign speech [11–13], it is necessary to highlight not only
epenthesis, but also combinatorial changes in gesture parameters [9].

4.1 The Types of Combinatorial Changes in the Sign Parameters

The analysis of continuous speech in Russian sign language made it possible to reveal
that in the speech flow in non-verbal languages there are processes of combinatorial
changes in sign parameters comparable to combinatorial changes in sounds in the speech
flow in the verbal language. So, under the influence of sounds on each other in sound
languages, the processes of accommodation (partial adaptation of the articulations of
adjacent sounds), assimilation (assimilation of the articulation of sounds), haplology
(loss of sounds due to their dissimilation), dissimilation (distribution of the articulation
of sounds, loss of commonphonetic signs), dieresis (dieresis) (loss of sounds),metathesis
(mutual rearrangement of sounds or syllables) and epenthesis (insertion of sounds) [14].

According to studies of RSL [9], continuous Russian sign language is characterized
by the following combinatorial changes in gesture parameters.
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Loss of movement occurs when a combination of signs or repetitive movement is
used.

For statements in RSL, handshape assimilation and location assimilation are char-
acteristic, in which the handshape and location become similar to the corresponding
parameters of one of the neighboring gestures.

Statemin RSL are characterized by perseveration, i.e. holding by inertia in place of
the passive hand instead of returning it to the resting position, which is observed when
performing a one-handed sign after showing a two-handed sign.

Anticipation, i.e. preparing the passive hand in advance to perform a two-handed
sign following a one-handed sign.

RSL is characterized by metathesis, i.e. permutation of the initial and final
localizations when performing gestures with double localization.

In addition, RSL researchers refer to combinatorial changes in sign parameters as
reduction of movement, which is execution of a movement with a smaller trajectory.

Taking into account the listed combinatorial changes in gestures is important in
order not to mistake the signs with changes for new language units in the process of
translating continuous Russian sign speech into Russian verbal language, in order to
make the translation more accurate and adequate, to develop a model for teaching neural
systems to translate from RSL into Russian sounding language.

4.2 Approaches to Continuous Sign Speech Recognition

In [3], an overview of works related to the isolation of epenthesis in world sign languages
is given. Themain idea is to highlight the signs of the beginning of the next sign or a pause
in speech. This can be the state of rest of the signer, the position of the hands, gaze, etc.
[15]. Techniques for isolating “fast” and “slow” movements in the video stream are also
used. If the process of sign speech is reduced to the analysis of the sequence of identified
components, then each such event is a “candidate” for the beginning of recognition of the
next sign. In this case, it may turn out that the process of a new search will be launched
until the previous one is completed. This approach to sign speech recognition is quite
laborious. It seems that it can be modernized with the introduction of a membership
function (or some probability) of each event to the beginning of a new sign. In this case,
the algorithm for recognizing a new sign can be launched only after some of the most
likely events. Another approach is to isolate all the elements of sign speech – the actual
signs, the signer’s resting state, combinatorial changes in signs and epenthesis. In this
case, it is necessary to extend the dataset to recognize signs and other elements associated
with combinatorial changes in signs. At themoment it is difficult to estimate the required
amount of additions. Given the large number of types of combinatorial gesture changes,
it can be significant.

Currently, we have implemented a variant of highlighting the beginning and end of a
sign in a video stream based on the mediapipe tool. The trajectories of hand movements
are analyzed, the leading and passive hands are highlighted, changes in the intensity of
movements are noted. The recognition accuracy of the beginning and end of various
types of signs averaged at 91%. An algorithm for recognizing the beginning and end of
the display of a non-manual component was also implemented. In this case, mediapipe
was also used. The main algorithm was based on the observation that during the display
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of the non-manual component, the coordinates of the key points of the lower and upper
half of the face move away from their average values. The recognition accuracy for a
sample of 100 video gests was 97%. To improve the accuracy of sign recognition, an
algorithm was developed for highlighting their main types:

• Dynamic one-handed sign;
• Static one-handed sign;
• Dynamic two-handed sign of asymmetric movement;
• Static two-handed sign with asymmetric movement;
• Dynamic two-handed sign of symmetric identical movement;
• Dynamic two-handed sign of symmetric alternate movement;
• Static two-handed symmetric sign.

To solve this problem, the LSTM architecture was chosen [16], which allows
processing sequences (Fig. 8).

Fig. 8. Recognition of the sign types

The trained model for direct recognition of classes showed the probability of correct
recognition of 80.3%. To improve the accuracy of determining the types of signs, it was
decided to break the solution of the problem into several stages:

• Determine the type between two-handed and one-handed signs;
• Define static or dynamic sign;
• Determine symmetry or asymmetry;
• Determine the synchronicity or identical of movement.

As a result, the accuracy of determining one of the types (of the two) increased to
95%.

Work has begun on the construction of a dataset of movements-epentheses. A video
of about 100 sentences for RSL has been formed, and the labeling of individual gestures
and epentheses is underway. Upon completion of this work, we will be able to compare
the above two approaches. The first relies on the highlighting of features of the beginning
and end of signs. And the second is based on the formation of the epenthesis dataset
and their isolation in continuous RSL. It should be also possible to combine these two
approaches.

5 Discussion and Conclusions

The paper proposes an original approach to the recognition of RSL signs on the basis of
identifying their components – the handshape and palm orientation, location of gesture
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display, path and local movement, as well as non-manual component. For the first time
in Russia and in the world, the RSL dataset was developed, which includes more than
thirty-five thousand elements of general video words (images and video files, of which
more than ten thousand video files). More than a thousand RSL signs were selected.
Each sign was performed with 5 repetitions and at least 5 deaf users of Russian Sign
Language from Siberia.

To recognize hand gestures, the mediapipe holistic library module was employed.
Thismodule contains a group of pre-trained neural network algorithms that allow obtain-
ing the coordinates of key points of the body, palms and face of a person in the image.
An accuracy of 85%was achieved on the verification data. In the future, it is necessary to
significantly increase the number of tagged data. To recognize non-manual components,
a number of rules were drawn up that correspond to one or another movement of parts
of the face. These rules include the conditions of the eyes, eyelids, mouth, tongue, and
head tilt.

Two approaches to the recognition of continuous sign speech are considered, associ-
ated with a sequential enumeration of candidate events for the beginning of the execution
of a subsequent sign and with a complete identification of speech elements – the signs
themselves, the signer’s resting state, combinatorial changes in sign parameters and
epenthesis. A variant of highlighting the beginning and end of a sign in a video stream
was implemented based on the mediapipe tool. The trajectories of hand movements
are analyzed, the leading and passive hands are highlighted, changes in the intensity of
movements are noted. The recognition accuracy of the beginning and end of various
types of signs averaged as 91%. An algorithm for recognizing the beginning and end of
the display of a non-manual component was also implemented. In this case, mediapipe
was also used. The recognition accuracy for a sample of 100 video signs was 97%.

We also began working on the construction of a dataset of movements-epentheses.
A video of about 100 sentences for RSL has been formed, marking of individual signs
and epentheses is underway.
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Abstract. In the age of digitalization, the business environment is changing
dynamically due to the growing consumers’ demands of the products and ser-
vices provided. In an effort to respond to rapidly changing market requirements,
companies restrict access to their products of certain user groups with special
needs due to neglecting of imposed international accessibility standards. This can
even lead to disruption of the communication equipment of people with disabil-
ities in the digital environment, which is often the only possible one. The Web
remains the largest source of information used by people around the world today.
Communication on the Internet is the most common. That is why achieving web
accessibility is not an end in itself, but a necessity for digital inclusion of people
with special needs. In this regard, the aim of the article is to propose a web acces-
sibility audit approach that follows a well-defined sequence of stages and applies
automated tools to study the accessibility issues. The approach has been tested
by auditing the accessibility of educational institutions’ websites in Russia and
Bulgaria.

Keywords: Sustainable web accessibility · Web accessibility audit · Web
accessibility standards · Digital inclusion · Digitalization

1 Introduction

The digital transformation in all business spheres has imposed almost imperative changes
in terms of fundamental internal and external organizational processes. The communi-
cation channels with customers are changing rapidly. The companies are in constant
competition with each other in order to provide competitive digital services, to attract
and retain their audience. But in their quest to meet the dynamically changing market
demand, they limit the access to their products (both software and hardware) of vulner-
able groups in society who have special needs in terms of working with information and
communication technologies (ICT). Digital division is observed by violating the fun-
damental user right to access public services [38] and not reducing inequality between
people around the world through their social inclusion [39]. As some authors point out,
the term refers to the unequal access of some members of society to information and
communication technologies and the uneven acquisition of knowledge and skills related
to them [21]. This increases inequality between consumer groups, especially in poor
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and rural areas, among the elderly and people with disabilities who do not have access
to computers or the Internet. On the other hand, people with special needs who have an
Internet connection and appropriate software and hardware equipment, also experience
difficulties in accessing digital products and services due to non-compliance with basic
standards and recommendations.

It is a matter of legal discussion whether ICT should also comply with the legislation
specifying the rights of people with disabilities when integrating them into the social
environment. For example, the European Commission is defining a European Pillar of
Social Rights to build a more inclusive and fairer European Union, set out in twenty
key principles [11]. It has 3 main categories: “Equal opportunities and access to the
labour market”; “Fair working conditions” and “Social protection and inclusion”. Two
of the key principles are “Inclusion of people with disabilities” and “Access to essential
services”, which include digital communications [12].

The cited documents are far from the only ones that direct the attention of business
to the construction of “digital bridges” through which to overcome the digital divide
with the vulnerable groups of society. They are a starting point that companies can use
to implement so-called “digital inclusion”. In order for applying it in practice to people
with special needs, the accessibility standards and recommendations must be strictly
followed. Also, the digital products and services must be developed in accordance with
the peculiarities of the computer or mobile assistive technologies.

Referring to the current situation of ICT market share, it can be said that the Web
has become a major source of information for people around the world. In 2020, it
was estimated that 4.66 billion people or approximately 59% of the world’s population
had an active connection to the Internet, with 4.28 billion unique mobile Internet users
[34]. For the previous 2019, they were 4.48 Internet and 4.07 billion mobile Internet
users [33]. In 2019, International Telecommunication Union (ITU) statistics show that
Internet users were 51% or approximately 4 billion people worldwide [19]. According
to both sources, there is an increase in Internet consumption, which is a prerequisite
for increasing competition between companies providing digital products and services.
In parallel with these data, the proportional growth of the web presence must be taken
into account. As of January 2021, Internet Live Stats states that there are 1.83 billion
worldwide websites and that they are constantly growing [41].

On the other hand, it should be borne in mind that for certain groups of people, com-
munication in a digital environment is the only one possible in context of the disabilities
they have. The type of disability (e.g., mental, sensory, voice and speech, neuromuscu-
loskeletal and movement-related [44], etc.) implies not only compliance with various
formal guidelines through which web accessibility is achieved. The use of various com-
puter or mobile assistive technologies should be also taken into account. These are an
additional constraint in the development of accessible ICT. In addition, with age, people
face many challenges in perceiving information from the environment, controlling their
own movements, rejecting methods and techniques that have been applicable in the past
[2, 3].

In this regard, the aim of the article is to propose a web accessibility audit approach
that follows a well-defined sequence of stages and applies automated tools to study the
accessibility issues. The following objectives should be achieved:
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• examination of international web accessibility frameworks;
• exploration of the theoretical frameworks for web accessibility audit, including
evaluation and testing processes.

The approach has been tested by auditing the accessibility of educational institu-
tions’ websites in Russia and Bulgaria. The study has potential limitations of the chosen
design and collected data. In the first place, they are related to insufficient sample size
for statistical measurement and in particular, this is the number of examined websites.
They have been used to demonstrate the practical applicability of the accessibility audit
approach proposed in this paper. Another limitation of the study is related to instruments
used to collect the data - WAVE and HTML_CodeSniffer. They are based on a different
number of web content accessibility standards, which results in differences in outputs.
If other tools are used, they may show different results from those of the selected ones.

2 Literature Review

The efforts of specialists and scientists working in the field of human-computer inter-
action are mainly aimed at minimizing the barriers between people’s mental models in
terms of fulfilling their goals and technological support of their tasks. In the paradigm of
user-oriented design, the product is designed in accordance with the expectations of its
potential users. It should be usable and accessible to a wide range of people with special
needs.

The development of user-oriented technologies is related to compliance with the
standards [4, 37], recommendations and good practices [32], defined by international and
national organizations, aswell as by leading IT specialists. The concept of accessibility is
quite broad. It can affect a variety of areas, from the arts through transport to computer
systems and technologies. To meet the purpose of this article, the author limits the
research scope to web accessibility issues. The attention is targeted to the international
web accessibility frameworks and guidelines.

International standards set recommendations aimed at eliminating accessibility prob-
lems from the point of view of people with various disabilities. There are several benefits
of meeting the standards when developing IT products, in particular websites, such as:

• Improving the digital products’ quality;
• Compatibility with various specialized assistance technologies;
• Reliability of the digital products, including quality, safety, compatibility with the
requirements for international and national regulatory bodies;

• Maintaining customer satisfaction with the company’s products;
• Social and digital inclusion of people with special needs;
• Increasing the sustainability of the company by demonstrating social commitment.

Themain international organizations that develop accessibility standards for software
and hardware products are the International Organization for Standardization (ISO), the
EuropeanTelecommunications Standards Institute (ETSI) and theWorldWideWebCon-
sortium (W3C). Table 1 summarizes themain characteristics of existingweb accessibility
standards [9, 10, 17, 42].
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Table 1. Web accessibility standards.

Standard Last version Issuer Formal approach Target group Revision period

WCAG 2.1 2018 W3C No sensory,
cognitive,
motor, speech
disabilities

10 years

ISO 9241–171 2008 ISO No physical,
sensory and
cognitive
impairments,
elderly people,
people with
temporary
disabilities

5 years

ETSI EG 202
116

2009 ETSI No sensory,
cognitive,
motor, speech
disabilities,
allergies

-

ETSI ES 202
975

2015 ETSI No sensory,
cognitive,
motor, speech
disabilities

-

Source: Own Elaboration

The period of the last revision of the standards is relatively long - between 5 and
10 years. Changes have recently been made to W3C’s standard WCAG 2.1 – in 2018,
which is practically one of the most used. Each of the standards covers the diverse
requirements of a wide range of people with special needs, including the elderly. They
are organized into sections according to the type of modalities.

The number of standards is far from limited to those listed in Table 1. Some coun-
tries have formalized web accessibility recommendations at the national level. These
are: Sect. 508 of USA government, Japanese accessibility standard JIS X 8341, Nordic
Council of Ministers’ Guidelines for Computer Accessibility, Spain’s accessibility stan-
dards UNE 139801 and UNE 139804 [13], etc. They are applicable at the local level,
but are nevertheless based on international frameworks.

None of these standards offers a formal approach to web accessibility examination,
including its evaluation or testing.

A wider range of publications should be studied. Some authors research only the
process of web accessibility evaluation [6–8, 16, 24, 25, 28, 35]. Others justify only the
testing process [1, 5, 22, 26, 29, 30, 36]. A web accessibility audit process is described
in [14, 40], but the stages are not clearly defined. Rather, steps to web accessibility audit
are presented, but not a structured, controllable process. No information was found for
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a clear grouping of the applied methods and tools, which would correspond to their
in-stage application.

For this reason, there is a need to approach conceptually, looking for solutions that
are aimed at auditing information systems. For example, [23] states that the audit takes
place in the following stages:

• Analysis and planning – the main activities are related to liaising with the client,
describing the requirements, reviewing reports, files and other sources of information
from the organization, creating an audit plan;

• Field work – in this phase a representative sample is selected, subject to audit; tests
are conducted and documented; a comparison of the obtained results with the planned
ones is made, forming conclusions;

• Creating a report – a final evaluation of the results is prepared; draft of the report,
which is discussed with the client; a schedule for resolving the findings is created; a
final report is prepared;

• Follow-up activities – the audit is evaluated, including a follow-up report with the
actions taken by the client to address the findings in the original report.

Another possible high-level solution is defined by ISO 9001: 2015. This is a process
approach that “can be applied to any organization and any management system regard-
less of type, size or complexity” [18]. As mentioned in [15, 20, 27], it has an important
role in managing the quality of IT products. The approach is designed to achieve better
coordination and control of the internal organizational environment, documenting pro-
cesses and setting responsibilities at a horizontal organizational level. Key elements of
the process approach are: input; output; resources; process owner; process indicators.

In view of the above, the author considers that the web accessibility audit should be a
structured process based on international formal frameworks, with well-founded stages
and clearly defined requirements. The next section of the article describes the author’s
proposal in detail.

3 Approach to Web Accessibility Audit

This article proposes a web accessibility audit based on the process approach (Fig. 1)
and the main phases of information systems audit described in [23]. It consists of several
elements: input data; process stages; result artifacts and constraints.

The input data of the process are the requirements of the users, the objectives of the
study and the website or its prototype, which is subject to audit.

This article offers the following audit phases: Designing; Examination; Expert eval-
uation; Reporting; Follow-up control. The Audit designing stage is related to setting
audit objectives, resources and indicators. The objectives of the audit derive from the
objectives of the study, which are obtained as an input to the process. The resources also
come from the objectives of the research. In general, these are technical equipment (both
software and hardware), documentation, financial framework. Audit indicators should
be in line with the set high-level objectives. They are usually a combination of quantita-
tive and qualitative characteristics of the audit, which are reported through the achieved
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Fig. 1. Proposed process approach to web accessibility audit source: own elaboration

final results. These are the number of errors on the website or its prototype, the number
of warnings, the availability of additional tools to improve accessibility, adaptable color
scheme, assistive technologies’ compatibility, etc.

The Examination stage is targeted to testing the compliance with established interna-
tional web accessibility standards based on the extracted unique features of the website.
Specialized testing software is used. The phase should be conducted in two sub-stages –
preliminary and actual testing, for greater accuracy of the final results. During the prelim-
inary testing, a verification is made for the applicability of the audit plan and indicators.
If necessary, refinements are made to those parts of the plan or to indicators that not
meet the audit objectives. Then they are reduced to their final form and the actual testing
is carried out.

TheExpert evaluation is conducted by the process owner – the person who is respon-
sible for the final result of the audit. According to [6, 7, 24], the most commonly used
methods are Barrier Walkthrough, Conformance Reviews, Screening Techniques. They
are based on an expert assessment that takes into account pre-defined accessibility cri-
teria. The criteria depend on the disability group. They can comply with international
and / or national accessibility standards or with expert heuristics.

The evaluation results are summarized and moved to the Reporting phase. The
reports include the final assessment of the web accessibility and recommendations for
its improvement. They are usually made in free form, as there is no single established
format. It is advisable to refer to the audit plan, indicating whether it has been completed
on time and whether the indicators have been met.

By default, as with information systems auditing, this article proposes the Follow-up
control as a final phase of the web accessibility audit. The purpose is to monitor whether
the recommendations for improving the web accessibility are being implemented.

As audit’s output artifacts, a report on web accessibility and recommendations for
its improvement are obtained.

The process takes place under certain restrictive conditions: the individual charac-
teristics of the users and the technical environment. The latter is the set of assistive
technologies and other software and hardware to access the websites, such as browsers,
operating systems, network devices. The individual characteristics of people determine
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the tools that they will use. Each type of disability requires the use of various assistive
technologies - software and hardware.

The next section summarizes the results of testing the proposed approach to web
accessibility audit.

4 Results

To test the process approach to web accessibility audit, 6 Russian and 6 Bulgarian
university websites (Table 2). They offer study programmes in Economics. The websites
are not a representative sample of Bulgarian and Russian academic sites. They were
randomly selected to be used to test the proposed approach.

Table 2. Universities’ websites list

University Code Website

Plekhanov Russian University of Economics PRUE https://www.rea.ru/en/

South Ural State University SUSU https://www.susu.ru/en

Lomonosov Moscow State University LMSU https://www.msu.ru/en/

Vladivostok State University of Economics and Service VVSU https://eng.vvsu.ru/

Saint Petersburg State University of Economics SPSUE https://en.unecon.ru/

East Siberian Institute of Economics and Management VSIEM http://vsiem.ru/

University of Economics - Varna UEV https://www.ue-varna.bg/

University of National and World Economy UNWE https://www.unwe.bg

D.A. Tsenov Academy of Economics AEDT https://www.uni-svishtov.bg

Plovdiv university “Paisii Hilendarski” PHUP https://uni-plovdiv.bg/

Sofia University “St. Kliment Ohridski” SUKO https://www.uni-sofia.bg

“Angel Kanchev” University of Ruse AKUR https://www.uni-ruse.bg

Source: Own Elaboration

The audit designing stage requires the setting-up the web accessibility evaluation
methodology. In this article it is proposed to include: indicators for assessing accessibility
with assigned weight and a formula for calculating websites’ accessibility rank; tools
for performing automated testing.

The following audit indicators have been identified:

• Number of errors and warnings for non-compliance with the recommendations of
the web accessibility standards – they are extracted through web accessibility testing
tools;

• Availability of tools to improve the web accessibility – they are included as plug-ins
on the websites, which are activated by a keyboard shortcut or a button from the main
menu.

https://www.rea.ru/en/
https://www.susu.ru/en
https://www.msu.ru/en/
https://eng.vvsu.ru/
https://en.unecon.ru/
http://vsiem.ru/
https://www.ue-varna.bg/
https://www.unwe.bg
https://www.uni-svishtov.bg
https://uni-plovdiv.bg/
https://www.uni-sofia.bg
https://www.uni-ruse.bg
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Additional criteria may be set to extend the scope of the audit. For example, to assess
the compatibility of websites with assistive technologies, if the accessibility for a specific
group of users with disabilities is studied. If the object of the study are users who access
sites with mobile devices, a mobile-friendly version should be examined. Website speed
test is another possible indicator.

Two error testing tools were used to perform the Examination phase of the audit -
WAVE and HTML_CodeSniffer. The first one is “a suite of evaluation tools that helps
authors make their web content more accessible to individuals with disabilities that can
identify many accessibilities andWeb Content Accessibility Guideline (WCAG) errors”
[43]. “HTML_CodeSniffer is a client-side script that checks HTML source code and
detects violations of a defined coding standard < … > the three conformance levels of
theWebContentAccessibilityGuidelines (WCAG) 2.1, and theweb-related components
of the U.S. “Sect. 508” legislation” [31]. A comparison was made between the initial
results of the two applications.

The weight of the indicators is determined depending on testing tools’outputs:

• WAVE’s weights: errors – 3; contrast errors – 2; alerts – 1;
• HTML_CodeSniffer’s weights: errors – 3; warnings – 2; notices – 1.
• Accessibility tools’ weight: 4.

A formula for calculating the points of the web accessibility audit is suggested. It is
based on the weight of each of the criteria:

R =
∑n

j=1 i ∗ wj

a ∗ wa + ∑n
j=1 wj

(1)

Where:

• i – number of web accessibility issues within a certain group;
• wj – weight of a certain web accessibility issue;
• a – availability of accessibility tools (available - 1, not available - 0);
• wa – weight of accessibility tools.

The ranking of universities is determined depending on the number of points
obtained, arranged in ascending order. The website with the fewest points ranks first, as
its test results show that it has the least number of accessibility issues.
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The Examination phase requires the application of the testing tools identified at the
previous stage. The results of the extracted number of accessibility problems (errors,
alerts, notices) serve as a basis for performing the next stage of the audit - the Expert
evaluation. The results of using WAVE are summarized in Table 3.

Table 3. Websites’ rankings based on WAVE’s results1

Website Code Errors Contrast Errors Alerts Accessibility tools Points Rank

PRUE 110 7 150 1 49.4 12

SUSU 16 8 30 1 9.4 5

LMSU 6 0 8 1 2.6 1

VVSU 25 31 10 0 24.5 8

SPSUE 17 92 138 1 37.3 10

VSIEM 21 2 4 1 7.1 4

UEV 8 0 13 0 6.17 3

UNWE 22 11 174 0 43.67 11

AEDT 4 28 64 0 22 7

PHUP 2 1 45 1 5.3 2

SUKO 3 54 89 0 34.34 9

AKUR 9 5 29 0 11 6

Source: Own Elaboration

The results of the audit show that the most of the examined Russian websites have
accessibility tools. They are added as a website plugin, which is activated via a button
from themainmenu.Only one of theBulgarianwebsites has additional accessibility tools
- PHUP. The others solve accessibility problems only by reducing the errors number. In
the first three places are the websites of LMSU, PHUP and UEV, as the errors according
to WCAG 2.1 are the least numerous.

For comparison, it is applied HTML_CodeSniffer to retrieve accessibility issues.
The results are summarized in Table 4.

Because HTML_CodeSniffer examines nonconformances with two standards at the
same time [31], the results differ from those of WAVE. More errors and warnings are
retrieved compared to WAVE. For this reason, the websites’ ranking is changing. In the
first three places are LMSU, SUSU and PHUP that all support accessibility tools.

The last phase of the web accessibility audit requires a summary of the recom-
mendations for troubleshooting accessibility issues. The most common are related
to:

• adding alternative text to images;
• adding title to the links;

1 The websites’ issues in the table were retrieved on March 15, 2021.
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Table 4. Websites’ rankings based on HTML_CodeSniffer’s results2

Website Code Errors Warnings Notices Accessibility tools Points Rank

PRUE 161 181 644 1 148.9 12

SUSU 17 39 261 1 39 2

LMSU 12 5 102 1 14.8 1

VVSU 31 62 228 0 74.17 8

SPSUE 116 76 243 1 74.3 9

VSIEM 94 30 182 1 52.4 5

UEV 43 53 150 0 64.17 6

UNWE 22 68 374 0 96 11

AEDT 3 26 378 0 73.17 7

PHUP 4 52 313 1 42.9 3

SUKO 45 61 200 0 76.17 10

AKUR 13 35 196 0 50.84 4

Source: Own Elaboration

• removing or revising the purpose of blank links;
• reviewing the purpose of the headings and setting the correct hierarchical levels;
• revision of the text sizes;
• form fields should be labelled in some way;
• button elements do not have names available to an accessibility API;
• contrast should be tested when background gradients, transparency, etc. are present;
• a CSS background color that provides sufficient contrast must be defined when a
background image is in place.

5 Discussion

This paper proposes a process approach to web accessibility audit that would assist
usability and accessibility experts, web developers, front-end designers in examining
the compatibility of websites with established international standards. The following
stages are suggested: Designing; Examination; Expert evaluation; Reporting; Follow-
up control. There are integrated automation web accessibility testing tools (WAVE and
HTML_CodeSniffer) that retrieve errors, alerts and other specific accessibility issues.
The applications are based on international standard WCAG 2.1 and US’ Sect. 508. The
following indicators have been taken into account when assessing web accessibility:
number of errors and warnings for non-compliance with the recommendations of the
web accessibility standards; availability of tools to improve the web accessibility.

To test the applicability of the approach, 12 university websites were randomly
selected. They were tested in parallel with both tools to compare the results. According

2 The websites’ issues in the table were retrieved on March 15, 2021.
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to theWAVE’s results in the first three places are the websites of LMSU, PHUP andUEV
due to the smallest numbers of web accessibility errors and warnings. The application
of HTML_CodeSniffer generated a different output. The first three places are taken by
LMSU, SUSU and PHUP, all of which have web accessibility tools.

The LMSU’s website have the fewest errors and additional accessibility tools are
available to users. This secured its first place in the rankings in both tests. The results of
the approbation of the approach show that the indicators for assessing web accessibility
are not fully met. Most audited Russian sites support accessibility tools, while Bulgarian
ones rely on reducing code errors. They follow good programming practices, but not
international web accessibility standards and recommendations.

In this way, some people with special needs are restricted in using the relevant web
content. For example, web accessibility tools, which integrate five Russian universities
and one Bulgarian one, provide:

• alternative color schemes that are suitable for people with color blindness;
• changing the font size, which is useful for visually impaired people;
• changing the distance between the letters and the font type (serif or sans-serif), which
helps people with dyslexia to better perceive web content.

Based on the results of the audit, it can be summarized that web accessibility have
to be achieved simultaneously by following good coding practices and providing tools
to modify web user interfaces. Only in this way should the widest possible range of
accessibility issues will be covered.

6 Conclusion

Thanks to the rapid development of modern technologies, this user with special needs
has equal access to the environment around them, can handle computer resources freely,
get opportunities to learn and achieving their better professional realization - their full
inclusion in modern dynamic life. In today’s conditions of rapid development of infor-
mation technology and the growing demands of business to employees, web accessibility
is not an end in itself, but a necessity and a prerequisite for overcoming barriers between
people.

The accessibility issues of digital products and services are becoming more and
more topical, especially in moments of social distance. Access to public resources is
a fundamental right of people to achieve independence and autonomy. The web space
reaches enormous amount of information, much of which is inaccessible to people with
disabilities. A better understanding of accessibility issues through the application of
audit approaches would contribute to the digital inclusion of a wider range of people.
A similar approach is proposed in this paper, which can be used not only in academic
websites’ accessibility audit, but also in any type of web content.

Acknowledgments. The publication is made within project No. 8.2.2.0/18/A/021 “Perfection
of the Academic Staff of Liepaja University in the Areas of Strategic Specialization – Natural
Sciences,Mathematics and Information Technologies, Art, Social Sciences, Commerce and Law”.
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Lövheim Cube-Backed Emotion Analysis: From
Classification to Regression
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Siberian Federal University, 82a Svobodny Avenue, 660041 Krasnoyarsk, Russian Federation

Abstract. Nowadays sentiment and emotion analyses are widespread method-
ologies. However, most of all related tasks in classification manner use discrete
classes as target variables: Positive vs Negative (sometimes accompanied by Neu-
tral class), or discrete emotion classes (as Anger, Joy, Fear, etc.). Nonetheless, it
is more likely that emotion is not discrete. In this paper, we argue that regression
is more natural way to evaluate and predict emotions in text and apply regression
framework in study of using Lövheim Cube emotional model for emotion analy-
sis. A regression approach for predicting a point in 3-d space or a configuration of
its diagonals can provide us with detailed analytics from an emotional diversity
perspective. The preliminary results on regression values prediction performed by
five different models demonstrate the need of optimization in regard to a preci-
sion. The additional conclusion is that the accuracy of classification is not affected
significantly by the target variable type.

Keywords: Classification · Emotion Analysis · Lövheim Cube · Non-discrete
emotion · Regression

1 Introduction

The paper continues the discussion on the field of Emotional Text Analysis – a recently
emerged branch of Affective Computing that goes beyond the classical Sentiment
Analysis tasks and explores not sentiment, but emotions in text data.

Our project aims to develop a theoretical framework for analyzing emotions in the
internet-texts in Russian and collect appropriate data and implement approaches in code
as artifacts of the project. For the task of modeling emotions, we apply Lövheim Cube
concept; to annotate our training set we have elaborated an interface for non-discrete
emotion assessment procedure. At the current step of the work, we are searching for an
adequate computational model, algorithm, which would be coherent to both – theoretical
dimensional model of emotions and data obtained in a non-discrete way. Our aspiration
is to find a development approach (ML models and data-processing pipelines), which
could not only perform well, but would do it in an ecological way regarding the whole
logic of the project.

This paper aims to share the results of our experimentations with five models based
on regression (Decision Tree Regressor, Extra Tree Regressor, K-Neighbors Regressor,
Random Forest Regressor, MLP Regressor). Although the obtained results are far from
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being satisfactory either sufficient, they provide us with some specific knowledge about
our data and technics and suggest some new tracks for the further work.

Thus, in Sect. 2 we will give an overview of the two types of models used to con-
ceptualize and to represent emotions – categorical and dimensional. We will specially
focus on the latter because we implement one of this type of model in our research. In
Sect. 3 we analyze the related works in Sentiment Analysis and Emotional Text Analy-
sis where the regression model has already been successfully applied. Section 4 gives a
detailed description of our dataset while in Sect. 5 we compare the performance of five
models based on regression and used to predict emotions in the internet texts in Russian
after having been trained on our data. Sections 6 and Conclusion section propose our
reflections on experiment evidences and ideas for further work.

2 Continuum in Emotion Analysis

The emotion has always been a puzzling question for researchers because of its doubly
grounded character: it is both biologically based and socially rooted. As phenomena
afforded by a sophisticated interplay of a number of neural substrates, emotions represent
continuum with dimensions. On the contrary, being viewed from the social perspective,
the emotions are more similar to a map where all territories have boundaries and labels –
they are considered as discrete categories in Aristotelian sense.

Thus, to describe emotions the scholars operate either dimensional or categorical
models [1].

As for the latter, they are quite numerous and include different number of emotional
classes: from 6 categories in Ekman’s classification [2], via 9 – in Tomkins affect typol-
ogy [3] and, finally, towards famous Plutchik’s wheel of emotions [4]. Many projects in
Affective Computing exploit the aforementioned emotional systems or their parts to per-
form the task in Emotion Detection, Emotion Recognition and Emotional Text Analysis
[5–7].

Among dimensional models, three conceptions are particularly worth to be men-
tioned. The first is VAD model [8], which uses three orthogonal dimensions: Valence
(polarity), Arousal (a calm-excited scale) and Dominance (perceived degree of con-
trol in social situation). Its simplified version with only two dimensions (Valence and
Arousal) is also known as VAmodel [9]. Another dimensional model, which is welcome
in research of emotions in text, is Osgood’s multi-dimensional scaling (MDS) [10] mod-
elling emotions on three scales: evaluation, potency, and activity. One of the most recent
achievements in this domain – the three-dimension model of H. Lövheim well-known as
Lövheim Cube. It takes into account three neurotransmitters that are supposed to trigger
emotions – serotonin, noradrenaline and dopamine [11]. Our project in Emotional Text
Analysis relies on this continual emotional representation.

In research practice, the dimensional models are not often applied to deal with emo-
tions by using automatized methods or tools. Therefore, in the overview presented by
H. Gunes and M. Pantic [12] approximately ten projects in this line are referred. In
reported works, the researchers prefer a variety of “classical” methods to run the classi-
fication: support vector machine method, neural networks algorithms (LSTM, recurrent
network), etc. However, a common observation deduced from the analysis of these cases
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is that such models are more appropriate for classifiers based on categorical emotion
representations.On the contrary,when they are applied to assign emotions along a contin-
uum, there are used ecologically. It seems that another fashion to analyze automatically
an emotion is the regression model.

3 Previous Work on Regression in Sentiment and Emotion
Analyses

The last five years the number of works using regression to process text data containing
emotions grows in permanence.

For example, in [13] the research team addresses the problem of using regression
to perform classification task in Sentiment Analysis. Based on the Twitter short texts
about the weather, the experiments were particularly focused on testing the hypothe-
sis that regression analysis, using class confidence scores, performs better than clas-
sification methods like SVM and K-Nearest Neighbor based on the discrete labels.
The researchers operated a systemic comparison of accuracy values obtained in 5
(negative/positive/neutral/irrelevant/unknown), 3 (negative/positive/neutral) and 2 (neg-
ative/positive) class classification and concluded that, in general, there is no significant
difference between these two fashions to assign the sentiment to text. The plausible
explanation of this fact may be that the regression model fits better to classification tasks
demanding more nuanced, multi-label and fine-grained analysis supposed to compute
numerous heterogeneous features.

In the frameof sentiment extraction, the insightful example of this kind is described in
[14] where the score regression is applied to experiments on unimodal (verbal or vocal
or visual or human) vs multimodal (verbal & vocal & visual & human) and unitask
(sentiment or polarity or intensity) vs multitask (sentiment & polarity; sentiment &
polarity& intensity) learningmodels. The conclusionmadeby authors is that themajority
of tested unimodal andmultimodalmodels “benefits frommulti-task learning” [ibid: 44].
The evidence, which could be deduced from this statement, is that regression methods
seem to be more sensitive to multiplicity and complexity of parameters involved in
prediction algorithms.

In the field of Emotion Analysis, it was shown that the logistic regression model
outperforms the methods of SVM and KNN showing the F-score equal to 84% [15].

When dealing with non-discrete properties, such as emotion intensity within a given
emotion category, the linear regression model demonstrates its ability to make reliable
predictions, for example, for four-class emotional classification of short texts fromSocial
Media [16].

The regression model performs even better than neural network models (LSTM,
CNN, GRU) in emotion intensity prediction task, showing the highest values of Pearson
coefficient for predicted vs real intensity [17].

Generally, it is a noticeable fact that the number of articles covering emotion (and sen-
timent) analysis as classification task greatly outnumbers articles that describes regres-
sion approaches in this domain. The most possible explanation to this imbalance is a
shortage of appropriate publicly available data. Continuous annotation of text is a very
cost-demanding operation that requires manual annotation and very specialized ad-hoc



100 A. Kolmogorova et al.

scenarios to be the reason to get such a dataset. That makes such non-discrete datasets
to be a non-disclosed asset. While discretely annotated data can be very easily collected
(using hashtags like in Twitter Corpus or user response like in IMDB dataset), published
and serve a data source for many experiments.

Thus, the main evidence obtained via our preliminary research literature analysis is
that even if the regression model does not belong to the pull of largely used methods to
perform Emotion Analysis, however, in recent works it is estimated as a very appropriate
tool for complex classification tasks dealingwith non-discrete properties. Our hypothesis
consists in that using the regression will permit us to develop the classification model
fitting in the best way to our data obtained from the non-discrete procedure of emotion
assessment.

4 Dataset

Due to absence of datasets annotated in an appropriate continuous way, we had to obtain
data by ourselves. We used Yandex Toloka crowdsourcing engine, which provides pools
of Russian speaker assessment, tools for organizing user-interface for annotation tasks
and orchestrating acquisition process. Since it was quite difficult to make the assessor
specify the point in 3-d space, we went another way – the use of cube diagonals as scales
along which the estimation was performed [see Fig. 1]. The default position was a center
of the cube, which was treated as neutral configuration. Assessors were adjusting the
positions of the point on the diagonals to specify the “presence” or intensity of a given
emotion.

Fig. 1. Cube diagonals (modified version of Lövheim Cube published in [18])
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In this way, some of the data could be lost, that is why it was a compromise between
the dataset quality, the number of annotated texts and the speed of annotation. A sample
of user interface (UI) for the task assessment is presented on the Fig. 2.1

Fig. 2. Example of annotation UI designed by our team using Yandex Toloka platform [18]

As a result, we had amapping of texts and 4 corresponding vectorswith angle derived
from diagonal vector and magnitude derived from user estimation scalar. To transform
users’ answers intoLövheimCube entities (point described by neurotransmitters’ values)
we used a pooling technique of averaging of all 4 vectors. In this way, we could transform
terms of emotions and their intensity into coordinates resembling 3 neurotransmitters.
This part is more thoroughly explained in our previous work [18].

Regarding target variables, we faced a dilemma –whether to use pooledCube coordi-
nates derived from diagonals in terms of neurotransmitter values or to choose diagonals
assessment values “per se”. From the point of view of following LövheimCube ideology
it is better to operate in neurotransmitter space to provide “neurobiological coordinates”,
but raw assessment values are more interpretable from human point of view. Thus, in our
preliminary stage we decided to experiment both with 3-d coordinates and raw values.

On the Fig. 3 you can see histogram plots for diagonal values. As you can see the
most probable version is a neutral position due to the design of annotation tool. Despite
0.0 value being the densest all other values are U-like distributed, i.e. extreme values of
diagonals are more preferable than modest ones.

1 Mum has got it into her head that I’m an anorexic, since she has been seeing a lot of TV shows
about it. Now she makes a scene forcing me to eat huge portions, doesn’t let me out of the
kitchen till I finish eating, once she even raised her hand on me! And who needs to be treated
after that… I’m just thin, fast metabolism + I don’t lead a sedentary life. And my dad has
always been thin, although he has eaten a lot and often. But no, Malakhov, Malysheva and
some other guy from TV know better. Shame _ Excitement. Disgust _ Anger. Fear _ Surprise.
Enjoyment _ Distress\Anguish.
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Fig. 3. Histogram plots for diagonal values

Figure 4 shows histograms for neurotransmitters. Data values are mostly normally
distributed that allow us to use some parametric statistics.

Fig. 4. Histogram plots for neurotransmitters
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5 ML Approaches for Emotional Regressor

Having refined the questions with target variables we have started experimenting with
different MLmodels and approaches for our task. For a given task, we used conventional
ML approaches and avoided using deep learning techniques. The reason is that at a
current stage of our project wewant to rapidly check the applicability ofML approaches,
which is not compatible with verbosity and complications of deep learning approaches.
Overall, we had 3421 samples in the training set and 1143 in the validation one.

First question we have to resolve while working with text is an approach for vector-
ization of textual data. Nowadays there is a huge amount of already pretrained language
models like BERT, RoBERTa, GPT-2, XLNet and other transformer-based embeddings.
However, in this article we avoid using them preferring conventional Bag-of-words for
the following reasons:

– Insufficient pooling facilities. Transformer embeddings are dense vectors mapped to
tokens from text, thus, in order to use them for describing the whole text, we have
to aggregate them. Simple averaging is not the best approach because a lot of data is
lost. CLS token is also not a good candidate as it was trained for classification task,
however we pursue regression.

– Bad support for Russian language. Despite the fact that BERT has a multilingual
version and there is specially trained RuBERT we do not use them, as the original
dataset used for multi-language support is aWikipedia dumpwhich is totally different
from the data-source we are working with (personified emotionally intense texts from
social media).

– Heavy-weights. This is the main drawback. Even the tiniest version of transformers
starts from 100 MB, which is not efficient especially on the proof-of-concept stage,
when themain goal is to assemble themost viable and lightweight solution and develop
it further if necessary.

Due to these reasons we decided to go with the Bag-of-words approach with TF-
IDF weighting available from Scikit-learn tool box. We used the following set of mod-
els – Decision Tree Regressor, Extra Tree Regressor, Multilayer Perceptron Regressor,
Random Forest Regressor, K-Neighbor Regressor. This set of models has been selected
due to inherent support of multi output for regression operations.

A family of tree models (Decision Tree Regressor, Extra Tree Regressor, Random
Forest Regressor) is usually a good starting point for any data with high nonlinearity
(which includes texts downstream tasks) and provides good baselines for initial trials.
Also, they are quite light-weight and provide fast convergence. Their drawback is a
tendency towards overfitting: when amodel performs great on a training set but performs
very poorly on a validation set of previously unseen samples.

K-Neighbor Regressor was spotted because our target variables deal with spatial
features – a point on diagonal and a point in 3-d neurotransmitters state. Just because
this model is resistant for overfitting and resembles spatial nature of the target variables,
we decide to experiment with it.
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AMultilayer PerceptronRegressorwas selected to see howgood a deep learning app-
roach would work if we proceed further with “neural networks” and use more complex
models.

As a vectorization approach we used the Bag-of-words approach with TF-IDF
weighting. The reason is similar to model’s selection – easy to vectorize and combine
with models.

All parameters of the estimators were default sklearn settings. For metrics we used
R Squared, mean absolute error (MAE) and mean squared error (MSE).

The dataset was randomly split into training and validation. The results of the training
of the regression models for diagonal values are presented in Table 1.

Table 1. Regression results for diagonal values prediction

Model name R Squared MAE MSE

DecisionTreeRegressor – 0.635 2.429 10.973

ExtraTreeRegressor – 0.528 2.342 10.333

KNeighborsRegressor – 0.073 2.080 7.211

RandomForestRegressor 0.097 1.816 6.047

MLPRegressor 0.055 1.951 6.332

Aswe can see, the bestmodel performed during trialswasRandomForest Regression
which represents an ensemble of separate learners (Decision Tree Regressor) which
decisions are pooled for final prediction. Performance superiority can be explained by
the ability of tree models to learn highly nonlinear functions, and bagging learners
into ensembler protects models from overfitting. However, MLP Regressor has shown
comparable results without using ensembling andwe think it is a clue that neural network
approach would be very effective if we proceed further.

The same approach including spilt of test-train data and set of regressors was used
for neurotransmitters coordinate target values. The results are presented in Table 2.

Table 2. Regression results for neurotransmitters regression

Model name R Squared MAE MSE

DecisionTreeRegressor – 0.612 0.135 0.030

ExtraTreeRegressor – 0.613 0.134 0.030

KNeighborsRegressor – 0.067 0.111 0.019

RandomForestRegressor 0.093 0.101 0.016

MLPRegressor – 0.253 0.122 0.024

The results are very similar to Table 1 – they are visualized in comparison on the
Fig. 5. It can be explained that coordinates values are derived from diagonals values in
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a functional manner, so they are mimicking the same distribution. An interesting fact is
that KNN regressor performed better than MLP, and it is probably an effect of spatial
nature of target values (Cube 3-d coordinates). Also, as target values are presented in
range from 0 to 1, MSE metric seems not relevant here as it does not show dispersion
of the performance.

Code and links to the dataset are presented in Colab notebook [19].

Fig. 5. The measure values deviation regarding type of model and type of target variable

6 Further Work and Discussion

As we can see, a regression approach for predicting either point in 3-d space or a
configuration of diagonals can provide fruitful insights into emotional estimation of
texts and give nuanced analytics from an emotional diversity perspective.

However, our preliminary results of applying regression models are not that perfect.
For diagonals range of values is from –5 to + 5, consequently, having 1.8 as mean
absolute error along 4 axes is an evidence of low precision of models. We would be
satisfied by a MAE of 0.5 for diagonals and MAE of 0.05 for coordinates, so there is a
lot of space for improvements.

The non-satisfactory results could be explained by inefficient vectorization tech-
niques – BoW with TF-IDF – and insufficient complexities of estimators. Our future
plans are to continue research in regression with transformer-based embeddings like
RuBERT or multi-language RoBERTa, and to substitute conventional ML models with
deep learning approaches. Also, we plan to organize human estimation during which
assessors will have to decide how good is prediction from an intuitive point of view.
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The last question to be discussed is how to treat bias in data and annotation. Whether
or not such smoothing can be done during the annotation and data collection, or whether
the bias in affective computation is inevitable and should be left as it is.

7 Conclusion

The main idea we have caught while making an attempt to predict text emotion using
regression is that the type of target variable we have compared does not affect in signif-
icant way the accuracy of classification. Even if five regression models show low preci-
sion, it saysmore about the drawbacks of themethodology than about the appropriateness
of the regression as model in itself.

Acknowledgements. The research is supported by the Russian Foundation for Basic Research,
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Anti-vaccination Movement on VK: Information
Exchange and Public Concern
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Abstract. Vaccination is a simple but effective way to control the spread of
communicable diseases. However, an increasing number of people express their
distrust in the immunization process and refuse to vaccinate themselves and
their children. One explanation suggests that doubtfulness is maintained through
widespread misinformation available on social media. This research takes an
exploratory approach to the anti-vaccination communities in the Russian social
network – VK. It applies network analysis to identify patterns in the dissemi-
nation of information and text mining to capture general public concern shown
through the language of the posts published. In total, the digital fields of 135 open
communities were analyzed. Textual data, public information about communities
as well as reposts were collected using API technology. The results showed that
the network of the communities can be characterized by a hierarchical structure,
meaning that big and active communities control the information exchange within
the network. At the same time, the public concern on the vaccination is associated
with vaccine complications, parental worries, and uncertainty on the effects on
the body.

Keywords: Social media · Vaccine hesitancy · Networks · Text analysis

1 Introduction

Vaccination is a tremendous medical achievement that contributes to lowering the pres-
ence of communicable diseases in the population. Despite the scientifically proven effec-
tiveness and the safety of immunization, vaccine hesitancy tends to affect more andmore
people [1]. Some studies explain the tendency by proposing that social media plays an
important role in conveying anti-vaccinationmessages [2, 3]. Notably, reliance on online
media for health information determines a rapid spread of misinformation [3]. Thus,
understanding individuals’ engagement in the immunization debate becomes necessary.
In particular, it is in social scientists’ interest to analyze how this debate is held through
a communication channel that is crucial at a national level.

In Russia, the research upon the impact of social media on vaccination behavior is not
as extensive as in the Western academic community. However, some progress has been
made in recent years. For instance, the largest social media platform in Russia, Vkon-
takte, started to warn users about potentially misleading information in anti-vaccination
communities, drawing researchers’ attention to the topic.

© Springer Nature Switzerland AG 2022
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This research looks at these communities and utilizes text mining and network anal-
ysis methods to gain insight into the country’s anti-vaccination movement. Specifically,
we try to understand the peculiarities of information exchange and identify topics in
anti-vax conversations to see public concerns that form the exchange basis in the VK
communities.

This paper contributes to understanding the anti-vaccination phenomenon in Russia
and social media’s role in its development. Furthermore, we believe that the results can
elaborate on communicating strategies to eliminate peoples’ fears and misconceptions.
Finally, from a global perspective, we assume that research of this kind can help acknowl-
edge that digitalization takes its place in spreadingmisinformation, which should be seen
as one of the determinants of lowered vaccine uptake in both developed and developing
countries.

2 Literature Review

2.1 Social Media and Anti-vaccination

Public perception of the risks of vaccine-preventable diseases has experienced a notable
decline, while public concern for immunization has increased [4]. Predictably, increased
distrust contributed to the rise of vaccine hesitancy in the developed countries [4]. Social
media is often at the heart of the hesitancy transmission, acting as a tool that provides
opportunities for sharing information about actual or perceived risks of vaccination [5].
The primary concern is that social networking service does not providemoderation by the
expert community, meaning that this information can be deceptive [6, 7]. More impor-
tantly, social media is commonly associated with negative attitudes towards vaccination
[8, 9]. For instance, two US studies determined a positive relationship between social
media usage and parents’ negative perception of vaccines [10, 11]. An overview showed
that those parents who used social networking sites and online blogs as the primary
source of information tended to express doubt about vaccine benefits more often than
those who used magazines and newspapers [11]. Therefore, analyzing how vaccination
is depicted in social media can reveal the cause of distrust in the immunization process.

2.2 Rumor Theory and Spread of Misinformation

Concerns about the transmission of inaccurate information have rapidly grown in recent
years [12]. The prior literaturewith a subject of online information dissemination usually
refers to the concept of rumor. The term can be defined as “an unverified information
proposition for belief that bears topical relevance for persons actively involved in its
dissemination.”1 Thus, rumor as a unit of information is characterized by a lack of
authenticity and importance for interpersonal communication. It is also crucial to note
that rumors possess the hypothesis-like characteristic, which defines their principal func-
tion in the transmission process, namely sense-making [13]. In that respect, by spreading
rumors, individuals close the information gap and eliminate the feeling of uncertainty

1 Rosnow, R.L., Kimmel, A.J.: Rumor. In: A. E. Kazdin (Ed.), Encyclopedia of psychology, Vol.
7. pp. 122–123. Oxford University Press, New York (2000).
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[14, 15]. Given the connectedness of social networks, these sense-making rumors spread
quickly, affecting many people [16].

In vaccination conversation, the transmission of rumors is also characterized by the
fact that anti-vaccination expressions are accepted by the public quickly. In the literature,
this phenomenon is associated with the fact that rumors often describe situations that
coincide with the previously held attitude [17]. In other words, those who encounter
a rumor that supports their beliefs or experience are likely to share it with other users
without questioning its accuracy. Since social media is based on information cascades –
one posts and others can repost, rumor transmission becomes much easier [18].

In the psychological dimension, the tendency can be also explained by the fact that
information exchange on the Internet usually occurs at the microgroup level. In that
regard, the collective discussion of information by members of a temporary microgroup
leads to the point in which agents gain access to knowledge and life experience of
each other. This, in turn, can affect the subjective assessment of rumor’s reliability [19].
Therefore, the conversation about studying the online information channel is more than
meaningful.

2.3 Linguistic Approach

In the field of anti-vaccination research, the usage of Natural Language Processing
finds its application in many tasks, including tracking negative attitudes in social media.
Furthermore, researchers suggest that text mining can be an advantageous technique to
explore people’s views towards vaccination [20]. Specifically, the scope of research on
this topic reports that the method can be successfully used to describe how language
differs between individuals who support vaccination and those who oppose it [21, 22].
For example, one study showed that opponents often used words of causation and made
references to health and body in their entities, while supporters were more tentative
in their expressions and frequently referenced family and society [22]. Another study
considered anti-vaccination on VK and applied sentiment analysis as well as SVM
algorithms [23]. As a result, researchers found that 59% of posts contained negative
sentiment on vaccination and that the most prevalent topic in pro- and anti-vaccination
communities was children’s health.

3 Problem and Research Questions

The digital anti-vaccination movement in Russia has little coverage in academic papers,
which creates a noticeable gap in the research field. Those studies that consider anti-
vaccination in Russia and analyze country-specific social networking sites explore the
phenomenon using classification tasks and sentiment analysis, which helps to compare
pro- and anti-vaccinationbeliefs [23].However, someof the questions, includingnetwork
structure and information exchange, are still being uncovered. This research intends to
examine these questions, contributing to the existing examination of the topic.

Therefore, our research questions are: 1) How is the information exchange network
among anti-vaccination communities organized on VK? 2) What are the peculiarities
of anti-vaccination discourse from the perspective of language usage? 3) What are the
main topics of posts that circulate in the studied anti-vaccination environment?
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4 Methodology

4.1 Initial Data

In 2019 VK started to put a warning about potentially inaccurate information in the anti-
vaccination communities. Each time a user visits the page, a warning window appears
with a link to an article on vaccination prepared by World Health Organization. At the
moment, the list comprises 161 public pages that we used as an initial source of data. The
list has both open and restricted communities. Precisely, 26 of them had limited access.
Since it was impossible to enter those communities, we did not consider them during the
analysis. Overall, the resulting list had 135 VK pages. We used parsing services and API
to collect detailed information about the communities and their content. Specifically,
we gathered information about the geographical position, the number of subscribers,
publication activity, and subscriber’s functionality, including the opportunity to write
their posts.

4.2 Methods of Network Analysis

For this inquiry,we looked at the first 2000posts in each of the 135 communities.2 Among
these posts, we have collected reposts made by each public page in our database. Since
we aimed to analyze the information exchange on the communities’ level, posts written
by VK users were excluded from the search. In total, wemanaged to collect 6095 entities
from 67 communities. Other 68 communities that were included in the database did not
have reposts.

The mined data was presented as an edge list with weights. The first column denoted
the community that made the repost, the second showed the source of the repost, while
the third one the total number of reposts that the community made from the source.
Using this data and Gephi, we have constructed and analyzed the overall network of
communities using fundamental concepts of network theory.

Precisely, we have calculated several centralitymeasures to explore key relationships
between vertices and conclude on the most influential units. Firstly, we referred to the
concept of degree centrality. This notion differentiates between in-degree andout-degree:
the first denotes how many incoming edges a vertex has while the second one shows the
number of outgoing edges. In that sense, in-degree can be referred to as a measure of
popularity andout-degree as ameasure of influence [24]. Secondly,wedescribednetwork
structure through diameter and graph density and identified information bridges using
betweenness centrality. Finally, to identify the portion of a directed graph in which each
vertex can reach another one, we made a partition by Strongly Connected Components
(SCC).

4.3 Text Analysis

For text analysis, we decided to continue with reposts. Similar to network analysis, we
have looked at the first 2000 posts in each community and then collected reposts. Here

2 The specific number of posts is due to VK restrictions on collecting information using API.
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we also included reposted entities written by the communities outside of our database.
This allowed us to consider more vaccine-related information, which was especially
beneficial for text mining.

The raw text dataset included 8851 posts in Russian only. We have applied basic
preprocessing procedures to eliminate useless elements, includingLatinwords, numbers,
emoticons, and stop-words. Also, we excluded posts containing less than 50 words and
more than 1000words because these “outliers” could producemisleading results. Finally,
we used lemmatization to combine various cases of Russian words and then tokenized
posts for further analysis. After all manipulations, the dataset included texts of 5403
posts with a mean length of 281 words.

As for the method, we used topic modeling technique to analyze the peculiarities of
the anti-vaccination discourse on VK. Specifically, we built a document-termmatrix and
decided on sparsity reduction, identified the rational number of topics and ran Latent
Dirichlet Allocation (LDA) model. Finally, we calculated coherence and prevalence to
evaluate highlighted topics.

5 Analysis and Results

5.1 Description of the Digital Field

Geography of Anti-vaccination Communities
When creating a community, VK asks users to indicate the page’s territorial affiliation,
including the country and city. That is an optional step that the user can skip. However,
most tend to provide the named data. In our case, only 19 communities did not indicate
the country in the description. In addition to the expected prevalence of communities
created in Russia, we noticed that some public pages belonged to other regions, namely
Ukraine, Kazakhstan, Belarus, and Moldova. Despite different affiliations, the content
in all communities was written in Russian. The exact distribution of communities by
country can be seen in Table 1.

Table 1. Distribution of the communities by country

Country Number of the communities

Russia 89

Ukraine 22

Not stated 19

Belarus 2

Kazakhstan 2

Moldova 1

For Russia, we also looked at the distribution of communities within the country.
As a result, anti-vaccination pages were found in 45 cities. Interestingly, most of the
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communities belong to territorial units, the population ofwhich is less than 500 thousand.
Specifically, we found that anti-vaccination communitieswere seen in the 33 small cities,
while the other 12 were established in cities with over a million people. Furthermore,
we identified centers with most of the communities – St. Petersburg and Moscow were
absolute leaderswith 13 and 8 communities, respectively. Considering the big population
size and increased digital accessibility in the named cities, this dominance in the number
of public pages is expected. The general conclusion is that the VK anti-vaccination
movement is scattered across the country.

Small and Big Communities
Based on the number of subscribers, we found that most of the communities were char-
acterized by a small audience (trimmed mean = 351.48), making them important only
at the local level. Large communities were also present in the database. Here the number
of subscribers varied from 20315 to 103268. Content from these pages often appeared in
small communities in the form of reposts and unquoted references. We discovered that
in large communities, the subscribers did not have the opportunity to write their posts.
Also, the names of the pages differed among the communities. Specifically, pages with
a small number of subscribers tended to include territorial affiliation and targeted terms
such as “parents,” “mothers”. In contrast, the names of big pages comprised general
terms such as “vaccine,” “risks,” and “truth”.

5.2 Network Analysis

Overall Network Structure
The resulting network of the communities by reposts was constructed with the help of
the Gephi engine, which also helped us calculate the basic graph metrics. Overall, the
network comprises 82 distinct nodes and 368 edges among them. Figure 1 represents
the overall networked data and summarizes the graph metrics. Specifically, we have
identified diameter or the greatest distance between any pair of vertices that turned out
to be 7. We have calculated the graph density that showed that only 5% of the possible
edges were present in the graph and found an average diameter that was equal to 2.54. To
be more indicative, we also used color and size to show how vertices differ in the graph.
Specifically, the color shows out-degree centrality, while size in-degree centrality. Also,
we would like to emphasize that the reposts that we have used for this network were
written only on behalf of the community.

Degree Centrality
Firstly, we have identified the most popular communities by referring to the concept
of in-degree. As a result, we distinguished top-3 vertices with most of the incoming
edges. Namely, community №47 with an in-degree of 57, community №71 with an
in-degree of 47, and community №72 with an in-degree of 39. Interestingly, all of
the mentioned vertices possess a big audience that exceeds 20000. Since incoming
links denote the commonly referenced vertices, this observation suggests that a rather
hierarchical structure characterizes the anti-vaccination environment of VK. By this
we mean that communities with the vast audience are major sources of information in
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Fig. 1. Summarizing network of VK communities by reposts

the network. That is, huge communities post information that is picked up by smaller
communities and then disseminated through the network. In that regard, the prominent
information exchange between small and large communities that we see in the network
contributes to the spread ofmisinformation and acts as amechanism of audience reach. It
means that subscribers of smaller communities can be exposed to bigger misinformation
channels while reading reposts. Separate distribution of in-degree shown through vertex
size can be seen in Fig. 2 (A).

Secondly, we looked at out-degree to identify the most influential units in a network.
For our case, the higher the value of out-degree, the more reposts the community makes.
The analysis showed that several communities could be classified as the most active in
terms of reposting. Specifically, these vertices are community №36 with an out-degree
of 18, community №59 with an out-degree of 17, and communities №1, №48, №51 with
an out-degree of 15. The number of subscribers in these communities ranges from 418
to 9148 with a mean of 3177. Interestingly, most of these communities clearly state a
territorial affiliation and incorporate targeted terms in their names, which leads us to the
assumption that the most influential communities are commonly presented as platforms
for discussion among specific social groups connected by their location in the country.
Figure 2 (B) represents a separate distribution of out-degree shown through vertex size,
while Table 2 summarizes the in-degree and out-degree centrality of the network.

Betweenness Centrality
Betweenness centrality is the widely used measure that makes it possible to identify a
vertex’s role in the process of information dissemination. Specifically, the metric shows
which communities can be considered mediators or key bridges between different parts
of the graph. The higher the measure’s value, the more information passes through the
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Fig. 2. Network by in-degree and out-degree (A – in degree, B – out-degree)

Table 2. In-degree and out-degree centrality of the network

Statistic In-degree Out-degree

Maximum 57 18

Minimum 0 0

Average 4.487805 4.487805

vertex studied, which also explains why betweenness centrality can be seen as a measure
of influence. For the case of our network, we have identified three prominent mediators:
community №47 with betweenness 758, community №36 with betweenness 410, and
community №48 with betweenness 290. These results coincide with the discussion on
degree centrality above and show that the highest betweenness centrality is held by the
biggest community in the network and then followed by communities with the biggest
number of outgoing edges. These findings support the conclusion on the network’s
structure and suggest that the biggest and active communities have more control over
the network or act as information gatekeepers.

Strongly Connected Components
Since reposting is a dynamic process that we present in a directed graph, we can iden-
tify strongly connected components that show us a set of vertices in which each vertex
is reachable in both directions from any other vertex in the same set. In our case, we
were able to highlight 68 strongly connected components in the graph: one compo-
nent comprises 15 vertices, making up about 18% of the total number of vertices. In
contrast, each of 67 other components includes only one vertex. Figure 3 depicts the
stressed sub-networks using color. The largest component is also underscored with bor-
ders. Interestingly, the biggest SCC consists of all information gatekeepers that we have
identified in the previous step, as well as the communities with the highest in-degree
and out-degree. Also, we can see communities that were not emphasized previously
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— community №25, №44, №5, №49, №57, №66. The number of subscribers in these
communities varies from 127 to 27578, with a mean value of 2599. given these observa-
tions, we can conclude that the biggest and active communities indeed play a prominent
role in the process of information exchange in the network.

Fig. 3. Strongly connected components

5.3 Topic Modeling

Topic modeling is used to identify hidden patterns in textual data. One of the widely
spread modeling techniques is Latent Dirichlet Allocation (LDA), a method that is
based on semantic similarity [25]. Specifically, LDA uses a document-term matrix to
generate probabilistic models, detecting features or trends of the textual data [25]. In this
research, we used LDA to identify topics in reposts that were made by anti-vaccination
communities.

Document-Term Matrix and Number of Topics
A document-term matrix shows the number of times a term t appears in a document D.
Initialmatrix had 45016 terms, 5403 documents, and 242501000 sparse entities (sparsity:
100%), indicating that the matrix consists mainly of zero elements. The high sparsity
can affect the results of the topic modeling algorithm, so it is advisable to filter out the
matrix values before modeling. In our case, we removed terms that appeared in less than
two documents and terms that were in 90% of the posts. The resulting matrix had 24911
terms and 133920589 sparse entities (sparsity: 99%).

The number of topics is a key parameter of the LDA model, which should be rea-
sonably related to the number of terms and documents. That is, for small corpora, a
large number of topics will lead to meaningless results. In our case, we have built the
fitting model, which showed coherence of the algorithm for models that incorporated
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20, 30 and 40 topics. As a result, the highest coherence was identified for 40 topics
(coherence= 0.149). Considering the absence of apparent differences among the results
of the constructed models and the general repetitiveness of some topics in the model
with 40 topics, we decided to stick with a smaller parameter, namely 20.

Phi, Coherence and Prevalence
Themajor parameter that is used in the interpretation of LDA results isPhi. Phi represents
a probability distribution of terms over topics. The higher the Phi value, the greater the
probability that a particular topic will contain the term. Based on the model assignment,
we named each topic with summarizing label. Figure 4 shows the resulting table with
top-10 terms by Phi in each topic.

To identify topics that should be analyzed deeply, we calculated coherence and
prevalence. To be precise, coherence differentiates between semantically interpretable
topics and topics that include poorly related terms. Technically, this concept is a measure
of algorithmic efficiency. The prevalence, in turn, shows the most frequent topics in the
corpus. In that regard, this measure denotes topics that commonly occur in reposts, and
therefore can be seen as the most widespread subjects in information exchange. As a
result, we highlighted three topics by coherence and three topics by prevalence. For
coherence those are Biochemistry (T3) with coherence of 0.24, Tuberculosis (T6) with
coherence of 0.22 and Rights (T13) with coherence of 0.19. As for the prevalence, the
topics are Unidentified (T14), Immunity (T19) and Legislation (T12) with prevalence of
9.7, 8.1 and 8, respectively. Interestingly, the most prevalent topic – Topic 14 comprises
terms that semantically are poorly connected. By considering this topic in more detail,
we found that it consists of multiple verbs and other parts of speech that cannot be
connected with a single topic. Since it was impossible to draw a meaningful conclusion
on the content of this topic, we did not consider it in the analysis.

Interpretation
One of the major observations that can be drawn from the modeled topics is that health-
related issues are common for anti-vaccination information exchange (T4, T6, T7, T8,
T19). Almost in each subject, we can detect terms that directly relate to the medicine
or body, supporting the suggestion that social media is often used as a source of health-
related information. As we saw earlier, even the most coherent and prevalent topics
are associated with the medical discussion. This leads us to think that when it comes
to the point in which the community decides what information to repost, the choice
falls to entities that embrace professional or science-specific information, which can
create an illusion of reliable information when, in nature, it is often being misinterpreted
or purposefully distorted. In that regard, we can also imply that notable concerns of
anti-vaxxers are medical.

Another observation is that topics include terms related to family, children, and
legislation (T9, T12, T16), meaning that most of the information that passes through
communities is targeted at particular social groups and intends to alienate children from
vaccination, especially in educational institutions. As our analysis has shown, publica-
tions fitting into these topics discuss the disadvantageous position in which the modern
child is seen, arguing that the state and official medicine are aimed at worsening the
younger generation’s health, forcing parents to perform “dangerous” practices — for
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Fig. 4. Top-10 terms in each topic by phi

example, vaccinating children before entering kindergarten or school. In this discourse,
the argument is that the parent’smain task is to provide adequate protection from external
incentives, including vaccination.

Finally, we should remark on topics that incorporate coronavirus, external influence,
and digitalization (T10, T11, T15). Some of the reposts that fall into these topics tend
to criticize restrictions introduced due to the coronavirus pandemic and deny the virus
existence, which backs up overall skepticism towards medical knowledge among oppo-
nents of vaccination. Furthermore, anti-vaxxers tend to possess conspiracy thinking. For
instance, topic 11 includes publications suggesting that vaccines and medications are
produced in the USA and used to control the Russian population. The general conclu-
sion is that anti-vaccination conversation can be characterized by overall information
illiteracy and intolerance of uncertainty, which is conducive to the ingraining of false
information in individuals’ minds.
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6 Conclusion

Overall, the results of the examination show promising prospects for research devel-
opment. First, we utilized exploratory analysis and identified that anti-vaccination on
VK is a well-established phenomenon that attracts more and more people. Communi-
ties that we subjected to analysis were scattered across the country and possessed a
considerable number of subscribers. This, in turn, confirmed research’s relevance and
suggested the need for further investigation. Second, we applied fundamental concepts
of network analysis and built a graph denoting information exchange among the anti-
vaccination communities manifested in reposting. We have found that the network can
be characterized by the fact that big and active communities are information gatekeep-
ers, meaning that these network units can be seen as a primary source of information.
In that sense, smaller communities adopt messages from big and active ones, which can
be a determining factor in the informational development of the field. That is, the pre-
vailing type and subject of information are partly defined by the gatekeepers mentioned
earlier. In practical terms, the results highlight the central channels of misinformation
on VK, which can help healthcare representatives develop precise actions in controlling
the dissemination of information. Third, we implemented topic modeling and saw that
VK’s anti-vaccination discourse is delineated by topics related to general health issues,
legislation, parental position, and conspiracy thinking. In that sense, we also suggested
that these issues can be perceived as a part of peoples’ concern on vaccination, which is
critical to consider in formulating communicating strategies targeted to eliminate general
misconceptions.

The study has several limitations. Firstly, we were unable to enter the communi-
ties with restricted access, meaning that the potentially beneficial information was not
considered during the analysis. Secondly, VK allows users to collect a limited amount
of data through API, putting restrictions on analytical purposes and implementations.
Thirdly, this paper analyzed only reposts, which is definitely only a tiny part of all posts
published by the communities.

For further research, we aim to extend the analytical field by adding all publications
available in the communities studied as well as utilizing text mining techniques, includ-
ing structural topic modeling and sentiment analysis. Besides, it is necessary to analyze
subscribers’ socio-demographic characteristics and draw up a social portrait of a typical
anti-vaxxer. Finally, we want to expand network analysis by creating a network of com-
munities by mutual subscribers to make a more elaborated conclusion on the structure
of the field.
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Abstract. Question answering (QA) Transformer-based models might
become efficient in inclusive education. For example, one can test and
tune such models with small closed-domain datasets before the imple-
mentation of a new system in an inclusive organization. However, stud-
ies in the sociomedical domain show that such models can be unpre-
dictable. They can mislead a user or evoke aversive emotional states.
The paper addresses the problem of investigating safety-first QA mod-
els that would generate user-friendly outputs. The study aims to ana-
lyze the performance of SOTA Transformer-based QA models on a cus-
tom dataset collected by the author of the paper. The dataset contains
1 134 question-answer pairs about autism spectrum disorders (ASD) in
Russian. The study presents the validation and evaluation of extractive
and generative QA models. The author used transfer learning techniques
to investigate domain-specific QA properties and suggest solutions that
might provide higher QA efficiency in the inclusion. The study shows
that although generative QA models can misrepresent facts and gener-
ate false tokens, they might bring diversity in the system outputs and
make the automated QA more user-friendly for younger people. Although
extractive QA is more reliable, according to the metric scores presented
in this study, such models might be less efficient than generative ones.
The principal conclusion of the study is that a combination of genera-
tive and extractive approaches might lead to higher efficiency in building
QA systems for inclusion. However, the performance of such combined
systems in the inclusion is yet to be investigated.

Keywords: Question answering · Dialogue system · Transformer

1 Introduction

Closed-domain question answering (CDQA) systems might find an application
in the sphere of inclusive education by providing information about inclusion
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and people with special needs in a user-friendly way. In general, CDQA is a
challenging task due to the volume limitations of available datasets. In the past
few years, much research has focused on the abilities of the Transformer-based [1]
models that can achieve state-of-the-art (SOTA) results on various NLP tasks [2],
including generative [3] and extractive question answering [4], even with limited
training data.

Neural approaches allow us to achieve high metric scores. Nevertheless, the
evaluation of the safety level of a built model remains unclear. The safety eval-
uation should help us to ensure the model does not misrepresent the data or
generate false facts. Understanding how to evaluate and achieve the safety of
a CDQA model for inclusive education is essential. A new app must not give
misleading information, cause anxiety or negative emotions. One of the possi-
ble solutions might lie in the structure of a training dataset. For example, one
can use or build a dataset containing different types of questions [5] or special
keywords [6].

The purpose of the study was to explore the properties of state-of-the-art
(SOTA) Transformer-based CDQA models fine-tuned for the autism spectrum
disorder domain by comparing results of training extractive and generative QA
systems on a dataset compiled by the author of the paper with results of other
open- or medical (COVID-19 question answering) domain studies. The dataset
presented in the study focuses on providing objective information about autism
spectrum disorder and Asperger syndrome in the form of sets of reading passages
and corresponding question-answer pairs [7]. The principal findings based on
the comparison of Transformer models concern the analysis of extractive and
generative QA performance. The author also looks forward to combining two
approaches in the context of inclusive education. The novelty of the research is
that the author tries to find out if the results of the SOTA models would be
similar in the autism spectrum disorder, open- or medical domains.

The author of the paper consulted with psychiatrists from Russia. They
have described to her during the interview the main features of apps for autistic
people. According to experts, many people with special needs find it difficult to
perceive new information by ear. The perception of visual information is more
comfortable for many people with autism (but this is not true for everyone). The
adapted information should be clear, unambiguous, unloaded from unnecessary
details. The author of the paper considered these domain-specific features during
the dataset compilation described in Sect. 3.

2 Related Work

Applying natural language technologies to teaching, diagnostics, rehabilitation
of people with autism spectrum disorder is an extensively discussed topic. For
example, in the 2000s, Boris Galitsky proposed a question answering system
for autistic children [9]. His model aimed to teach patients reasoning about
mental states. The online agent asked a user about mental states of charac-
ters from given scenarios. Some later studies proposed using systems based on
closed-domain question answering to diagnose autism spectrum disorder. For
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example, the Aquabot, developed in 2017, has a psychiatrist mode that asks a
user questions to predict possible achluophobia or autism [10]. Another example
is the Autism AI mobile app developed in 2020 that is based on a convolutional
classifier and sets of questionnaires and can be used to predict possible autism
spectrum disorder [11].

The research has focused on issues of building Conversational AI (ConvAI)
models. ConvAI approaches are closely related to the development of natural
language interfaces and human-machine interaction. Question answering, as one
of the fundamental ConvAI tasks, copes with input questions within one or
several domains by generating, extracting, or retrieving an answer based on the
information from a data or knowledge base [8].

Closed-domain ConvAI systems have their roots in the 1960s. For instance,
ELIZA [12], a closed-domain imitator of a psychotherapist session and the fore-
runner of modern chatbots, could generate dialogue lines by pattern matching
and memory accessing. Another example is LUNAR [13], a closed-domain ques-
tion answering system on moon geology and the forerunner of natural language
interfaces based on syntax and semantic analyzers [14]. The parser of LUNAR
was built with an augmented transition network (ATN), an automaton that
changes states while moving from one word to another in a parsed piece of text.

Recent advances in natural language processing show that Transformer archi-
tecture based solely on attention mechanisms [1] allows achieving high metric
scores on a wide range of tasks by transferring knowledge gained during the
model training from one task to another through so-called fine-tuning [15].
For example, models based on Bidirectional Encoder Representations from
Transformers (BERT) [27] fine-tuned for question answering, in fact, deal with
Machine Reading Comprehension (MRC) task, which is to extract an answer
from a given reading passage. In turn, QA models based on Generative Pre-
trained Transformer [16] use zero-shot learning (a model learns to predict the
data it has never seen before) to memorize the data and predict possible answers
to questions.

According to the empirical findings from a study on applying GPT-2 [17] and
GPT-3 [18] in building medical closed-domain question answering (CDQA) mod-
els, generative Transformer-based models might become harmfully biased [19]
and, as a result, misrepresent information and cause negative emotions. On the
contrary, extractive and retrieval-based approaches might be more reliable. Such
models have already found their practical implementation in medical natural
language processing tasks. Those are safety-first tasks [20].

The author of the paper has considered these hypotheses about genera-
tive and extractive question answering. To prove or disprove them, she has
built and evaluated several CDQA models based on Transformer architecture
using her custom dataset [7]. She aimed to find out domain-specific features of
closed-domain question answering applied to the sphere of inclusive education.
Although there are many domain-specific studies on medical natural language
processing, the applicability of the existing approaches in inclusive education is
not well investigated. That indicates a research gap which might be closed by
further studies of the abilities and interpretability of Transformer-based models.
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Fig. 1. A dataset sample.

3 Dataset

The Autism Spectrum Disorder Question Answering (ASD QA) [7] is a dataset
compiled by the author of the paper for the present study. The dataset contains
data from the online information resource for individuals with autism spectrum
disorders (ASD) and Asperger syndrome [21], totaling 1 134 answered questions.
One can use question-answer pairs and metadata from the dataset for training or
fine-tuning models for machine reading comprehension (MRC), question answer-
ing (QA), text generation, etc.

The Stanford Question Answering Dataset (SQuAD) [22,23] was the source
of inspiration for the ASD QA dataset [7]. Figure 1 presents a dataset sample.
On the Fig. 1, Title denotes the name of a thematic cluster. The dataset includes
three clusters. The first cluster comprises general information on autism spec-
trum disorder and Asperger syndrome. The second cluster contains facts about
interaction and communication with people with special needs. The third clus-
ter includes practical guidelines for parents. The block Paragraphs on the Fig. 1
denotes pairs of questions and answers (see qas on the Fig. 1) along with reading
passages containing the corresponding information (see context on the Fig. 1).
The dataset comprises 96 reading passages. The volume of the reading passages
is 45 400 symbols, 6 578 words. The maximum length of a reading passage in
the dataset is 512 symbols.

Each set of question-answer (QA) pairs (qas) includes one question and one
answer. The volume of QA-sequences is 179 174 symbols, 26 269 words. Each set
of answers includes their texts and metadata: (1) the numeric representation of
an answer span in a corresponding context with its first symbol (answer start)
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Table 1. The dataset statistics.

Train Val Test

Number of reading passages (E) 67 15 14

% of unanswerable questions (E) 5.8 3.95 4.35

Number of QA pairs 802 158 174

Number of tokens (word-level) in questions 5,524 1,204 1,381

Maximum length of a question (word-level) 20 15 15

Minimum length of a question (word-level) 2 2 2

Number of tokens (word-level) in answers 12,252 2,795 3,113

Maximum length of an answer (word-level) 45 50 42

Minimum length of an answer (word-level) 2 3 5

Maximum length of a reading passage (E) 512 512 512

Vocabulary size (E) 30,522 30,522 30,522

Out-of-vocabulary rate (E), mBERT 31.38 29.3 29.85

Out-of-vocabulary rate (E), mDBERT 0 0 0

Out-of-vocabulary rate (E), XLM-R 32.48 30.65 31.21

Out-of-vocabulary rate (E), ruBERT 0 0 0

Vocabulary size (G) 50,257 50,257 50,257

Out-of-vocabulary rate (G), GPT-2 0 0 0

and its last symbol (answer end), and (2) a tag is impossible that shows if a
question can have a coherent answer. All the unanswerable questions in the
ASD QA dataset are provided with the following plausible answer in Russian: I
cannot answer this question.

The ASD QA dataset was shuffled and split into (1) a training set contain-
ing around 70% of total data, (2) a validation set that comprises around 15%
of the data, and (3) a test set with around 15% of the data. The data was
split with train test split method from Scikit-learn library [24]. Table 1 presents
statistics on the split dataset. The table also shows specifications for extractive
and generative question answering. (E) and (G) on the Table 1 denote respec-
tively specific features of the dataset transformed for extractive and generative
QA models. The table displays the out-of-vocabulary (OOV) rate separately for
each Transformer-based model used in the study.

The ASD QA is a machine reading comprehension (MRC) dataset ready for
building extractive QA models. The author has transformed the dataset for gen-
erative question answering: questions and answers were retrieved without meta-
data, and QA-pairs were supplemented with start- and end-of-sentence tags.
The dataset was converted into a Python list object where each element repre-
sented a QA-pair. Figure 2 shows a dataset sample transformed for the training
of generative QA models. 〈s〉 and 〈/s〉 denote start- and end-of-sentence tags
respectively.
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Fig. 2. A dataset sample transformed for generative QA models training.

4 Models and Learning Configuration

Transformer architecture chosen for the experiments was described in [1]. This
architecture is based solely on attention mechanisms with a fully connected feed-
forward network (FFN ). The position-wise FFN in the Transformer takes a
vector x and passes it through the matrices W1 and W2 and bias vectors b1
and b2 :

FFN(x) = max(0, xW1 + b1)W2 + b2 (1)

The unit of a multi-head self-attention mechanism A in the Transformer
takes key-value pairs (K, V ) as input. The keys are of dimension dk, and the
values are of dimension dv. The attention function is multiplied by a matrix Q,
and a softmax function is applied for the computation of the scaled dot-product
attention described in [1]:

A(Q,K, V ) = softmax(
QKT

√
dk

)V (2)

The Transformer-based models were fine-tuned using PyTorch [25] and Hug-
gingFace [26] tools. Four models chosen for the experiments were pre-trained
for masked language modeling (MLM) [27]. The author used these models
for extractive QA. The list of models is as follows: Bidirectional Encoder
Representations from Transformers multilingual (BERT, mBERT) base model
(cased) [27], distilled version of BERT base multilingual (DBERT, mDBERT)
model (cased) [28], Unsupervised Cross-lingual Representation Learning at Scale
(XLM-RoBERTa, XLM-R) base model [29] and BERT base model for Russian
(cased) fine-tuned by Geotrend (ruBERT) [30]. One of the models chosen for the
experiments was pre-trained for traditional language modeling. The author used
this model for generative QA. This model was Generative Pre-trained Trans-
former 2 [17].

The training data and model weights were stored on Google Cloud Stor-
age [31]. The training was performed on Google Collaborative Environment [32]
with Nvidia Tesla T4 graphics processing unit (GPU) [33]. During the exper-
iments, the training time for each model was recorded in minutes. During
the hyperparameters optimization, the author tuned batch size, learning rate,
and the number of epochs. Each model was retrained ten times with different
parameters.

The BERT-, DistilBERT- and XLM-RoBERTa-based models were retrained
for 5, 10, 15, and 20 epochs with 1e−5, 3e−5, and 5e−5 learning rate. The opti-
mal batch size for all those models was 1. The GPT-2-based model was retrained
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for 15, 20, and 30 epochs with 1e−5, 3e−5, and 5e−5 learning rate. The optimal
batch size for this model is 16. The optimal parameters are presented in the next
section in Table 3 in the next section. Table 2 presents models’ configurations.

Table 2. Models’ configurations.

Parameter BERT DBERT XLM-R GPT-2

Dropout rate 0.1 0.1 0.1 0.1

Activation function GELU GELU GELU GELU

Hidden layers 12 6 12 12

Embeddings 512 512 512 768

Attention heads 12 12 12 12

Vocabulary size 30,522 30,522 30,522 50,257

Model parameters 110M 66M 125M 117M

5 Experiments and Results

One of the issues identified during the training is the “weight” of the latest
natural language processing models. Even a small version of GPT-2 with 117
million parameters and BERT-based models with 110 million parameters neces-
sitate high computation power to run training sessions. The issue was solved by
using smaller batch sizes and applying a Python garbage collector. The garbage
collector for the automatic memory allocation management prevented the crash
of sessions caused by using all Random-Access Memory.

The next issue was related to the metric scores. The models mostly showed
high precision and low recall, which means that the models were outputting
very few but frequently correct answers. The problem was solved by increasing
the dataset volume. During the experiments, it was found that shorter reading
passages lead to better results. The reduction of reading passages’ maximum
length from 1 024 to 512 symbols increased the average model performance (F1-
Score and Exact Match) by around 10%.

Table 3. Results obtained on ASD QA (extractive and generative question answering).

Model name Time (minutes) Number of epochs Learning rate Batch size EM F1

mBERT 22 10 3e−5 1 0.29 0.40

mDBERT 11 20 1e−5 1 0.32 0.42

XLM-R 10 10 3e−5 1 0.39 0.48

ruBERT 10 10 5e−5 1 0.30 0.39

GPT-2 30 30 3e−5 16 0.41 0.53

The final issue is the choice of models. The investigation of the HuggingFace
Transformers repository showed that models pre-trained on masked language
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modeling (MLM) and traditional language modeling (LM) are more flexible than
narrow models pre-trained for question answering or machine reading compre-
hension (MRC). Narrow models could allow achieving higher metric scores after
the fine-tuning. However, such models do not have zero-shot learning capabilities
and have more dataset requirements. During the experiments, it was found that
with low-resource closed-domain datasets models pre-trained on a target lan-
guage data do not achieve higher results than multilingual ones. Table 3 shows
the models’ results.

6 Discussion

The author has compared the achieved metric scores (see Sect. 5) with the
results of some similar studies. Table 4 is a comparison table of metric scores
of Transformer-based models trained on open- and medical domain datasets.
The properties of the dataset used in this study should differ from the features
of the medical domain because texts about autism spectrum disorder (ASD)
from the dataset are not professional. Such texts are usually being adapted for
parents of people with ASD, neurotypical adults, adults with special needs, etc.
In turn, medical texts that address professionals include more special vocabulary.
Authors of such documents usually do not adapt their texts for non-professionals.
Nevertheless, these domains have a lot in common because they both cover var-
ious medical topics. That is why the author decided to compare her results with
the results of similar models trained on the medical COVID-19 Open Research
Dataset (CORD-19) [34].

Table 4. Results obtained on open-domain and medical COVID-19 benchmarks.

Model name Dataset EM F1

BERT CORD-19 (medical, COVID-19) 81.5 88.3

DBERT CORD-19 (medical, COVID-19) 80.6 87.3

BERT SQuAD 1.1 dev (open, English) 81.3 88.7

DBERT SQuAD 1.1 dev (open, English) 80.1 87.5

XLM-R MKQA (open, multilingual) – 46.0

mBERT MKQA (open, multilingual) – 44.1

mT5 (generative QA) MKQA (open, multilingual) – 38.5

Table 4 includes metric scores given in a paper describing COBERT, a BERT-
based COVID-19 question answering system [35]. The authors of the COBERT
compared the results of BERT-[27] and DistilBERT-based [28] models obtained
on CORD-19 and open-domain SQuAD 1.1 [22] datasets in English. The results
of multilingual BERT- and DistilBERT-based models obtained on the ASD QA
dataset presented in this study differ. BERT showed slightly better results than
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DistilBERT for both CORD-19 and SQuAD. In this study, a multilingual version
of DistilBERT became more efficient than multilingual BERT on the ASD QA
dataset (see Table 3).

The table of comparison includes F1 scores achieved by multi- and crosslin-
gual Transformer-based models trained on Multilingual Open Domain Ques-
tion Answering dataset (MKQA) [36]. The results presented in the MKQA
paper allow us to compare the efficiency of generative and extractive question
answering. The MKQA authors have chosen a multilingual version of T5 [37]
Transformer-based model to implement the generative approach. They have also
compared the efficiency of XLM-RoBERTa [29] and multilingual BERT. XLM-
RoBERTa became the most powerful model. That is consistent with the results
obtained on the ASD QA dataset. In this study, XLM-RoBERTa showed the
highest metric scores among all the models chosen for the extractive approach
implementation. In the MKQA case, the generative model achieved lower metric
scores, whereas the same approach allowed the author to get the best results in
this study.

7 Conclusion

Overall, in the study, the author compares SOTA Transformer-based question
answering models’ performance in the autism spectrum disorder domain with
their performance in the open- or medical domain. The hypothesis that extrac-
tive models would cope with the task significantly better due to their reliability
did not confirm according to the metric scores of the models and the analy-
sis of the models’ outputs obtained on the test data. The traditional language
model fine-tuned for generative question answering showed higher results than
any other model for extractive question answering used in the study.

Among the extractive QA models, the most effective became XLM-
RoBERTa. Supposedly, the number of model parameters is the reason for that.
The number of parameters is the highest for XLM-RoBERTa. It is also high for
GPT-2. Apart from that, the number of embeddings is the highest for GPT-
2. Out-of-vocabulary (OOV) rate linked to the vocabulary size did not play a
crucial role (for example, XLM-RoBERTa had the highest OOV rate, but this
model showed the highest performance among all the extractive models from the
study). The author hasn’t noticed any significant advantages of ruBERT model
pre-trained on Russian (target language) data over multilingual ones.

A large number of unsuccessful outputs produced by trained systems shows
that generative and extractive models are both yet far from the first trials of
their integration into the education processes. One of the possible reasons for
some unsuccessful outputs is the vocabulary of texts about autism spectrum dis-
orders. Texts from the dataset used in the study contain specific words from the
medical domain. For example, such texts comprise designations of mental, neu-
rodevelopmental, generic, and other disorders (Asperger’s syndrome, intellectual
disability, Down’s syndrome). They also include other medical terms (diagno-
sis, hypersensitivity, etc.). Those terms are mixed in the dataset with everyday
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vocabulary about childhood and adolescence, for example, names of games and
school-related words. Due to the topics’ narrowness, the sentences in the dataset
have a similar structure and are not lexically diverse.

Extractive models are considered to be more reliable than generative ones.
They do not generate a new answer but extract one from a given piece of text.
However, the study showed that such models could give misleading answers as
often as generative models while being trained on a low-resource closed-domain
dataset. The reason for that is that such models can shift the answer by extract-
ing the right sentence from the reading passage but the wrong word or phrase
due to the lexical similarities and little diversity in the dataset vocabulary. This
problem can be solved by providing the dataset with shorter answers consisting
of one or two words so that models would be able to learn to extract specific
unique text pieces.

Generative models could generate correct information based on the knowl-
edge from their memory not answering a user’s question. The issue was caused
by the large number of similar terms repeated in different reading passages and
question-answer pairs. The models were so to say confused by a large amount
of repeating vocabulary. Possibly, the problem can be solved by enriching the
dataset with texts on different topics with a more diverse vocabulary.

In the longer term, the author decided to continue experimenting with the
dataset transformations. In particular, the author plans to add more answers
to each question and investigate the effect of the length of answers and ques-
tions on system performance. The author also intends to find out how various
Transformer-based models deal with unanswerable questions and which tech-
niques might lead to higher efficiency in solving this task.
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Abstract. The expectations from digital government transformation are remark-
ably high, especially in public service delivery.However, the recent research points
to the fact that often such impacts are overestimated, and the actual results of public
administration digitalization are more modest than expected. One of the reasons
for that is insufficient adoption of digital public service delivery channels espe-
cially in the countries like Russia where digital by default principle has not been
established. The significant variance in regional development makes Russia an
interesting case for research and comparison both for developed and developing
nations.

This paper aims at identifying the factors influencing citizen adoption of dig-
ital public service delivery channels in Russian regions. Based on the review of
theoretical and empirical literature, we selected 11 possible factors that could be
related to the extent of adoption of electronic public services at the regional level.
While statistically significant correlation was found with most variables consid-
ered, no such interrelation was confirmed for age and information security risks
indicators. The results of regression analysis suggest that quality of public service
supply in electronic form, education, and per capita income determine the extent
of digital public services adoption.

Our findings demonstrate that social aspects of digital divide are more impor-
tant than variations in ICT infrastructure development and should be accounted
for in the ongoing and future government digital transformation initiatives.

Keywords: Adoption · Digital divide · Digital government · Digital interaction ·
Electronic public services · Factors

1 Introduction

Both international organizations [54] and national governments (see, for instance, [5,
45, 46]) set high expectations from government digital transformation. As predicted by
multiple stage digital maturity models [36], unleashing the potential of digital technolo-
gies in the public administration is expected to optimize the public value of government
services for citizens [7], increase efficiency of government functions [24] and develop
newbureaucratic culture [34], support citizen participation [33] and client engagement in
public value co-production and co-creation [11]. Government digitalization is expected
to significantly reduce administrative costs [48] and improve business environment [26].
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While the readiness to digital transformation in Russia is debated [15], digitalization
has become one of the key national objectives till 2030 (as per Presidential Decree No.
474 dated July 21, 2020, On the Russian Federation National Development Objectives
till 2030). Achieving digital maturity in various sectors, including public governance,
making 95% of in-demand socially significant public services available in electronic for-
mat, and improving broadband connection to Internet are among performance indicators
used for achieving this objective. A recent set of digital maturity performance indicators
approved by the RF Ministry of Digital development suggests that digital transforma-
tion in public administration should result in a threefold decrease of the time required to
obtain the results of public services and lead to 90% level of uptake of digital channels
in public service delivery (for services which do not require mandatory personal visits)1.
Thus, the ambitions related to government digital transformation in Russia are also quite
high.

However, the recent review suggests that, at least in the early e-government maturity
models, the outcomes of public administration digitalization have been overestimated,
though digital technologies did bring about some improvements in public administration
practices [6]. While there are various constraints [38] and enablers of digital transfor-
mation in the public sector, digital divide and variation in adoption of digital interaction
channels by citizens and businesses are considered among the most common [22].

Significant variations in digital services uptake are confirmed by the recent empirical
studies in the EU [55] and in Russia [32]. Such variation is often related to infrastructure
constraints. Indeed, some recent research suggests that ‘a high level of e-Government
maturity can be attained purely through investment in ICT infrastructure, without sub-
stantial changes to human capital or governance’ [13]. Other studies emphasize the
importance of perceived usefulness of digital services [8], citizen e-readiness [20], and
other factors.

It is highly likely that significance of various factors influencing digital government
services uptake by citizens may vary depending both on the country context and on the
stage of digital maturity. Such variations may be especially high in the countries where
digital by default principle of public service delivery has not been adopted and multiple
(offline and digital) channels of service provision are supported, which is the case in
Russia. Therefore, identifying the factors influencing interregional variations in digital
public services uptake in Russia and developing adequate policy solutions appears an
important task for achieving national digital government transformation objectives. The
outcomes of this study may also be of interest for other countries, especially those with
high interregional development disparities.

2 Objective

The objective of this paper is to identify the factors influencing citizen adoption of digital
public service delivery channels in Russian regions.

To achieve this objective, we need to:

1 Order of RF Ministry of Digital Development No. 601 dated November 18, 2020.
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1. review the existing literature on factors enabling and constraining digital public
services adoption,

2. based on the literature review, select possible list of factors influencing digital public
services adoption,

3. perform correlation and regression analyses to identify factors influencing citizen
adoption of digital public service delivery channels in Russian regions and evaluate
significance of such factors.

The study is based on official statistical data on adoption of digital public services in
Russia as well as official assessment of e-readiness of public services by the RFMinistry
of Economic Development.

3 Methodology

3.1 Literature Review

Theoretical and empirical studies of the factors affecting citizen uptake of digital public
services (and e-government institutes as a whole) form a popular area of digital govern-
ment research [4]. The approaches based on innovation diffusion theory [42] suggest
that social and demographic factors, such as age, education, and income play a signif-
icant role in adopting innovations, including digital public services. Empirical studies
have confirmed the importance of these factors both at the national level [53] and for
explaining cross-country variations [17].

Social and demographic factors may influence public perceptions of the ease of
use and technology usefulness which constitute the two critical factors of Technology
AcceptanceModel (TAM) proposed by F. Davis [14]. The model is still universally used
in research [3, 12, 27, 31] with several proposed extensions.

One of such extensions known as Unified Theory of Acceptance and Use of Tech-
nology (UTAUT) was proposed in 2003. UTAUT accounts both for factors related to
performance expectancy and effort expectancy along with social influence and facilitat-
ing conditions [49]. The model accounts for some demographic factors, such as gender
and age, while other important characteristics such as education, income, and territorial
factors (i.e., rural, or urban population) are not included creating a basis for critique and
further model extension [1].

To explain the variations in digital government adoption, some additional factors
extending TAM and UTAUT models were proposed and tested in literature. Thus, some
authors argued for accounting for public value including environmental sustainability of
digitization [39]. Others point to the need to incorporate such factors as trust [12, 23],
which includes both trust to government and trust to Internet-based technology (digital
trust) [29, 30], as well as transparency [50]. Another proposed factor related to both trust
and transparency is perceived risk of electronic interaction as opposed to traditional
offline channels [18, 19, 22]. In some studies, this factor is complemented by other
parameters measuring relative benefits from switching from offline to online interaction
(i.e., geographic proximity of public offices [44]). Empirical research conducted in some
countries highlighted the need to account for such factors as the level of urbanization
and employment [43], IT capabilities [2], as well as cultural issues and habitual patterns
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[10]. Finally, some authors argue that there is a need to account for behavioral aspects of
technology acceptance, such as attitude to technology which is closely correlated with
performance and effort expectancy, social influence, and perceived risk [18].

Noteworthy, some studies are focused not on the factors enabling digital interaction
and e-services adoption, but on the factors constraining adoption of digital services or
fostering resistance thereto. Such factors include inertia [41] and costs of switching from
offline to online interaction [38].

Since digital transformation is not a one-time event but an evolving process of change
both within public administration and in society at large, the factors affecting digital
public services adoption are likely to change with time. Therefore, identifying both
enablers and inhibitors for digital interaction with public administration is a relevant
task for various stages of government digital transformation.

Most empirical studies analyzed in this section were based on sociological surveys,
often with limited samples, while the research at the national and international level
is less common. An example of such recent research conducted for the EU countries
suggests that digital public services adoption in this region depends both on social and
demographic characteristics and on the level of e-government development as well as
trust in government [40].

In Russia, both the issues of digital divide (see for instance [35, 37]) and managerial
and technological factors of e-government development [25] have been studied exten-
sively. However, the research of digital government adoption factors has been limited to
selected population groups (i.e., rural population [9]) and selected territories [51]. This
article attempts to fill this gap and identify the key factors influencing adoption of digital
interaction by citizens in the Russian regions.

3.2 Methodic Approach

The literature review presented in Sect. 3.1 allows to identify 11 potential factors that
may influence the adoption of digital public services including social and demographic
factors (age, education, urbanization, employment, average income and poverty level),
availability and quality of e-services (quality of e-services at the regional level and cit-
izen satisfaction), ICT infrastructure (households with broadband access to Internet),
experience in facing Internet-related risks and using Internet technology for other pur-
poses (Table 1). Most factors are based on official statistics, including the results of
the federal statistical survey on the use of information technology by the population in
20192. Quality of regional e-service delivery is based on expert evaluation published by
the RF Ministry of Economic Development3.

Noteworthy, given the lack of up-to-date data on citizen trust in government (or
citizen evaluation of public administration performance) by region, this factor was not
included into the analysis.

InRussia, adoptionof digital public services is traditionallymeasuredby apercentage
of citizens using Internet to obtain state and municipal services out of the total number
of citizens that applied for such services. According to Rosstat, this percentage is quite

2 https://gks.ru/free_doc/new_site/business/it/ikt20/index.html (accessed on June 16, 2021).
3 https://ar.gov.ru/ru-RU/menu/default/view/21 (accessed on February 25, 2021).

https://gks.ru/free_doc/new_site/business/it/ikt20/index.html
https://ar.gov.ru/ru-RU/menu/default/view/21
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Table 1. Possible factors of digital public service adoption by citizens

Possible factor Description Related factors analyzed in
other studies

Quality of e-services at the
regional level (X1)

Quality of regional e-service
delivery is evaluated annually
by the RF Ministry of
Economic Developmenta. The
evaluation is related only to
the services delivered at the
regional level (i.e., social
protection) and does not
include federal level services
(i.e., property and vehicle
registration, tax filing, etc.)

Perceived usefulness and
perceived ease of use (TAM);
level of e-government
development [40]

Citizen satisfaction (X2) Percentage of citizens fully
satisfied with quality of public
service delivery in electronic
form (Source: Rosstat*)

Perceived usefulness (TAM);
expected performance, effort
expectancy (UTAUT)

Age (X3) Percentage of population
above working age (Source:
Rosstat**)

Age [17, 40, 53]

Urbanization (X4) Percentage of urban
population (Source: Rosstat
**)

Urbanization [40, 43]

Per capita income (X5) Per capita income (Source:
Rosstat**)

Income [40, 53]

Income distribution (X6) Percentage of population with
income below poverty level
(Source: Rosstat**)

Income [40, 53]

Education (X7) Percentage of employed
population with professional
education (Source: Rosstat**)

Education [17, 40, 53]

Employment (X8) Percentage of employed
population, 15 years old and
above (Source: Rosstat)

Employment [43]

ICT infrastructure (X9) Percentage of households with
broadband access to Internet
(Source: Rosstat***)

ICT infrastructure [13],
switching costs [38],
facilitating conditions
(UTAUT)

Internet-related risks (X10) Percentage of Internet users
facing information security
problems (Source: Rosstat*)

Perceived risk [19, 22]

(continued)
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Table 1. (continued)

Possible factor Description Related factors analyzed in
other studies

Experience in digital
interactions for other purposes
(X11)

Percentage of population
using Internet to order goods
and/or services (Source:
Rosstat*)

ICT capabilities [2],
Perceived usefulness (TAM)
Expected performance, effort
expectancy (UTAUT)

ahttps://ar.gov.ru/ru-RU/menu/default/view/21 (accessed on February 25, 2021).
*https://gks.ru/free_doc/new_site/business/it/ikt20/index.html (accessed on June 16, 2021).
**https://gks.ru/bgd/regl/b20_13/Main.htm (accessed on June 16, 2021).
***https://rosstat.gov.ru/folder/14478 (accessed on June 16, 2021).

high: in 2019, some 77.6% of citizens that applied for public services used Internet.
However, in many cases, citizens used Internet not to apply for a service or to obtain a
result of such service, but for getting information about the service procedure (72.7%),
scheduling a visit to a public authority or one stop shop of public services (60.4%),
paying taxes and fees (60.4%). Only some 26.9% of citizens that applied for public
services used Internet to send relevant forms. Some 26.5% of citizens obtained a result
of public service in electronic form. In this respect Russia lags the EUwhere, on average,
64.3% of citizens send filled forms to apply for a public service electronically.

Therefore, to evaluate the extent of digital public service adoption, it seems important
to account not only for the level of Internet usage in the process of service delivery, but
also for the fact of digital interaction with public administration, including filing forms
(applying for public services) and obtaining public service result electronically.

Hence, in our analysiswe consider three dependent variables reflecting various stages
of digital public service delivery adoption:

• percentage of citizens using Internet to obtain state and municipal services, out of
total number of citizens who applied for such services (Y1),

• percentage of citizens using Internet to file forms to obtain public services, out of total
number of citizens who applied for such services (Y2), and

• percentage of citizens that received results of public services in electronic form, out
of total number of citizens who applied for such services (Y3).

For dependent variables Rosstat data4 for 2019 was used.
Our sample included all Russian regions (N = 85). The data for 2019 aggregated

at the regional level was used for the analysis. Both correlation and multiple regression
analyses were conducted.

4 Results

Descriptive statistics of potential factors included in the analysis as well as the extent of
digital public services adoption demonstrate significant interregional variations (Table

4 https://gks.ru/free_doc/new_site/business/it/ikt20/index.html (accessed on June 16, 2021).

https://ar.gov.ru/ru-RU/menu/default/view/21
https://gks.ru/free_doc/new_site/business/it/ikt20/index.html
https://gks.ru/bgd/regl/b20_13/Main.htm
https://rosstat.gov.ru/folder/14478
https://gks.ru/free_doc/new_site/business/it/ikt20/index.html
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2). Thus, while the average quality of regional e-service delivery was rated by the RF
Ministry of Economic Development at 44.2 points on 0–100 scale, the highest quality
of e-service delivery was observed in Moscow (98.36), while the lowest score (7.71)
was assigned to Ingushetia. Citizen satisfaction with quality of public service deliv-
ery in electronic form also varied significantly: from 93.4% in Adyghea Republic to
26.1% inMagadan oblast. There is significant interregional variation in social and demo-
graphic indicators included in the study as well as in ICT infrastructure development,
frequency of risks related to information security aswell as in experience in using Internet
technology for ordering goods and services.

Table 2. Descriptive statistics for potential factors of digital public services adoption in 2019

Variable Average Minimum Maximum Standard Deviation

X1 44.20 7.71 98.36 19.75

X2 71.07 26.10 93.40 12.32

X3 25.11 10.80 31.30 4.65

X4 70.68 29.20 100.00 13.07

X5 32069.02 16413.00 84135.00 13873.12

X6 14.28 5.60 34.70 5.15

X7 77.58 43.30 92.80 6.54

X8 58.5 47.5 76.7 5.1

X9 71.64 50.60 93.90 8.30

X10 21.30 3.60 70.60 10.56

X11 39.32 13.10 79.50 11.78

Source: calculated by authors based on RF Ministry of Economic Development and Rosstat data

The results of the analysis suggest that statistically significant correlation was found
with most of the variables included into the analysis (Table 3).

Thus, there is statistically significant correlation between the level of education (x7)
and digital service adoption, especially as far as filing electronic forms to obtain public
services is concerned (y2) (Fig. 1). Better educated citizens find it easier to interact with
public administration digitally, hence, the level of digital service adoption in regions
with larger percentage of employed population with tertiary education is higher than in
those where the education level is lower.

Quality of regional e-service delivery (x1) as well as experience of digital interac-
tions for other purposes (x11) are also statistically significant variables correlating with
all stages of digital public services adoption. The first variable (x1) demonstrates the
importance of supply factors for digital public services adoption: the more services are
available at the regional level, the more they correspond to the quality standards, the
higher is the digital public service adoption. The interrelation of digital public services
adoption with the experience of digital interactions for other purposes suggests that



144 E. Dobrolyubova and A. Starostina

Table 3. Pearson correlation coefficients

Variable Y1 Y2 Y3

X1 .443** .278* .238*

X2 .254* .084 .098

X3 .095 .010 – .074

X4 .102 .360** .281**

X5 .039 .398** .402**

X6 – .168 – .416** – .312**

X7 .305** .403** .384**

X8 .105 .369** .332**

X9 .233* .165 .168

X10 .064 .035 .041

X11 .230* .420** .348**

*correlation valid at p= 0.05 (two-tailed); ** correlation valid at p= 0.01 (two-tailed). Source:
calculated by authors based on RF Ministry of Economic Development and Rosstat data.

experience and relevant skills used for ordering goods and services via Internet help
citizens to use the technology for interacting with public administration.
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Fig. 1. Correlation of education and adoption of e-services in Russian regions in 2019. Source:
calculated by authors based on Rosstat data.

Correlation of other factors with indicators of digital public service delivery adoption
varies depending on the extent the technology is used.
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For instance, urbanization (x4), employment (x8) and income indicators (x5, x6) are
correlated with the indicators assuming some level of engagement in digital interaction
with public administration (i.e., filing forms and receiving service results electronically).
However, these variables demonstrate no statistically significant correlation with the use
of Internet technologies in a broad sense, i.e., for information and other purposes.

On the contrary, broadband access to Internet (x9) and citizen satisfactionwith quality
of public service delivery in electronic form (x2) are correlated with the percentage of
citizens using Internet for obtaining public services but demonstrate no correlation when
actual digital interaction indicators (y2 and y3) are used.

Such situation may be partially explained by the fact that the share of citizens filing
forms electronically is still quite low in Russia. Moreover, filing forms electronically,
let alone the option of getting public service results electronically, is not always available
for the most in-demand public services. For instance, such services as getting a passport,
registering vehicles, etc., require personal visits to public bodies or multifunctional
centers (public service delivery one stop shops, or MFCs).

We found no statistically significant correlation between the share of older popula-
tion in the region and the extent of e-services adoption. Notably, similar findings were
presented in the recent research of e-government adoption factors in the EU where no
correlation between age and e-services adoption was found [40].

To evaluate the significance of various factors for predicting the adoption of digital
public services, threemultiple regressionmodelswere developed, one for each dependent
variable: percentage of citizens using Internet to obtain state and municipal services
(y1), percentage of citizens using Internet to file forms to obtain public services (y2),
and percentage of citizens that received results of public services in electronic form (y3).
For regression purposes, only the variables with correlation coefficients significant at p
= 0.01 were used as predictors.

The regression results (Table 4) demonstrate that the only significant factor in the
first model is the quality of e-services at the regional level (x1). Thus, the use of Internet
for obtaining public services in Russia in a broad sense is supply driven. The significant
factors determining the use of Internet to file forms to obtain public services and to obtain
results of such services in electronic form include per capita income (x5) and education
(x7). Other factors proved insignificant based on regression analysis.

Table 4. Regression analysis summary

Factors β-coefficients (significance)

Y1 Y2 Y3

X1 .396 (.000) - -

X4 - .158 (.189) .099 (.364)

X5 - .381 (.000) .485 (.000)

(continued)
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Table 4. (continued)

Factors β-coefficients (significance)

Y1 Y2 Y3

X6 - – .176 (.159) – .032 (.780)

X7 .158 (.146) .294 (.004) .318 (.000)

X8 - .146 (.341) .062 (.657)

X11 - .170 (.169) .090 (.419)

Adjusted R2 .207 .282 .417

Standard Err 10.343 6.690 6.670

F-statistics 11.314 16.545 29.195

Durbin-Watson 1.886 2.214 2.128

Noteworthy, the value of adjusted R2 in all three models is quite low. The factors included in all
three models explain less than a half of interregional variation in digital public services adoption.
Therefore, other factors not included in the models may have significant influence on the adoption
of digital public services.

5 Discussion

The results of analysis presented in this paper suggest that digital public service adoption
correlates with several variables related to social and demographic characteristics (such
as the level of education, urbanization, income, and employment), experience in using
Internet-based technology for other purposes (i.e., for ordering goods and services), and
quality of public services (measured based on user satisfaction and on the results of the
expert assessment of quality of e-service delivery at the regional level).

However, based on regression analysis, the determinants of digital public service
adoption are limited. Thus, the interregional variation in the use of Internet for obtaining
public services (regardless the objective of such use), depends on availability and quality
of supply of such services in various regions. More advanced stages of digital public
services adoption (i.e., filing e-forms and obtaining results in e-format) are determined
by social and economic factors, i.e., average per capita income and education.

The difference in factors determining various stages of digital public service adop-
tion supports the point made by some other studies (see for instance [29]) that digital
government adoption enablers change depending on the extent of digital maturity.

Due to continuous improvement in broadband access to Internet and significant
growth in the use of smartphones for digital transactions the factor of household access
to broadband Internet does not have a significant influence on citizen adoption of digital
channels for interacting with the public administration. This finding challenges the point
made by A. Das et al. that digital government maturity does not require human capital
development and may rely only on development of ICT infrastructure [13].

The study results confirm the significance of some of the factors of digital public
services adoption identified in earlier studies, such as education [17, 40, 53], income
[40, 53], and quality of digital public services [40]. However, other factors, identified
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as significant based on studies in other countries, such as urbanization [40, 43] and
employment [43], proved insignificant in our regression models. This situation can be
explained by the mutual correlation between these factors in the Russian context. For
instance, the level of urbanization is correlated with education (Pearson correlation
coefficient is 0.539). The level of employment is strongly correlated with per capita
income (Pearson correlation coefficient is 0.783).

Overall, our findings confirm the propositions of innovation diffusion theory. How-
ever, the fact that no statistical correlation between age factor and digital public service
delivery adoption was found challenges some theoretical approaches and questions the
need to account for the age factor when applying innovation diffusion theory and its
practical models, such as UTAUT [49], to digital public service delivery uptake.

Noteworthy, no statistical interrelation was found between the frequency of facing
information security risks on the Internet and the extent of public e-services adoption.
Such results suggest that so far information security risks do not affect technology
adoption, at least in public services. However, with increase of digital interaction with
public administration this factor is likely to become more significant, given that only
some 30% of Russian citizens find that their personal data and privacy is sufficiently
protected from risks, as the recent sociological survey demonstrates [16].

Relatively low value of determination coefficient (R2) suggests that there are other
factors determining digital public service adoption in Russian regions. Such factors may
include trust in government, digital trust, and cultural differences which, due to the lack
of data, were not considered in this paper.

Another limitation of this paper is related to using aggregate data at the regional level
for modelling which does not allow to differentiate factors by the type of public service
and does not account for intra-regional variations which may be significant. At present,
there is no data available to account for intra-regional and service type variations, so
such analysis is rather a subject of possible future research.

6 Conclusion and Recommendations

The study suggests that adoption of digital public services in Russia is driven by the
quality of such services supplied and, at later stages of digital adoption, on income
and education. Other factors, not accounted for in this analysis due to the lack of data,
include trust in government, digital trust, and cultural differences, as well as possible
intra-regional and type of service variations.

Notably, access to infrastructure is only weakly associated with the use of Internet
to obtain public services. Therefore, measuring the digital divide among the regions
based only on variations in ICT infrastructure availability (such practice is inter alia
used for estimating the indicator on differentiation of Russian regions based on integral
indicators of information development) seems insufficient. Digital divide measurement
should incorporate social component accounting for variations in the extent of education
and skills, as well as income.

The fact that the extent of e-services adoption depends on social and demographic
factors means that rapid switch to digital interactions may have negative effects on some
social groups, such as the poor and less educated citizens. The recent experience of
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coronavirus pandemic has highlighted this risk, especially in distance learning [21], but
also in other areas.

Therefore, increasing the adoption of digital public services inRussiawould call for a
set ofmeasures both aiming at developing ICT skills among various groups of population
and reducing requirements to citizens related to providing data and documents to the
public administration while applying for a public service (i.e., making digital interaction
with public administration simpler and therefore less skill-dependent). To this end, the
recent decision to eliminate the requirements on providing documental proofs for citizens
applying for welfare payments is an important step in the right direction.

Coronavirus pandemic and the restrictions imposed to limit the infection spread
have become an important incentive for digitalizing public services and have boosted
adoption of e-services in Russia. The number of users of the Unified identification and
authentication system (citizens and businesses with digital IDs) has grown from 103
million at the end of 2019 to 132,9 million by end-February, 20215. During the peak
periods in May 2020, the weekly number of public services requested through the single
public service delivery portal exceeded 12.6 million (which is about three times higher
than the usual pre-pandemic level).

However, after the restrictions on offline public service delivery were lifted, the
number of offline public service requests through the network of one stop shops (MFCs)
reached the pre-pandemic levels. Thus, while the pandemic restrictions helped citizens
to gain some experience in digital interaction with the public administration, they also
demonstrated important limitations and lack of readiness to fully digital interactions
both on the side of public administration and on the side of citizens themselves.

This situation can be partially explained by a habit of applying to MFCs when this
offline service delivery channel is perceived as a simpler and more reliable way of
interaction with public administration. Similar effects were observed in other countries
with a broad network of one stop shops, i.e., Latvia [47] and Greece [52].

However, as confirmed by this analysis, the supply side (i.e., availability and quality
of public services delivered digitally) also plays an important role in promoting digital
adoption. To this end, partial digitalization of public services when only some service-
related procedures are available digitally while others require personal visits, limits the
effects of digital transformation especially in the circumstances when digital interactions
become a preferred if not the only possible service delivery channel. Thus, the increase of
personal visits to MFCs and public administration bodies illustrate the fact that many in-
demand public services are simply not available online. Therefore, increasing adoption
of electronic public services by citizens calls for deeper and more comprehensive digital
transformation in the public administration.
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Abstract. The paper is devoted to finding the factors that influence on citizen’
trust in information technologies. Research has been proposed to identify which
institutional factors affect the establishment of trust in information technology.
Saint Petersburg was selected as a research case. The survey applied SCOT app-
roach in assessment citizens’ use and attitudes towards new technologies. The
study was conducted in two phases: pilot and main survey. In the second phase of
the study, 800 respondents took part in the survey. According to the data of con-
ducted surveys, factor analysis was carried out. The study shows that institutional
trust reflected in attitudes towards organizations on the Internet is important for
building trust in information technologies. People who are more inclined to trust
government institutions are also more inclined to trust interactions in the Internet
space.

Keywords: Social trust · Information technology · Institutions · Survey

1 Introduction

Nowadays, social trust is an essential element of building the information society. Trust
significantly influences the adoption of innovations and changes, as well as motivation
for using technologies. At the same time, diversity and expansion of new technologies
lead to an increase in negative trends in relation to new information technologies and
content posted on the Network.

Modern research demonstrates the complexity and multidimensionality of trust in
information technology: it is not constant and varies depending on the sphere and tech-
nology itself. In modern conditions, it becomes obvious that there is a whole complex
of elements that can have an impact on trust relationship in new technologies. The
penetration of information technologies into people’s lives introduces new forms of
communication and the establishment of relationships, as their wider penetration, new
social norms arise and are established. In essence, there is a process of institutionaliza-
tion of new structures and processes. At the same time, the role of institutional factors
and mechanisms affecting trust remains insignificantly studied.

In this paper we present the 2-waves research took place in Saint Petersburg. In
order to identify institutional factors affecting trust in information technology, the team
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of authors conducted a two-phase study. The purpose of the annual survey was to detect
new factors and to reveal some changes in respondents’ attitudes in 2-year dynamic.

The paper has the following structure: literature review sheds a light on the previous
research findings. Methodology section gives an overview of the applied approach and
questionnaire development. The findings draw a picture of the dynamic of citizens’
opinions. Finally, conclusion and discussion section underlines the important issues for
further consideration.

2 Literature Review

The scientific interest in trust ismainly related to its role in the formation of social capital.
Trust forms a basis of social capital in sociological and economic research. F. Fukuyama
believed that it is the development of trust relations determines the development of
society as a whole [8]. R. Putnam considered trust, norms, and social ties as elements of
social capital that increase the effective functioning of modern society [24]. According
to N. Luhmann, trust provides favorable social relations, as it introduces elements of
certainty and predictability into them [15]. Most studies of the phenomenon of trust
concern precisely the sphere of interpersonal relations [1, 14, 15, 19].

In recent years, trust in information technology is gaining special relevance. Despite
the different object of trust, trust in technology is similar to trust in interpersonal rela-
tionships [15]. It is most often considered in the context of automation where the object
of trust is a specific technology [13, 23]. According to A. Kiran and P. Verbeek, com-
plex connections between people and technology encourage active trust in technology,
instead of mistrust [11].

Trust in technology is often related to users attitude and willingness to use some
technologies [9, 25]. Research in this field separates into several directions counting
trust in electronic communication in bank services [4, 25], and governmental services
as well [5, 26]. Trust in technology is determines acceptance or rejection of a certain
technology, and in terms of over and under reliance in technology [2].

While usage of new and even unknown technologies is connected with certain risks,
establishment of trust relations could help to overcome such risks [17]. Several studies
have examined the relationship between institutional trust and the use of technology in
online services such as e-government [26] andmobile banking [21]. Thus, Reid and Levy
in their study identified the connection between trust in an organization (institution) that
uses technology and user behavior [25].

Trust in technology is associated with a propensity to trust technology and institu-
tional trust [17]. Institutional trust is defined through the attitude to existing rules and
norms within social institutions [18].

Some studies underline a complex of parameters that determine trust in technologies
[12]. According to Montague and Asan, there are several layers of trust that could affect
each other and reflect into users’ relationships with technologies [20].

Special attention is paid to studying trust in government e-services that involves not
just trust in technological side but in government as an institution as well [3, 22, 26].
M. Smith identified the relationship between trust in public electronic services and trust
in public institutions [26]. The special role of trust in the choice of electronic services



154 E. Vidiasov et al.

was noted by D. Moe, D. Shin and D. Cohen [22]. They fixed on a case of Lebanon,
that low usage of services hindered their promotion. As a solution, the authors note the
importance of increasing trust in government, the Internet, and technology.

Thus, current studies demonstrate the connection between institutional trust and trust
in technology. Identification of specific institutional factors can help to establish trust in
technology and innovations.

Theoretical framework shows the importance of the influence of the institutional fac-
tor on the implementation of any innovation. At the same time, the category “institutional
trust” has different interpretations and interpretations in relation to the assessment of the
application of information technologies. A particularly important task is to find the vari-
ables that make up the institutional trust in information technology, which is currently
not disclosed in the literature. This served as a prerequisite for starting our research. For
the research the following research question was stated: which institutional factors affect
the establishment of trust in information technology among residents of St. Petersburg,
and how did they change in the dynamic period?

3 Methodology

3.1 Research Design

The research was conducted in accordance to SCOT approach, that means a focus
on combination of experience detection, as well as attitudes assessment towards new
technologies.

The research focus covered the determination of institutional factors that affect the
establishment of trust in information technology. The study was conducted in Saint
Petersburg, Russia. The findings demonstrate the picture of the city residents on the
selected territory. In this study, we consider trust in information technology, defining it
as a state of confidence in the unambiguous behavior of a digital system, as well as a
belief in the reliability of its operation and predictability.

St. Petersburg was chosen as a research site because it is one of the leaders in the
development and use of IT. Therefore, this long-term use of IT is preferable to discover
new norms and institutional linkages.

There was a 2-years cycle of research. We conducted survey in 2019–2020 annually.
In 2019 the survey was conducted in 6 multifunctional centers (MFCs) that provide
municipal and government services using a personal questionnaire method. MFCs rep-
resented different districts of the city [28]. The interviewers asked 600 respondents
[29]. The distribution of the polls’ participants was representative. There were 15%
of younger category (18–25 y.o.), 19% of people of 26–35 y.o., 17% belonged to the
group of 36–45 y.o., 18% of citizens of 46–55 y.o., 16% of 56–65 y.o., and the rest 16%
belonged to the oldest group (65+). The respondents’ occupation showed the prevalence
of employees/specialists (45%) and non-working pensioners (16%). Businessmen and
top-managers occupied 11%, as well as the students. The group of workers, drivers and
guards presented 8%, and the rest of the sample belonged to the temporary unemployed,
housewives and others [29].

In 2020, the survey scale covered 800 respondents. The questionnaire was corrected
in several blocks due to the results of the first wave. The study was carried out during
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a global pandemic, therefore it was decided to conduct the survey in an online format.
The Anketolog service and the anonymous database of respondents provided by it were
used. All respondents in the database undergo a mandatory identification procedure
during initial registration, their data is also confirmed by passport data. All necessary
checks are carried out by the staff of the Anketolog service.

The sample in 2020 covered 54%ofwomen and 46%ofmen.Among the respondents
22% belonged to the youngest group (18–30 y.o), 29% for a group of 31–40 y.o., 29%
for citizens of 41–50 y.o., and 20% were older than 51 years. The majority in the sample
were employees, also 14% represented themanagerial positions, and 11%were occupied
by the workers of the third range.

Weused theLikert-scale to range the respondents’ responses to a set of questions. The
questionnaire consisted of a list of statements with which the respondents could express
their agreement on 1 to 5 scale [28, 29]. The extent of the agreement/ disagreement
showed their experience in using information technologies.

3.2 Variables of Institutional Factors Influencing Trust in IT

Assessing the level of citizens’ trust in information technologies is impossible without
taking into account the fact that the level of trust varies from one sphere to another, as
well as in various situations of online interaction. According to the data of conducted
surveys, factor analysis was carried out. This allowed us to reduce the data dimensions
and to present the structure of trust in information technology through several key hidden
factors.

At the first stage, 13 variables from the pilot survey were selected for certain aspects
of trust in information technology. The method of principal components was used as
a method of factor analysis. The eigenvalue according to the Kaiser criterion is used
as a criterion for selecting components: only factors with an eigenvalue above one are
selected for analysis. The orthogonal Varimax method is used as a rotation technique. In
the survey Kaiser-Meyer-Olkin (KMO) sample adequacymeasure, as well as the Bartlett
sphericity criterion were used.

A factor analysis revealed 3main factors: institutional, transactional and information.
Eachof thembelonged to trust in different areas: attitudes towards institutions, operations
with other actors online, and information services quality. These factors cover 64.4% of
the sample, which is a fairly high indicator: the institutional factor covers 24.7% of the
sample, transactional –23%, and informational –16.5%.

The institutional trust factor groups variables related to their confidence about
specific organizations involved in IT communication, such as government, Internet
providers, as well as administrators of networks.

The pilot factorial model made it possible to identify some theoretical expectations
regarding the components of trust in information technologies and the significant role
of the institutional factor.
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4 Findings

4.1 Assessment of IT Use by Respondents

As the research has shown, in St. Petersburg residents are quite active Internet users
(81%). In addition, 42% can call themselves skillful users, they are not afraid to master
new information technologies.Almost every second respondent said that their confidence
in the security of electronic communications contributes to the expansion of IT pene-
tration into their lives. Also, every third respondent is motivated to use IT by reducing
time costs in comparison with traditional communication methods.

According to the survey, 65% of city residents often use electronic government
services. Almost every second respondent uses various electronic channels to contact
the authorities. As the survey results show, in most cases city residents regard such
practical cases as positive (distribution from 58% to 64%).

Also, every second respondent said about their confidence in the security of data and
their exchange when interacting with government agencies. In general, residents of St.
Petersburg demonstrated a fairly high level of trust in interacting with the government
when receiving electronic services, going through personal identification procedures on
portals (65%) (Fig. 1).

Fig.1. Dynamics of trust in information technology when used in various fields

According to 70% of St. Petersburg residents who took part in the survey, Internet
communication has a positive effect on the general level of awareness of the population
about what the authorities are doing. Half of the respondents believe that this aware-
ness helps them understand causal relationships and explain management decisions
made by the city government. Every third respondent agreed that Internet interaction
allows citizens to be really involved in making decisions about urban development and
governance.
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However, the respondents were rather cautious when expressing their opinion about
the prospects of electronic voting in the country as a whole. Only a third of the respon-
dents consider this method of collecting votes to be effective and truthful. Also, almost a
third of the respondents (28%) use non-governmental, alternative resources for collecting
votes.

Certain positive trends were noted by the respondents over the course of two years of
research. In particular, a third of the city’s residents already nownotemore attention to the
problems of residents on the part of officials and politicians. The respondents associate
this state of affairs with the penetration of the Internet, the publicity of sufficiently
important social and urban problems. However, there is also a group of pessimistic
residents (72%) who believe that the opinions of residents are not taken into account
when making decisions on serious issues. In general, the city recorded a level of trust in
the authorities of 26%.

The study included questions about the distribution of responsibility for the security
of electronic communications. Almost half of the surveyed residents of the city (43%)
believe that ensuring security should fall on the shoulders of the authorities.

Almost every third respondent believes that the current Internet interaction is suf-
ficiently safe and provided by the state with all necessary measures. But this raises a
complex issue related to the boundaries of freedom on the Internet and security. Thus,
78% of the city residents surveyed believe that in no case should the freedom of speech
and expression on the Internet be sacrificed in favor of enhancing security.

4.2 Dynamic of Trust

The results of the study over two years have shown positive dynamics in the use of
electronic formsof communicationwith the government, aswell as an increase in demand
for electronic government services. Of course, these trends were also influenced by the
global pandemic, when residents were forced to receive electronic services.

In general, the share of St. Petersburg residents who applied for electronic services
and who regard this experience as positive has increased by 17% in the last city. Also,
the share of respondents submitting online appeals to the authorities and assessing this
experience as positive has also increased by a quarter.

The percentage of St. Petersburg residents who generally trust electronic identifi-
cation systems and consider the exchange of data with the state safe has increased by
13%.

The share of respondents who believe in the positive ability of the Internet to involve
residents in city management increased by 18%. Their voices can be heard by the gov-
ernment as their internet presence expands. Also, the share of those who rate the author-
ities’ attentiveness to the problems of residents has increased by 10%. The share of
those who believe in a real opportunity to influence political decisions through Internet
communications has grown slightly less.

Over the past year, the share of residents who trust government online services has
increased by 15%. At the same time, the overall level of trust in regional and local
authorities has decreased by 3% over the past year. On the whole, the last year was not
easy enough,many government decisionsweremade, so it is impossible to unequivocally
assess what is the reason for the negative trend towards decreasing trust. During the
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period 2019–2020, there has been a trend towards an increase in trust in communication
on social networks (by 8%). In general, users began to better assess the security of data
exchange when interacting with authorities through social networks (Fig. 2).

Fig. 2. The dynamics of trust in communication in social networks

The number of residents closely following the discussions of socially and politically
important issues increased by 17% in 2020. It is important to note that the share of
involved respondents who actively participate in discussions (commenting on posts,
creating posts, etc.) has doubled.

4.3 Institutional Factors Influencing Trust in IT

At the second stage of the study, 20 variables were selected for factor analysis, repre-
sented by a Likert scale of 1 to 5. The estimated parameters in 2020 involved trust in the
services of the platform economy (taxi, ordering food from restaurants, ordering food
from stores and ordering goods), as well as questions about the credibility of information
on the Internet (on the websites of news agencies and on social networks) in addition to
2019 list.

EFA and PCA were used as analytical tools for determination of factor model. The
first method is better suited for identifying latent factors, while the second allows us to
reduce the dimension of the data and get fewer variables for further analysis. The analysis
was performed with R software package. Based on the comparison of eigenvalues and
the scree method, six factors were identified within the EFA and five factors within the
PCF. The EFA was performed using Oblimin oblique rotation allowing for correlation
of factors. PCA was performed using Varimax orthogonal rotation.

As a result of factor analysis using the PCA method, 5 factors were identified: insti-
tutional, service, platform, transactional, and informational types of trust. In the context
of this study 3 factors were considered: institutional, transactional and informational
trust.
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We applied Varimax orthogonal rotation for factor loadingmatrix (see Table 1). Bold
type indicates the largest factor loadings for each factor.

Table 1. Factor loadings matrix

Institutional Informational Transactional

Trust_E_Identification 0.22 0.08 0.78

Online_Trust_Gov 0.12 0.25 0.77

SocMedia_Trust_People 0.33 0.56 0.27

SocMedia_Trust_Gov 0.21 0.46 0.58

Online_Trust_Payment 0.29 0.11 0.56

Trust_Provider 0.61 0.25 0.37

Trust_Rus_Companies 0.73 0.19 0.26

Trust_Foreign_companies 0.76 0.09 0.11

_Trust_Rus_SocMedia 0.67 0.34 0.28

_Trust_Foreign_SocMed 0.75 0.20 0.02

_Trust_InformationSocMed 0.18 0.83 0.06

_Trust_Information_Websites 0.15 0.74 0.23

_Trust_OnlineInfo_General 0.20 0.75 .10

Informational trust reflects the variables that assess the quality of information
exchange. Transactional trust includes trust in electronic identification when interacting
or communicating with government authorities, and trust in online payments.

The identified factor of institutional trust groups variables that fix trust in certain
cyberspace actors includes the following: Internet providers, Russian and international
companies who provide their services in the Internet, social networks administration
as well. This factor reflects trust in organizations on the Internet that corresponds to a
classical meaning of trust in social institutions as “perceived reliability of a system or
institution”, or as trust to a third party that has a corresponding “reputation”.

Correlation analysis also showed a strong connection between respondents’ percep-
tions of themselves as active and advanced Internet users, as well as active users of social
networks These three variables are significantly correlated with age: younger respon-
dents consider themselves to be more active and advanced users. The perception of the
Internet as a space of more harm than good also increases with age. Women are more
likely to perceive themselves as more active users of social networks, and more posi-
tively assess their experience of interacting with some online tools. At the same time, the
level of education positively and significantly correlates only with the “advancedness”
of the user, but not with the active use of the Internet. In addition, it is worth noting the
significant correlation between generalized and institutional trust. Variables reflecting
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the experience of interacting with various online tools also show a high degree of cor-
relation with each other, as well as significant correlations with the level of generalized
and institutional trust and the activity of Internet use.

The results of the analysis draw attention to the importance of variables related to
trust in traditional institutions in constructing a factor model. In particular, it is about
trust in organizations and government. In general, people who are more inclined to trust
people and government institutions are also more inclined to trust interactions in the
Internet space.

5 Conclusions and Discussion

The study revealed some theoretical expectations of what constitutes online trust, in
addition to trust in technology itself or the degree of ownership of it. We can attribute
to such a component (1) institutional trust in organizations operating on the Internet; (2)
transactional trust in interaction with other online actors (first of all, in the state); (3)
informational trust in services and information quality.

The revealed data demonstrated that the factor of institutional trust significantly
influenced social trust in information technology.According to conducted factor analysis,
variables of institutional factor occupy the major place by weight compared to other
factors. These group describes the citizens’ attitude towards companies that provide
services in the Internet (including connection to the Internet itself).

Trust in institutions determines the choice in favor of using or not using various
technologies. Continuing the positive experience of using and trusting organizations
providing online services increases confidence in the security of electronic exchange
and reduces the level of perceived risks in electronic communications.

The research results are of practical importance in the development and implementa-
tion of various innovative IT services. The presented findings indicate the importance of
establishing a positive image of the organization implementing the service itself, which
will have a positive effect on the use of the proposed new products and services.

In recent studies there are also some evidences that citizens prefer chatbots over the
real people providing online services [30]. From this perspective, authorities should also
pay attention to feedback from users of government portals and services. When trust is
established, constructive dialogue and citizen involvement in the management of urban
areas through electronic mechanisms and channels is possible.

The limitations of the study are related to its focus on a particular city and its inhab-
itants. In addition, conducting the second wave of the survey in 2020 online may have
contributed to a slight bias in the results towards respondents who are clearly using
information technology. In this regard, after the end of the isolation policy, it makes
sense to conduct a third wave of the survey. However, one should not ignore the fact
that the global pandemic has forced a large number of people to join the online format.
Thus, the distortion can be partially compensated for by events and processes caused by
the global pandemic.

Also it is important to have comparable research data in other territories, and more
importantly, in other countries. At the same time, factor analysis showed the applicability
of the selected variables, and the research questionnaire can be used for other objects of
study of trust in information technology.
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Abstract. It seems clear that the Internet, as highlighted by the European Court
of Human Rights in Cengiz and Others v. Turkey, “has now become the primary
means by which individuals exercise their freedom to receive and impart informa-
tion and ideas”. As a result, in many countries worldwide, regulating the Internet
has become one of the top priorities on the political agenda, albeit with different
solutions, from Australia through Germany and Canada to Poland and Hungary.
The world has become acquainted with ‘fake news’, ‘deepfake’, ‘dis- and misin-
formation’ in recent years. Digital platforms providing servicesworldwide have so
far not devoted significant resources – for the sake of their well-conceived business
interest – to prevent these from spreading. Two proposals are on the table since
December 2020 in the European Union: Digital Services Act and Digital Markets
Act. Both want to set an exemplary approach to regulating tech companies and
have several advantages and disadvantages. The article intends to show them all
in an explanatory manner.

Keywords: Freedom of expression ·Media · Digital services act · Digital
markets act · Advantages · Disadvantages · Competition · Regulation

1 Introduction

“By 2030, more than just enablers, digital technologies including 5G, the Internet of
Things, edge computing, Artificial Intelligence, robotics and augmented reality will be
at the core of new products, new manufacturing processes and new business models
based on fair sharing of data in the data economy. In this context, the swift adoption
and implementation of the Commission’s proposals for the Digital Single Market and
Shaping Europe’s digital future strategies will enhance the digital transformation of
businesses and ensure a fair and competitive digital economy.” [1] – stated the European
Commission in March 2021. The future is already here, it seems.

But this is not the case if one examines the field of the current regulation. Twenty
years have passed since 8 June 2000, when the Directive on electronic commerce [2]
(hereinafter e-comm directive), which regulates digital services to date, was adopted. In
a such a rapidly changing market those regulatory solutions that seemed forward in 2000
have now lost their relevance. All this became crystal-clear in practice when – following
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the United States’ and other countries’ attempts – the European Union (EU) also took
actions against the perceived or real dominance of the digital giants. For example, in
2017, a fine of e110 million was imposed on Facebook [3], a record fine of a total of
e8.2 billion [4] was imposed onGoogle between 2017 and 2019 for regular and systemic
infringements of competition rules [5], and proceedings against Amazon were launched
at the very end of 2020, alleging a breach of antitrust rules [6]. The fact of these fines is
a good indication that – typically American – big-tech companies, previously thought to
be untouchable have paddled into waters that are considered dangerous not only legally
but also politically [7]. Although fines represent only a fraction of their annual revenues,
the path taken by several countries around the world clearly shows the politicians will
try to regulate the digital services.

It seems clear that the Internet, as highlighted by the European Court of Human
Rights (ECtHR) in Cengiz and Others v. Turkey, “has now become the primary means
bywhich individuals exercise their freedom to receive and impart information and ideas”
[8]. As a result, in many countries worldwide, regulating the Internet has become one of
the top priorities on the political agenda, albeitwith different solutions, fromAustralia [9]
through Germany [10] and Canada [11] to Poland [12] and Hungary [13]. As Goldstein
and Grossman stated in 2021: “governments work to develop responses, (and) it is
imperative to begin with an understanding of how these operations work in practice
(…).” [14].

Digital platforms providing services worldwide have so far not devoted significant
resources – for the sake of their well-conceived business interest – to prevent these from
spreading. Once again, quoting the ECtHR, “the Internet plays an important role in
promoting public access to news and the dissemination of information in general [15].
The expressive activities generatedbyusers on the Internet are anunprecedentedplatform
for exercising freedom of expression” [16]. Moreover, the changed political climate was
also perceived by big tech-giants and they took steps to change the situation: on 6 May
2020, Facebook announced that it would set up anOversight Board of recognized experts
to address inappropriate content to help the company. The first decisions had already
been made in early 2021, and in four of the first five cases, the Board ruled against
Facebook’s moderation decision [17].

2 Theoretical Framework

In these years, the new media have “a much more immediate and powerful effect” [18],
than e.g., print media. There are several indicators in the Recommendation [19] that
clarify this question: “self-categorization as a media outlet, membership in professional
media organizations, workingmethods analogue to those typical of media organizations,
and, in the new media environment, the capacity and the availability of technical means
(e.g. platform or bandwidth) to disseminate content to large audiences online.” [20] The
crucial article for freedom of expression of the the European Convention on Human
Rights (ECHR) is Article 10 which in its paragraph 1 states that “Everyone has the
right to freedom of expression. This right shall include freedom to hold opinions and to
receive and impart information and ideas without interference by public authority and
regardless of frontiers.” On the other hand, paragraph 2 explains the restrictions that
may be imposed on freedom of expression in certain circumstances.
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Paragraph 2 of Article 10 is applicable not only to information or ideas that are
favorably received or regarded as inoffensive or as a matter of indifference, but also to
those that “offend, shock, or disturb the State or any sector of the population” [21]. The
demands of the pluralism, tolerance, and broadmindedness are the aims here without
which there is no democratic society. As the European Court of Human Rights stated in
the case ofHandyside v. TheUnitedKingdom, this primarlymeans that every ‘formality’,
‘condition’, ‘restriction’ or ‘penalty’ imposed in this sphere must be proportionate to
the legitimate aim pursued. [22] It is also important to underline that any limitations of
freedom of expression in line with Article 10 are to be applied vigorously restrictively.

At the same time, we must not forget that the basic problems can be seen in deter-
mining the levels of responsibility, as in many cases, these huge platforms acted as
quasi-states [23] and acted as quasi-independent legislative powers only based on their
own Terms of Services. All this is further underlined by the fact that the case-law of the
European Court of Human Rights and the Court of Justice of the European Union (ECJ)
is far from being consistent [24]. It is therefore necessary to underline the differences
between the two courts. First, when the national legal remedies are exhausted, the cases
come before international courts. European Court of Human Rights relies on European
Convention on Human Rights and focuses on the 47 member states of the Council of
Europe. On the other hand, the European Court of Justice follows the European Union
law and focuses on European Union member states. The difference between the courts is
that “the ECJ can be seen as an integrative agent, striving for further EU harmonization”
while “the ECtHR’s mandate is that of providing minimum human rights standards pro-
tection, beyond which wider scope is left for pluralism and national sovereignty within
the EU.” [25] More specifically, “ECtHR ruling will result in a “more gradual (and
perhaps less politically costly) implementation” of the decision than in the case of an
adverse ECJ ruling.” [See 25] These courts consider each other’s judgments referring
to human rights’ violations, with a note that “the case law of the ECJ shows that where
fundamental rights come into conflict with the economic Treaty freedoms, the economic
freedoms may sometimes prevail over fundamental rights.” [27].

3 Proposal for a Regulation on Digital Services [28]

With the General Data Protection Regulation (commonly known as the GDPR) [29] set
by the European Union as an excellent path to follow, it is no wonder that it also wants to
set an exemplary approach to regulating tech companies. The first striking legal differ-
ence from previous legislation in this area is that, by analogy with the GDPR solution,
the European Union intends to implement it not as a directive but as a regulation [30].
The legislator explained this in the proposal (hereinafter DSA):” The Commission has
decided to put forward a proposal for a Regulation to ensure a consistent level of protec-
tion throughout the Union and to prevent divergences hampering the free provision of the
relevant services within the internal market, as well as guarantee the uniform protection
of rights and uniform obligations for business and consumers across the internal market.
This is necessary to provide legal certainty and transparency for economic operators
and consumers alike. The proposed Regulation also ensures consistent monitoring of
the rights and obligations, and equivalent sanctions in all Member States, as well as
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effective cooperation between the supervisory authorities of different Member States
and at Union level” [31]. However, the solutions in other articles in the draft regula-
tion show the real intention without question: “by its nature cross-border, the legislative
efforts at national level referred to above hamper the provision and reception of services
throughout the Union” [See 31], intending to “empowering citizens and building more
resilient democracies” [33].

It is worth noting that the draft regulation cannot replace the e-comm directive in
its entirety, instead of building on its legal solutions. However, certain sections of the e-
commdirectivemaybe supplemented, as appropriate, bynewprovisions (such asArticles
12 to 15, including’mere conduit’,’caching’, hosting and the non-obligation to general
monitoring). It should already be noted here that the new proposal for a regulation,
the Directive on electronic commerce and some of the rules of the Audiovisual Media
Services Directive [34] (hereinafter AVMSD) do not appear to be harmonised [35], so
standardising and summarising them will be also an important task in the future. This is
so, as according to the most optimistic expectations, the proposal for a regulation will
not be adopted before the end of 2022 or the beginning of 2023 [36].

The communication on the proposal for a regulation on Digital Services summarises
the main changes as:

1) Benefits for citizens

• More choice, lower prices
• Less exposure to illegal content
• Better protection of fundamental rights

2) Benefits for providers of digital services

• Legal certainty, harmonisation of rules
• Easier to start-up and scale-up in Europe

3) Benefits for business users of digital services

• More choice, lower prices
• Access to EU-wide markets through platforms
• Level-playing field against providers of illegal content

4) Benefits for society at large

• Greater democratic control and oversight over systemic platforms
• Mitigation of systemic risks, such as manipulation or disinformation” [37]

All this is expected to lead to the strengthening of human rights, equality, legal
certainty, freedom and democracy; in short, the rule of law, as uniform liability rules,
transparency and predictability in the online environment could stifle the false news
discussed above, and misinformation problems.
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3.1 Pros of the Proposed Regulation

The proposal’s main advantage is that it seeks to put on a new footing the regulatory
environment that has been essentially unchanged for twenty years, over which time,
technological development have already taken place. It should be noted that it creates
a category of so-called trusted flaggers [38], i.e. it would bring the fight against illegal
content online back to the field of reliability and predictability. It would also give users
stronger tools, as they would have the opportunity to challenge the moderation decisions
of the platforms and appeal against them, contrary to current practice [39].

To increase transparency, the regulation would also put one of the most controversial
issues, the algorithms of the platforms, on a new basis, as it would also provide access to
them for independent auditors and researchers [40]. In order to address systemic risks,
the regulation would introduce a new category called very large online platforms [41],
which, unlike at present, would not be subject to an uniform, but specifically different,
liability rules [42]. This category includes those who “provide their services to a number
of average monthly active recipients of the service in the Union equal to or higher than
45 million” [43]. In this context, Member States must designate one of their competent
authorities (digital service coordinator) to carry out all tasks related to the application
and enforcement of the Regulation in that Member State [44]. It is important to note
that “The DSA would apply to all online intermediary service providers as long as their
users (businesses or individuals) have their place of establishment or residence in the
EU” [45], which means that the DSA the DSA goes back to the GDPR’s extraterritorial
solution. In addition, the DSA „reaffirms the negligence-based model of liability for
service providers” [46] and the liability rules (known as the ‘safe harbor model’) that
were set out in the e-comm directive would be transferred to the DSA. It is particularly
important that the DSA also confirms the ban on requiring general monitoring.

Given the real and comprehensible fines of previous years, it is not surprising that if
an online giant platform infringes the regulation, the Commission may impose a fine of
up to 6% of the platform’s total turnover in the preceding financial year [47]. However,
the use of so-called interimmeasures (such as temporary suspension of service) has been
included in the text as a real method of enforcement, as “where there is an urgency due
to the risk of serious damage for the recipients of the service, the Commission may, by
decision, order interim measures against the very large online platform concerned on
the basis of a prima facie finding of an infringement.” [48].

3.2 Cons of the Proposed Regulation

In terms of liability, the regulation would follow the path taken by national regulations
(such as the German NetzDG [49], the French Avia Act [50] or the Austrian Anti-Hate
Speech Act [51]) which force platforms – to avoid fines – constantly police and monitor
their user’s content [52]. This could result in excessive – censored – measures, i.e., as
the European Court of Human Rights has stated, „the organization will take action to
exclude its own liability (and thus erroneously remove content) instead of protecting
freedom of expression.” [53] The most recent outbreak of Covid-19 caused a great shift
to the online sphere and brought digital rights into the spotlight more than ever before
[54], and therefore the concept of digital media, too. There have been censorships and
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arrests of citizens and journalists, breaches of privacy and problems with free access to
information, too,which curbed the basic human rights. On theWorld Press FreedomDay,
the High Representative on behalf of the European Union issued a Declaration stating
that: „Journalists continue to experience harsh working conditions with increasing finan-
cial and political pressure, surveillance, arbitrary prison sentences or violence for doing
their work. According to the UNESCO Observatory, 76 journalists were killed since
2020, while many more were arrested, harassed or threatened worldwide. Of particular
concern is gender-based violence targeting women journalists.” [55].

Some authorities created a type of informationmonopoly insisting on state-approved
sources to be the only ones sharing information about the virus, press conferences were
either open only to media “in favour”, or closed altogether, etc. [56] Finally, even though
health information is certainly a matter of public interest, in some cases, the right to free
access to information suffered because the media, as public watchdogs, were unable to
get accurate information from the authorities [57]. All these negative patterns brought
not only a chilling effect among citizens and media in some countries, but also intensi-
fied the lingering problems. However, the state intervention in online sphere should not
be stricter than the one in offline sphere and “freedom of expression, information and
communication… should not be subject to restrictions other than those provided for in
Article 10 of the ECHR, simply because communication is carried in digital form.” [58]
Instead, the states are encouraged to “promote frameworks for self- and co-regulation
by private sector…(as well as)… interoperable technical standards in the digital envi-
ronment, including those for digital broadcasting, that allow citizens the widest possible
access to content.” [See 58].

The internet did open numerous possibilities for freedom of expression to flourish,
and “as a guiding principle, it has been established that communication happening on
the Web should not be subject to any stricter content rules or restrictions than any
other medium.” [60] The very nature of the internet brought new categories of media,
journalists and media actors in general with a note that “state interventions into the
right to freedom of expression and media freedoms in particular should be guided by
similar general regulatory principles irrespective whether or not professional media
outlets, intermediaries or individual users are involved” [61]. In fact, the Council of
Europe therefore stated that instead of restricting freedom of expression online the states
should turn to “embracing a notion of media which is appropriate for such a fluid and
multi-dimensional reality” [19].

However, the lack of a distinction and definition of illegal and harmful online content
has turned out to be a particularly problematic issue: according to the Euractiv, Patrik
Tovaryš (Head of Information Society Services Unit of the Czech Ministry of Industry
and Trade) pointed out that „there is an absolute need to distinguish between the notion
of illegal content and legal but harmful content. This is imperative as there usually is
a distinction between criminal conduct such as sharing terrorist content and sharing
disinformation, which many users share with faith it is true” [62]. One can assume
that this question would be replaced by the concepts of the European Union’s Code of
Practice on Disinformation from 2018. [63] We should point out that the Code applies
only to signatories, and although it has been signed by Facebook, Google, Twitter and
Mozilla (then Microsoft in 2019 and TikTok in 2020), in legal terms, its usage is very
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questionable. AsMonti stated: “the vital task of fighting disinformation online cannot be
delegated entirely to Internet platforms in the way that the Code provides: the risks that
dwell in the privatisation of censorship (in this case, the removal of politically oriented
content instead of fake news, or the prioritisation of conservative news over progressive
news or vice versa) are too big to be ignored.” [64].

Beside all these, the use of terms in the DSA and the DMA and the definition set
of the current e-comm directive and the AVMSD, are not fully harmonized. About the
issue of extraterritorial scope Joan Barata raised the question that „this would violate
the international law principles of comity and reciprocity and open the door to the
possibility that other countries with a more restrictive conception of the right to freedom
of expression may be able to legitimately extend to the territory of the European Union
(and globally) similar remedies based on their national law.” [65] Some also emphasized
that the necessary rules had already been put in place, so the European Union should
focus on complying with them rather than adopting new legislation [66].

4 Proposal for a Regulation on Digital Markets [67]

The other element of the package (hereinafter DMA) would regulate digital markets,
and President of the European Commission Ursula von der Leyen said at the 2020 Web
Summit [68] that the European Union would seek to control the power of big technology
players much more firmly. In this context, she emphasized that these giants were to be
regulated not only in terms of content but also in terms of technology.

The proposed regulation’s key concept is the implementation of the notion of gate-
keepers [69], which covers service providers with a significant impact on the internal
market, a stable and lasting position, and at least one core platform service. Such core
platform services mean any of the following:

• “online intermediation services (including, for example, marketplaces, application
stores and online intermediation services in other sectors such as mobility, transport
or energy);

• online search engines;
• online social networking services;
• video-sharing platform services;
• number-independent interpersonal communication services;
• operating systems;
• cloud computing services;
• advertising services, including any advertising networks, advertising exchanges and
any other advertising intermediation services, provided by the above.” [70]

The legislature states that “a small number of large providers of core platformservices
have emergedwith considerable economic power. (…)The combination of those features
of gatekeepers is likely to lead in many cases to serious imbalances in bargaining power
and, consequently, to unfair practices and conditions for business users as well as end-
users of core platform services provided by gatekeepers, to the detriment of prices,
quality, choice and innovation therein.” [71] Based on all this, in order to ensure the
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conditions of fair competition, a much stricter system of conditions and sanctions is
established for the tech-giants. Moreover, as these providers are international in nature,
so individual national regulations can only achieve partial results against them. [72]
According to the plans, the European Commission will classify a service provider if it
meets three conditions altogether: the number of users reached, the amount of annual
turnover and the duration of the operation. In details that means:

• “achieveing an annual EEA turnover equal to or above EUR 6.5 billion in the last
three financial years;

• having more than 45 million monthly active end-users established or located in the
Union and more than 10 000 yearly active business users established in the Union in
the last financial year;

• the above thresholds were all met in each of the last three financial years” [73].

4.1 Pros of the Proposed Regulation

Ursula von der Leyen put it at the Web Summit above [See 69] that with great power
comes great responsibility. One should already hail the tries to regulate the gatekeepers.
Concerning all the technological constraints, the key phrase should be found in the
explanatory memorandum to the proposed regulation, which states: “the conduct of
combining end-user data from different sources or signing in users to different services
of gatekeepers gives them potential advantages in terms of accumulation of data, thereby
raising barriers to entry.” [75] In other words, the regulation seeks to strengthen the
possibility of entering the market for new service providers and services and to protect
the data and opportunities of end-users. Such technological restrictions under Article 5
may include, but are not limited to [76]:

• refrain from aggregating personal data from multiple locations;
• refrain from signing in end-users to other services of the gatekeeper [77];
• allow business users to offer the same products or services to end-users through third
party online intermediation services at prices or conditions that are different from
those offered through the online intermediation services of the gatekeeper;

• refrain from preventing or restricting business users from raising issues with any
relevant public authority relating to any practice of gatekeepers;

• refrain from requiring business users to use, offer or interoperate with an identification
service of the gatekeeper in the context of services offered by the business users using
the core platform services of that gatekeeper (lock-in);

• refrain from requiring business users or end-users to subscribe to or register with any
other core platform services [78].

Gatekeepers should also ensure the effective portability of data generated by business
and end-user activities, and in particular, provide end-users with tools that facilitate the
exercise of data portability, including through continuous and real-time access. [79] Like
the DSA rules, violators of key rules can be severely sanctioned: the Commission can
impose fines of up to 10% of its total turnover in the preceding financial year [80]. The
interim measures has also been included in this proposal [81].
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4.2 Cons of the Proposed Regulation

Although stated by the European Commission that „some platforms have acquired sig-
nificant scale, which effectively allows them to act as private gatekeepers to markets,
customers and information. We must ensure that the systemic role of certain online plat-
forms and the market power they acquire will not put in danger the fairness and openness
of ourmarkets.” [82], the above-mentioned conceptual inconsistency should also be han-
dled here. However, the most serious criticisms have been made by many regarding the
classification as a gatekeeper under Article 3 of the DMA. Based on the regulation, the
Commission may declare a service provider to be a gatekeeper even in the absence of the
criteria discussed above. The methodology of this process is yet alarmingly uncertain.

It is yet also unclear that to what extent the criteria set out in Article 3 (6) should
the Commission take into account during an investigation. Similarly, it is not obvious
whether there is an order of priority between the three main conditions, and according
to the procedure, the burden of proof of non-compliance lies with the service provider.
There is also a lack of precise rules for business and end-user data transmission, so it
is technically inconceivable in the current context whether it will offer real help and a
solution to the practical problems that have arisen.

The future will tell in this context how the Commission “will further explore, in
the context of the Digital Services Act package, ex ante rules to ensure that markets
characterised by large platforms with significant network effects acting as gatekeepers,
remain fair and contestable for innovators, businesses, and new market entrants.” [83].

5 Conclusion

The need for stricter regulation than the current one does not seem to be in doubt.
Moreover, that is a question that all actors in our politically polarised world – whether
on the right or the left side – seem to agree. The Internet, as such, is nothing more than
a vast ecosystem [84]. And like all of these: complex, ever-changing, and diverse. The
intention to welcome the regulation of this vast ecosystem on a new footing is to be
welcomed, but the devil is always hiding in the details.

In the United Stated of America „for good reason, long-neglected tech issues—from
privacy to political ads to disinformation—are finally penetrating the public’s attention.
The issue of antitrust has specifically gotten more and more attention of late, with much
of the interest focused on Amazon, Apple, Facebook, and Google. The four CEOs of
those companies—Jeff Bezos, Tim Cook, Mark Zuckerberg, and Alphabet’s Sundar
Pichai, who runs Google—testified (…) in July 2020.” [85] One of the key issue was the
use and abuse of Sect. 230 of the Communication DecencyAct (CDA) [86]. It is not a big
surprise that the European Union found also a perfect time to deal with these questions:
the real power of the big tech-giants. Also their liability for the contents posted onto their
services, their actions toward the questionable contents and their market behaviours.

Although the new European regulation proposals seem to be in line with (most of
the) Member States’ political aspirations and regulatory orientations, much will depend
on the negotiations in the coming years. According to Politico, „Paris (already) plans to
rework the EU’s content moderation bill so that it doesn’t have to rely on other countries’
regulators to police—and if required, punish—the biggest platforms.” [87] It does really
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matter what parts will’fall’ during the negotiations and whether all the Member States
would accept the above-mentioned goal of “building more resilient democracies” [See
32]. What is certain is that the two proposals for regulations have several advantages,
and fortunately, there seems to be a consensus on the issue of making the integration of
the experience of the last twenty years a priority. In addition, regulation is planned to be
monitored regularly, so, likely, we will not have to wait another two decades for another
Internet evolutionary step. Regulators, tech-giants and end-users all should hope that
the regulation will be able to follow changes in market practice much better than at the
present time.
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Abstract. In the era of the fourth technological revolution, the implementation
of social relations depends on information technology and software systems. The
program code that controls the operation of these systems begins to play the role of
a regulator of social relations, since it de facto sets the boundaries of capabilities
and imposes requirements on user behavior.

The paper opened a discussion about what conditions are important for the
program code to receive scientific recognition as a source of law. Three features
are proposed to be considered necessary conditions. First, the program code must
have an impact on social relations. Secondly, he must establish special rules for
the participants in these relations, which are absent in legal acts, moreover, these
rules de facto receive the status of mandatory if the information system (computer
program, other tool) is the onlyway to exercise certain rights and/or responsibilities
of the subject. Finally, users and other actors should accept these rules as a given,
and consider opposition to them as an undesirable exception.

A separate and very important issue is the attitude of the state - it must at least
recognize and support the rules laid down in the code as the natural order of things
in the corresponding social relations (if the state takes on the role of guarantor of
such rules, for example, obliging the subjects of the right to use certain software,
then the program code de facto begins to play the role of a source of law).

Keywords: Legal norms · Program code · Source of law · Lex informatica ·
State information systems · Digital transformation · Code legitimacy

1 Introduction

The concept of the source (form) of law is one of the fundamental in the theory of law.
The metaphor “source of law” belongs to the Roman historian Titus Livy, who called
the Laws of the XII tables “the source of all public and private law” (fons omni publice
privatique iuris) [1]. Philosophers such as John Locke and Thomas Hobbes developed
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the doctrine of the forms of law and formulated the general principle that in order to
apply, the law must be recorded and communicated to the public.

Legal theorists offer definitions that are quite similar in content. Aleksandrov called
the type of activity of the state, which consists in the establishment of legal norms or in
the recognition of other social norms as a legal source of law [2, pp. 49, 51]. According
to Malko, the forms of law are a way of expressing outside the state will, legal rules of
conduct [3, p. 281]. Vengerov defined the form of law as an objectified consolidation
and manifestation of the content of law in certain acts of state bodies, court decisions,
contracts, customs and other sources [4, p. 279]. Nersesyants referred to sources of law
as sources of information about law, as well as social factors that determine the content
of legal norms and the state as the force that creates law [5]. Alekseev considered the
source of law to be documentary ways of expressing and securing the norms of law,
emanating from the state or officially recognized by it [6, p. 76].

Voplenko divides all known forms of law into three groups according to their status:
1) forms of law officially recognized by the state (legal custom, normative legal act,
agreement with normative content); 2) forms of law that are not officially recognized
by the state (religious texts, legal doctrine, individual legal acts, individual contractual
acts, legal awareness, legal culture) and 3) forms of law, the legal status of which is
not officially determined (legal precedent, legal practice, acts of interpretation rights,
generally recognized principles and norms of international law) [7, p. 5]. Although this
classification will differ for states from different legal families, in general, the approach
can be considered universal. The evolution and transformation of forms of law is largely
associated not only with the emergence of new, but also with the official recognition by
the state of previously existing forms.

The role and place of individual sources (forms) of law change with the develop-
ment of social relations. Thus, legal customs were superseded by legislation and other
normative legal acts and acquired a subsidiary character [8, p. 110]. Such processes
usually took centuries: the forms of law, not without reason, can be considered one of
the most conservative elements of the legal system. But under the influence of modern
digital technologies, ideas about the forms of law are beginning to undergo a significant
transformation.

Lawrence Lessig was the first to express the definite opinion that software code
can replace laws. Discussing the fundamental difference between legal regulation in
cyberspace and in the real world, he emphasized the importance of the fact that the
very structure of the real world sets a limitation not only for regulation, but also for the
behavior that must be regulated. A fundamentally different structure of “cyberspace”
requires special legal norms to regulate the relations arising in it. At the same time,
“cyberspace does not have such an architecture that could not be changed, its architecture
is derived… from the code. Such a code can change either because it develops differently,
or because the state and business somehow influence it” [9]. Thus, Lessig formulated the
thesis that the main regulator of relations realized in the virtual space will be the program
code, which directly sets the boundaries of what is proper and possible for participants
in legal relations interacting only through software.

Apart from massively multiplayer online games and similar virtual worlds, today
there are very few examples of social relations that take place entirely in “cyberspace”.
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However,with the development of digital technologies and their penetration into all types
of human life, a huge number of traditional legal relations began to be implemented using
such technologies, to the point that their implementation becomes impossible without
the mediation of software systems and information systems at some stages. And at these
stages, the program code that embodies certain algorithms absolutely rigidly sets the
boundaries of what is necessary and possible for the participants in such legal relations.

This situation is especially pronounced in caseswhere the use of information systems
and individual programs is sanctioned by the state or even established by the state
as a prerequisite. This is a phenomenon that, for historical reasons, turned out to be
characteristic of the Russian Federation. For accounting and control purposes, state
information systems are being created on the basis of laws. The same laws impose the
obligation on controlled entities to transfer information to state bodies using this system,
post certain information in the system or use the system for information interaction with
other entities. In some cases, the state information system becomes the only source
of official information. We have repeatedly written about a trend that began to form in
Russian lawmaking in the early 2010s - instead of adopting a detailed draft law regulating
certain relations, the authorities make a legislative decision on the implementation and
use of a new state information system [10]. Subsequently (usually after the creation of
the system), the details of interaction with it are regulated by subordinate normative acts,
but it is axiomatic that no normative act can set requirements for information interaction
in more detail than the actual program code of the information system. As has been
repeatedly noted in our works, although the requirements for state information systems
are formally enshrined in regulatory legal acts of various levels, the developer, even if
he does not allow deviations from legal norms, in any case, at least, specifies them until
they are fully implemented in software. Thus, in reality there are generally binding rules
(norms) that are contained exclusively in the program code of the system. Moreover,
information systems used in the field of public administration may contain non-obvious,
manifested in very specific cases, discrepancies with legal documents [11].

The program code of multi-user information systems created and maintained by
private companies deserves no less attention. These systems are not mandatory for use,
do not receive a special status from the state, and the restrictions and requirements
imposed by them on the behavior of users do not have any official status. However,
large social groups if they interact through these information systems (technologies,
platforms, protocols) and accept their capabilities and limitations, it is legitimate to say
that such systems objectively express pro-legal requirements [7, p. 10]. It is quite obvious
that the Internet in general, large social networks (such as Facebook), online platforms
(eBay, Amazon), Google services, etc. have a large-scale impact on the behavior of their
members.

2 Formulation of the Problem

The purpose of this article is to identify the necessary and sufficient conditions for the
program code and algorithms of computer systems to act as sources (forms) of law.

Boshno quite exhaustively singled out the signs of forms of law that allow them to
play the role of a regulator of social relations: a) certainty of the content; b) the duration
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of existence; c) common knowledge; d) obligation; e) universality; f) clarity of external
expression; g) rationality; h) justice; i) recognition by subjects of law [12, p. 46].

The code embedded in the program, which is widely used by people, a priori has
such properties as the certainty of the content, the duration of existence and (with some
reservations) the clarity of external expression. The rest of the signs need some clarifi-
cation, taking into account the specifics of the program code. As a first approximation,
intended to start a discussion about the role of code as a source of law, we propose to
consider the following three features that, in our opinion, claim to be necessary and
sufficient conditions:

1. The code mediates social relations.
2. The rules established by the de facto code are absent in other sources of law.
3. Legitimacy of the code.

3 Program Code as a Means of Implementing Social Relations

First of all, speaking about the very essence of law, it should be noted that it regulates the
activities of people, their behavior and relationships. A legal norm is a form of realization
and consolidation of the rights and obligations of participants in social relations [13].

Not any program code (speaking of program code, of course, we do not mean indi-
vidual lines or other code fragments, but an integral application or information system)
directly affects human activity. There are many programs that perform utility functions.
A utility that provides synchronization with world time, a tool for automatic diagnostics
of the device’s health, signal conversion protocols for transmission over communication
channels - although these applications interact with others and contribute to the opera-
tion of a complex of systems, their functions do not directly affect human activity and
do not have any impact on it.

If the user interactswith the application directly, for example, specifies commands for
execution, receives information about their results, etc., we can say that the program code
affects his activities. Moreover, it is the program code that will determine the boundaries
of a person’s capabilities within the framework of interaction with this application, and
the information obtained as a result of the work of the code can determine the further
behavior of a person already as a member of society. Nevertheless, we can talk about
the legal or at least quasi-legal nature of this impact only if it affects social relations,
and contributes to the consolidation or implementation of the rights and obligations of
these relations’ subjects.

Indeed, the fundamental difference between legal norms and otherways of regulating
human activity (such as customs, religion, morality, corporate ethics, etc.) is that the
boundaries of proper and possible behavior established by these norms are formalized
in the form of legal rights and legal obligations of the subjects of social relations.

Legal obligation is a statutory measure of due socially necessary behavior, as well as
a type (line) of behavior [14]. It is a measure of proper behavior towards other subjects.
According to the International Covenant on Civil and Political Rights, “the individual
has responsibilities towards other people and the community to which he belongs” [15].
The Universal Declaration of Human Rights states that “everyone has responsibilities to
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society, in which only the free and full development of his personality is possible” [16].
Legal right, closely and bilaterally related to legal obligation, is a measure of possible
behavior in society, in the framework of interaction with other subjects.

Any program code naturally determines the range of user actions that are possible
when working with the corresponding application or information system. The use of the
application is subject to legal regulations (primarily in the field of intellectual property -
regulating the relationship between the user and the software manufacturer, as well as in
the field of communications, financial and other areas). However, one should distinguish
between the capabilities provided by a local single-user application, no matter how
complex and multifunctional it may be (from a text editor to a decision support system
based on big data) and applications designed for information interaction between several
participants.

If the program code mediates the processes of information interaction, a group
of mutual rights and obligations arises, the implementation of which is possible only
according to the rules laid down in the program.

Using social networks or other tools of network communication, the user has the
right to send a message to another subject, hoping that it will be delivered, and the
recipient will be informed about the delivery of the message. The recipient, in turn, has
the right to reply to the message, ignore or block it. If the functionality of the system
provides for the possibility of moderation, any message can be read, blocked or deleted
by the administrator - thus, the program code consolidates the ability to restrict the
rights of participants in information interaction (in most cases, they are aware of this
and actually give their consent using this system). In some cases, restriction of rights
occurs automatically based on programmatically established rules. The impossibility of
sending a message or posting information on the site due to not filling in the required
fields, violation of the requirements for the format or size of files can hardly be regarded
as a significant limitation. But the automatic censoring of messages based on stop words
and expressions (which can consist of replacing such words or completely blocking the
message and even the entire account) is already an explicit restriction of rights enshrined
in the program code. It can also be interpreted as a duty to refrain from certain actions
that are socially harmful (at least from the point of view of software developers, although
this point of view is most likely due to other norms existing in society, primarily legal
ones), the violation of which follows programmed sanctions. Youtube and other sites
that post user-generated content actively use means of automatic copyright detection and
automatically block content that is marked by the algorithm as belonging to a different
copyright holder [17, 18]. The time is not far off when journalistic content will also be
automatically rejected by anti-plagiarism systems. An attempt to “cheat” a multiplayer
computer game (more precisely, those actions of the user that violate the user agreement
from the point of view of the algorithm) leads to the automatic blocking of the account.

Thus, the program code, through which the information interaction of various par-
ticipants occurs, not only ensures the possibility of realizing their mutual rights and
obligations, but can also set the boundaries of these rights when using the application
(information system), as well as establish rigid causal relationships between certain
socially significant actions of the participants and socially significant consequences that
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will followas a result of these actions - including those that can be considered as sanctions
for the commission of prohibited actions.

4 Program Code as the Only Way to Implement Rights
or Obligations

The law sets standards for socially acceptable human behavior. The program code sets
the boundaries of human behavior in the process of using the appropriate software and
hardware tools.

At first glance, it seems that the program code is more appropriate to compare with
such tools as a drill or a telegraph, which also require a person to perform a certain
sequence of actions if he wants to achieve the desired result. But the program code
embedded in the application takes on a completely different meaning if this application
is the only way to implement certain rights and/or obligations of the subject.

For example, a social network in modern society may be the only way to convey
your position to a certain circle of people. While there are certainly many other means of
communication, social media today play a special role in organizing distributed commu-
nities. Just as in the past millennia, the media fundamentally differed from other means
of communication (and these distinctive features of the media required special legal
regulation of this area), social networks are fundamentally different from other means
of communication by the possibility of simultaneous mass and targeted dissemination
of information. It is no coincidence that the blocking of Trump’s Facebook and Twitter
accounts in January 2021 caused such a heated public debate [19]. The essence of this
precedent comes down not so much to the rights of individual communication platforms
to establish their own rules and restrictions on the communication of participants and,
accordingly, the question of whether such a restriction will constitute censorship. Sub-
sequent events, namely, the transition of Trump’s supporters to other social networks,
pressure on these networks, including from companies that provide their technical infras-
tructure (the closure of the Parler site), led to an almost complete blocking of Trump’s
ability to quickly and massively communicate his position to his supporters [20].

Of course, in an ecosystem that includes many competing social networks, such a
situation is rather an exception and requires the concerted action of a large number of
actors. The software and hardware that block individual users play here a purely auxiliary,
instrumental role. The very right to disseminate information using a social network is
currently not considered a special subjective right - accordingly, blocking in a particular
social network is not a prohibition on the dissemination of information. Although in the
future we can predict the isolation of such a right and the emergence of sanctions in
the form of its deprivation/restriction based on a court decision for committing certain
offenses - precisely because of the special public importance of the information that
public figures disseminate among certain communities through social networks.

However, even now it is pertinent to say that the dissemination and receipt of infor-
mation through a specific social network is a particular commons. Each social network
is unique, first of all, by the range of active users, for whom it is the preferred method of
communication or the main source of information, and secondly by the set of available
services. By distributing information through a specific social network and using its
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services, the user exercises a right different from the general right to information - the
right to disseminate and receive information through this particular social network that
is especially important for him for some reason. And the implementation of this right
depends not only on legal and political decisions that can be made in relation to the user
by the administration of the social network or law enforcement agencies, but also on the
algorithms embedded in the program code of the platform.

The right to disseminate information through a social network will be limited by fil-
ters that automatically cut off obscene and politically incorrect messages, and respond to
potential copyright violations or other requirements. In addition, the range of addressees
of the distributed message will depend on the search and ranking algorithms. In the
conditions of an excess of information and overwhelming information noise, each mes-
sage that does not have a specific addressee is experiencing strong competition. Only the
program code of the social network will determine which messages a particular user will
see in his news feed. The same algorithms will affect the right to receive information by
the user, by forming his news feed based on a combination of user settings, analysis of
preferences and rating of publications (adjusted for the paid service of increasing such
rating) [21].

Not a single legal act will fully enshrine all the rules according to which a social
networkmust deliver information to the user or distribute his information. Evenwhen the
filters mentioned above are configured to block illegal information, they cannot replace
the law enforcement officer - the result of the filter’s work will not always correspond
to the result of a judicial or administrative procedure carried out in strict accordance
with the law. It should be noted that the implementation of this right is influenced
by artificial intelligence algorithms. Their parameters are constantly changing during
training, and the logic of decision-making is described by mathematical models that
depend on data, completely different from the causal logic of “human” rules. Therefore,
even theoretically, going in the opposite direction “from the code”, it is impossible to
formalize these de facto rules and restrictions in the form of a legal act expressed in
natural language [22].

Thus, in a number of cases, the information system (computer program) is the only
way to exercise certain rights and/or obligations of the subject, even if very narrow and
specific. And at the same time, the rules established de facto by the program code are
absent in other sources of law.

There is another important caveat to bemade. Even if a software application is not the
only way to exercise the rights or obligations of participants in certain public relations
(for example, the obligation to provide information to a counterparty can be performed
both orally and using traditional paper forms of information transfer, or maybe through
any of the many electronic communication tools), it still imposes its own special rules,
restrictions and opportunities that affect the implementation of rights and obligations,
subject to the choice of this instrument. For example, some programs and information
systems can guarantee anonymity, others - confidentiality (even if this confidentiality is
contrary to the legal requirements in force in a particular country [23]), and still others -
strict authentication of communication participants and the integrity of themessage itself,
provided they follow a certain protocol. Thus, the variability available in the software
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ecosystem is analogous to how traditional forms of law can enshrine alternative ways of
enforcing legal rights and obligations.

5 The Legitimacy of the Rules Enshrined in the Program Code

In order for the possibilities and limitations that the program code establishes to be
considered as regulators of behavior, and in the long term - as legal norms, it is necessary
to observe such an important feature as their recognition by subjects of law.

This feature is best defined through the concept of legitimacy, which should be
distinguished from the concept of legality close to it. Legality is understood as the legal
rightness of the emergence, organization and activity of power, while legitimacy means
the actual recognition of the power, its actions by the population, the degree of their
approval. Thus, S.I. Nosov, “if legality means legal justification, strict adherence to
the established procedure for the formation of power, the adoption of a legislative or
other normative act, then legitimacy is trust in the government, approval of the adopted
legislative or other legal act, voluntary recognition of the power of the right to make
binding decisions” [24, p. 44].

At the same time, the author notes, “there may be cases when legal acts that meet
the requirements of legality do not have legitimacy and, on the contrary, acts that do
not meet the requirements of legality (for example, acts adopted by an improper entity
and in violation of the established procedure) subsequently become legitimate. Thus,
not every legal norm contained in a legal act can be legitimate from the point of view
of its perception by public opinion, the general population, just as not every legitimate
legal act can be legal from the point of view of the order of adoption” [24, p. 47].

The software code, if it is not approved in a special manner by specially authorized
state entities (which is the case in extremely rare cases), cannot be legal in the same
sense as a legal act. Therefore, in this case, the property of legitimacy is of particular
importance.

Just as a rule of law, being legal by definition, can be illegitimate, software code
legally protected by laws and user agreements can be disapproved and even challenged
by users. An example is the famous scandal of 2005, when Sony introduced a rootkit
on its DVDs, which penetrates deeply into the user’s system without his knowledge in
order to subsequently monitor the copyright of Sony films and applications. It triggered
a public uproar that ultimately led to recall of millions of discs. As a result of a wide
public campaign, Sony was forced to apologize, and antiviruses began to classify the
rootkit as malware [25]. In the spring of 2020, the Moscow government, in order to
counter the spread of the coronavirus epidemic, developed the Social Monitoring appli-
cation, designed to monitor citizens’ compliance with the isolation regime. The first
version of the application was automatically removed from the App Store platform after
Muscovites, dissatisfied with the features of the application, dropped its rating on this
platform beyond the minimum acceptable value [26].

On the other hand, software systems and the actions they allow that are legally
prohibited in a particular jurisdiction can enjoy the recognition and support of a signifi-
cant part of society - cryptocurrency mining and circulation, using torrents to distribute
unlicensed content, bypassing content blocking tools using anonymizers, and WPN etc.
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If the legitimacy of legal acts is largely ensured by their legality, namely the powers
of the receiving bodies, the observance of the procedure for adoption and publication,
then the legitimacy of the program code primarily stems from the rationality of the
requirements laid down in it for participants in public relations.

If the law does not demonstrate an egregious degree of unreasonableness, the major-
ity tacitly agrees with the order it establishes, and the minority (first of all, those who
believe that the law infringes on their interests) chooses the way of combating it in legal
(participating in political activities, organizing public campaigns or addressing com-
plaints to the appropriate courts and authorities) or illegal (breaking the law) methods.
Likewise, if an application is clearly not beyond reason, most users tend to put up with
the specifics of its operation, and a disaffected minority can protest in various ways
(in many cases - by choosing other applications, and if there are no alternatives, using
the same ways - public campaigns for pressure on developers, judicial and administra-
tive measures - or bypassing the requirements by hacking the application as a cardinal
method of countering the established order).

Thus, an application, the algorithm of which reasonably and adequately corresponds
to its tasks, will have legitimacy, that is, recognition from the majority of users. As a
result, users consciously (or at least without resistance) accept the requirements and
restrictions imposed by the program code and affecting the exercise of their rights or
obligations in the process of using such an application.

6 Protection of the Rules Enshrined in the Program Code

The features listed above are quite enough for a program code that satisfies them to act as
a regulator of social relations,which are implemented using the appropriate software. But
the fundamental difference between a legal norm is such a characteristic feature as the
provision of the power of state coercion. It is this feature that makes the rule/requirement
a legal norm, it is for this reason that state and law are closely related and mutually
conditioned phenomena.

The program code, due to its immanently inherent features, in principle, does not
need external support. A mandatory norm established in a legal act can be fulfilled or
ignored by the subject of law. To prevent the latter case or eliminate its consequences,
the mechanism of state coercion is used. A user working with a computer program, in
principle, is not able to perform actions that are not included in the algorithm of the
program. (Speaking about the algorithm of the program, we mean the objectively given
program code - with all errors and undocumented features, and not the ideal image that
may be present in the imagination of its owners and developers.)

However, the state continues to play an important role.
Some applications are specially sanctioned by the state. Their use is mandatory for

established entities in the implementation of certain activities. The requirements laid
down in the program code of these applications are de facto mandatory for execution
under the threat of legal liability - even if they are not enshrined in other legal acts.
Thus, such applications are actually sources of law. This category includes, for example,
state and municipal information systems that have a special legal regime in the Russian
Federation - we have repeatedly investigated this phenomenon in our publications [10,
30].



186 R. Amelin et al.

As for the information systems developed by private companies, at present their
future as a legal instrument is not fully defined. On the one hand, states closely monitor
large information systems and impose many special requirements on the algorithms
for their work. So, in the Russian Federation, information systems that provide targeted
transmission ofmessages between users are required to store thesemessages for a certain
time, as well as to analyze them in accordance with the needs of special services or law
enforcement agencies. In China, a large-scale experiment is underway to introduce a
social rating - multi-user systems must provide the data necessary to calculate such a
rating, and in the near future - restrict the user in opportunities (or, conversely, provide
preferences) based on it. On the other hand, the state does not regulate (and, as shown
above, cannot regulate) all the details of the functioning of such systems. However, the
state can assume the role of arbiter in the relevant public relations. It can establish that
if the operation of a multi-user information system is authorized by the state, then the
rules laid down in its algorithms are mandatory for users. In this case, the program code
of the system becomes a full-fledged source of law. Of course, it is more likely that most
states will limit themselves to establishing some general requirements - and then the
algorithms of the system’s operation and their results will not be binding and may be
subject to challenge both in court and in other ways, including public pressure on the
owners of multi-user systems.

In the latter case, the area where the software code and the legal sphere are interfaced
is of particular importance - the point of transition of social relations from the area where
they are subject exclusively to the logic embedded in the algorithms of software systems
to the area where they come under the influence of traditional legal norms.

Everything that happens during the operation of the application is safely regulated
by the application itself. However, if there is a violation of the logic of the application as
a result of external interference - hacking, such self-regulation loses its meaning. For the
stability of such relations, software and technical measures to protect the program are
not enough; legal measures supported by the state are important, for example, criminal
liability for unauthorized disruption of the system’s operation.

Moreover, the work of any program code is reduced to the processing of information
and, accordingly, the result of the work will always be the transfer to the final addressee
of information received from the source or created as a result of the application. This is
a fairly narrow category of social relations. They are of particular importance when they
are part of a more complex complex legal relationship. For example, the provision of
information to authorized bodies by a controlled entity using a state information system
or simply a postal application for these purposes is part of a complex relationship of
state control over the activities of this entity, within which the transferred information
acquires special legal significance, and its receipt by an authorized body is a legal force.
Fact, entailing legal consequences. Likewise, information stored in a public registry, on
an open blockchain or simply on a private website page will have different legal force
and lead to different legal consequences depending on the provisions of the regulations
enforced by the state.

Special mention should be made of the situation when the information obtained as a
result of the work of the program code has the character of a control action and directly
affects the operation of a complex mechanism, for example, a production complex or a
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robot, acting in the real world and producing relations by its actions, in which various
participants are involved and which are no longer limited to purely informational ones.
The legal status of a robot, the legal significance of its actions and responsibility for the
result of these actions is one of the most difficult and debatable issues in modern legal
thought.

The closest analogy to the ecosystemof requirements inherent in the code of software
products is the medieval system of commercial law lex mercatoria, some elements of
which are still preserved in international practice. As noted by Majorina, this right was
distinguished, first, by the fact that it was not generated by a law or other authoritative
official act; secondly, it existed in a sense autonomously and in addition to the law [27].
By analogy with this construct, a number of researchers speak of the emergence of a
special sphere of autonomously emerging legal regulation - lex informatica. “In the age
of networking and communication technologies, users traveling through information
infrastructure are faced with an unstable and uncertain environment of numerous legal
acts, changing national rules and conflicting regulations. For the information infrastruc-
ture, the default basic rules are as essential to users in the information society as lex
mercatoria was to merchants hundreds of years ago” [28].

Thus, the role of the program code as a regulator of social relations is by no means
diminished, even if it is not supported by themechanism of state coercion. But taking into
account the fact that its execution does not take place in a vacuum, the still insufficiently
studied issue of the relationship between lex informatica and positive legal regulation
acquires special significance. Summarizing the positions of scientists, Majorina draws
attention to two approaches: competition with law (“if in the legal regime the content of
norms is determined by law and court decisions, in lex informatica the rules of conduct
are determined by technical capabilities and the practice of applying technologies” [29])
and equivalence. It seems that in both cases the role of the program code as a source of
law is quite explicit and conditioned by the features identified and discussed above.

7 Conclusion and Prospects

Today, the program code has a weak regulatory effect on social relations and relatively
harmoniously coexists with law, occupying an undoubtedly subordinate role in relation
to the latter. However, the qualitative transition of processes and relations in all spheres
of human activity to forms tied to digital technologies, as well as the development of
other trends associated with the development of digital technologies, will undoubtedly
lead to the fact that the program code will act as a special technological regulator of
social relations. At the same time, both coexistence (harmonious or competitive, when
digital technologies will provide ways to circumvent legal norms) of law and program
code, and the emergence of code as a new kind of sources of law, fully implemented into
the legal system, are possible.

With this paper, we would like to open a discussion about what conditions are impor-
tant for the program code to receive scientific recognition as a source of law. Three
features are proposed to be considered necessary conditions. First, the program code
must have an impact on social relations. Secondly, he must establish special rules for
the participants in these relations, which are absent in legal acts, moreover, these rules
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de facto receive the status of mandatory if the information system (computer program,
other tool) is the only way to exercise certain rights and/or responsibilities of the sub-
ject. Finally, users and other actors should accept these rules as a given, and consider
opposition to them as an undesirable exception. A separate and very important issue is
the attitude of the state - it must at least recognize and support the rules laid down in the
code as the natural order of things in the corresponding social relations (if the state takes
on the role of guarantor of such rules, for example, obliging the subjects of the right to
use certain software, then the program code de facto begins to play the role of a source
of law).

Recognition of the software code as a source of law not only opens up opportunities
for the development of the legal system in the era of the fourth technological revolution,
but also allows to ensure the protection of the rights of users, which are influenced by
the possibilities and restrictions that the software code constructs. In particular, these
rules may be subject to the establishment and challenge mechanisms typical of legal
norms, including judicial and administrative procedures. These questions are the subject
of further in-depth research.
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Abstract. The article dealswith the issue of value-based citymanagement.Value-
based management is one of the most important attributes of the concept of smart
cities of the new generation. It relates to the transition from the technological
understanding of a smart city to the concept of a city adapted to a person to cre-
ate a new quality of life and create new opportunities for development. At the
same time, the most important problem of implementing a value-based approach
is the difficulty in quickly identifying the values and needs of citizens. Traditional
methods based on sociological research do not provide the necessary speed and
coverage, in addition, their results require additional adaptation for management
tasks. This requires the development of new approaches to determining the signif-
icance of urban functions for citizens based on data that has operational specifics.
One of the sources of such data can be social networks on the Internet. The article
suggests an approach to clarifying the structure of values and needs of citizens
based on the analysis of social network data.

Keywords: Machine learning · Text mining · Natural language processing ·
Value-based management · Smart city

1 Introduction

Since its appearance at the end of the 20th century, the concept of a smart city has
evolved and adapted to the specifics of each city [1, 2, 4]. The understanding remained
unchanged that a smart city is primarily a tool for overcoming current barriers and
problems of cities through modern technologies to ensure the sustainable development
of the city in the long term [3].At the same time, both the barriers and the technologies that
allow them to be overcome have changed over time. Different cities, being at different
stages of development, readiness for the introduction of technologies, or as it is now
commonly called, the level of digital transformation, differently organized the processes
of implementing elements of a smart city and differently evaluated the effectiveness of
this activity.

Modern smart cities are forced to focus onmodern challenges, amongwhich themost
significant are the change of the value paradigm, the transition frommaterialistic to post-
materialistic values [5] and the associated emergence of new types of economic activity
and production [6]. The creative economies, the innovation economies, the knowledge

© Springer Nature Switzerland AG 2022
D. A. Alexandrov et al. (Eds.): DTGS 2021, CCIS 1503, pp. 193–206, 2022.
https://doi.org/10.1007/978-3-030-93715-7_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93715-7_14&domain=pdf
http://orcid.org/0000-0001-9877-1687
https://doi.org/10.1007/978-3-030-93715-7_14


194 O. Tikhonova et al.

economy, and the digital economy are prominent representatives. For these types of
economy, a distinctive feature is the prevailing importance of the individual and creative
communities over production collectives [5]. This situation has created new requirements
for the organization of human interaction with the city, for the organization and quality
of the urban environment and life in the city itself.

For smart cities, this required the development of new approaches to management.
One of them is the value-based management of the city [7]. Value-based management
involves understanding and considering the values and needs of citizens in decision-
making to create new opportunities and a new quality of life [8, 9].

However, one of the actual problemsof practical implementation of value-basedman-
agement is the difficulty in restoring the actual structure of values and needs of citizens.
Traditional methods based on sociological research have several typical disadvantages:

they are limited in both the sample size and the measurement volume;
they become obsolete almost immediately after the survey is completed;
they do not have the nature of operational monitoring.

One of the solutions to this problem can be the modeling of values and needs, com-
bining data from traditional methods of sociological research and methods of processing
operational data generated by citizens to refine estimates.

In this article, we will consider an approach to modeling the structure of the signif-
icance of urban functions based on combining data from traditional surveys and data
from users of social networks on the Internet. And the application of this model in the
task of value-based management.

2 Methodological Background in the Field of Natural Language
Analysis

2.1 Methods and Models of Natural Language Analysis

According to several studies [10], the publications of users of social networks can be
considered as a reflection of people’s ideas about what is significant and valuable. Thus,
one of the approaches to assessing the value or significance of urban functions and
objects of the urban environment for citizens can be the analysis of sources where the
main way of expressing citizens is in writing (messages, appeals, posts, questions, and
judgments, etc.). To analyze this kind of data, it is necessary to use the most effective
tools and technologies for processing and analyzing large volumes of unstructured text
data.

The solution of this problem is considered within the framework of the discipline
of computational linguistics, which is based on the development of algorithms and
application programs for processing language information. The greatest popularity and
development in this area is occupied by such a direction as Natural Language Processing
(hereinafter referred to as NLP) [11].

NLP includes a set ofmethods aimed at understanding and analyzinghuman language
by a computer program. NLP lies at the intersection of such areas as artificial intelligence
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and computer (mathematical) linguistics [12]. The emergence of this trend is due to
several reasons and is discussed in detail in [13] by Christopher D. Manning.

The two main methods used in natural language processing (NLP) are syntactic and
semantic analysis [11–13].

The solution to the problem of assessing the significance of urban objects and urban
functions for users of social networks can be achieved by means of a semantic analysis
and correlation of user publications to the relevant topics related to the urban function
or object of the urban environment.

Thus, NLP is used directly in the task of classifying user texts when evaluating the
significance of city functions. At the same time, the choice of tools is determined by
metrics [13], which show how well the machine learning method copes with the task.

Modern approaches to NLP are based on deep learning, a type of AI that learns and
uses patterns in data to improve program understanding [14]. In [15–17], the authors also
evaluate themainmethods ofmachine learning in tasks for determining the text’s tonality
and for correlating the text to specified categories. Artificial neural networks (ANN)
also showed the best results in accuracy, completeness, and F-measure, outperforming
other methods by 7–9%. The results were also presented for different types of artificial
neural network architectures, for example, for convolutional neural network (CNN) and
recurrent neural network with LSTM blocks (long/short-term memory blocks), which
also showed good performance, reaching 80–90% of the F-measure on each class.

As a result of this analysis of the works, we can conclude that the class of artificial
neural networks (ANN) is the most successful with the task of classifying texts into
different categories.

The NLP framework spaCy was chosen as a tool for implementing the classification
model of user publications [18, 19]. This choice was made based on a comparison of
similar NLP frameworks, such as StanfordNLP [20], where the spaCy model showed
the most accurate results on both standard and pre-trained implementations [21, 22].

To solve the problems of natural language processing and machine learning of the
classifier of the language model, it was decided to use the spaCy library [14]. This is
an open-source library in the Python programming language, which has the following
advantages for the task being solved:

– SpaCy language models have a built-in text classification component and tools for
learning it.

– The standard Language Processing Pipeline of the spaCy model has built-in com-
ponents for tokenization (tokenizer), morphological markup (part-of-speech tagger),
definition of grammatical dependencies (dependency parser) and allocation of named
entities (entity recognizer), and the library provides tools for working with them [18].

– Amodel of the Russian language has been developed for the library, which is available
under the open MIT license [28] and has the standard pipeline components in front
of the trained ones.

2.2 Source Data

For high-quality training and subsequent evaluation of the components of the neural
network model, it is necessary to use a sufficient amount of data that is representative
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of the data to which the trained model is supposed to be applied, and relevant to the task
[27].

Extracting information about the significance of urban functions for citizens from
the data of users of social networks on the Internet requires the use of a natural language
analysis tool. At the same time, it is necessary to consider the peculiarities of publications
in such sources, which may differ from the classical language.

With all the variety of public platforms for discussion on the Internet, not all of them
can show a certain cross-section of public opinion on a particular topic. The problem
statement imposes increased requirements for data preparation. Since the names of the
objects of the urban environment can be given in a general form:

– geographical localization of the text is required;
– high intensity of updates (relevance);
– completeness of text messages (contain from one to several sentences)
– the availability of data.

These requirements must be considered when choosing a data source. Users of social
networks usually indicate their social and territorial affiliation, which is an advantage of
social networks as data sources.

In this case, it is convenient to use anonymized publications from open thematic
communities in social networks as a source of discussion. Social networks in general
are a representative source of opinions of their users, and thematic communities allow
for selective access to publications of specific population groups. It can be argued that
users of social networks independently declare their belonging to certain groups of the
population by joining thematic communities.

Facebook Instagram [23, 24], Facebook [25], VKontakte [26] are the largest of them.
However, Instagram does not have a feature of thematic communities, and most of the
published content is visual, entertaining, and accompanied by monosyllabic comments
that are reduced to the simplest expression of emotions (for example, “emoji”).

From the point of view of this study, the social networks Facebook and VKontakte
are similar in their characteristics, as they have tools for both customizing users’ personal
pages, and for creating andmaintaining thematic communities, including those dedicated
to urban topics.

For the demonstration, theVKontakte social networkwas chosen as superior in terms
of the number of users for the selected territory of St. Petersburg (Russia).

3 A Method for Assessing the Structure of the Significance
of Urban Functions Through Text Analysis of Publications
in Social Networks

Themethod is based on the assumption that themore often a group of people discusses the
topic of a certain urban function, the higher the significance of this urban function for this
group of people. The task of obtaining the structure of the significance of urban functions
for a population group can be reduced to determining the frequency of publications on
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the topic of different urban functions in a certain relevant sample of publications in social
networks.

The general scheme of using natural language analysis methods to assess the
significance of city functions is shown in Fig. 1.

Fig. 1. The main stages of the method of assessing the significance of urban functions.

The presented method includes three stages. The first stage involves training the
source text model on the selection of user publications from the corresponding source.
This stage is included in the light of publications [21, 22], where the dependence of
accuracy on the specifics of the data source is considered, where the specifics of the user
expression may differ from the classical language.

The second stage involves solving the problem of classifying user texts for real
data. The third stage involves assessing the significance of urban functions based on the
classification estimates obtained.

3.1 The Machine Learning Stage of the Text Classification Component
of the Neural Network Language Model

To implement the first stage of the method, the following tasks are performed (Fig. 2).

Preparation of Texts for Training the Classifier on Urban Functions
To ensure the representativeness and relevance of the texts for training and evaluating
the classifier of publications in social networks by urban functions, the following criteria
for selecting texts were used:

1) Publicationswere selected from the open thematic communities of the social network
VKontakte.

2) Publications related to the main city functions were selected. At the same time, one
publication could relate to several city functions, that is, the classification categories
were not mutually exclusive.

3) The number of publications related to different urban functions remained approxi-
mately the same to balance the final data set.
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Fig. 2. Tasks of the first stage of the method.

The final data set contained 5,000 texts, with 300 to 400 texts related to each of the
city functions.

Further, for the implementation of the machine learning method with a teacher, the
selected texts were marked up by an expert method for belonging to the topics of the city
functions. The results of the markup can be presented in a tabular form (Fig. 3), where
for each text, the correspondence (value “1”) or discrepancy (value “0”) of each of the
city functions is indicated.

Fig. 3. Example of data markup in Russian.

Preprocessing of marked-up data to improve the quality of learning, evaluation,
and subsequent application of the classifier by normalizing texts and reducing the noise
inherent in natural language and, in particular, texts from social networks. Preprocessing
included the following basic text transformations:

– adding spaces after punctuation marks to improve the quality of text splitting by the
language model into sentences and individual tokens;

– remove hashtags and emojis (emojis);
– remove special characters and numbers;
– removal of Russian-language stop words and tokens in foreign languages;
– removal of tokens related to parts of speech that usually do not carry a semantic load
(it was assumed that only nouns, verbs, adjectives and adverbs, as well as proper
names, carry a semantic load);

– bringing the remaining tokens to the initial form (lemmatization).
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Training the Model Classifier, Evaluating Its Quality, and Deciding on the Appli-
cability of the Training Parameters for the Task
At the first step of the task of training and evaluating the classifier, a preliminary assess-
ment of the effectiveness of training the classifier on the prepareddatawas performed, and
a number of experiments were conducted to select the values of the training parameters.

The prepared marked-up data was divided into a training sample of 4000 records and
a test sample of 1000 records. The training was carried out according to the recommen-
dations of the spaCy documentation [29] and the initial parameters of the model training
were also set according to the recommendations of the documentation for the classi-
fication task [30]. The evaluation of the classification efficiency by the trained model
was carried out both for individual urban functions and for the classification results as a
whole according tomachine learningmetrics [31], Table 1. Experiments were conducted
to determine the operating values of the following classifier training parameters:

– the size of the data packets involved in training the model at each of the iterations
(batch size);

– exception percentage (dropout rate);
– the number of iterations of using data from the training sample.

For different laws of changing the size of data packets (batch size) on the same data
samples, the following estimates of the classification efficiency were obtained, Table 1.

Table 1. Evaluation of the classification efficiency when changing the batch size parameter.

Batch size Precision Recall F1-score

Compounding (1.0, 64.0, 1.001) 91.1 80.5 85.5

Compounding (1.0, 32.0, 1.001) 90.6 83.8 87.0

Compounding (2.0, 32.0, 1.001) 90.6 81.4 85.7

Compounding (4.0, 32.0, 1.001) 92.3 81.2 86.4

Compounding (1.0, 16.0, 1.001) 89.6 81.8 85.5

Compounding (4.0, 8.0, 1.001) 90.8 83.3 86.9

As a result, the batch size during training changed according to the compounding
law (1.0, 32.0, 1.001).

Then a number of experimentswere carried outwith the laws of changing the dropout
rate parameter, which is responsible for the percentage of random neurons excluded
from the model at different iterations of training to reduce overfitting of the model [32]
(Table 2).
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Table 2. Evaluation of the classification efficiency when changing the dropout rate parameter.

Dropout rate Precision Recall F1-score

Dropout = 0,2 93.7 87.9 90.7

Dropout = decaying (0.6, 0.2, 1e−4) 95.6 85.0 90.0

Dropout = decaying (0.4, 0.2, 1e−4) 92.4 96.8 89.5

As a result, the dropout rate was assumed to be constant and equal to 20%.
The last series of experiments was conducted with the number of iterations of using

the training sample (Table 3).

Table 3. Number of iterations of using the training sample.

Number of iterations Precision Recall F1-score

I = 10 93.7 87.9 90.7

I = 20 92.3 86.9 89.6

I = 5 91.2 86.7 88.9

As a result, the number of iterations was assumed to be 10.
After completing the first step of the task, it could be argued that the classifier is

trained with sufficient efficiency on the prepared data.
At the second step of the task of training and evaluating the classifier, in order to

eliminate the bias in evaluating the effectiveness of the classifier due to the peculiarities
of the random division of data into training and test samples, the model was evaluated
by the K-fold cross-validation method, where the value of k was assumed to be 5.

The initial data set was divided into 5 equal parts, then four parts were trained, and
the fifth part was used to evaluate the classifier. The procedure was repeated 5 times,
each time different parts were used as a test sample according to Table 4.

Table 4. Evaluation of the model by cross-validation.

Experiment precision recall F1-score

Testing on the first part of the data 93.2 85.0 88.9

Testing on the second part of the data 94.8 86.3 90.3

Testing on the third part of the data 91.0 86.5 88.7

Testing on the fourth part of the data 92.5 86.4 89.4

Testing on a fifth of the data 93.3 87.3 90.2
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The average value of F1-score: 89.5. As a result of the evaluation, a decision was
made on the applicability of the prepared data and the model training parameters for the
task.

At the end of the first stage of the method, the classifier was trained on all the
prepared marked data using the previously accepted values of the training parameters.
The resulting trained language model was saved for future use.

3.2 Stage of Text Classification on the Trained Language Model

The implementation of the second stage of the method performs the following tasks,
Fig. 4.

Fig. 4. Tasks of the second stage of the method.

Preparing Texts for Classification
The method assumes that the classifier trained at the first stage will be applied to publi-
cations from thematic communities whose participants belong to the population group
of interest. During the development process, the method was tested on the publications
of the following thematic communities on VKontakte:

– “We live on Vasilyevsky Island” (vk.com/vasilyevskiyostrov)-the community of resi-
dents of Vasilievsky Island of St. Petersburg, presumably consists mainly of working
citizens from middle to retirement age;

– “Kvadrat Youth Center, St. Petersburg” (vk.com/dm_kvadrat) - a community center
for young people from 18 to 30 years of age;

– “Mothers of the Primorsky district” (vk.com/primmama)-the mater-rei community of
the Primorsky District of St. Petersburg;

– “Okhta River Embankment Improvement Project Group” (vk.com/proekt_oxta) a
group dedicated to the issues of participation of residents in the project of complex
improvement of the territory.
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3,000 entries were taken from each community.
The data was prepared in accordance with the procedure specified in Sect. 3.1.

Classification and Construction of the Structure of the Significance of Urban Func-
tions
After preprocessing, the texts are classified and based on the results of the classifica-
tion, the structure of the significance of urban functions is constructed. To do this, the
number of texts assigned to each of the city functions is calculated, the most represented
(most significant) function is determined, and then the proportional values for the other
functions are calculated relative to this function. In tabular form, the resulting structure
of the values can be presented in Table 5.

Table 5. Evaluation of the significance structure of urban functions.

City function Number of texts Proportional values

Housing 156 59

Education 141 53

Health 142 54

Religion 23 9

Public transportation 163 62

Selfcare 20 8

Groceries 19 7

Finance 46 17

Domestic services 132 50

Pets 139 53

Sports 53 20

Entertainment and culture 264 100

Work 25 9

Thus, for the three previously selected VKontakte communities for testing the
method, the following structures of city function values were obtained and visualized,
Fig. 5.

It can be noted that the qualitatively obtained structures of the values of the city
functions correspond to the expectations:

– the structure of values for the participants of the community “We live on Vasilievsky
Island” (Fig. 5-a) is quite balanced, with the predominance of the importance of
the function “Entertainment and culture” and with quite high values of the func-
tions “Housing”, “Education”, “Health”, “Public transport”, “Household services”
and “Pets”, which is quite typical for a diverse group of adult working citizens;
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(a) (b)

(c) (d)

Fig. 5. Structure of the significance of urban functions for groups: (a) “We live on Vasilyevsky
Island”; (a) “Square Center, St. Petersburg”; (c) “Mummies of the Primorsky District”; (d) “Group
of the improvement project of the Okhta River embankment”.

– in the structure of values for the participants of the community “Youth Center Square”
(Fig. 5-b), the values of the functions “Education” and “Entertainment and Culture”
are sharply dominated, and the function “Sports” also has some significance, which
corresponds to the theme of the youth educational and entertainment club;

– in the structure of values for the participants of the community “Mothers of the Pri-
mordial district” (Fig. 5-c), the values of the functions “Education”, “Health” and
“Entertainment and culture” are sharply dominated, which is typical for the mother
community;

– in addition, it can be noted that there is a certain predominance of the importance
of the “Entertainment and Culture” function in general, which may be caused by the
general entertainment orientation of social networks as a data source.

4 Applying Results in Value-Based Management

The application of the results of the assessment of the structure of the significance of
urban functions in management is carried out by taking into account the actual values
of citizens in the construction of city development programs. Thus, the structure of the
significance of urban functions serves as an additional criterion for the focus of urban
development policy.
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Using data from group publications in the social network allows us to determine the
shift of significant urban functions for representatives of individual social groups. This
is done by selecting appropriate groups that reflect the social group represented in the
digital space.

For example, the general structure of the significance of urban functions for the social
group “working-age population” is shown in Fig. 6.

Fig. 6. The structure of the significance of urban functions for the social group “Working-age
population” with the shift of the social group “Citizens with young children”.

Figure 6 shows a comparison of the structure of the significance of urban functions for
the basic social group “Working-age population “by taking into account the structure of
the significance of urban functions in social network groups corresponding to the social
group “Citizens with young children”.

Taking into account this bias, which, due to the specifics of the data, is more opera-
tional than assessing the values of the base groups, allows us to increase the effectiveness
of decisionsmade in the field of citymanagement. Andmake city programsmore focused
on specific population groups.

5 Conclusion

The results obtained are generally satisfactory and allow us to conclude that the proposed
method is sufficiently effective under the considered conditions of its use.

The advantage of the proposed method for assessing the structure of the significance
of city functions based onmonitoring user publications in sources that reflect the interests
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of representatives of individual population groups is efficiency. The use of this method
will make it possible to quickly identify the actual needs of the most vulnerable groups
of the population and better focus urban development programs.

The obvious disadvantage of themethod is the uneven representation of social groups
in social networks and in the digital environment in general. The lack of this accounting
may lead to some discrimination against certain groups of the population. To avoid
this, it is necessary to use this method as a tool for assessing the shift in the needs of
citizens of individual social groups from the average value. At the same time, the average
value of the significance of urban functions can be determined by traditional methods of
monitoring public opinion and sociological research. The combination of the traditional
and the proposed approaches can provide mutual compensation for the shortcomings of
both.
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Abstract. Citizens’ participation in evaluating the quality of the urban envi-
ronment has recently gained momentum in urban planning practice. One of the
promising approaches to address this task is the participatory mapping approach
and one of themost established tools - public participation geoinformation systems
(PPGIS). Based on the data coming from the study on the historic local area in St.
Petersburg the paper shows the indicators to grasp citizens’ subjective perception
of the habitat, their troubles, and their expectations. The results session presents
the mapping of the items of the habitat which have subjective value - everyday
places and routes, favorite and disliked places, places to change and to preserve,
spatial analysis of their distribution and its objective environmental characteristics,
and correlation analysis of their colocation against each other. Besides the analy-
sis of the typology of the citizens’ expressed expectations towards the changes in
their habitat is considered and interpreted. The conclusions section sums up the
methodological advantages of exploring the subjective quality of the habitat with
PPGIS as well as findings on the discovered items of the habitat. The discussion
section reflects upon the constraints in using PPGIS toolkit for the studies on the
habitat and outlines its further perspectives.

Keywords: PPGIS · Participatory mapping · Emotional mapping

1 Introduction

It has already become commonplace that during the urban projects’ implementation city
planners use different quality criteria of the built environment than those of the city
dwellers and that to become friendlier to the users the latter has to be created based
on the real experience of the citizens. Urban planners and researchers, Jane Jacobs and
Kevin Lynch being among them, studied social behavior and environmental perceptions
of the city dwellers and presented critical considerations about the professional urban
planners’ practice, which has not corresponded to the human needs but rather to the
rules of the profession [1, 2]. From another side of the coin, urban planning practice
was criticised by the social worker and consultant Sherry Arnstein, who presented a
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ladder of citizen participation, advocating real partnership between the citizens and
professionals and officials to make decisions in urban development [3]. Participatory
planning approach appeared as a solution to the problem of divergence between the
disciplinary requirements of urban planning and the real-life expectations of the end-
users [4]. Nevertheless, environmental psychologists argue that over 40 years the theory,
that could connect the attitudes of people towards their habitat and the physical layout
in planners’ drawings and schemes, has not been developed [5].

In the paper, we showcase an approach of employing public participation geoinfor-
mational systems (PPGIS) to grasp the specific understanding of the habitat structure
as well as values and needs of its dwellers during the process of taking urban planning
decisions. The case is located in St.Petersburg, the second largest city of Russia, with a
population of 5,5 million people [6]. The third part of the city was built in Soviet times in
line with the existent planning approach of forming vast microdistricts with all needed
social infrastructure inside of them. In 2020 the city authorities, namely the Committee
for Urban Planning and Architecture (Committee), decided to launch an urban contest
to seek solutions for improving such microdistricts, which have lost quality of their
environment in time. This followed with an urban planning contest “Resource of the
Periphery” in Spring 2020, which was enframed as an event within the Russian national
project “Formation of a Comfortable Urban Environment” [7]. Since about 40% of the
city has been developed along with this urban planning approach, the aims of the contest
were to extrapolate the solutions received for the other districts, as well as to translate
the experience received to other cities in the country.

The research presented here was part of the pre-project phase of the contest and
was considered as a sociological survey, from one hand, and as a method for citizen
online participation with PPGIS tool, from another. The COVID restrictions of that time
shortened the possibilities for participatory modes to digital ones. The goals set for the
survey by the Committee were to reveal the points of attraction in the microdistrict, to
pinpoint the problematic spots and to collect the geolocated citizens’ suggestions for the
renovation of the territory. Simultaneously the authors of the paper decided to consider
the PPGIS research as a way to conceptualize the structure of an urban habitat.

2 The Urban Planning Concepts in Habitat Studies

After the IIWorldWar of 1941–1945 the challenge to accommodate the growing number
of people coming to the cities with housing demanded from city authorities and urban
planners a radical change in designing, planning, and construction. According to the
city master plan of 1966, the major part of new residential construction was intended
outside the historic center. The growth of construction was achieved through the use
of second-generation panel buildings of 9–12 floors. Today the area of the 1980–1990
panel buildings, second generation “Brezhnevkas”, in St. Petersburg consists of almost
4000 sq. km.

The planned development of the city territory presupposed its’ division into residen-
tial, recreational, and industrial zones. The residential territories planned as microdis-
tricts were formed as mass housing blocks built from prefabricated elements [8]. The
microdistricts were ‘equipped’ with schools and nurseries to deliver the basic services
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at a pedestrian accessibility rate and were not crossed by the ways of public transport.
Such an organization of space produced a shift in the traditional view on the layout of
the streets, housing and yards, typical for the city center. Soviet urban planners thrived
for a clear functional structure. The primary microdistrict with 6–12 thousand inhabi-
tants was considered as a basic unit. A group of microdistricts with a park, a clinic, and
leisure amenities formed a planned area [8]. Contrary to that the city center was formed
as a configuration of dense and sparse spaces and streets with a variety of environments,
whereas microdistricts’ development has led to a monotonous environment [9].

The detailed project of “Rzhevka-Porokhovye” planned area was developed in 1974
and approved in 1977. Over the past 40 years, the area has acquired the characteristics
of a residential territory (Fig. 1). Today its population is estimated as 196233 residents
including 25527 unregistered residents and 5007 temporarily registered residents. The
housing is represented mainly by standard soviet projects of 600, 504, 137 series of
houses. In total, within the design boundaries, there are 339 apartment buildings built in
1975–2006 [10]. There is no territorial resource for new housing construction.

However, the requirements for the quality of urban life have changed. Residents are
in need of living zones as well as comfortable, attractive public spaces, so the local
authorities face the challenge to achieve a new quality of the built-up environment. The
contest held by the Committee together with the district administrationwas the first stage
to receive conceptual planning ideas for future design changes. The contest ToR drew
architects’ attention to the problematic local spots - the underused historic cultural object
(a summer housewhich belonged to the aristocratic family “Zhernovka”), uncomfortable
banks of the local river Okhta, chaotic parking lots, and wastelands. Besides, the level
of comfort and safety had to be improved for the pedestrian and cycling routes linking
recreational areas and service facilities, e.g. clinics, shopping centers, and libraries. The
sociological study was conducted by the authors to provide the contest participants with
the information on the everyday usage of space as well as environmental needs of the
residents.

3 PPGIS in Identifying Troubles and Expectations of the Residents

The design of the sociological surveywas built to cover the actual structure of the habitat:
places of everyday usage, places of positive and negative emotions, everyday routes, as
well as the expressed public expectations towards change of the area. The survey was
conducted in the framework of online participatorymappingwith the public participation
GIS “Mapsurvey”1. PPGIS was used to let the citizens of the project area map their
subjective experience of the habitat with direct linkage to space. PPGIS methodology is
based on the research of Marketta Kyttä, Gregory Brown, and Jiři Pánek [11, 12].

The term PPGIS came from the meeting of the National Center for Geographic
Information and Analysis (NCGIA) in the United States in 1996. The term was used to
describe how GIS technology empowers public participation in decision-making on the
issues of urban development. Modern PPGISs perform a range of tasks - from involving
the public into environmental research to active participation in environmental design.

1 Mapsurvey is PPGIS developed by the authors, more information here: http://www.mapsur
vey.ru/.

http://www.mapsurvey.ru/
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Fig. 1. The contest area of 6 sq. km at Rzhevka-Porokhoviye municipality, St. Petersburg

PPGIS’ applicability in research consists of collecting data about the urban environment
and social attitudes for making up socially grounded spatial analytics. The applicability
in environmental design consists in providing residents with an opportunity to mark new
demanded functions, environmental features and design elements on the map. Socially
engaged PPGIS data can be used for legitimizing the specific design decisions, priori-
tizing certain functions over others, preserving the state of art in certain areas and taking
action in regard to conflict zones [13]. Some PPGIS are created for specific research, for
example, the project “Pocitové mapy” - a tool of Czech researchers for mapping the sub-
jective perception of the environment, which allows to map various place markers, but
does not pose sociological questions [14]. The sense of place attachment of the residents
makes participatory mapping an effective tool in finding the topical and problematic
places in the habitat [16, 17].

Despite the wide range of functional and technical possibilities accessible in mod-
ern PPGIS tools there are some user experience limitations that should be taken into
account by researchers and designers during urban projects. These limitations include
difficulties of conducting online mapping within those with low digital literacy (usually
underaged and senior people), issue of low comprehensibility of the web interfaces,
risk of underrepresentativity of certain social groups, who are not active in electronic
participation [18]. Besides, PPGIS data may be politically manipulated if not presented
in transparent and accurate format [18]. The eventual quality of participatory mapping
with PPGIS depends upon the technical design of the tools and the political context
in which it is conducted. Nevertheless, the method is actively developing thanks to its
advantages. These are the following (but not limited to): the spatial accuracy of the social
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data received, the richness of data, the possibility for higher social representation (the
digital mapping can be potentially accessed by anyone with the link to the survey).

The sociological mapping questionnaire for “Rzhevka-Porokhoviye” citizens con-
sisted of three blocks: a) daily places and routes, including homeplace, b) emotionally
charged places, and c) places of expressed social demand - to preserve or to change
the place. The questionnaire was produced in Mapsurvey PPGIS and was disseminated
through local online communities in “VKontakte” social network, local mass media,
and press releases issued by the local authorities and the Committee. One of the specific
social groups involved into the survey were the schoolchildren of 11–17 years old, who
were recruited through the administration of the local schools.

The final dataset consists of the following data:

– 230 homeplaces and 523 daily places other than home visited on everyday life basis,
– 1088 emotional places, liked (669) and disliked (399) by citizens,
– 540 suggestions for places to change (301) and places to preserve (238) (Table 1).

All data were analyzed separately for two age groups: 11–17 (adolescents) and 18–
70+ (adults), while the junior group makes up a substantial subsample and is different
in its socio-spatial behavior.

Table 1. Accumulated data for two age groups

Places 11–17 age group
Markers (markers per person)

18–70+ age group
Markers (markers per person)

Homes 101 (1) 129 (1)

Daily 170 (1.7) 353 (2.7)

Positive 242 (2.4) 427 (3.3)

Negative 77 (1.3) 308 (2.4)

To change 40 (0.4) 261 (2.0)

To preserve 67 (67) 171 (1.3)

The data were processed in a free cross-platform geographic information system
QGIS2.16.3 and MS Excel. We have used three methods of data analysis. The first
method of spatial analysis was run with the standard QGIS “Heatmap” tool, which
reveals the localization of the most popular places where the largest number of differ-
ent environmental features coincide. The second method was run as name-to-function
transformation, based on the names of places provided by residents during mapping.
The third method was typifying the environmental features provided by the respondents
in the explanatory marks to the liked and disliked places, as well as in the suggestions
for changing and preserving urban spots.



212 A. Galaktionova and A. Nenko

4 The Habitat’s Functional and Emotional Characteristics

The heatmap of daily places shows that the most popular place for the age group of
18–70+ is the only shopping center in the area and the adjacent Malinovka Park. On
average adults have marked 3.7 daily places, while adolescents - 2.7 of them, including
homeplaces. Themost popular places among adolescents are the school and the shopping
center (Fig. 2).

The daily places’ functions were identified for 309 out of 353 for adults and for
155 out of 170 for adolescents (Fig. 3). The distribution of places used daily shows
that streets and recreation spaces, such as parks, are highly used by adults, whereas
adolescents rarely use the parks and almost do not mention the streets, while education
and leisure spots are more popular within them due to schooling and extracurricular
activities.

The positive emotional map shows more matching for the two age groups: posi-
tive emotions are evoked in the recreation zones (parks, etc.). However negative places
are different: adults despise a local low-cost and overcrowded supermarket, whereas
adolescents do not like schools (Fig. 4).

Fig. 2. Daily places heatmaps: (a) 18–70+ years old, (b) 11–17 years old

The functional distribution of the positive and negative places shows the leading pos-
itive role of the recreation places in the habitat (3 times more mentioned than the second
most popular category - commercial places). At the same time there are differences in
the negative emotional experience of public space within the different age groups. For
adults many negative emotions are connected with the streets, yards, waterfront, and
wastelands of their habitat, while for adolescents such places do not seem to “exist” in
the structure of their everyday life (Fig. 5, Fig. 6).

Further the reasons for positive and negative emotions towards the habitat were ana-
lyzed given by the residents themselves during the mapping procedure. Adults have



Identifying Troubles and Expectations of the Citizens 213

Fig. 3. Functional structure of daily places for two age groups

Fig. 4. Emotional places heatmaps: (a) 18–70+ years old, (b) 11–17 years old

Fig. 5. Functional structure of positive places for two age groups
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Fig. 6. Functional structure of negative places for two age groups

described the reasons for their positive feelings for 237 out of 427 positive spots and
adolescents for 116 out of 242. All of the reasons were grouped into 12 categories based
on the concepts used (Fig. 7); among those categories “urban greenery” includes such
concepts as trees, a park, a riverbank, places for walking and resting in the nature; “enter-
tainment” includes shops, a cinema, restaurants, food places; “education & extracurric-
ular” includes school, nursery, library, hobby center; “other attractions” include church,
completed constructions, waste sorting facilities, places of nice memories. A quarter of
the reasons therefore is of functional character - the ‘goodness’ of a place is perceived as
its function and positive experience of its usage. The reasons for the positive emotions
of the place are similar for adults and adolescents, however there are certain differences:

– for the adults positive emotions are mostly related to nature, whereas for the adoles-
cents they are evenly divided among nature, shopping & entertainment, studies, and
homeplace;

– the adults do not regard a place as good if it is a “friend’s home” or a “healing place”
while adolescents do; at the same time adolescents do not have expressed positive
feelings about a new tram, a historic villa, a completed construction, a church, or a
waste sorting facility.

Similarly the reasons for negative emotional experience with the habitat were ana-
lyzed. Adults have described the reasons for their negative feelings for 210 out of 308
negative spots and adolescents for 32 out of 77 (adolescents have marked two times
fewer negative places per person than adults) (Fig. 8). The reasons given for the neg-
ative emotions in places are much wordy and different in meanings than for positive
ones, as well as they significantly differentiate within the age groups. 14 categories
were defined based on the respondents’ conceptualizations: “poor urban design” cat-
egory includes such descriptions as silly design and absence of design; “poor green
zones” includes absence of trees, absence of greenery, green zones without playground
and sportsground, absence of trash bins in green zones; “inappropriate constructions”
includes inappropriate church, supermarket, gated area, unfinished constructions, street
market, alcohol shop, power lines; “poor maintenance” includes hogweed, bad drainage,
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Fig. 7. The reasons for positive emotions for two age groups

wasteland, badly maintained buildings, badly maintained pathways; “poor road & trans-
portation system” includes traffic jam, parked cars, insecure crossroads, absence of
comfortable pathways and road crossings, longevity of traffic signals, absence of com-
fortable transportation,; “unpleasant people” includes drunkers, migrants, bad people,
hooligans, homeless people, drug addicts; “dull places” includes empty, scary, bad, ugly,
unpleasant, sad, not interesting, not liked places and places with bad memories; “poor
service infrastructure” includes absence of shops, no services aside of clinic and school;
“unpleasant people at school” includes unpleasant teachers, unpleasant schoolmaster,
unpleasant schoolmates, unpleasant studies; “unpleasant people in the neighborhood”
includes a homeplace of a former friend, a homeplace of an unpleasant person.

– adults find more reasons for negative places in comparison with teenagers (13
categories against 8), with just five categories matching in both age groups;

– adults criticize the quality and maintenance of the built environment and the traffic,
while adolescents focus more on the social capital of the place - their feeling of place
and the relations with people;

– the reasons adolescents give for their negative emotions in 44% are based on the
feelings of “not liking something”, unpleasant memories, and fear.

The variety of meanings in the negative feelings of place goes in line with the
previous research on the values of place which are more variable than the types of
places used in daily life [12]. It is important to mention that the functional focus in
the conceptualisations of the negative emotional experience within the adults could be
evoked by the contest agenda.

5 Identifying Expectations of the Citizens Towards Their Habitat

Another research item in the structure of the study was the allocation of the places which
the residents find opt for changing or for preserving in their habitat. The expectation that



216 A. Galaktionova and A. Nenko

Fig. 8. The reasons for negative emotions for two age groups

something should be kept ‘as is’ reveals the values of place or of its environmental
features. On the contrary if a place is mapped and conceptualized as one in need of
change it has features that damage the imageof the place and contradict the environmental
values of the users. Describing such places and their features supports decision making
for keeping things as they are on the contrary for investing effort into improving the
quality of the environment. In the study participants have mapped these two kinds of
places as well as have given specific suggestions for the improvement of those in need
of change.

The heatmaps of suggestions for the two age groups are presented at Fig. 9 and again
show their match in the positive environmental value - the park, which is considered
as a place to be preserved. At the same time there is a variety among the age groups
in the overview of the places to be changed. In particular, the adults’ suggestions for
changing are more spatially distributed and comprise a bigger area considered as habitat
than those of the adolescents (Fig. 9).

The diagrams with the types of places to preserve and to change confirms the impor-
tance of the natural spots, in particular, the park, as a value to keep, and shows the
topicality of the streets as environmental items to be changed (Fig. 10–11). Certain dif-
ferences become evident across the two age groups in relation to service facilities: the
adolescents more often suggest changing the shopping center than yards or waterfront,
while the adults insist on improving streets, avenues, waterfront, yards, and parks.

Adults have given reasons for 80 out of 171 places to preserve and adolescents for
22 out of 67. There is quite small number of reasons for preserving places and they are
almost identical for both age groups, in particular there is public consensus concerning
preserving the park and natural spots (Fig. 12). The difference is that adults pay more
attention to the place with symbolic capital as well as to the infrastructure, such as the
historic villa and tram line, whereas adolescents value their homeplaces and schools.

As for the places to change, respondents provide many more reasons arguing the
need for transformations. However it is more adults than adolescents who are inclined
to make such suggestions. Adults gave reasons for 187 out of 261 places suggested for
change and adolescents - for 15 out of 40 (five times fewer places per person than adults)
(Fig. 13). Again the adults are payingmore attention to the environmental changes, while
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Fig. 9. Places of the suggestions heatmaps: (a) 18–70+ years old, (b) 11–17 years old

Fig. 10. The types of places to preserve for two age groups

Fig. 11. The types of places to change for two age groups
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Fig. 12. The items to be preserved for two age groups

adolescents are not concerned with urban design, their focus of interest is renovation of
the schools and shops.

Fig. 13. The items to be changed for two age groups

Comparing the results of the three analytical focuses - the functional and spatial
structure of the daily places, the emotional places and the places to preserve/to change -
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the following conclusions can be made on the habitat’s structure of the case under study
(Fig. 14):

– Adolescents are marking significantly less daily, emotional and preservation-change
places per person than adults.

– In daily and emotional places as well as in suggestions for change adults are paying
more attention to the quality of the urban environment, while adolescents are more
focused on personal experience of space usage.

– Adolescents are giving much less argumentation for the selection of places they map
than adults.

– Streets and their quality are more important for adults than for adolescents.
– Recreational places play a larger role in emotional life than in daily life, especially
for adolescents.

– Education and leisure places take a great part of the emotional and daily space, but
there are no suggestions for changing them.

– Unfinished building and wasteland are significant in adults suggestions and negative
emotions but are not seen in adolescents suggestions and negative emotions

– The functional types of the places for preservation are quite small in number in both
age groups and the suggestions are almost identical.

– A greater functional variety of places is proposed for changing in both age groups,
especially in adult one, and there are different suggestions for changing.

Fig. 14. Functional character of the daily, emotional and places for preserving/changing mapped
by the two age groups
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6 Conclusions and Discussion

This study shows the analytical approach to study the structure of the habitat using self-
reported subjective geolocated data. The research findings are applicable for the urban
planning aims. Firstly, the findings show that the planning conception of the soviet urban
planners, who placed schools, nurseries, and parks at the heart of the community, proved
to be viable in nowadays condition: participatory mapping confirms the significance
of parks as neighborhood centers for the age group of adults over 18 years old. This
correlates with the claim of the previous studies that the natural settings are important
spots of the adult everyday activity [15, 19]. At the same time the findings prove that the
importance of natural places is not specific for adolescents as argued in other studies [20].
The findings also confirm the conception of the commercial amenities, such as shops
and trade centers, as a necessary element of a community’s habitat [21]. The structure of
the habitat is age sensitive: while for the adults places with higher symbolic capital and
functional usability constitute the everyday space, for the adolescents these are places
of immediate personal experience - homeplaces, schools, places to socialize.

The approach illustrated in this paper allows urban planners to identify the structure
of the habitat as daily, emotional places and places in need of preservation or change
where social life flows, and then create design decisions to enhance everyday scenarios.
Such an approach is turning the traditional urban planning process from the top-down
perspective to the bottom-up based on real life social needs.

The study results of this study are related to the lifestyle of residents of a five million
city and may differ from the results for cities of other sizes. Also, the results of the
study, especially among the adults, may have been influenced by the study situation - the
architectural contest focused on territorial development. In future studies the sampling
procedure should be refined to allow distinguishing and comparing different groups
among adults, who are in this study presented by a generalized population over 18 years
old.

We suggest that future research should focus on comparing data on subjective per-
ception of places and objective environmental data on their functional typology and
localization to define the structure of the habitat and the possibilities for refining its
quality.
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Abstract. The urban population growth and the negative impacts of the current
car focused transport systems imply significant challenges with respect to envi-
ronmental and social sustainability for governments and planners in cities. At the
same time sustainable transport systems in combination with smart technologies
could help in solving these challenges. This article is focused on the usage of these
smart technologies in sustainable transport modes, such as bike sharing systems
and smartphone applications. We discuss the main benefits and disadvantages of
non-motorized individual transport i.e., cycling and walking, smart solutions used
in cycling andwalking and the results of a pilot survey among cyclists in St. Peters-
burg, Russia. The aim of this article is to present a short overview of existing smart
solutions used by cyclist and pedestrians and carry out a short pilot survey about
the usage and barriers of these smart solutions. It was found, that not all smart
technologies are equally well used.

Keywords: Bike-sharing systems · Urban transport systems · Sustainable
transport development

1 Introduction

Looking on today’s situation, many negative impacts of the current car focused transport
systems, such as congestion, air- and noise-pollution and obviously as a result the climate
change can be noticed [18].

At the same time the development of sustainable transport systems - as was indicated
20 years ago - do not contradict environmental and quality-of-life objectives, rely on
non-renewable resources [25], and follow the idea that cities need to adopt sustainable
concepts for urban planning and development [5].

These problems will not get smaller in the next years as the United Nations estimated
that by 2050 around 68% of the world´s population will live in cities [41] and this popu-
lation growth in cities implies significant challenges with respect to environmental and
social sustainability [29]. The concept of sustainablemobility gained rapidlymomentum
and attention around the world in recent years, as the most and maybe only promising
response to the challenges of urban mobility.
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At the same time,we can see a growingnumber of smart technology solutions, offered
in cities around the world. These smart solutions include sharing systems, mapping apps
for navigation within the city and applications or “wearables” that monitor and record
the activity of the user.

Sustainable modes of transport like cycling and walking have quite some benefits.
Bothmodes do not release anyfine particles or polluting gas in contrast to cars and a lesser
extend also public transit [26]. Moreover, biking and walking is quite space efficient.
One bicycle only requires 10%of the parking space that is needed for an average car [32].
Moreover, cycling and walking are also quite flexible means of transportation because
they can be used for individual mobility without any schedule, as most persons have
bikes of their own or at least the possibility to rent one while for walking no equipment
is needed.

These advantages can be complemented by using the above-mentioned smart tech-
nologies. Obviously, a lot of these functions are not new. Printed maps have existed for
several centuries, and the first pedometers were developed in the eighteenth century [6].
However, smart technologiesmake itmuch easier to use these functions, since everything
is combined into one device.

Our aim in this paper is to answer the questions: How is smart technology used
in cycling and walking and what are the main benefits and challenges related to these
technologies?

To answer these questions a questionnaire among cyclists in St. Petersburg, Russia
about the usage of cycling apps in this specific community was carried out and the
results analysed1. The survey includes general questions about the use of the bicycle
and specific questions related to the use of cycling apps.

This paper consists of an introduction, literature review, presentation of the research
results, discussion, and conclusion. Subsequent paragraphs, however, are indented.

2 Literature Review

The enormous concentration of people in small areas leads to huge transportation prob-
lems in many cities around the globe: a worsening of the accessibility of city centers
due to recurring traffic congestion. Furthermore, the traffic congestion is also negatively
impacting the environment and living quality in cities [9]. The EU sees air pollution
as the ‘biggest environmental risk to public health in Europe and estimates that urban
mobility accounts for 40% of all CO2 emissions of road transport and up to 70% of other
pollutants from transport” within the EU [15]. Research reveals significant correlation
between share of trips made bywalking, cycling and public transport and CO2 emissions
per capita in different European cities [38].

Moreover, these transport problems in urban areas also lead to economic losses [1,
2]. Christidis. P, Rivas. J, [10] found the reason for congestion in many cities not to lie
in the existing capacity of the road infrastructure but instead by a wrong management
of demand. So simply building more road infrastructure will not solve the problem of
congestion.

The reason for the important role of cycling and walking in sustainable transport
systems is, that both modes have a lot of benefits. First since both cycling and walking

1 This questionnaire will act as a pilot survey for research in other European cities.



224 L. Schneider and I. A. Shmeleva

are physically activities, they can lead to health benefits for the individual user [4]. One
may argue that cycling and walking in a huge city with a lot of car traffic could have a
negative effect on the health of cyclists and pedestrians due to exposure to air pollution
and the risk of accidents. However, a study analysing several bike sharing systems in
Europe, taking both health benefits due to increased physical activity and the above-
mentioned health risks into account found that overall, the health benefits of cycling
outweigh the risks [30].

Another benefit of cycling and walking is the saving of time since bicycle users and
pedestrians do not have to deal with congestion [34]. Moreover, in contrast to motorized
transport both cycling and walking do not emit any fine particles and polluting gasses
[26]. In addition, non-motorized private transport is also much more space efficient than
other modes of transport. One parking space can on average accommodate up to 10
bicycles [32]. Moreover, since both cycling and walking can be used without any fixed
schedule, they are quite flexible means of transportation.

Next to function as a stand-alone transport mode it can obviously also be combined
with other modes of transport. By this non-motorized private transport can provide a
solution to the well-known first/last mile problem of public transit.

At the same time a growing number of smart mobility solutions, like bike sharing
and smartphone applications appeared worldwide.

Bike – Sharing systems (BSS) saw a rapid expansion worldwide in recent years.
There are many reasons for this growth. First BSS can help to establish cycling as an
effective solution for the first/last mile problem of public transit by lowering the barrier
for using the bike, since there is no need to directly buy a private bike when wanting to
start to cycle. Instead, one can buy a much cheaper subscription to a BSS and after some
time decide if buying a private bike makes sense.

Moreover, the user of a BSS is not responsible for the maintenance of the bike and
need to have less fear about the possibility of the bike getting stolen [31]. Obviously, the
user still has a problem if his BSS bike is stolen, since he is unable to bring it back to a
station to end the trip in the computer system. However, because of the special design
of the bikes they are less likely to get stolen than regular bikes.

Next to this the implementation of a BSS can have positive impacts on all cyclists in
a city by increasing the realization of cyclists by other road users [21]. This increased
realization can then lead to a greater likelihood of cycling overall and by this a higher
level of physical activity of the citizens [19, 35], which will then lead to the above -
mentioned health benefits of cycling.

The Brundtland report [42] stresses the quality of life as an important point. By
initiating a modal shift from car to bike and cycling more general could be a powerful
tool in creating a city that is liveable and effective for the inhabitants [23, 43]. However,
now there is no consisted empirical evidence that would suggest that BSS lead to a
significant modal shift from individual car to bike. Some cities report a growth in the
modal share of bikes after the introduction of a bike sharing system [36]. A study of
Melbourne, Washington, D.C., Minnesota/St. Paul, and London even found a reduction
in the number of kilometres travelled due to the bike-sharing system in three of the
cities [17]. However, the same study also found huge differences in the size of the shifts
between the cities. While at the same time finding a strong negative correlation to the
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size of the area covered by the BSS [17]. This negative correlation can be explained by
the fact that in a BSS covering a huge area the redistribution vehicle also needs to cover
larger distances. Due to this the number of kilometres travelled by car and with it also
the CO2 emissions will increase, reducing the modal shift effect of the BSS.

Moreover, most studies found that modal shift caused by a bike-sharing system is
predominantly not from car to bike but mostly from walking, cycling by private bike
and public transport [3]. However, these modal shifts could theoretically still lead to a
reduction in car usage since BSS can form a solution for the first/last mile problem of
public transit. However, there is no empirical evidence for this claim.

If BSS do not lead to a significant modal shift from private car to bicycle this also
means that BSS cannot significantly reduce traffic congestion [36].

Smart mobility solutions – as bike – sharing – but also smartphone applications can
make using non-motorized private transport more attractive and by this multiply the
above-mentioned benefits.

3 Smart Cycling Solutions

Themost obvious smart solution connected to cycling are cycling apps, that are available
for nearly all smartphones. There are different types of cycling apps.

The first type are route recording apps [24]. These smartphone applications record
statistics about the ride like average speed, slope of the road, calories burned, and distance
travelled by using GPS. Most of this apps offer the possibility to compare the collected
data over time either in the app itself or by uploading the data to a website. In addition
to these features some apps support ANT+ or Bluetooth LE sensors that can track data
like the cyclist’s pulse or the pedal speed.

Another related type of apps are fitness apps. These apps not only collect the data
but also analyze it, which help the cyclist to see where he has improved. Moreover, most
fitness apps are not limited to cycling but instead record and analyze also jogging or a
workout at the gym. This enables the cyclist to have all his training statistics within one
app.

A third type of cycling smartphone applications are journey planning apps. First
also regular navigation apps like Google Maps or Yandex maps offer the possibility
to plan a bicycle trip. However, the routes suggested by these apps are often not the
safest or most convenient way for a cyclist. For this reason, there are specific cycle
journey planners which are a kind of satellite navigation system for cyclists. The user
enters his destination, and the application shows him a route based on his preferences
(e.g., quickest, simplest, pleasantest, or safest route) [24]. A related type of apps are
applications that suggest cyclists with pleasant cycling tours. Most of these journey and
tour planners can also be used by pedestrians to find a save and pleasant walking route.

While most route recording, fitness and journey planning apps offer the possibility to
indicate which type of bike is used there are also special applications for mountain bike
and off-road riders that range from applications that offer route mapping and training
features to apps that include a database about mountain bike/off-road trails.

A fourth type of cycling smartphone applications are apps, that supply practical help.
These apps cover a very broad range from apps that help cyclist with optimizing the gear
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ratios on their bicycle to apps that provide instructions for bicycle repair. Moreover,
there are smartphone applications that help cyclists to find the ideal bike for them and
apps that can help cyclists in case an injury or emergency occurs.

A final type of cycling apps are the smartphone applications of bike-sharing systems.
However, these systems itself are at the same time a smart cycling solution.

Further developments in smart technologies could help to make shifting to a BSS
or cycling more general more attractive and by this make a real contribution to solving
urban mobility problems.

The development of BSS took place in five main generations over the last 50 years.
However, the incorporation of smart technologies in the form of smartcards and the
use of GPS [12] took only place in the third generation to reduce theft, which was a
common problem with the first two generations since the customers were anonym [28].
Many third-generation bike-sharing system use web sites or smartphone applications in
addition of the technologies mentioned above to provide users with real time information
about the availability of bikes and free racks at docking stations. During the last ten years
a trend to incorporate additional technologies to the systems canbe observed,which led to
the emergence of a fourth generation of BSS [28, 35, 36]. While these fourth-generation
systems include all the technological characteristics of the third-generation systems like
an electronical kiosk for check-in and checkout of the bikes and smartcards they are in
addition integrated with public transport [36]. Moreover, they are part of an integrated
traffic management system [7]. Another trend connected with smart technology that
already started with the third generation BSS but developed into a fifth generation are
BSS with no docking stations at all and the possibility to manage huge amounts of data
[7].

These so-called floating bike-share system use a smartphone application for the
check-in and checkout of the bikes instead of fixed kiosks. These apps are also used to
locate a bike and sometimes even reserve the bike for a short period of time. After the
trip the bikes can be left and locked everywhere, and the system automatically recognize
where the bike is located by using GPS. This is a huge advantage compared with station-
based BSS since by this the bikes are available everywhere in the operation area without
the need for any physical infrastructure. This makes it obviously cheaper to operate and
more convenient for the user since he does not have to search for a station at the end
of the trip [7]. However, for bikes not parked at inconvenient locations like in front of
the entrances to metro stations many cities introduced restrictions about where floating
bikes can be parked. Some operators included a concept called “Geofencing” in their
apps that shows users designated parking areas in a map within the app so that they can
leave their bike in an appropriate location [14].

While BSS smartphone applications can obviously not be used when walking out-
side, most types of the applications mentioned above can also be useful for pedestrians.
Pedometer or step counter smartphone applications for pedestrians offer the same func-
tions as the above-mentioned route recording apps. However, some of these functions
are mostly interesting for jogging or running on a semi-professional or profession level
and not for leisure walkers. Moreover, in contrast to cycling route recording apps newer
smartphone and smartwatches have already a step counter integrated ex-factory.
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While regular navigation applications like Google Maps or Yandex maps also offer
the possibility to plan a walking trip there are no specific navigation applications for
pedestrians beside from some local projects like ALIGN ATL for Atlanta, US. Never-
theless, there exist online tools that offer the opportunity to map and measure a walking
route and print it out. However, these online services normally do not offer the possibility
to choose between the quickest, simplest, pleasantest, or safest route.

4 Smart Cycling Solutions Survey

For the smart solutions to influence urban transport it is obviously necessary that cyclists
and pedestrians are using the above-mentioned smartphone applications. To research this
aspect an online questionnaire among cyclists in St. Petersburg, Russia about the usage
of cycling/walking apps is carried out. The questionnaire includes general questions
about the use of the bicycle, like “How often do you cycle?” and specific questions
related to the use of cycling apps, like “Do you use smartphone applications to plan
your trip by bike?”. In addition to these two categories of questions, the survey also
includes questions about the demographic background of the respondents. The survey
was spread by email to members of the cycling movement in St. Petersburg and posted
in VK-Groups related to cycling in St. Petersburg. Using these methods, 40 respondents
were reached.

4.1 Study Area

The city of St. Petersburg, Russia consists of 18 districts covering an area of 1,431 km2

including the suburbs. The city has 5,2 million citizens, which makes St. Petersburg the
second biggest city of Russia and the fourth biggest city of Europe [13].

In recent years – driven by a huge cycling community - the city officials started to
include cycling in the mobility agenda and a plan to significantly expand the amount of
cycling paths from around thirty kilometres in 2000 to 255 kms in 2021 was devised (see
Fig. 1). However, in recent years the development of new cycling infrastructure slowed
down and only a fraction of the infrastructure planned for 2020/2021 was constructed
[22] due to municipal budget cuts [44].

Currently the cycling infrastructure is far from forming a connected network, which
in combination with the lack of proper bike parking at public transport stops forms a
barrier for both short cycling trips (e.g., to the metro station) and longer trips. Moreover,
since a lot of the existing cycling infrastructure are cycling paths marked on the ground
without any barrier between the cycling path and the road cyclists possibly do not feel
save when cycling on the existing infrastructure.

Currently the city is developing a new concept for the further development of cycling
infrastructure under which 300 km of new cycling paths should be constructed by 2030
[22]. By this, an interlinked cycling network would be developed, which could solve the
above-mentioned problems with the current infrastructure.

The first bike sharing system in St. Petersburg was opened in 2014 [37] due to the
success of a similar system opened in Moscow. While the system was quite successful
at the beginning it deteriorated in the following years [39] and eventually closed in 2020
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Fig. 1. Map of St. Petersburg including the cycling paths and stations of the closed Velogorod
system. Source: created by authors of the present paper based on the data collected

due to missing subsidies from the city. However, in the same year a new floating bike
sharing system opened in St. Petersburg [44].

At the same time electric scooter sharing services opened in St. Petersburg and by
now several different operators are active in the city [27].

4.2 Statistics of Survey Participants

Since the survey was distributed to members of the cycling community in St. Petersburg
all but 5 respondent lives in St. Petersburg. The survey respondents are in the age group
between 20 and 40 years.With respect to the highest completed education all but 3 survey
respondents have at least a university degree. Most of the survey participants (26) are
employees followed by and students (7), self-employed persons (3), unemployed person
(2) and people who cannot work (2). Finally, much more women (26) than men (14)
responded to the survey (Fig. 2).

4.3 Results

4.3.1 Overall Cycling Behavior in St. Petersburg

Of the respondents all but 8 use the bike for trips within the city. This indicates that
most respondents use the bike not only for relaxation but also for necessary trips within
the city. This is confirmed when looking at the reasons for cycling. A lot of people
cycle when meeting with friends and family (14) or use the bike to commute to work or
school/university (14). Nevertheless, most cyclists also use to cycle as a hobby (26) or
to do sports (11). Since it is much easier to simply walk around in an unknown city than
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Fig. 2. Demographic data of the participants. Source: created by authors of the present paper
based on the data collected

renting a bike only a minority (13) cycle when being abroad as a tourist. This finding
likely also applies to tourists coming to St. Petersburg.

When looking at the cycling behaviour of the respondents only aminority cycle daily
(8). With the biggest single groups (11) cycling several times per week. However, there
is also a big share of respondents that cycles only a few times per month or less (18),
or do not cycle at all (3). Nevertheless, according to the deputy chairman of the cities
transport committee the number of cyclists increased during 2020. However, around half
of these new cyclists were bicycle couriers [22] and it needs to be seen if this increase is
permanent or only temporary due to the current global pandemic. These mixed findings
can be explained by the fact that cycling obviously offers a lot of benefits but that there
are also certain barriers for cycling in St. Petersburg. First since St. Petersburg and its
surroundings are very flat and due to the typical European development system of the
city cycling can be a very convenient transport mode in St. Petersburg [39] in addition
to the above-mentioned positive health effects. Furthermore, since it can be quite cold
at times in St. Petersburg the physical activity of riding a bike can obviously also warm
up the body. Moreover, cycling is obviously a more environmentally friendly way of
transport compared to the huge numbers of cars in cities. This huge number of cars
to leads congestion [40], which makes cycling often much faster than the car for short
distances. The results of the survey seem to confirm that people mostly cycle shorter
distances. Most of the respondents cycle one to two hours (14) or less (11). With only a
minority cycling more than two hours (12).
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A reason for this finding could be the above-mentioned lack of a connected cycling
network in the city, which leads to most respondents (24) thinking that the cycling
infrastructure is not sufficient. A connected issue is that a safe place to park the bike –
both at home but especially at the end of the cycling trip in the city – is needed. While
the city also started to construct bicycle parking in recent years there are still very few
such parking in St. Petersburg. Moreover, car drivers in St. Petersburg – and maybe the
whole of Russia – do not recognize cyclist as full road users. Consequently, they do not
really care about or look out for them, which can make cycling longer distance quite
inconvenient. However, the other way around also car drivers complain about cyclists.
They say that cyclists constantly create situations that are dangerous for everyone –
cyclists, pedestrians, and car drivers – since they flash in front of cars and pedestrians
and break the rules [20]. So generally, it is necessary to make clear how every road
user should behave to enable a safe coexistence. Another reason for cycling mostly
shorter distances could be the weather in St. Petersburg. Obviously, it is nice to bike
during the summer when it is warm and during the White Nights not getting dark at all.
However, as shown by the fact that of the survey respondents only 9 cycle all year round
the conditions in winter can discourage some cyclists. Nevertheless, as one respondent
remarks if a person cycles in winter also depends on the exact weather. Since in a winter
with only a few ice – and snow days people are obviously more likely to cycle than in a
winter with a lot of snow. Furthermore, also heavy rain or strong winds can discourage
people from cycling.

Finally, St. Petersburg is quite big covering 1439 km2, which makes some journeys
within the city simply too far, to be done by bike. Moreover, as can be seen in Fig. 1, the
newcycling infrastructure is predominantly developed in the city centre. Since theremost
people can benefit from it but that also means that there is very few cycling infrastructure
when commuting from the suburbs. Due to this, people living further away from the
centre of the city, are often using the suburban train or metro to commute to work
or university. While it would obviously be possible to use the bike as a first/last mile
solution for the way from/to the suburban railway or metro station [33] only 12 survey
respondents combine cycling with using public transport while the other respondents
never combine cycling and public transit. This contrasts with the findings of the transport
committee that due to the various bicycle and scooter sharing services it became very
popular to use these services in combination with public transport for the first/last mile
[22].

This finding could be explained by the fact that most of the respondents (27) use only
their private bike. Combining the use of a private bike with public transit is connected
with some difficulties. First since the subway is part of the strategic infrastructure of
the city, it is prohibited to place external infrastructure or objects on the territory of the
metro station. This makes parking a bike at the metro station complicated since it is first
officially not allowed and second there are often no bicycle racks. While taking the bike
with you is allowed in most kinds of public transit in St. Petersburg it is connected with
some effort getting the bike in and out of the transport vehicle.
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4.3.2 Overall Walking Behavior in St. Petersburg

When looking on walking trips within the city it can be seen that the majority of respon-
dents (36)walk at least on some days perweek. Likewith cyclingmost of the respondents
walk one to two hours (17) or less (20). A reason for these regular but short walks could
be that walking mostly serves as a conveyor to other modes of transport. This also seems
to be confirmed by the finding that the majority of respondents (27) combine walking
with using the public transport. Again, like cycling the quality of the infrastructure,
distance or the weather likely influences the probability of walking. However, all but
3 respondent indicates that in their city pedestrian streets exist, which could have an
encouraging effect on the probability of walking.

4.3.3 Attitude Towards Smart Technologies

Smart technologies could of course offer a solution for some of the above-mentioned
problems. Bike Sharing could offer a solution for the problems related with combining
public transit and the private bike since with shared bikes there is both no need for a safe
place to park the bike and to take the bike on the transport vehicle. However, only 10
respondents use the local BSS system in their city. The main reason why most people
own and use a private bike is likely that a private bike is always available, while with a
bike sharing system there obviously needs to be a free bike available at a nearby station
or on the street. Moreover, a private bike can obviously also be adapted to the needs of
the cyclists which makes it comfortable even for longer rides or intensive sports.

Also, smartphone applications could help in solving some of the above - mentioned
problems. For example, smartphone applications can help in finding a convenient route
to cycle or help when pursuing cycling as a sport. Among the survey respondents slightly
more than half use smartphone applications to plan their walking (24) or cycling trip
(21) (Fig. 3).

Fig. 3. Frequency of Use of Apps for the Planning of trips by bike and on foot. Source: created
by authors of the present paper based on the data collected

With respect to the specific type of smartphone applications used, the most popular
apps are navigation apps. A majority of the survey respondents indicated that they use
Google Maps (24) and Yandex Maps (20) with another 9 respectively 12 knowing the
apps but not using them. The second – albeit less popular type of smartphone applications
used by the survey respondents are the smartphone applications of sharing systems. Of
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the survey respondents a minority indicated that they use or least know Smart Bike (12)
(bike sharing), Molnia (13) and Whoosh! (14) (electric scooter sharing). These findings
can likely be explained by the fact that these two types of smartphone applications are
the most useful when cycling or walking within the city while other kinds of smartphone
applications are more useful when doing long bike – or hiking tours outside of the city.
This is also supported by the finding that Strava is the only fitness/ride tracking app that
is popular among the respondents with 16 respondents indicating that they know or use
it. The lower number of respondents using the applications of sharing systems could
be possibly explained by the fact that Smart Bike and Molnia are sharing services only
available in St. Petersburg. So that people from outside of the city are less likely to know
or use it.

4.3.4 Experience in Using Smart Technologies

Another finding related to the use of the smartphone applications is that the respondents
mostly use apps that are not specific for cycling. The bicycle navigation apps (e.g.,
Bikemap) are only used by individual users. While the most popular navigation apps –
Google Maps and Yandex Maps – can be used not only for cycling but also trips by car,
public transport, and taxi.An explanation for this finding is the convenience of having one
app to plan all trips. Several respondents indicate that they use applications like Yandex
Maps because it is convenient that it can be used for navigations with different modes of
transport and even routes combining different modes of transport. This obviously also
offers the possibility to compare different modes of transport with respect to the time it
takes to reach the destination. This convenience is likely also the reason for the fact that
none of the respondents used foreign navigation applications like TfL. Since also in this
case general navigation apps like Google Maps can be used for planning a trip. Another
reason for this finding could be a language barrier. While general apps like GoogleMaps
or Yandex maps are available in a lot of language including Russian, local applications
are possibly not available in all countries and languages. Finally, some respondents also
indicated that they like the application design, the quality of maps and the information
on establishments including reviews. All these benefits help to reduce the time to find
the right place and by this makes navigating in the city easier.

Similar results can be observedwhen looking at fitness/ride tracking apps. The Strava
app can be used for cycling but also for walking or other kinds of physical activities.
Again, this likely can be explained by convenience since by this the app can be also used
to measure a workout in the gym when it’s raining or when going for a jog. Moreover,
exercises can be recorded by using the Strava app but also through third-party apps and
devices, which obviously further increases the convenience.

However, a disadvantagementioned by 2 of the respondents is that in general naviga-
tion applications there is only little information about bike parking and bike infrastruc-
ture. Another disadvantage mentioned that holds for all types of apps is that sometimes
the apps are slow or do not work properly. Moreover, since some of the apps are free
there is advertising in the app that can disturb the user. Another problem can occur if the
app loses the connection to the GPS signal and due to this cannot determine the location
of the user. Furthermore, it can happen that the app does not work on older smartphones.
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A related problem is that to use a certain app a compatible phone or more precisely
operating system is needed.

5 Conclusion

Based on the findings described in this paper, it can be seen that in an urban community
like St. Petersburg not all kinds of smartphone applications are equally successful. Only
navigation apps and the smartphone applications of sharing systems and to a much lesser
extend fitness or ride tracking apps seem to play a role for cycling within St. Petersburg.
Moreover, applications that are not limited to one mode of transport or one kind of sport
seem to be more successful than applications specific to cycling. However, it obviously
does not have to be a barrier if smartphone applications that are of less use for the
mobility behavior in St. Petersburg are consequently less frequently used.

The main barrier for the use of smart technologies in combination with cycling in
St. Petersburg seems to be barriers for cycling overall. Whereby a lack of high-quality
cycling infrastructure forms the biggest barrier. Moreover, it is quite difficult in St.
Petersburg to combine cycling with other modes of transport since there are often no
parking facilities for private bikes and not always bike sharing stations at the public
transport stops. This makes it complicated to use the bike as a conveyor to public transit.

The problems related to smartphone applications seem to be irritating for the users
but not really discouraging them from using the applications.

Concluding it can be said that smart technology in the form of smartphone applica-
tions can play an important role in promoting sustainable modes of transport within a
city since it makes using sustainable transport options more convenient. However, the
findings in St. Petersburg show that next to features of the smartphone applications espe-
cially the infrastructure both physical and digital plays a huge role. Since the physical
infrastructure for example in the form of bicycle lanes and pedestrian streets need to
exist for smartphone application to be successful. Moreover, obviously a smartphone
application can only properly work if it is possible to regularly update the application
even on older phones.

So, it is important for St. Petersburg to create a good and safe cycling infrastructure
including both cycling paths for commuting and recreation but also proper parking for
bikes at public transport stops and in residential areas. Only after these conditions are
fulfilled – which is not the case now– smartphone applications can unfold their full
potential. Furthermore, it is equally important to first provide the information about the
(new) cycling infrastructure within the applications and to provide the application for as
many smartphones/operating systems as possible.

Obviously, looking on the quite small sample that is in addition also mostly lim-
ited to respondents from St. Petersburg it is difficult to draw any conclusions about
other Russian cities from it. So additional research is needed to receive results for other
Russian/European cities and by this be able to put the results from St. Petersburg into
some context. For this the survey obviously would need to be slightly adapted to for
example include the smartphone applications of the local bike sharing system. More-
over, additional research is needed in how people use the smartphone applications. This
research concentrated on which smartphone applications are used but it is obviously also
important to see how these smartphone applications are used.
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Abstract. Despite such an intensive spread of digital technologies in policing and
law enforcement not too many studies have addressed citizens attitudes towards
these shifts. If robots are to be introduced for performing policing function it is not
only necessary to test whether they are effective in fulfilling their tasks, but also
whether citizens perceive them as safe and capable of providing protection. We
use data obtained from a sample of 570 students from the two large universities
in the city of St. Petersburg, Russia to explore attitudes towards use of robots in
street patrolling. Results show that young people are willing to accept surveillance
in public places, but are unsupportive of online surveillance tools and regulations.
Our research finds that half of the young citizens of St. Petersburg are supportive
of robocops patrolling the streets. These positive attitudes are produced by fear
of police and fear of victimization. They are enhanced by acceptance of other
surveillance technologies (such as surveillance cameras) and willingness to use
other digital innovations (such as accident-reporting apps and unmanned cars).
When technology acceptance is not consideredgender differences canbeobserved:
compared to females, males have greater support for robots. Perceptions of police
legitimacy are not related to attitudes to robots used for patrolling.

Keywords: Police technologies · Robots · Digital policing

1 Introduction

In 1987 a science fiction film «RoboCop» directed by Paul Verhoeven came out. It told
a story of a powerful corporation that launched a war on crime in the city of Detroit
employing a cyborg police officer. 30 years after the idea of using complex and powerful
technologies to maintain law and order does not seem to be too futuristic. Police officers
are equipped with body-worn cameras, closed-circuit television cameras (CCTV) have
become a no longer noticeable part of the everyday urban landscape, drones are used for
intelligence operations and order maintenance, predictive algorithms are guiding police
crime prevention efforts. In 2019Massachusetts State Police tested a robot dog produced
by Boston Dynamics. It was followed by Hawaii and New York Police Departments [1].
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Robot dog of a same kind was used in Singapore to ensure social distancing during the
Covid-19 pandemic in 2020 [2].

While robots have a potential of saving officers’ lives in dangerous situations their
use for policing purposes raises concerns among civil rights activists and politicians. The
former are claiming Digidog (that is the name of the canine robot) can be weaponized,
evolve from a tool controlled by a human to a fully autonomous decision-maker - and
all that can happen without proper public oversight of the implementation process [3].
The latter are worried that while spending for digital tools and solutions in policing is
expanding, the extent of digital technologies use for education, healthcare and social ser-
vices for vulnerable communities remains limited [4]. While in 1987 RoboCop seemed
to be a distant dystopia, today we’re just one step away from humanoid robot being
deployed as a police officer.

Digitalization of public services that has been a staple of governance reforms in
Russia in the recent years has had its impact in the different areas of law enforcement.
Digital reforms are being introduced by various agencies on the federal and regional
levels. Since 2014 «Smart City» program is being implemented in the Russian regions.
It introduces a comprehensive information system that provides forecasting, monitoring,
prevention, and elimination of possible threats such as crimes and other emergencies, as
well as control over the elimination of their consequences.Digital technologieswere used
by Russian regions during the coronavirus pandemics to monitor citizens’ movement
and assess health risks. In 2021 Russian Corrections Service (FSIN) has announced an
ambitious program of digitalization of its services [5]. Artificial intelligence and robotics
are considered to be an important part of the digital economy transformation. Their
penetration in the law enforcement system is a matter of time. Russian police had not
explicitly declared whether it has intention to use robots in police operations. However,
in 2019 a representative of a private robotic company announced that the company is
ready to sign a contract with the Ministry of Internal Affairs of Russia to equip traffic
police and migration services with company’s Promobot by 2030 [6]. This robot is
capable of face and speech recognition, communication with people, and independent
movement. It also connects to such external system as databases and websites. Given
rapid development of robotics we may witness these developments even sooner.

Despite such an intensive spread of digital technologies in policing and law enforce-
ment not too many studies have addressed citizens attitudes towards these shifts. If
robots are to be introduced for performing policing function it is not only necessary to
test whether they are effective in fulfilling their tasks, but also whether citizens perceive
them as safe and capable of providing protection. While perceptions of CCTV cameras
[7–9], live facial recognition technology [10], and unmanned aerial drones [11] have
been studied, citizens’ views about development of robotics did not receive much atten-
tion [12]. Personal use and acceptance of technology have been studied through the lens
of the unified theory of acceptance and use of technology (UTAUT) [13] and technology
acceptance model (TAM2) [14]. However, these two models seem to be more applicable
to cases when a user adopts new technology herself rather than comes into interaction
(in a passive way – as an object of it’s use) with the technology used by governmental
authorities. They suggest that person’s acceptance of a technology is determined by her
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voluntary intentions towards it’s use. The case of Robocops does not assume that citi-
zens will be active users of the technology. The aim of this study is to assess whether
young citizens of Russia have favorable attitudes towards possible use of robots in street
patrolling and to predict which factors determine these perceptions. In particular, we are
interested in whether attitudes towards police, fear of victimization, and willingness to
use new technologies are related to students’ assessments of robocops.

2 Literature Review: Determinants of Support for New
Technologies in Policing

Police legitimacy is a multidimensional concept defined as a “property of authority or
institution that leads people to feel that that authority or institution is entitled to be
deferred to and obeyed” [15: 514]. Police becomes a legitimate authority in people’s
eyes if police officers do not trespass the boundaries of their authority, exercise justice
both in the process of decision-making as well as in the process of direct interactions
with citizens, and act effectively reacting to crime and preventing it [16–19]. Perceptions
about police fairness (distributive andprocedural) and its effectiveness lead to the sense of
being obliged to obey to its decisions and cooperate with police officers. Legitimacy was
shown to have an impact not only on direct interactions of citizens with police but also on
citizens’ perceptions of policing methods and technologies, including unmanned aerial
drones [20], live facial recognition technology [10], body-worn [21] and surveillance
[9] cameras. The question whether views of police legitimacy will have an impact on
support for the use of such a technology as robots has not been explored. However, prior
research of the relationship between police legitimacy perceptions and attitudes towards
different technologies used for policing purposes suggests that we should expect higher
level of support for robotic technology among those who think that police acts in a fair
manner and is effective. On the opposite, if people are afraid of police officers they may
support substituting them for non-human actors such as robots.

Fear of becoming a victim of crime and terrorism has a strong impact on people’s
everyday life. It forces them to adopt risk-aversion strategies [22] and erodes trust in
the criminal justice institutions [23]. However, fear makes people more supportive of
CCTV cameras [24–26]. Citizens believe that security of society is dependent on the
use of security technologies, such as cameras, and they allow to prevent more crimes
[27]. Therefore, despite the fact that fear of victimization may lead to less confidence in
human police, digitalized policing may garner more citizen support.

Another factor that may be related to support for the use of artificial technologies in
policing is the general acceptance of technologies, the level of confidence in their poten-
tial to deal with complex problems (i.e., reaction to crime and its prevention). Those who
express stronger interest in various technological developments (i.e., surveillance cam-
eras, mobile apps that allow to interact with emergency services in case of an accident,
unmanned vehicles) should be less apprehensive towards use of technology in different
areas of police work. Research shows that citizens of Russia generally have a positive
attitude to the introduction of new technologies recognizing their potential for making
people’s life easier and more convenient [28]. In different parts of the world security-
enhancing technologies have swiftly spreadwithoutmuch public debate about their costs
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and benefits and were often met with support even if they entailed mass surveillance.
Hempel and Töpfer [29] describe this situation as a «surveillance consensus». Robots
are entering policing at a stage when people have been well prepared to get engaged with
this kind of security innovations. In this study we would like to see if those who share
more positive attitudes towards non-human intervention in their everyday lives will be
more willing to react positively towards a robocop in their neighborhood.

Findings about the role of gender in support for technological innovations in policing
have been mixed. Some have found females more accepting of cameras [9], while others
came to the opposite conclusion [30]. Gallimore et al. [12] explored gender-based effect
on trust of an autonomous robot finding that females report higher trust and perceived
trustworthiness of the autonomous guard robot.

Our study looks at students’ attitudes towards potential use of robots for policing
activities. Given the findings of other studies discussed above, we proceed to test the
following assumptions:

H1: Those who perceive police as a legitimate authority (effective, just, and trustworthy)
will grant more support for the use of robotic technology in policing;
H2: Fear of human police will result in a greater level of acceptance of robots;
H3: Fears related to victimization will lead to higher level of support for the use of robots
for street patrolling;
H4: Those who have acceptance for such technology as CCTV cameras will be more
likely to support the use of robots;
H5: Reliance on technology in everyday life (reporting accidents through mobile apps)
will result in greater support for robots;
H6: Trust in robots in other areas (such as operating a vehicle) will lead to greater trust
in police robots;
H7: Males will be less likely to support robots in policing.

3 Methods

3.1 Sample

Data for the present study was collected while working on the project funded by the
Russian Foundation for Basic Research. The survey questionnaire «Technologies in
governance and law enforcement» was designed to explore citizens’ views about tech-
nological developments in law enforcement and public service including their attitudes
towards possible encounter with robot policemen.

We administered the survey in 2019 (May and September) in two large public uni-
versities in St. Petersburg, Russia. The size of the student population in these universities
is above 30 000 and 18 000 respectively. We chose 2–3 departments in each university
to administer the survey. Respondents’ areas of study ranged from art and design and
liberal arts to law, economics, and political science. Thus, only students specializing in
humanities and social sciences were included in the sample. We obtained permission
from the 3 to 6 professors (total - 18) in each department to administer survey at the
beginning/end of their classes or after the final exam. Each class had from 12 to 50
students. In addition, we administered the survey to students during their breaks in the
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common areas and cafeteria after they confirmed that they have not taken a survey in
one of their classes. We distributed a total of 650 surveys. Out of these 597 surveys were
filled and returned, yielding a response rate of 92%. 7 surveys were unusable. Thus, final
response rate was 88%.

There were more females (321 total - 56.3%) than males (240 total - 42.1%) in the
sample. About one third of the students were in their 1st and 2nd years of study (203
- 35.6%), almost one half were in the 3rd and 4th years in the program (268 - 47.0%),
and the remaining were MA or PhD students (88 - 15.4%). Half of the respondents
(239 - 49.2%) were from families with monthly income above average and 197 (40.5%)
reported average income. About 10 percent of respondents came from families with
income below average (at the time of survey administration the average monthly salary
in St. Petersburg was 59,000 Rubles). Our sampling strategy has limitations that does
not allow us to generalize our findings to all young citizens of Russia or even of St.
Petersburg as our sample was limited to social sciences and humanities students of large
universities.

3.2 Measures

In order to evaluate students’ perceptions relating to this scenariowe asked them to assess
on a 7-point Likert scale whether they would agree to the following statement: «I have
no objections to the streets being patrolled by robot policemen» (1 denoted «strongly
disagree», and 7 denoted «strongly agree»). In order to evaluate which factors may be
related to their views about robocops we measured respondents’ attitudes towards law
and order and their attitudes towards use of technology. In addition, we asked questions
relating to socio-demographic characteristics of the respondents.

Attitudes Towards Law and Order. Questions relating to citizens’ perceptions of
police were drawn from literature on police legitimacy and procedural justice [15, 16,
31]. Five questions were used to assess attitudes towards such dimensions of police
work as police procedural justice, distributive fairness, and effectiveness. We conducted
principal component analysis that revealed that these items load on a single component
(α = .904; mean of the additive 5-item scale = 13.16; standard deviation = 6.14). We
also asked students a question that taps into their fear of police: «When the police officer
approaches me I am afraid he/she will trouble me». Both police legitimacy and fear of
police attitudes were measured using a 7-point Likert scale from 1 to 7, where 1 rep-
resented «strongly disagree» and 7 represented «strongly agree». In order to measure
respondents’ fear of becoming a victim of crime (violent and property) and terrorism
we asked them to assess the level of their fears on a 7-point Likert scale from 1 to 7,
where 1 represented «not afraid at all» and 7 represented «very much afraid». Principal
component analysis showed that these items can be used to measure «fear of victimiza-
tion» construct (loadings> .761; α= .772; mean of the additive scale= 14.56; standard
deviation = 4.86).

Attitudes Towards Use of Technology. Respondents’ views about technology were
assessed using 3 different measures: attitudes towards surveillance cameras; likelihood
of the respondent to report traffic accidents using a mobile app; potential willingness to
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use unmanned vehicle. We included 3 questions relating to the acceptance of various
kinds of video surveillance in public places (cameras on the streets, cameras used by
the traffic police, and residential cameras installed during implementation of the ‘smart
residence’ program) (α= .705; mean of the additive 3-item scale= 17.02; standard devi-
ation = 3.76). Responses were measured on a 7-point Likert scale where 1 represented
«strongly disapprove» to 7 representing «strongly approve». Questions relating to atti-
tudes towards use of other technologies (online accident reporting, unmanned vehicles)
were specifically designed for this study. Students were asked if they agree with the
following statements: «When I see a traffic accident or other accident I report it to other
people through a mobile app» and «I would not hesitate to use an unmanned vehicle».
We used a 7-point Likert scale where a response of 1 represented «strongly disagree»
and 7 represented «strongly agree».

4 Results

4.1 Univariate Analysis

Our analysis shows that respondents are almost equally divided in their attitudes to
the potential use of robots for police patrolling. We measured attitudes on a 7-point
Likert-type scale where 1 represented “strongly disagree” and 7 – “strongly agree”. We
have grouped the responses from 1 to 3 into category “Do not support” and from 5
to 7 into “Support” category. The rest were classified as “Neutral.” Almost half of the
respondents (44%) are not supportive of the robocops patrolling the streets. 17.6%appear
to be neutral. The rest (38.4%) have rather positive attitudes towards robots in police
patrol function. Robocops find less support among citizens compared to surveillance
cameras. Other studies have shown that from 60 to 90% citizens approve use of CCTV
[9, 23, 30]. As for other technological innovations, support for drones varies from 47%
for their use for crowd monitoring to 94% for their use in search and rescue operation
[11]. Descriptive statistics for dependent and independent variables used in the analysis
is presented in Table 1.

4.2 Multivariate Analysis

We used a series of linear regression analyses that estimate the independent and the
net effects of ‘law and order’ perceptions, attitudes towards use of technology (in the
area of policing as well as those meant for personal use), and gender on support for the
use of robots for patrolling. Unstandardized regression coefficients, standard errors, and
significance levels for each of the coefficients are presented in Table 2.

InModel 1, support for robocops is regressed on police legitimacy, fear of police, and
fear of victimization along with gender variables. Fear of police appears to be positively
related to robocop support: those who are afraid that their encounters with the policemay
lead to trouble for them are more likely to support patrolling by robocops (b. = .121, p
<. 01). Respondents who are afraid to become victims of crime and terrorism have more
positive attitudes towards use of robots in policing (b.= .045, p <. 05). Males appear to
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Table 1. Descriptive statistics for variables (N = 570).

Variable N %* Mean S.D. Min. Max.

Support for RoboCops 563 3.73 2.01 1 7

Police legitimacy (5 item additive index, α = .904) 546 13.16 6.14 5 35

Fear of police 559 4.01 2.11 1 7

Fear of victimization (3 item additive index,
α = .772)

560 14.56 4.86 3 21

Approval of cameras (3 item additive index, α=.705) 565 17.02 3.76 3 21

Use of mobile apps to report accidents 560 2.66 1.92 1 7

Willingness to use unmanned cars 563 4.04 2.03 1 7

Gender 561

Female 321 56.3

Male 240 42.1

*May not add up to 100% due to missing cases.

be more supportive of robocops than females (b. = .512, p <. 01). Police legitimacy is
negatively related to robocop support, but this relationship is not statistically significant.

Model 2 looks at the influence of variables related to respondents’ attitudes towards
use of technology in policing (surveillance cameras) as well as for reporting accidents.
It also tests whether willingness to use unmanned cars as passengers is related to support
for robocops. Approval of cameras is positively relatedwith support, and the effect of this
variable is statistically significant (b = .075, p. < .001). Willingness to use unmanned
cars appears to be a strong positive predictor of support for robotic police patrol (b =
.468, p. < .001). Those who report traffic accidents using mobile apps are more likely
to support robots in policing; this relationship is also statistically significant (b = .099,
p. < .05). In the presence of variables related to technology use the effect of gender
variable becomes not statistically significant.

Model 3 is the most comprehensive model testing the joint effect of both variables
related to ‘law and order’ as well as variables related to technology use. In the presence
of the technology group of variables none of the ‘law and order’ variables appear to be
statistically significantly related to support for robocops. However, all three variables
related to technology use are predicting support like in Model 2. Willingness to use
unmanned cars loses some of its strength compared to Model 2 but its effect is positive
and statistically significant (b = .416, p. < .001). In this model the effect of gender is
not statistically significant.

5 Discussion and Conclusion

Present study was aimed at testing several hypotheses relating to support for robots’ use
for police patrolling. Our findings suggest that citizens are divided in their views. Half
of them do not have any objections for seeing a robocop on the streets, while other half
would be disappointed to see regular police being replaced with the new technology.
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Table 2. OLS regression models of support for RoboCops (N = 570).

Model 1 Model 2 Model 3

B SE B SE B SE

Police legitimacy −.002 .014 – – −.014 .012

Fear of police .121** .041 – – .059 .036

Fear of victimization .045* .019 – – .039 .017

Approval of cameras – – .075*** .020 .075*** .021

Report accidents on app – – .099* .039 .096* .039

Will use unmanned cars – – .468*** .038 .416*** .038

Gender (1 = male) .512** .188 .059 .155 .187 .167

Intercept 2.395 .402 .267 .392 .346 .477

F-test 5.26*** 48.75*** 28.97***

Adj. R2 .031 .257 .268

N 537 552 536

Note: Entries are unstandardized regression coefficients (B) and standard errors (SE).
*p < .05 **p < .01 ***p < .001.

We expected that those who perceive police as a legitimate authority (effective, just,
and trustworthy) will grant more support for the use of robotic technology in policing.
However, our analysis shows that perceptions of police legitimacy do not predict accep-
tance of robots in policing. This is a surprising and unexpected finding given a multitude
of studies demonstrating a strong positive relationship between perceptions of police
fairness and views about innovative police technologies. At the same time, young citi-
zens who are afraid of the police would prefer seeing robots on the streets. Thus, positive
attitudes towards police do not necessarily result in positive views about technological
innovations in policing while negative views may lead to support for replacing human
police officers with the digital analogues. As we have expected fears of becoming a
victim of crime leads to support for robocops. People may view them as capable of
providing a better sense of safety compared to human policemen.

Exposure to different types of safety technologies makes people more visionary
when it comes to other kinds of technologies. Surveillance cameras have long agobecome
«banal goods» [32]. Our study finds that young citizenswho do not object seeing cameras
on the streets and other public places would be less likely to object to seeing robots
patrolling the streets. Interest in using apps to report traffic accidents and willingness to
ride in a car driven by an artificial driver also results in greater acceptance of robots in
other areas such as policing.

Our findings relating to gender effect on support for robots are mixed.We have found
that males were more supportive to police robots than females in the analysis that looked
at the influence of the ‘law and order’ variables on attitudes towards robocops. However,
this finding was not confirmed when other variables were included in the models.
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6 Conclusion

Our research finds that half of the young citizens in our sample are supportive of robocops
patrolling the streets. These positive attitudes are produced by fear of police and fear
of victimization. They are enhanced by acceptance of other surveillance technologies
(such as surveillance cameras) and willingness to use other digital innovations (such
as accident-reporting apps and unmanned cars). When technology acceptance is not
considered gender differences can be observed: compared to females, males have greater
support for robots. Perceptions of police legitimacy are not related to attitudes to robots
used for patrolling.

These findings have policy implications. While policing authorities do not seek cit-
izens’ approval when they decide to introduce robots to carry out human tasks or assist
human officers. At the same time citizens’ acceptance of the new technologies may
lead to more efficient interactions between citizens and new policing actors. There-
fore, it is necessary to promote this innovation, particularly for those citizens that are
skeptical about other digital technologies or are not tech-savvy. Introduction of robots
may be accompanied with the assurance of their effectiveness in providing safety and
demonstration of their relative advantages compared to human workforce.

Despite these interesting findings, several limitations of this research can be identi-
fied. Our study was exploratory in nature. We have asked only one question relating to
perception of robots in policing in a function of a patrolling officer. Future studies could
look at other areas where robots could be used: in search and rescue missions, counter-
terrorist operations, for surveillance purposes, for ordermaintenance, collection of crime
and accident reports and other interactions with citizens. Also, future studies could look
at citizens perceptions of animalistic robots (such as dogs, insects) that have entered
public imagination through sci-fi films. It would be interesting to see which aspects of
robots’ use in policing are perceived as beneficial for police performance (i.e., enhancing
its effectiveness) and which are related to a dystopian vision of the future of policing
(i.e., providing the police with the unlimited surveillance capacity).

A second limitation of our research is that our sample includes only humanities and
social sciences students that come from two large universities in the second-largest city
of Russia. Our findings cannot be generalized to students from smaller cities or students
who are better aware of the developments in robotics due to majoring in other areas of
studies (i.e., engineering, computer sciences, etc.). Also, students in our sample reported
medium to high levels of income. Therefore, attitudes of other population groups may
be quite different from those that we have found in our study. Adults, people with lower
income, residents of rural areas may have other perceptions of robocops. Future research
should employ a different sampling strategy.
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Abstract. Mobile devices are the necessary part of equipment for the busy life of
modern people. Recent studies revealed that students usemobile phones in the edu-
cational environment more and more often. But there is a gap in empirical works
related to the issue of what exactly do Russian students do with their smartphones
during the class and how is this smartphone use connected to their academic moti-
vation. In this study authors aimed to examine different aspects of smartphone
usage by Russian university students during class in association with academic
motivation, satisfaction with education, and indicators of problematic smartphone
use. The study involved 437 participants aged between 17 and 34 years, 70,02%
female. The findings revealed that students who used smartphones for academic
purposes had expressed intrinsic academic motivation and learning achievements.
Generally, students had sooner positive intentions towards smartphone use during
the class and tended to disclaim distracting forms of smartphone use. Results have
shown that students who actively used smartphones while learning, less satisfied
with their education. Problematic smartphone use had a strong association with
distracting forms of smartphone use during the class.

Keywords: Smartphone use during class · Russian students · Learning ·
Involvement · Distraction · Academic motivation · Satisfaction with education ·
Problematic smartphone use · Phubbing

1 Introduction

Mobile device use is widely spreading around the world. Recent reports reflected that
there had been 258 million SIM cards for about 129 million people in Russia. Moreover,
more than 90% of Internet connections were performed using smartphones [26]. Among
smartphone users, young people are most sensitive to new opportunities and innovations
in ways to change habits of day-to-day life. Modern students have had high expectations
for smartphones which are related rather to its features but not the price [16].

Smartphones, asmultifunctional devices, implementmany computer-related actions,
including Internet access. In this case, their functionalities have become the tool tying
together virtual and physical reality [14]. In any moment of time, smartphone users are
included in remote contexts connected with or distracted from actual activities. There-
fore, smartphone usage has changed modern students’ learning activity in many ways.
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On the one hand, smartphone usage might improve multitasking [18], increase personal
productivity [32], expand opportunities for learning in different situations [1], provide
access to M-learning apps and learning management systems (LMSs) at any time when-
ever a student needs educational support [42]. Researchers have described transforma-
tive power of mobile technology for education, expressing its pedagogical advantages to
share knowledge, build collaboration, create personalized learning environments [30].
On the other hand, integration of mobile technology in classes has become one of the
biggest challenges for faculty. Most of academics doesn’t have developed technology
integration skills. They are rather so-called “digital immigrants” and have rather negative
attitudes towards smartphone use during class (SUDC) by students [40]. Another issue
has been identified by researchers who explored disorders connected to smartphone use
by young people. They report about the harmful effects of extensive smartphone use,
such as the higher level of intolerance of uncertainty [8], depression, and decreasing
quality of human interactions [23, 38], declined academic performance [48, 58].

Despite the increasing number of studies on mobile learning, there is a gap in our
understanding of internal determination of SUDC by students and its consequences. The
following research questions are raised in the paper:

• (RQ1) What exactly do students do with their smartphones during the class?
• (RQ2) How is this smartphone use associated with the students’ academic motivation,
learning outcomes, and satisfaction with learning?

• (RQ3) Do internet addiction and phubbing behavior connect to different aspects of
SUDC?

In the current study, we aimed to examine different aspects of SUDC by Russian
university students in association with their academic motivation. Another purpose of
the study was to explore connections between SUDC and Internet addiction, phub-
bing behavior, students’ satisfaction with education, academic achievements, and their
demographics.

2 Review of Related Literature

2.1 Smartphones in Higher Education

The broad spreading of digital technologies has changedmodern education. The essential
feature of mobile technologies using is their ability to provide opportunities for learning
anywhere, anyplace, and anytime [11]. Students can use them for accessing academic
services, e-mailing, social networking, communicating with the lecturer and classmates,
interacting with the course content [18, 55]. Recent studies revealed that students use
mobile phones for academic purposes more and more often. The main goals of using
smartphones are accessing educational information, reading full-text articles, recording
class notes and references, checking course Power-Point slides, and texting about class
assignments. [12, 19, 25, 39, 43]. So researchers found that key intentions of students in
mobile technology use connected to information exchange, but not active interactionwith
each other and learning content, sharing ideas or performing of personalized learning
tasks. If so, the full functionality of smartphones turns out to be untouched because
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students use their devices only as a replacement for traditional pens and notebooks.
Furthermore, most of the actions with mobile devices for academic purposes occur
when students solve learning tasks outside their classes.

At the same time, smartphone use in university classrooms doesn’t seem such a suit-
able thing. Researchers in different countries reported similar findings, which indicated
distracting and troubling roles of smartphone usage in university classrooms [2, 6, 9, 57].
So Jacobsen and Forste [27] found that more than 60% of students use their electronic
media for non-academic purposes during class or doing homework. Gilroy revealed that
every third student in the USA plays video games on the smartphone while in the class
[20]. G. R. Jesse found that Thiel College students use smartphones during class at least
once a day for texting or going on social media [28]. In summary, the previous research
on SUDC has concentrated on its positive or negative forms but it is not enough literature
that carefully explores transitions from academic to non-academic purposes of SUDC
and vice versa. It is not clear whether these forms of SUDC are immanent in different
students or students might reveal them alternately in different situations. Thus we could
hypothesize that:

H1 Positive and negative forms of SUDC have associated with different academic
motives of students.

2.2 Problematic Smartphone Use and Its Impact on Learning Results

Besides some barriers to include mobile devices use in the learning process associated
with problematic smartphone use (PSU). An appropriate description of behavioral prob-
lems connected to mobile phone overuse has been still discussed in numerous studies.
Some authors suppose that it is a type of technological addiction in terms of M.D. Grif-
fiths [22] so far as abuse of phone use often occurs with inattention to usual activities,
alterations in mood, personal harm, loss of control and tolerance [24, 29, 34, 36, 51].
Others tend to use the term PSU as a definition of physic and psychological problems
caused by smartphone use. They support the opposite point of view, arguing that behav-
ioral problems in smartphone use are consequences of other technological addictions
(e.g., Internet addiction, compulsive gambling) [17, 59]. Arguing about youth, Griffiths
supposed that PSU could be just an essential feature of “a period of their development
with strong needs of social ties rather than a true addiction.” [21, p.77].

Cyberloafing is a term that means surfing the Internet for non-work- or non-learning-
related purposes during working or learning hours [15]. Usually, cyberloafing is defined
as behaviors associated with computer or laptop use but mobile access to the Internet
via smartphone gives users more opportunities to cyberloaf at any moment while they
are busy with work or learning performance. It is the reason for the growing body of
studies on cyberloafing in educational environments [15, 37, 54]. Cyberloafing, as a
distracting factor, has led to decreasing interest and attendance of students to the course
[5]. It could also be an essential matter for addictive learning behavior and academic
procrastination [58]. At the same time, cyberloafing might be considered as a tool that
helps an individual to ignore what is happening in the class, lecturer, and classmates.
So cyberloafing through mobile phone usage has a strong association with phubbing
behavior.
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Phubbing behavior is one of the most discussed issues in PSU [10]. Phubbing is
a type of behavior when someone ignores others via her or his smartphone. This term
describes situations of attention’s shift from actual social settings to more comfortable
distant or virtual contexts. Most of researchers have been studying phubbing to find out
its consequences on health and personal relationship [49]. Researchers suppose that it
could be a reason for declining of social interactions’ quality and relationship satisfaction
[44, 47]. In educational environments, any actions of students through mobile phones
use for non-class purposes might be indicated as students’ attitudes towards lecturers,
academic subjects, and education on the whole. For instance, Naciye Guliz Ugur and
Tugba Koc argued that “being busy with mobile phones during courses is an act of
phubbing” [56, p. 1024]. At the same time, other researchers suppose that phubbing
behavior related to behavioral addictions and personality traits [4, 10, 31], which shifts
this issue to the area of individual characteristics of person but not personal attitudes
towards actual surroundings. Anyway, previous studies indicated that phubbing and
other types of PSU in the educational environment hurt learning performance such as
academic procrastination [15, 41], and reducing academic achievements [3, 33, 35, 45,
58]. Therefore, it could be hypothesized that:

H2 SUDC is connected to phubbing behavior, Internet addiction, students’ satisfac-
tion with education, and learning outcomes.

3 Methods

3.1 Participants and Procedure

Students of Russian universities were invited to take part in this study through posts on
social media and also mailing lists of students provided by universities-partners. 437
participants were recruited as volunteers without any financial compensation. The study
involved 306 women (70,02%) and 131 men (29,98%) aged between 17 and 34 (x−
= 21,66; Me = 21; SD = 3,99). 83,75% of participants were students of metropoli-
tan universities (Moscow, St. Petersburg), and others studied in universities of various
regions of Russia (Altai, Yakutia, Volga region, Republic of Bashkortostan, Novgorod,
Kursk, Omsk regions, etc.). In terms of education programs, most of the participants
were students studying in the field of Humanities (43,48%), Engineering & Technology
(17,85%), Social Sciences &Management (17,39%). Others have studied Arts (7,78%),
Natural Sciences (7,78%), Life Sciences & Medicine (5,72%). Participants were asked
to fill on the online form, which contained a set of questionnaires.

3.2 Measures

3.2.1 SUDC Questionnaire

The assessment of positive and negative forms of SUDC was by the questionnaire,
which contains 14 items. The questionnaire involves the next statement “I usually use
my smartphone…” The five items reflected positive forms of SUDC include suggestions
about using the smartphone for educational purposes (“to communicate with classmates
about learning tasks”, “to search relevant information about course content”, “to solve
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learning tasks”, etc.). These statements revealed involvement of students with learning
process via mobile phones.

The other nine items were used to reflect negative forms of SUDC such as “to
relieve boredom or irritation during class”, “to search interesting information about any-
thing other than learning”, “to share content on social networks and check my friends’
social networking profiles”, etc. These items revealed distraction themselves and others
from the class via smartphones. A five-pointed Likert scale (1-almost never; 2-rarely;
3-sometimes; 4-often; 5-constantly) was used (see all items in Table 1). Three vari-
ables were calculated as means of positive forms of SUDC (Involvement), of negative
forms of SUDC (Distraction), and total scores (SUDC total). Cronbach’s alpha for the
questionnaire scales are given below (See Table 2).

3.2.2 Phubbing Questionnaire

This questionnaire is a modified form of the Phubbing Scale developed by Karadağ et al.
to measure behavioral tendency to phubbing [31]. The scale contains ten items such as
‘My eyes start wandering on my phone when I’m together with others’, “My phone is
always within my reach”, “I feel incomplete without my mobile phone”, and so on. A
five-pointed Likert scale (1-almost never; 2-rarely; 3-sometimes; 4-often; 5-constantly)
was used for evaluation frequency of phubbing behavior demonstration. In our case,
we asked participants to evaluate the frequency of phubbing behavior concerning five
groups of phubbees (friends, family members, classmates, lecturers, and strangers). The
question was “How often do you behave this way when communicating with…/you are
in class”. The indexes of phubbing for each group were calculated as the sum of points.
Cronbach’s alpha and split half reliability for the indexes are given below (See Table 2).

3.2.3 Excessive Use of the Internet Scale by G.U. Soldatova and E.I. Rasskazova

Internet addiction was assessed using Excessive Use of the Internet Scale [52]. The
authors identified three most essential features of Internet addiction, like withdrawal
symptoms, loss of control, and escape from reality. The scale consists of 5 items evaluated
with a three-point Likert scale (1 – never/almost never; 2 – not very often; 3 – very often/
almost always). The common variable was identified as an overall score.

3.2.4 Questionnaire for Diagnostics of Students’ AcademicMotivation byA. Rean
and V. Yakunin

This questionnaire is widely used in n Russia for revealing academic motivation among
university students [46]. The survey consists of 16 academic motives such as “to become
a highly qualified specialist”, “to obtain a diploma”, “to learn successfully”, “to perform
pedagogical requirements”, “to be praised by the teacher”, and so on. Participants were
suggested to evaluate a significance of academic motives for themselves. A seven-point
Likert scale was used to assess the significance of each motive (1 – absolutely not
important; 7 – extremely important).
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3.2.5 Students’ Satisfaction with Education Questionnaire

The questionnaire was developed within the scope of the study. We asked participants
to evaluate their satisfaction with various aspects of education and student life such as
the choice of profession and university, communication with other students, teachers
and academic staff, quality of teaching, learning process organization, social protec-
tion, opportunities in future career, etc. along a five-pointed Likert scale (1- completely
dissatisfied; 5- completely satisfied). The overall score was calculated as a common
variable.

3.3 Data Analysis

In this study nonparametric statistical methods were used due to the fact that not all the
variables had been normally distributed. As the first step, we conducted a descriptive
and comparative analysis to evaluate the frequency of different forms of SUDC and
its relation to age and gender of students. The total sample was divided into young
(range = 17–21; n = 269) and adult (range = 22–34; n = 168) groups. Comparative
analysis was conducted by using Mann Whitney U Test. To explore the connection
between different forms of SUDC and the frequency of their manifestation we used the
two-way correspondence analysis (CA). CA is a descriptive method that based on Chi-
square statistics and allows to conduct principal components analysis without underlying
distributional assumptions [13, 50, 53].As result CAvisualizes the relationships between
rows and columns of a frequency table. The next step was performed by analyzing a
correlational structure of all the study variables via Spearman’s rank correlation analysis.
All analyses were calculated in Statistica v. 6.1 (StatSoft Inc.).

4 Results

The results of revealing characteristics of smartphone use during class according to
the gender and age of students are shown in Table 1. Results point out that the most
common forms of SUDC are searching relevant in-formation about course content,
solving learning tasks, and checking time. Students, regardless of age and gender, tend
least likely to admit that they use mobile phones for taking calls, chatting, and browsing
social networking sites. They also demonstrated that rarely communicatewith classmates
about learning tasks via smartphone. In the same time students tend to use smartphones
to relieve boredom or irritation during class (mood regulation). Comparative analysis
demonstrated that young students significantly more often use their smartphones to
regulate theirmood during class (U= 19305,5; p< 0,01), tomaintain remote contexts (U
= 18492,0; p< 0,01), to continue conversation with somebody (U= 18627,0; p< 0,01),
and to check time (U = 17957,0; p < 0,01). There are not so many gender differences.
Female students, compared withmale, significantlymore often use smartphones tomake
notes and take pictures of the lecture points written on the blackboard or screen (U =
17097,0; p < 0,01).

We further carried out two-wayCA to test more deeply frequencies of different forms
of SUDC (Total χ2 = 285,79; df= 52; p< 0,0001). The horizontal axis reflects dimen-
sion 1, which accounted for the 72,53% proportion of inertia (See Fig. 1). Its extreme
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Table 1. Means and SD of SUDC characteristics

SUDC items Means (standard deviations)

Total sample GENDER AGE

Male Female Young Adult

INV1: to search relevant
information about course
content

3,58 (0,99) 3,56 (0,97) 3,59 (1,00) 3,59 (0,97) 3,55 (1,03)

INV2: to solve learning
tasks

3,39 (0,98) 3,30 (0,95) 3,41 (0,99) 3,61 (1,02) 3,28 (0,95)

INV3: to make notes or to
take pictures of the lecture
points written on the
blackboard or screen

3,36 (1,07) 3,15 (1,13) 3,45 (1,03) 3,33 (1,10) 3,40 (1,03)

INV4: to note my ideas
about course content

3,18 (1,07) 2,90 (1,10) 3,22 (1,07) 3,26 (1,09) 3,14 (1,07)

INV5: to communicate
with classmates about
learning tasks

2,29 (0,86) 2,24 (0,94) 2,31 (0,82) 2,27 (0,82) 2,31 (0,92)

DIS1: to check the time 3,62 (1,09) 3,40 (0,97) 3,65 (1,11) 3,90 (1,11) 3,47 (1,06)

DIS2: to relieve boredom
or irritation during class

3,20 (1,17) 3,18 (1,11) 3,20 (1,20) 3,32 (1,13) 3,01 (1,22)

DIS3: when I remember
that I forgot to do
something on the Internet

3,09 (1,07) 3,07 (1,00) 3,10 (1,11) 3,22 (1,06) 2,89 (1,07)

DIS4: do not interrupt
communication with
significant others

3,08 (1,25) 3,21 (1,12) 3,02 (1,30) 3,23 (1,22) 2,83 (1,27)

DIS5: to search interesting
information about
anything other than
learning

3,07 (1,09) 3,13 (1,04) 3,05 (1,11) 3,13 (1,05) 2,97 (1,13)

DIS6: to take notes about
something interesting, but
not for learning

2,90 (1,08) 2,88 (1,10) 2,91 (1,08) 2,88 (1,03) 2,94 (1,16)

DIS7: to share content on
social networks and check
my friends’ social
networking profiles

2,59 (1,25) 2,70 (1,16) 2,55 (1,29) 2,67 (1,25) 2,47 (1,25)

DIS8: to communicate
with others

2,37 (0,88) 2,50 (0,94) 2,31 (0,85) 2,37 (0,87) 2,37 (0,91)

(continued)
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Table 1. (continued)

SUDC items Means (standard deviations)

Total sample GENDER AGE

Male Female Young Adult

DIS9: to go out to take a
call

1,80 (0,81) 1,80 (0,79) 1,80 (0,82) 1,61 (0,72) 1,90 (0,85)

points are represented by going out to take a call, conversations with others regardless to
involve with or distract from learning content at the one pole, and checking time, search-
ing relevant information, and solving learning tasks at the other pole. In other words,
this dimension depicts extension from communicative activities like conversations with
others to individual activities aimed at personal purposes. It is important to note that
students tend to disclaim communicative forms of SUDC, while they admit smartphone
use to reach the personal purposes.

Fig. 1. Correspondence analysis of matrix cross-tabulating frequencies of different forms of
SUDC

The second dimension accounted for 21,09% proportion of inertia and related to
the vertical axis. Its extreme points are associated with the creation or consumption of
information. As it is shown on Fig. 1, consumption of information is a more common
form of SUDC.
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The next step of the analysis was to reveal relationships among indicators of SUDC,
phubbing behavior, and Internet addiction (see Table 2).

Table 2. Correlation coefficients between indicators of SUDC, groups of phubbees, phubbing
behavior, Internet Addiction, means, SD, Cronbach α and Split half reliability (Note: *p< 0.001)

Variables 1 2 3 4 5 6 7 8 9 10

1. Involvement –

2. Distraction 0,48* –

3. SUDC total 0,84* 0,87* –

4. Phubbees-Friends 0,33* 0,41* 0,43* –

5. Phubbees-Family 0,36* 0,49* 0,50* 0,73* –

6. Phubbees-Classmates 0,36* 0,48* 0,49* 0,75* 0,74* –

7. Phubbees-Strangers 0,23* 0,40* 0,37* 0,50* 0,56* 0,74* –

8. Phubbees-Lecturers 0,34* 0,52* 0,51* 0,57* 0,57* 0,70* 0,71* –

9. Phubbing total 0,38* 0,54* 0,54* 0,83* 0,84* 0,92* 0,83* 0,84* –

10. Internet Addiction 0,04 0,29* 0,20* 0,26* 0,35* 0,30* 0,33* 0,26* 0,35* –

Mean 3,09 2,91 2,99 12,36 12,63 12,71 11,93 13,23 62,86 8.56

Standard deviation 0,70 0,77 1,27 3,95 4,01 3,77 3,92 4,20 16,90 2.20

Cronbach α 0,63 0,87 0,84 0.71 0.73 0.68 0.67 0.74 0.91 0.66

Split half reliability 0,63 0,88 0,90 0.73 0.73 0.67 0.64 0.75 0.82 0.74

The findings of this study revealed a statistically significant correlation among all the
indicators of SUDC, phubbing behavior related to different groups of interacting persons
and Internet addiction. Furthermore, the most of PSU indicators had high reliability.
It is important to note that there wasn’t statistically significant connection between
Involvement and Internet addiction.

The findings of this study revealed a statistically significant correlation among all the
indicators of SUDC, phubbing behavior related to different groups of interacting persons
and Internet addiction. Furthermore, the most of PSU indicators had high reliability.
It is important to note that there wasn’t statistically significant connection between
Involvement and Internet addiction.

The results disclose the specifics of association between different forms of SUDC
and academic motives. From Table 3, it has been clear, that positive forms of SUDC
associated with intrinsic academic motivation. So connections were revealed between
involvement and intentions to get intellectual satisfaction (r= 0,22; p< 0,01), to pursue
a successful career in future (r = 0,17; p < 0,01), to obtain a diploma (r = 0,17; p
< 0,01), and academic grade average (r = 0,14; p < 0,01). Less strong associations
were indicated between involvement and intentions to continue education successfully
in subsequent levels (r = 0,12; p < 0,05), to gain in-depth knowledge (r = 0,12; p <

0,05), to become a highly qualified specialist (r = 0,12; p < 0,05).
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Table 3. Correlation coefficients between indicators of SUDC, academic motives, satisfaction
with education, and demographics of students (Note: 1 – involvement; 2 – distraction; 3 – SUDC
total; 4 – lecturers as phubbees; *p < 0.05; **p < 0.01)

Academic motives and other antecedents of
SUDC

Indicators of SUDC

1 2 3 4

To get intellectual satisfaction 0,22** 0,03 0,14** −0,09

To pursue a successful career in future 0,17** 0,00 0,10 −0,07

To obtain a diploma 0,17** 0,06 0,13** −0,06

To continue education successfully in subsequent
levels

0,12* 0,03 0,09 −0,06

To gain in-depth knowledge 0,12* −0,03 0,05 −0,11

To become a highly qualified specialist 0,12* 0,01 0,07 −0,09

To do not throw studying current courses 0,10 −0,04 0,03 −0,16**

To be praised by the teacher 0,04 −0,11* −0,04 −0,18**

To be constantly prepared for next classes 0,04 −0,04 0,00 −0,20**

To learn successfully 0,04 −0,03 0,00 −0,15**

To keep up with classmates 0,01 −0,16** −0,09 −0,11*

To perform pedagogical requirements 0,00 −0,09 −0,05 −0,16**

To be a good example to classmates −0,08 −0,20** −0,16** −0,12*

Academic Motivation total 0,08 − 0,07 0,00 − 0,16**

Satisfaction with education −0,12* − 0,21** −0,19** −0,12*

Academic Grade Average 0,14** 0,01 0,08 −0,01

Age −0,02 −0,21** −0,14** −0,10*

At the same time, other forms of SUDC were negatively correlated with external
academic motivation primarily in its social components. Distraction has inversely con-
nected to students’ intentions to be a good example to classmates (r=−0,20; p< 0,01),
to keep up with classmates (r = −0,16; p < 0,01), and to be praised by the teacher (r =
−0,11; p< 0,05). Phubbing the lecturer was negatively correlated with all the academic
motives except intrinsic motivation. In addition, negative forms of SUDCwere inversely
correlated with students’ age. All the forms of SUDC have negatively associated with
satisfaction with education.

5 Discussion

The finding of this study indicates some issues in the modern learning process in higher
education. It was assumed that students use their smartphones for different purposes. As
the results showed, main forms of SUDC more associated with information consump-
tion and mood regulation than communication with others. We revealed connection
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between SUDC and academic motivation that was approved the hypothesis 1. Positive
forms of SUDC associated with intrinsic academic motivation. Such students have had
more expressed intentions to become successful professionals in their field and to enjoy
the learning process. Objectively, such students have higher academic performance and
study better than others. They tend to rely on their smartphones as personal assistants in
learning, which can significantly speed up access to knowledge, help them solve learn-
ing tasks effectively. Conceivably, their dissatisfaction with education connected to the
digital divide between students and faculty, leading to different perceptions and abilities
to use mobile devices during class. It is found in this study that younger students are
heavier users of smartphones in the educational environment. S.W. Campbell revealed
the similar results [7]. In his study, younger participants, compared with older partici-
pants, had more positive attitudes towards using mobile phones in college classrooms
and were more tolerant of distracting forms of the technology use.

With regard to the findings of negative forms of SUDC, this study provides support
for the reports of other researchers [3, 33, 36, 45, 48, 58]. We revealed many connec-
tions between negative forms of SUDC and declined motivation to learn, especially
in its social components. Depressed academic motivation and dissatisfaction with the
education of students who use their smartphones for non-academic purposes are very
significant results that might reflect social exclusion from the educational com-munity
and succeeding crisis of professional studying. For such students, SUDCmight be a way
to avoidmentally the adverse learning situation inwhich they are present physically [32].

The study approved hypothesis 2 that SUDC is connected to phubbing behavior,
Internet addiction, students’ satisfaction with education, and learning outcomes. It is
important to emphasize that the findings revealed the connection only between positive
forms of SUDC and the academic grade average. Previous studies had shown relations
between SUDC for non-academic purposes and academic achievements [3, 33, 45, 58].
But in this case, the results didn’t reveal the same relationships. It could be associated
with specifics of assessment of learning outcomes in Russian universities since the 5-
point scale has been used for academic grades. Similarly, A. Yunita et al. didn’t reveal
any connection between the impact of SUDC on the students’ academic performance
[60].

All the forms of SUDC positively related both to each other and all the indicators of
PSU. This could be evidence of a person’s behavioral addiction to a greater extent than
his or her intention to use a smartphone during class based on the current situation. Such
a statement is well established by the previous studies demonstrated the connections
between different forms of PSU, Internet addiction, and personal traits [4, 10, 31].
Additionally, phubbing the lecturers seem to be more appropriate than other people as
it occurs in the situation of public communication and might be in-conspicuous.

6 Conclusion

Smartphones have rightfully filled most of the personal spaces of modern humans. Its
useful features might be drivers for education in an appropriate learning environment.
But this requires restructuring of the learning approach by educators who are primarily
“digital immigrants”. In the present study, we examined connections between different
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forms of SUDC and its antecedents, such as academic motivation, satisfaction with
education, Internet addiction, and PSU indicators. We found that students who used
smartphones for academic purposes had expressed intrinsic academic motivation and
learning achievements.Generally, students had sooner positive intentions towards SUDC
and tended to disclaim distracting forms of SUDC. But in any case, students who actively
use smartphones while learning, less satisfied with their education. It is a fact, inspiring
to recommend a more active adaptation of mobile technologies in classroom activities.

The study has some limitations. First, only those of students who received the invi-
tation could take part in this study. Although we used the snowball sampling, some
students with specific forms of SUDC could be overlooked. Moreover, the first group of
participants consisted mainly of women which caused gender distribution of the sample.
It could be useful for further research to study male samples with different forms of
SUDC. Second, the study was performed by using quantitative data. It would be inter-
esting to gain a pool of students’ opinions about SUDC by means of interview or focus
groups. Third, the results of this study might not be approval for causal relationships
between SUDC and learning activity of students. We only can say that different aspects
of SUDC have associated with learning performance, and accompanied by problematic
Internet and smartphone use. It is significant for further studies to explore the impact of
mobile technology usage in university classrooms on learning performance, motivation,
and students’ satisfaction with education.
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Abstract. This article is based on the hypothesis that Generation Z’s propensity
for undivided perception of digital and physical reality (phygital reality) and their
fairly easy absorption of new learning formats, in particular blended learning,
are interrelated. To prove the existence of this relationship, the authors, based on
the methodology of social constructivism and interpretivism, put forward several
hypotheses and conduct an empirical study. For a detailed analysis of the research
topic the authors conduct three questionnaire polls among university students in St.
Petersburg. The first survey is related to identifying the features of socialization of
“digital natives”, the second - to identify the cognitive inclinations of Generation
Z, the third - the choice of type of education (traditional/classroom, blended or
distance learning). The results of the study confirm the main hypotheses of the
study, which are that the characteristics of Generation Z make them maximally
adapted to blended learning and that the propensity to blended learning is due to a
number of factors, such as satisfaction with the content of disciplines, propensity
for self-development, satisfactionwith the organization of the educational process,
work in the specialty after graduation, groupwork in classes and the use of sources
recommended by the teacher. Factor and regression analysis conducted during the
study confirms the data obtained.

Keywords: Generation Z · Forms of education · Phygital reality · Blended
learning cognitive closure

1 Introduction

The discussion around the phenomenon of generation Z is reminiscent of scientific
debates about new technologies, involving “techno-evangelists” and “technopessimists”:
either generation Z is perceived by the older generation from the position of Socratic
arrogance and condemnation, or the liberal view of Chatsky and Bazarov pins greater
hopes on it than on thewiser, but inevitablyweaker, older generation.A rational approach
requires the researcher to free himself from the “generational” prejudices that abound in
popular science and mainstream publications. For example, common prejudices about
Generation Z are that this generation is obsessed with gadgets and communicates only
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online, that they are lazy, like to wield their rights, think they know everything, are
restless and naïve [1]. In fact, the problem often lies in the method of comparison, an
engaged search for an answer to the question of which generation is better. In doing so,
it is difficult to abandon the comparison itself, as each generation tries to build its own
identity, different from previous generations.

Such a comparison, being rather crude and approximate, indicates to the researcher
the surprising similarity between Generation Z and the “baby boomers”, which is prob-
ably explained by the rejection of the values and attitudes of Millennials, who coincide
in age with the older siblings of “digital natives”, and Generation X, that is, the genera-
tion of Gen Z parents. Firstly, the similarity between the baby boomers and Generation
Z is expressed in the active mastery of new communication technologies (television
and the Internet, respectively), which makes representatives of both generations quite
communicative, open and not indifferent to world events. Secondly, in Russia these are
the generations of children born after the catastrophic events of World War II and the
1990s, who experienced more care from the older generations and therefore are more
narcissistic and infantile than the other generations. The same events determined the
trend of both generations towards “living for pleasure”. (generation Z more than any
other generation is looking for interesting work that brings satisfaction with life) [2],
conservatism and rather low indices of tolerance to uncertainty (more about this will be
discussed in the article). In the minds of representatives of generations “baby boomers”
and Z there are clear and simple life schemes “study-work-family”, excluding chaotic
scenarios.

At the same time, identifying the features of Generation Z is not a trivial task at
all. Interest in this kind of research is shown by marketers, medics, political scientists
trying to understand a new type of voter, employee, specialist. In this article we are
interested in a new type of student, living simultaneously in digital and physical reality,
interested in world events and considering education as a part of professional path. The
new requirements of Generation Z representatives to the educational process are likely
to change the system of higher education itself.

2 Literature Review

The study of the characteristics of generations, specific conditions of their socio-cultural
existence, the problems of forming new educational trajectories for each stage of the
generational scale has its own history and theoretical foundations. Among them are the
theory of cognitive development by Swiss psychologist J. Piaget [3], ways of learn-
ing (teaching cultures) in pre-figurative cultures by American anthropologist, cultural
scientist, etiologist M. Mead, American Myers-Briggs personality typology, type indi-
cator [4–6]. Russian pedagogy and psychology also had their own scientific approaches
(social constructivism of L.S. Vygotsky, studies of psychologist B.G. Ananyev [7] as
well as A.N. Leontiev, A.R. Luria, A.V. Zaporozhets, L.I. Bozhovich, P.Y. Halperin, P.I.
Zinchenko and others) since the late 19th century.

In the late twentieth century a programmatic work on generational issues was pub-
lished by American scholars N. Howe and W. Strauss, Generations: A History of Amer-
ica’s Future. 1584–2069» [8]. The authors concluded that the system of values was
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formed not only in the family, but also under the influence of social life and the whole
context of the social environment in which a child grows up, i.e. external events. As
a result, they created an internationally recognized typology of the generations of the
American nation. In the 21st century the generational theme and its specifics, character-
izing the inclusion in the socio-cultural horizon of young representatives of Generation
Z and even the rising representatives of Generation Alpha, was developed in the works
of D. Tapscott [9], M. Prensky [10], M. Bauerlein [11], N. Carr [12, 13], G. Small and
G. Vorgan [14], D. Stillman [15] and etc. Canadian scientist D. Tapscott introduced the
concept of “network generation” (NET-generation or N-generation), the term “genera-
tion Alpha” was coined in 2005 by a scientist from Australia M. McCrindle [16], doing
research on the first digital generation of the XXI century. The first digital generation
and its trends are also addressed by J. Palfrey and W. Gasser [17]. The well-known
statement about the distinctive feature of the new generation, “that the new generation
sees no difference at all between the virtual and the real” is due to a new kind of interac-
tion - Phygital as a union of two realities - physical (Physics) and digital (Digital), and
Generation Z is called the phygital generation (although the vast synonymy “Generation
Z” also reflects other characteristics of Generation Z) [18, 19]. «Among the specific
features: non-linearity, the ability to transmit voluminous multidimensional information
available at any time in any place, and not only for perception, but also for further trans-
mission of che-verse posts, storis, live broadcasts, etc.» [20]. As Anne Kingston quotes
M. McCrindle, “This is the most connected, educated and sophisticated generation in
history…They don’t just imagine the future, they create it.” Back in 2014 McCrindle,
declared the leader of Generation Z: “Where Generation Z goes, our world goes.” [21].

In the Russian classification proposed by M.R. Miroshkina, generations of the XXI.
Have alternative names associated with the specifics of Russian state development: X,
Y, Z - generation of perestroika, First non-Soviet generation, Digital generation, “Putin”
generation.

Ten years ago Tapscott said that they “spend their time searching, reading, research-
ing, identifying, collaborating, and organizing. The Internet is turning life into a constant
mass collaboration, which this generation loves madly. They can’t even imagine a life
in which citizens don’t have the tools to critically reflect, share points of view, clarify,
identify or expose deception. If their parents were passive recipients of information,
young people are active creators of media content and have a passion for interaction”
[22, p. 146]. Accordingly, a flexible educational strategy, adjusting the educational pro-
cess to each learner, the successful application of blended learning, is caused by these
characteristics of Generation Z. In Russian literature these issues are considered byM.R.
Miroshkina [23], V.A. Mazilov [24]; factors determining the specifics of Generation Z
are defined in the work of N.V. Bogacheva and E.V. Sivak “Myths about Generation Z”
[25] and allow agreeing with the conclusions of J.V. Coates “that creation of curricula,
which focus on the student’s ability to act effectively with the world - the key to success
in the XXI century” [26] andM. Kaku’s thesis [27] about the important role of motivated
self-education in the learning process due to a clearly expressed orientation to “useful”
knowledge by Generation Z. As Demetrius Harrison writes: “As #Gen Z reaches adult-
hood, they’re seeking opportunities that will guide them into a better future. Saying
this, 82% believe attending university is the most ideal way to get there. However, the
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global student debt crisis is frightening our youngest generation from putting their great
potential to use” [28].

3 Theoretical Grounding and Methodology

In 2020, an intercollegiate team of authors continued the research on the social and psy-
chological characteristics of Generation Z, which began in 2019. The results of the first
phase of the study were published in the article Generation Z and Its Value Transforma-
tions: Digital Reality Vs. Phygital Interaction (DTGS-2020) [18]. The mentioned article
contains the analysis of specifics of generation Z and their perceptions by generation Y.
The same theoretical paradigm as in the first stage was chosen to construct the research
design and interpret the results obtained. It is social constructivism of P. Berger and
T. Lukman. Interpretativism was used as an epistemological orientation, which implies
inductive data collection followed by theory building.

The purpose of this study was to identify the educational preferences of Generation
Z. In order to realize this goal, three questionnaire surveys were conducted among uni-
versity students in St. Petersburg in the fall of 2020. You can find them here https://vk.
com/sociologica?w=wall-4718166_108%2Fall. The first survey was aimed at identify-
ing the features of Z socialization. The sample was 201 respondents (17 years old – 5%,
18 y.o. – 37.8%, 19 y.o. – 36.3%, 20 y.o. – 20.9%). Next, using the questionnaire of the
social psychologist A. Kruglanski tested cognitive inclinations of Generation Z repre-
sentatives. The original sample of 184 people was reduced to 146 people, taking into
account the lie criterion. Finally, the third questionnaire consisted of 184 respondents
(17 y.o. – 4.3%, 18 y.o. – 38.6%, 19 y.o. – 39.7%, 20 y.o. – 17.4%) and was aimed
at identifying the preference of this generation in relation to the choice of the type of
education (traditional/academic, mixed or distance). The samples were representative
and corresponded to the gender structure of the Russian population between the ages of
15 and 19, i.e. 51% women and 49% men [29].

The forced use of the blended learning model in 2020 as a result of the COVID-19
pandemic showed its effectiveness with regard to generational characteristics. In this
regard, two hypotheses have been formulated, the validity of which has been proven in
this study.

H1: Generation Z characteristics make it best suited for blended learning.
H2: The propensity for blended learning is due to a number of factors which were to be
revealed in the study.

These hypotheses are tested using frequency and factor analysis using SPSS and
logistic regression using the R programming language.

4 Analysis of the Results of Empirical Research

An important part of the study was to examine the socialization of Generation Z in
connectionwith the influenceof educational institutions, namelyuniversities. Thismeans
that the study included representatives of half a percent of high school graduates entering

https://vk.com/sociologica%3Fw%3Dwall-4718166_108%252Fall
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universities in 2020. But a considerable part of young people do not plan to get higher
education immediately after school. According to the results of the VTsIOM survey in
2020, 54% of graduates declared their desire to receive a higher education immediately
after school, 14% of graduates do not intend to enter a university [30].

One of the questionnaires offered to the respondents was aimed at revealing the
peculiarities of constructing the life world by representatives of the phygital generation.
Another questionnaire was aimed at studying cognitive abilities of Generation Zwith the
help of a questionnaire developed by American social psychologist A. Kruglanski [31].
And, finally, the third questionnaire was devoted to studying the perception of education
by this age group. The empirical data obtained largely do not correspond to the negative
image of Generation Z, which can be found in the public discourse and inmany scientific
publications [25].

The results of the study of students’ cognitive closure revealed approximately equal
numbers of respondents with high (54%) and low (46%) need for cognitive closure
(values obtained by comparing the indicators with the median value of 121). In general,
this suggests that half of the students show distinct tendencies to epistemic curiosity -
both in terms of interest in knowledge and in terms of deprivation, i.e. through bridging
the knowledge gap and implementing the acquired knowledge in practice, in particular,
receiving material rewards. The data upon factors were distributed as follows (See Table
1):

Table 1. Factors affecting the level of cognitive closure

Factors Mean

Order 36,6

Predictability 29,58

Decisiveness 26,41

Ambiguity 33,72

Closeness 22,6

The decisiveness factor was not used in the final processing of the data, because
a negative correlation between this factor and other indicators was found. The highest
indicators are inclination to order and aversion to ambiguity, which, perhaps, speaks
to the specificity of representatives of Generation Z, who do not want to accept the
disorderliness of reality. These attitudes at the same time constitute a curious synthesis
with a low index of closed consciousness, which indicates a high desire of students
to acquire new knowledge in an orderly, understandable for them way. The process
of learning is thus perceived by students not as an encounter with new, shocking and
surprising experiences, but as an opportunity to satisfy their curiosity and to be rewarded
financially in the future.

Generation Z demonstrates an independent position, which leads them to focus on
active action in getting an education and building a career. The overwhelmingmajority of
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young people (79.3%) consider higher education as the basis on which they should sub-
sequently acquire new professional knowledge. Part of this knowledge is the knowledge
of English, whichmore than half of the respondents (56%) intend to learn on their own or
through courses. Another 32% of respondents will improve their level of English in their
university curriculum. 7% of respondents are satisfied with their knowledge of English,
only 3% do not intend to learn English in the future. Thus, 88% of the respondents will
make some efforts to improve their level of English.

Representatives of Generation Z are practical, they value education as the first part
of building a career, and they tend to value knowledge that can be directly applied to
professional activities. Answering the question about what they expect from studying
at university, 38% indicated that they expect to get a profession in demand, and 19%
are studying for a state diploma. Sixteen percent of respondents expect to gain research
experience in higher education. For 13% of respondents studying at university is pri-
marily an opportunity to make new friends, and for 11% it is a period of bright student
life. As a result, 73% of the respondents have pragmatic expectations for their studies
and only 23% have hedonistic expectations.

These empirical data refute the negative perceptions, common in everyday discourse
and scientific literature, of Generation Z as people with a minimal planning horizon and
little interest in learning. University education is presented to Generation Z as a tool for
building a career, getting a lucrative and joyful job.

Generation Z demonstrates flexibility, adaptability, the ability to quickly master new
technologies and respond to changes in public life. This is reflected in the propensity
of this generation to choose blended learning. Blended learning [32] - this term refers
to the learning process that uses different event-oriented methods and learning manage-
ment schemes, such as face-to-face learning, distance learning (asynchronous distance
learning) and online learning (synchronous distance learning). Learning is built on the
interaction of the student not only with the computer, but also with the teacher in an
active form (face-to-face and distance learning), when the studied material is summa-
rized, analyzed and used to solve the tasks [33]. Respondents were asked whether the
blended learningmodel is more effective than the traditional one. Half of the respondents
(50.5%) called blended learning more effective, inclined to this opinion 31.5%. 12.5%
of respondents are inclined to consider blended education rather ineffective, and only
3.8% consider the blended model ineffective. For Generation Z, virtuality is becoming
relevant, which demonstrates the demand to incorporate more elements of digital tech-
nology and augmented reality, social media and the inclusion of education in virtual
space into the educational process. Therefore, the frequency analysis of questionnaire
upon educational preferences confirmed statement in the hypothesis 1.

The next part of research provided testing and confirmation of the hypothesis 2. To
identify the latent factors that unite the observed variables, characterizing the conditions
of the choice of blended learning, a factor analysis was conducted using the statistical
package SPSS1. For factor analysis, the variables were transformed into binary variables
according to the principle 1 - the quality under study is present and is in the focus of
the researcher’s attention, 0 - the quality under study is weakly expressed or absent. As

1 Factor analysis using the SPSS statistical package.
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noted above, the data obtained from a sociological survey of university students in St.
Petersburg in the fall of 2020 was used in conducting the factor analysis.

Preliminary testing of the data has shown that these data can be used for factor anal-
ysis. To characterize the data, we use the measure of sample adequacy of Kaiser-Meier-
Olkin and Bartlett’s sphericity criterion. The first indicator is 0.601, thus approaching to
one, which is an indicator of the quality of this criterion. The second criterion has statis-
tical significance at the level of 0.001, which means that correlations in the correlation
matrix are statistically significantly different from zero, and the matrix is quite suitable
for factor analysis. The results of factor analysis are presented in Table 2.

Table 2. Component matrix after rotation

Components

1 2 3 4 5

Satisf_discipline ,708 ,306

Self-development ,636

Satisf_education ,583 ,306 ,373

Work_plan ,537

Ind_trajectory ,753

Distant2020 ,638 ,339

Ed_policy_satif. ,625

Employer_policy ,822

Ed_for_work ,771

Group_work ,762

Teacher_books ,580

Personal_contats ,836

The factor analysis revealed five latent factors that determine the choice of blended
learning. Each factor included a variable with a factor load greater than 0.4. Each of the
five factors included loadings with the same positive sign, which will play an important
role in the regression analysis on the selected factors.

The first factor can be designated as “Vocational orientation” because it includes
the observed variables “Satisfaction with the content of disciplines”, “Self-development
tendency”, “Satisfaction with the organization of the educational process”, “Work in the
specialty after graduation”.

The next factor can be defined as “Free choice”, i.e. the choice conditioned by the
internal and external environment of the educational process. It includes such variables
as “Choice of individual trajectory”, “Satisfaction with pandemic distance learning”,
“Satisfaction with state educational policy”.



Designing Educational Trajectories for Generation Z 273

The third factor can be defined as “Unity of university and business goals”, expressed
as interaction of universities and employers, i.e. in education and employment. This fac-
tor includes observed variables “Cooperation of universities with employers”, “Influence
of quality of education on getting a prestigious job”.

The fourth factor “Professional communication” is related to the organization of the
learning process and includes the variables “Group work in class” and “Use of sources
recommended by the teacher”.

The fifth factor “Soft Skills” (Emotional Intelligence) consists of one variable
“Forming Personal Contacts in the Learning Process”.

A preliminary check of the data used in the twelve initial variables shows that there
are no outliers in them. The data used in the identified factors (“Vocational orientation”,
“Free choice”, “Unity of university and business goals”, “Professional communication”
and “Soft skills”) are obtained as a result of factor analysis and are standardized values
with mean zero and standard deviation one. This point will play an important role in the
interpretation of the resulting regression model.

To identify factors (predictors) that are significant for the selection of a blended
learning model, we use a logistic regression model based on a binomial distribution.
When building a regression model, we use the R programming language, the statistical
packages of which allow us to increase the accuracy of regression coefficient estima-
tion and visualize both the diagnostics of the built models and the results of multiple
regression analysis more clearly than SPSS.

Our task is to check whether the factors we have identified are significant and how
they affect the dependent variable in question. As a result of a series of iterations in R, the
logistic regression model converged to the following parameters (coefficient estimates),
shown in Table 3.

Table 3. Results of logistic regression for binary data

Predictors Estimates Std. error z value2 p-level

Intercept 1.75505 0.22879 7.671 1.71e−14***

Vocational orientation (FAC1_1) 0.06906 0.18857 0.366 0.71419

Free choice (FAC2_1) 0.67932 0.19715 3.446 0.00057***

Unity of university and business goals
(FAC3_1)

0.01578 0.20304 0.078 0.93804

Professional communication (FAC4_1) 0.52901 0.21008 2.518 0.01180*

Soft skills (FAC5_1) −0.21121 0.20531 −1.029 0.30358

Thus, the results shown in Table 3 show that only 2 factors (“Vocational orientation”
and “Professional communication”) are statistically significant. Based on these data, we
can write down the resulting logistic regression equation:

Efficiency of blended learning~Binomial (n = 1, πi)

2 Wald’sZ-test is an analogue of Student’s t-test for testing parameters in linear regressionmodels.
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E (Efficiency of blended learning) = πi
The logit link function translates probabilities into logitswhen interpreting regression

coefficients.

Ln

(
π i

1 − π i

)
= ηi

ηi = 1.74 + 0.68 ∗ FAC2_1 + 0.54 ∗ FAC4_1 (1)

Checking of the obtained model for compliance with the conditions of applicabil-
ity according to the residuals graph (Fig. 1) shows that there is no heterogeneity of
dispersion, i.e. the ratio of dispersion to mean in this model is approximately equal to
one. Checking the model for multicollinearity using the variance inflation factor shows
that this factor does not exceed two, so the condition of no collinearity (i.e. no mutual
influence) of the predictors is also satisfied. The observations are independent of each
other, which is determined by the data collection design. The relationship of the depen-
dent variable with the independent variables is linear, taking into account the linking
logit-function.

Fig. 1. Residuals graph for logistic regression

The model of logistic regression shows that there is a direct relationship between
the factors “FAC2_1”, “FAC4_1” and the dependent variable “Efficiency of blended



Designing Educational Trajectories for Generation Z 275

learning”. At the same time, the factor “FAC2_1” has the greatest influence on the
dependent variable, as it has the largest coefficient value. Thegraphs inFig. 2 demonstrate
the nature of the relationship, represented by the logistic curve, between the probability
of blended learning model efficiency and the individual independent variables (factors).
The full set of factors (independent variables) is used to visualize the relationship for each
graph. However, due to the fact that we are limited to two-dimensional visualization, one
independent variable is highlighted on the graph, while the other independent variables
are averaged.

As noted above, the factor values for each observation are estimated values and
represent standardized data with a mean of zero and standard deviation of one. Figure 2
shows that when the independent variable changes by one standard deviation with a
positive sign, the probability of the efficiency of the blended learning model increases
in all graphs. However, in the case of the factors “FAC2_1”, “FAC4_1” the function
saturates between the first and second standard deviation with positive sign, and grows
slower. Thismeans that a significant investment in the implementation of this educational
model becomes a less effective measure for attracting students at a certain stage. When
the values of the independent variable deviate to the negative side, the probability of
blended learning model efficiency decreases for all of the identified factors.

Fig. 2. Resulting graphs of the dependence of the probability of effective implementation of the
blended learning model from the independent variables (factors)

Interpretation of model coefficients allows us to state that if independent variable
“FAC2_1” increases by one unit, the probability of effective implementation of blended
learning model increases by 1.96 times, and if independent variable “FAC4_1” increases
by one unit, the probability of effective implementation ofmodel increases by 1.71 times.
To get corresponding results, we raise Euler’s number (2.71) to the power corresponding
to the size of the coefficient at the independent variable, for example, 2.71 is raised to
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the power of 0.68 at “FAC2_1” factor and we get the value 1.96, which means that when
this independent increases by one the probability of effective implementation of this
educational model increases almost twofold.

Thus, the attractiveness of the blended learning model is due to the freedom to
choose the format of learning, as well as the preservation of the possibility of traditional
building communication with the student group and the teacher. In addition, professional
socialization and career development for representatives of Generation Z is a single
process. They are not inclined to consider studying as a period when it is possible
to have a good time or to gain knowledge about the world. Learning for them is an
opportunity to gain knowledge and skills that can be applied immediately and directly.
Generation Z appreciates virtual technology, but it is much more conservative than is
commonly believed. For the digital generation, the authority of university professors and
serious scientific literature remains of great importance.

5 Discussion, Conclusion and Outlook

Based on the study, several important conclusions can be drawn regarding the char-
acteristics of socialization, cognitive inclinations and preferences of representatives of
generation Z in relation to the choice of the type of education. Thus, the result of a ques-
tionnaire on the specifics of social interaction between representatives of generation Z is
the revealed characteristics of young people, such as independence in decision-making,
consistency, perception of higher education as an intermediate stage in building a career,
trust in information received from authoritative sources. This means that the average
Gen Z has a tendency toward rationality and consistency; despite the fact that the study
involved students of universities in St. Petersburg, presumably that the obtained psycho-
logical portrait can be applied to all representatives of the studied generation in Russia,
since the revealed craving for stability is explained by the fear of economic and political
shocks transmitted by the parents, and the rationality and high level of trust in higher
education in general and teachers in particular is explained by the desire to acquire
opportunities and skills for their subsequent conversion into earnings. The high assess-
ment of the role of teachers in the educational process for representatives of generation
Z can also be explained by the request for a new teaching format: in the conditions of the
availability of information from their teachers, students expect not so much large arrays
of information that is new to them, but rather its high-quality interpretation. How does
a teacher relate to certain events, whether he supports or does not support a particular
theory, whether he trusts or does not trust this or that data - apparently, this is what
worries the new generation. In other words, students expect teachers to help organize
the multiple streams of information.

Probably, the desire for economic stability and self-development significantly influ-
enced the results of the study of cognitive closure of representatives of generation Z. The
percentage of respondents with a high and low need for cognitive closure was approxi-
mately the same. At the same time, the factors that have a greater influence on cognitive
closeness turned out to be precisely those that are associated with stability and avoidance
of uncertainty in the general picture of the world. Gen Z’s cognitive attitudes vary, but
they are in any case rooted in cognitive schemas that focus on consistency and fear of
social change.
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A study of the factors that determine the choice of students in a blended learning
format showed that the overwhelming majority of students support a blended learning
format,while among the factors studiedby a teamof authors, themost significantwere the
freedom to choose the learning format and a high level of professional communication.
The choice factor had the greatest influence on the dependent variable, since it combined
the components of the individuality of learning, as well as satisfaction with the education
system in general and the organization of distance education in particular. However, the
factor of professional communication also turned out to be significant, since it is this
factor that most reflects vertical and horizontal ties in the educational process. Probably,
the factors identified are based on trust in the education system and a particular university,
as well as the strength of social ties, i.e. social capital, understood in both a narrow and
a broad sense, but a detailed study of this topic is the task of future research.
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Abstract. The purpose of present research is to reveal and compare the relation-
ship of attitudes towards the digital educational technologies (DET)with academic
motivation and academic achievements in Russian university students. The sam-
ple includes 173 (61% - female) first- and second-year university students of
different fields of study (Natural Sciences, Medicine, and Psychology). To deter-
mine the motivation of students’ educational activity, the “Academic motivation
scales” questionnaire by T.O. Gordeeva et al. was used. To diagnose students’ atti-
tudes towards DET, the authors’ questionnaire was developed. GPA was used to
assess the academic achievements of last academic year. The descriptive statistics
methods, coefficients Cronbach’ α andMcDonald’sω, the Spearman’s correlation
analysis, and factor analysis (Varimax)were used for statistical analysis. Statistical
processing was carried out in the R software environment for statistical computing
and graphics, version 3.6.1., psych package version 1.9.6. Findings of our research
showed that university students with more pronounced intrinsic academic motiva-
tion are more involved in the digital space in general and more involved in the use
of DET, while more amotivated students, on the contrary, less involved in the digi-
tal space and in the use of DET. At the same time, higher performing students tend
to be more involved in the digital space in general. However, there is a specificity
of these relations in students from different field of study. The obtained data must
be taken into account when DET are implemented in the educational programs for
students of different fields of study, based on their psychological characteristics.

Keywords: Digital educational technologies · University students · Attitudes
towards digital educational technologies · Academic motivation · Academic
achievements

1 Introduction

In recent decades, the problems on development and implementation of the digital edu-
cational technologies (DET) constantly have been at the focus of numerous discussions
among teachers, psychologists, sociologists, physicians, etc. In this regard, numerous
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studies have been carried out on DET types [2, 12, 22, 36], their particularities [1, 12,
29], opportunities and limitations [4, 7], the impact of DET on the educational process
[11, 17] and psychological characteristics of students [31], the use DET during lectures
for non-academic purpose [5, 37], etc.

The COVID-19 pandemic simultaneously made DET an essential part of contempo-
rary social life around the world and at all levels of education. This fact has led to both a
sharp increase in the number of research on this problem [8, 10, 18, 20, 23, 34, 35, 41],
and to intensification of discussions about the “pros” and “cons” of DET, not only in the
scientific and pedagogical communities, but also in political and public discourses [19,
25, 30, 32, 40, 42, 44]. First of all, main goals of these investigations and discussions
are the issues of teachers’ readiness/unreadiness for the transition to DET [25, 42, 44],
students and teachers’ contentment/discontentment with this process [20, 30, 32, 35],
students’ acceptance E-Learning [34, 41], impact of remote learning on students’ men-
tal health and stress during COVID-19 pandemic [8, 18, 23], students’ online learning
motivation during COVID-19 [9, 16].

However, both before and during the COVID-19 pandemic, much less attention is
paid to the study of the psychological and personality characteristics of students and
teachers, which can mediate their attitude towards DET and the effectiveness of its use
in teaching and learning. In our opinion, taking into account such psychological factors
can help to make optimal the inevitable implementation of DET into educational process
for all its participants.

Digital technologies in general are a discrete system built on methods of encoding
and transferring information, which makes it possible to solve many diverse problems in
the shortest possible time intervals [2]. Accordingly, as suggested Anurova [2], digital
educational technologies (DET) today are a tool for the effective delivery of information
and knowledge to students, the development of educational materials, an effectiveway of
teaching, the creation of a new educational environment: developing and technological
[2]. We agree that DET can be the effective methods, tools and mechanisms in teaching
and learning, but this depends on a large number of social, pedagogical, psychological
and other factors.

In recent decades, among the psychological factors associated with DET, the influ-
ence of digital technologies and devices on children and students’ cognitive processes
is primarily investigated [3, 21, 38]. In particular, changes in higher mental functions
(memory, attention and thinking) are being studied [38], also the phenomenon of “clip
thinking” has been widely discussed [3, 21]. In addition, attempts are being made to
investigate social psychological and personality characteristics of students and teachers
in the context of DET implementation and use [24, 26]. For example, A. Mustafina
[24] studied teachers’ attitudes toward digital technology integration at Kazakhstani
secondary school [24]. This research revealed that teachers’ self-confidence was posi-
tively correlated with attitudes toward digital technology integration in education [24].
T.A. Nestik et al. [26] investigated the psychological predictors of the attitudes to new
technologies. The results of the study showed that the key factor of adopting new digital
technologies is the involvement of the individual in communicationwith other users. The
predictors of ‘techno-optimism’ are trust in the stakeholders of technological progress,
orientation towards the future, beliefs in rewards for efforts, low religiosity and a low level
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of respect for authorities. At the same time, the individuals’ attitude towards scientific
and technological progress and their orientation towards the future are less significant
predictors of using new technologies than the orientation towards getting pleasure in the
present, the attractiveness of digital technology and ease of its use [26].

In our previous research, we studied relations between psychological features and
attitude to DET in Russian university students [6, 27, 28]. First of all, we found that there
is a specificity of attitude towards DET in Russian university students from different field
of study [27]. As was expected, natural sciences students had better attitudes towards
DET than medical and psychology students, while medical students had worse attitudes
towards DET than students of other fields of study. However, psychological students
have the lowest indicator of digital competence [27]. We suppose that this difference
is associated with the peculiarities of the learning process and the future professional
activities of studied students. It is obvious that natural sciences students most actively
interact withDET both in the learning process and in their practical activities. Our further
research revealed that the Five Factor Model (FFM) personality traits are associated
with attitudes towards DET [28]. Extraversion and openness to experience from FFM
personality traits aremost closely related to attitudes towardsDET in university students,
but there is a specificity of these relations in students from different field of study. The
attitudes towardsDET in the natural sciences andpsychological students aremore closely
related with the FFM personality traits than in medical students [28].

We believe that it is necessary to study other psychological factors that may be
associated with attitudes towards DET in university students. The obtained data must be
taken into account when DET are included in the educational programs for students of
different fields of study, based their psychological and personality characteristics.

One of the most important factors determining the educational activities and aca-
demic achievements of students is academic motivation [9, 14–16]. T.O. Gordeeva et al.
proposed a comprehensive model of academic motivation, which includes seven types
of motivation: three types of intrinsic motivation (intrinsic cognition, achievement, and
personal growth), three types of extrinsic motivation (motivation for self-respect, intro-
jected, and external regulation), and an amotivation. T.O. Gordeeva et al. developed
“Academic motivation scales” questionnaire for diagnosing these types of academic
motivation [13]. Subsequently, the authors showed that different types of academic
motivation are predictors of academic performance among high school and university
students [15].

However, there are no studies on the relationship between attitudes towards DET, on
the one hand, with academic motivation, and on the other hand, with academic achieve-
ments in Russian university students. Therefore, the purpose of present research is to
reveal and compare the relationship of attitudes towards DET with academic motiva-
tion and academic achievements among students of different fields of study (Natural
Sciences, Medicine, and Psychology).

Based on the literature review, and above all on the previous studies by Gordeeva
et al. [14, 15], Nestyk et al.[26], and Novikova et al. [27, 28], we assume that:

1) There are correlations between indicators of attitudes towards DET and scales of
academicmotivation: university students withmore pronounced intrinsic motivation
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have more positive attitudes towards DET, and, conversely, students with more pro-
nounced extrinsic motivation and amotivation have more negative attitudes towards
DET;

2) There are positive correlations between indicators of attitudes towards DET and
academic achievements in university students;

3) There are specific features of the relationship of attitudes towards DET with scales
of academic motivation and indicator of academic achievements among students of
different fields of study: studied variables are least closely related in the medical
students, and most closely related in the natural science students.

2 Materials and Methods

Participants. A total of 173 (105 female and 67 male) university students, aged 17
to 26 (the mean is 18.67 years) took part in the research. All of them were first- and
second-year students of three largeMoscow universities (Peoples’ Friendship University
of Russia (RUDN University), National University of Science and Technology (NUST)
MISiS, and Pirogov Russian National Research Medical University (RNIMU Univer-
sity)). The students represent different departments and, accordingly, different field of
study, namely:

1) Psychology Sciences – 48 s-year students of RUDN University (39 female and 9
male), aged 18 to 26 (the mean is 20.07 years);

2) Medical Sciences – 62 first-year students of Pirogov RNIMU University (49 female
and 13 male), aged 17 to 20 (the mean is 18.23 years);

3) Natural Sciences – 63 first-year students of NUST MISiS (17 female and 45 male),
aged 17 to 21 (the mean is 18.00 years).

The research was conducted in February - early March 2020, before the lockdown
in Russia due to the coronavirus pandemic. All students participated in the study during
classes in psychological disciplines, as oneof the additional tasks, forwhich they received
additional points. They were advised that participation would be free and voluntary.

Techniques. In accordance with the purpose of the study and research hypotheses, we
used three diagnostic tools.

To diagnose students’ attitudes towards DET, the authors’ questionnaire was used.
This questionnaire was developed by us based on the analysis of findings of previous
research on the use of digital technologies in education [39, 43]. We used Cronbach’s
alpha and MacDonald’s omega coefficients and factor analysis for psychometric verifi-
cation of the structure and internal consistency of this questionnaire [6]. The final version
of The University Students’ Attitudes toward DET Questionnaire includes 21 questions
and 4 indicators (some items can fall on two or three indicators):

1) “General involvement in the use of DET” indicator characterizes the general interest
in DET (12 items, raw scores can range from 2 to 39 points);
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2) “Involvement in the digital space” indicator reflects the activity of using digital
technologies in general, not only for educational purposes (8 items, raw scores can
range from 2 to 27 points);

3) “The use of digital technologies in education” indicator more specifically reflects
the attitude to digital technologies in the educational process (8 items, raw scores
can range from 0 to 24 points);

4) “Digital competence” indicator (4 items, raw scores can range from 0 to 12 points).

To determine themotivation of students’ educational activity, the “Academic moti-
vation scales” (AMS) questionnaire byT.O.Gordeeva et al. was used [13]. This question-
naire for diagnosing motivation allows to analyze seven qualitatively different types of
educational motives of students: three types of intrinsic motivation (intrinsic cognition,
achievement, and personal growth), three types of extrinsic motivation (motivation for
self-respect, introjected, and external regulation) and an amotivation. This questionnaire
consists of 28 direct statements to which the subject expresses the degree of consent on a
5-point Likert scale (from “strongly disagree” to “strongly agree”). Each of the academic
motivation scales (Intrinsic cognition motivation, Achievement motivation, Motivation
for personal growth, Motivation for self-respect, Introjected motivation, External reg-
ulation, Amotivation) contains 4 statements, raw scores can range from 1 to 20 points
[13].

To assess the academic achievements, we used GPA (grade point average) in all
disciplines for the last academic year self-reported by students.

Statistical Analysis. The descriptive statistics methods, coefficients Cronbach’ α and
McDonald’s ω, the Spearman’s correlation analysis, and factor analysis (Varimax) were
used for statistical analysis. Statistical processing was carried out in the R software
environment for statistical computing andgraphics, version3.6.1., psychpackageversion
1.9.6 [33].

3 Results

The results of the Spearman’s correlation analysis between the indicators of attitudes
towards DET and the academic motivation in university students are presented in
Tables 1, 2, 3 and 4: Table 1 presents results in general sample of all students (N =
173), Table 2 presents results in Natural Sciences students (N = 63), Table 3 presents
results inMedical students (N = 62), and Table 4 presents results in Psychology students
(N = 48).

Table 1 shows that 11 significant correlations were revealed between the peculiarities
of the attitudes towardsDET and the academicmotivation in general sample of university
students:

– Two types of intrinsic academicmotivation (intrinsic cognition and personal growth)
and one type of extrinsic motivation (self-respect) have positive correlations with
“General involvement in the use of DET” and “Involvement in the digital space”
indicators;
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– Two types of extrinsic academic motivation (introjected motivation and external reg-
ulation) have negative correlationswith “The use of digital technologies in education”
and “Digital competence” indicators;

– Amotivation has negative correlations with “General involvement in the use of DET”
and “Involvement in the digital space” indicators.

Table 1. Spearman’s correlations between the indicators of attitudes towards DET and the
academic motivation in general sample of university students (N = 173)

Academic
motivation scales

Indicators of Attitudes toward DET

General
involvement in
the use of DET

Involvement in
the digital space

The use of digital
technologies in
education

Digital
competence

Intrinsic
Cognition
Motivation

0.21** 0.20** 0.06 0.08

Achievement
Motivation

0.14 0.13 0.11 0.12

Motivation for
Personal Growth

0.19* 0.18* 0.09 0.12

Motivation for
Self-Respect

0.20** 0.19* 0.06 −0.04

Introjected
Motivation

0.01 0.01 −0.20** −0.20**

External
Regulation

−0.02 0.00 −0.15 −0.18*

Amotivation −0.16* −0.16* 0.11 −0.12
* – p ≤ 0.05; ** – p ≤ 0.01; in italic – p ≤ 0.1

Consequently, university students of all three fields of study with more pronounced
intrinsic academic motivation are more involved in the digital space in general and
more involved in the use of DET, while more amotivated students, on the contrary, less
involved in the digital space and in the use of DET. It is interesting that different types of
extrinsic motivation have opposite correlations with DET attitudes indicators: students
with more pronounced motivation for self-respect are more involved in the digital space
in general and more involved in the use of DET, but students with more pronounced
introjected motivation and external regulation as rule have less digital competence and
more negative attitudes to use of digital technologies in education.

Table 2 shows that 5 significant correlations were revealed between the indicators of
the attitudes towards DET and the academic motivation in natural sciences students:

– Only one types of intrinsic academic motivation (intrinsic cognition) has positive
correlations with “General involvement in the use of DET” and “Involvement in the
digital space” indicators;
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– Two types of extrinsic academic motivation (introjected motivation and external reg-
ulation) have negative correlationswith “The use of digital technologies in education”
and “Digital competence” indicators, respectively;

– Amotivation has negative correlation with “General involvement in the use of DET”
indicator.

Table 2. Spearman’s correlations between the indicators of attitudes towards DET and the
academic motivation in natural sciences students (N = 63)

Academic
motivation scales

Indicators of Attitudes toward DET

General
involvement in
the use of DET

Involvement in
the digital space

The use of digital
technologies in
education

Digital
competence

Intrinsic
Cognition
Motivation

0.25* 0.27* 0.00 0.02

Achievement
Motivation

0.07 0.11 −0.09 0.16

Motivation for
Personal Growth

0.15 0.16 0.08 0.06

Motivation for
Self-Respect

0.19 0.20 0.10 −0.02

Introjected
Motivation

−0.01 −0.03 −0.16 −0.29*

External
Regulation

−0.19 −0.16 −0.29* −0.23

Amotivation −0.27* −0.21 −0.10 0.02
* – p ≤ 0.05; **– p ≤ 0.01; in italic – p ≤ 0.1

In this case, natural sciences students with more pronounced intrinsic cognition
motivation are more involved in the digital space in general and more involved in the
use of DET, while more amotivated students, on the contrary, less involved in the digital
space. At the same time, natural sciences students with more pronounced introjected
motivation as rule have less digital competence, and students prone to external regulation
have more negative attitudes to use of digital technologies in education. In general, the
correlations in this group of students correspond to the nature of the correlations in
the general sample (the smaller number of significant correlations is explained by the
smaller sample size).

Table 3 shows that only one significant correlation was revealed between the indi-
cators of the attitudes towards DET and the academic motivation in medical students:
intrinsic motivation for personal growth positive correlates with “The use of digital
technologies in education” indicator. Consequently, medical students with higher self-
development motivation tend to have better attitudes to use of digital technologies in
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education. It should be noted that there are several insignificant correlations (p ≤ 0.1)
in the medical students’ sample, the nature of which is close to the correlations in the
general sample.

Table 3. Spearman’s correlations between the indicators of attitudes towards DET and the
academic motivation in medical students (N = 62)

Academic
motivation scales

Indicators of Attitudes toward DET

General
involvement in
the use of DET

Involvement in
the digital space

The use of digital
technologies in
education

Digital
competence

Intrinsic
Cognition
Motivation

0.22 0.15 0.11 −0.02

Achievement
Motivation

0.18 0.14 0.16 −0.03

Motivation for
Personal Growth

0.18 0.15 0.26* 0.03

Motivation for
Self-Respect

0.17 0.13 0.19 −0.16

Introjected
Motivation

−0.07 −0.09 −0.12 −0.25

External
Regulation

0.08 0.06 −0.05 −0.21

Amotivation −0.21 −0.24 0.08 −0.11
* – p ≤ 0.05; ** – p ≤ 0.01; in italic – p ≤ 0.1

Table 4 shows that 4 significant positive correlations were revealed between the
indicators of the attitudes towards DET and the academic motivation in psychology
students:

– All three types of intrinsic academic motivation (intrinsic cognition, achievement,
and personal growth) have positive correlations with “The use of digital technologies
in education” indicator;

– Intrinsic motivation for personal growth also has positive correlations with “General
involvement in the use of DET” indicator.

Consequently, psychology students with a higher intrinsic academic motivation tend
to have better attitudes to use of digital technologies in education, in addition, they
tend to have a greater overall involvement in the use of DET (with taking into account
correlations at p ≤ 0.1). It is interesting to note that there are practically no negative
correlations (even insignificant) in this group of students.
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Table 4. Spearman’s correlations between the indicators of attitudes towards DET and the
academic motivation in psychology students (N = 48)

AMS scales Indicators of Attitudes toward DET

General
involvement in
the use of DET

Involvement in
the digital space

The use of digital
technologies in
education

Digital
competence

Intrinsic
Cognition
Motivation

0.25 0.19 0.36* 0.15

Achievement
Motivation

0.22 0.16 0.42** 0.25

Motivation for
Personal Growth

0.29* 0.24 0.34* 0.20

Motivation for
Self-Respect

0.22 0.13 0.28 0.11

Introjected
Motivation

0.18 0.19 −0.20 −0.01

External
Regulation

−0.01 0.06 −0.14 −0.05

Amotivation −0.09 −0.05 −0.03 −0.15
* – p ≤ 0.05; ** – p ≤ 0.01; in italic – p ≤ 0.1

Finally, the results of the Spearman’s correlation analysis between the indicators of
attitudes towards DET and the academic achievements in university students of different
fields of study are presented in Table 5.

Table 5. Spearman’s correlation between the indicators of attitudes towards DET and the
academic achievements in university students of different fields of study

Indicators of Attitudes toward DET Academic achievements (GPA)

General
Sample
(N = 170)

NSS
(N = 60)

MS
(N = 62)

PS
(N = 48)

General involvement in the use of DET 0.15 0.11 0.09 0.27

Involvement in the digital space 0.23** 0.21 0.15 0.35*

The use of digital technologies in education −0.00 0.09 −0.04 0.05

Digital competence 0.08 0.13 −0.13 0.14
* – p ≤ 0.05; ** – p ≤ 0.01; in italic – p ≤ 0.1
NSS – natural science students, MS – medical students, PS – psychology students.
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Table 5 shows that the academic achievements positive correlate with “Involvement
in the digital space” in the general students’ sample (p ≤ 0.01), in psychology students’
sample (p ≤ 0.05), and in natural students’ sample (p ≤ 0.1). Consequently, higher-
performing students tend to have more engagement in the digital space in general not
only in educational goals.

4 Discussion and Conclusions

The purpose of present research is to reveal and compare the relationship of attitudes
towards DET with academic motivation and academic achievements among Russian
University students of different fields of study. Summarizing the results of the study, we
can conclude that our hypotheses were mainly confirmed.

In accordance with the first hypothesis, there are positive correlations between such
indicators of attitudes towards DET as “General involvement in the use of digital educa-
tional technologies”, “Involvement in the digital space”, “Use of digital technologies in
education”with three scales of intrinsic academicmotivation (intrinsic cognitionmotiva-
tion, achievement motivation, motivation for personal growth). In general, students with
higher indicators of these motivational characteristics are more involved in the digital
space in general and have a better attitude towards digital educational technologies.

Also, as expected, there are negative correlations between indicators of attitudes
towards DET with amotivation. However, different types of extrinsic motivation have
opposite correlations with DET attitudes indicators: students with more pronounced
motivation for self-respect are more involved in the digital space in general and more
involved in the use of DET, but students with more pronounced introjected motivation
and external regulation as rule have less digital competence and more negative attitudes
to use of digital technologies in education.

It should be noted that there are no completely matching correlations between the
studied variables in three groups of students of different fields of study. Only one match-
ing correlation was found in medical and psychological students: students of these fields
of study with more pronounced motivation for personal growth tend to have a better
attitude towards DET. We believe that this coincidence can be explained by the fact
that medicine and psychology belong to the professions “human-to-human”, for which
reflection and personal self-development are of great importance.

But, in general, the attitudes towards DET aremore closely relatedwith the academic
motivation in the natural sciences and psychological students than in medical students.
This fact partially confirms our third hypothesis and corresponds to the data of our
previous research [28] that psychological characteristics (i.e. personality traits) are most
closely related in the natural sciences and psychological students.

Our second hypothesis assumed positive correlations between the attitudes towards
DET indicators and academic achievements (GAP) in university students. However,
only one significant correlation was revealed between “involvement in the digital space”
indicator and GAP in general sample and in psychology students: higher performing
students tend to be more involved in the digital space. Perhaps this result is due to the
fact that we used only one GAP indicator self-reported by students.

Thus, we can conclude that there are specific features of the relationship of attitudes
towardsDETwith scales of academicmotivation and indicator of academic achievements
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among students of different fields of study: studied variables are least closely related in
themedical students,which is almost in linewith our third hypothesis.Webelieve that this
fact is explained by the peculiarities of professional training of future physicians, which
to a lesser extent includes interaction with digital technologies than training specialists
in the field of natural sciences.

The findings of our research contribute to the scientific and practical search for
psychological factors associated with the inclusion, implementation and effective use of
the digital technologies in modern university education. The obtained data will be useful
in the development of the psychological support programs for the students of different
field of study in the educational process using DET.

Summing up all the findings and limitations of our research, we can determine its
future prospects: (1) samples expansion and its balancing by the female-to-male ratio; (2)
studying other factors related with attitude toward DET (personality traits, intellectual
abilities, creativity, etc.); (3) investigation psychological predictors of attitudes towards
DET among university students of another fields of study; (4) research on psychological
predictors of teachers’ attitudes toward DET; and (5) use of additional measurement
methods for attitudes toward DET, as well as other methods of statistical analysis.
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Abstract. This study investigated the role of basic human values in explaining
academic dishonesty among undergraduate students in Russia (N = 471) during
the emergency online learning in 2020. It was hypothesized that higher levels of
self-enhancement would be associated with higher levels of dishonest behavior
and that valueswould partially explain the differences by field of study, controlling
for gender, age, grade-point-average, and perceived severity of penalty. Descrip-
tive analysis revealed high levels of two types of online academic dishonesty:
using unauthorized sources at exams and allowing others to copy exam answers.
Majors differed by howmuch they reported plagiarism and contract cheating. Stu-
dents’ basic values were also different from the representative national sample.
Regression analysis revealed that the effects of majors are not compensated fully
by basic human values. Achievement and power values had an average predictive
value for the types of dishonesty making up 24% of the explained variance. The
results are discussed in terms of consistency and further use of results for curbing
online academic dishonesty at university.

Keywords: Online learning · Academic dishonesty · Plagiarism · Cheating ·
Academic integrity · Human values

1 Introduction

To start off a discussion about a sensitive topic such as academic dishonesty, clarifications
should be made as well as references as to why it is important to study. One of the many
things that make academic dishonesty a valuable source for discussion is the fact that a
large share of students tends to engage in it [1–4]. The number of students who engage
in academic dishonesty has been constantly increasing since the second half of the 20th
century, thus, posing a threat to educational standards [5]. It was found that more than
two thirds of undergraduate US students self-reported academic dishonesty in the past
sixmonths, with increasing rates of Internet plagiarism and collaborative cheating, while
plagiarizing from books was decreasing [6]. Along with that, new forms of dishonest
academic behaviors have appeared that either revolve around new technologies or involve
them [7]. They include international essay mills, copying test answers from dedicated
websites, or hiring a company to fully complete an online course.
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Academic dishonesty is defined as the ‘forms of cheating and plagiarism that involve
students giving or receiving unauthorized assistance in an academic exercise or receiving
credit for work that is not their own’ [8]. It can also be defined as ‘the use or provision
of any unauthorized materials or assistance in academic work and/or activities that
compromise the assessment process’ [9]. There are many different types and scales of
academic dishonesty acts varying be perceived seriousness and whether they are applied
to exams, papers, etc. [10] Overall, the researchers seem to point out mostly the same
thing—the use of unauthorized materials or sources. Another similarity is profiting off
of dishonest behavior. Thus, we will be treating academic dishonesty as the use of
unauthorized materials or help by a student to get credit for work they have not done or
have not done fully.

The dangers of academic dishonesty lie deeper than it first might seem. Not only
the scholars are under attack of profanity, the workplaces that invite individuals who
engaged in academic dishonesty risk to employ disqualified specialists who also tend
to engage in dishonest behaviors at work [11]. It was also found that repeating cheaters
normalize dishonest behavior and justify it to fit their needs [12].

The pandemic emergency online teaching in 2020 meant a shift from online distance
education as a perspective area engaging a small share of college students (e.g., 15% in
the US [13]) to a necessity for all university students. Previous studies of cheating in
online classes provided mixed results [14] where some reports indicated higher rates of
on-campus cheating due to collaborative behaviors and unplanned, ‘panic’ cheating. The
problem, however, has been the popular belief that it is easier to cheat online. Common
reasons named in support of this belief include tech-savvy students exploiting electronic
tests, more distance and lack of relationship between the students and instructors which
causes less guilt for cheating, and higher barriers at identifying the cheaters even when
the fact of cheating is known [14].

Thegoal of this paper is to explain online academicdishonesty through the framework
of basic human values in addition to the more traditional explanation with field of
study. Basic human values have been studied as potential social causes of cheating [15,
16]. They can help to reveal individual predispositions to act in particular ways that
are independent of institutional measures. The study is based on a new survey about
academic cheating during emergency online teaching in 2020. This work will try to
bring awareness to the reasons behind academic dishonesty online that could be used by
policy-makers and education practitioners.

2 Background

2.1 Russia in the Values Context

In this study, we collected and analyzed the data from Russia. A socio-psychological
study that was carried out in 49 countries to describe the ‘average person’ from each
country found out that Russians fall within the same levels of average along with Euro-
pean nations on various traits; however, the Russian participants had a higher level of
‘achievement striving’ [17]. According to theWorldValues Survey results, Russia scored



296 A. Vlasenko and A. Shirokanova

low on self-expression and quality of life; both contribute to a greater emphasis on eco-
nomic and physical security [18], which could result in higher pressure to succeed and,
thus, to cheat.

Academic dishonesty is wide spread among students in Russia [19], and Russian
students are very tolerant towards dishonest academic behaviors. The share of students
partaking in academic dishonesty continues to grow, and the frequency with which it
happens increases after finishing high school and starting university [20]. Moreover, the
rates of dishonest academic attitudes rise even among high-achieving Russian students
[21].

In one international study, Russia (compared to the US, Israel and the Netherlands)
had the highest tolerance towards academic dishonesty in academia [22]. In another
study, Russian students’ self-reported high collaborative cheating scores were positively
related to high corruption perception index [23]. This is consistent with the data on the
Eastern Europe region, which is close to Russia geographically, that reported the highest
probability to cheat in another study [24]. Russian students, along with Lithuanians and
Ukrainians, also reported the highest probability of observing others cheat but only an
average probability of getting caught [25].

Compared to other countries which also report high rates of academic cheating, Rus-
sia shows lower tolerance of the ‘informers’, i.e., students who inform the faculty on
the fact of cheating [22]. Many other cultures value competition among students and
encourage it, meaning that dishonest academic behaviors condemn ‘healthy’ interac-
tions and take away from the mutual learning experience. Other current of the Russian
education system also contribute to high tolerance towards academic cheating, such as
the policy of publishing students’ grades (vs. sharing them privately), which increases
public pressure on the student to have high grades.

2.2 Basic Human Values

We add to previous research on academic cheating by gathering information on students’
basic human values, i.e., their ultimate preferences for acting in life situations [26].
Studentswere offered questions on how they associated themselveswith various portraits
of their own gender. Previous studies have shown inmultiple ways how individual values
moderate human action both for individuals and on societal level across cultures.

Schwartz basic values include 10 values: 1) self-direction, 2) stimulation, 3) hedo-
nism, 4) achievement, 5) power, 6) security, 7) conformity, 8) tradition, 9) benevolence,
and 10) universalism. These are ‘first-order values’ that can be further united into four
‘second-order values’:

• Openness to Change (self-direction, stimulation, hedonism),
• Self-Enhancement (hedonism, achievement, power),
• Conservation (security, conformity, tradition),
• Self-Transcendence (universalism, benevolence) [26].

In a study based on the European Social Survey data, Russia was ranked at the top
of Europe on self-enhancement and at the very bottom of the list by self-transcendence,
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a value of universal care [27]. It means that ‘the average Russian’ values power, tradi-
tion, security, conformity and achievement, while being less committed to self-direction,
stimulation, hedonism, universalism and benevolence. In previous research, the impor-
tance of self-enhancement values tended to boost the search for social approval and, then,
cheating [15]. On the other hand, the normativity inherent in conservation values could
nurture a drive against cheating. Consequently, conservation and self-enhancement are
the two second-order values we will be focusing on and including in the analysis.

2.3 Field of Study in Academic Cheating

Some differences in academic cheating can be expected between the students of differ-
ent years and majors. In one large-scale survey, graduate business students were found
to cheat more than non-business graduates [28]. Other studies found the same result,
proposing several explanations like the effect of business curriculum that may give the
students an impression that success is impossiblewithout unethical behavior [29]. There-
fore, we also expect business students to report more cheating. Additionally, humanities
students reported much fewer acts of academic dishonesty, while business majors self-
reported more serious forms of academic dishonesty, e.g. paying someone else to write
a paper [30].

Different forms of academic dishonesty are also prevalent in different study years
[30, 31]. Selwyn [30] notes that seniors are more prone to copying a whole assignment
or paying someone to do it, while junior students are more likely to do it only partly.
A study conducted in Russia concluded that the last-year undergraduate students were
more ready to complywith corrupt practices; on average, they hadmore positive attitudes
towards dishonest practices [32].

Other individual factors include gender, and grade-point-average (GPA). Various
studies find out that males tend to cheat more often [33], while it has also been
demonstrated that gender differences are very small within the same major [3].

Student’s GPA is another important factor of engagement in dishonest practices.
Higher GPA is associated with reporting less academic dishonesty behavior [34]. How-
ever, if students focus on keeping their grades as high as possible for any reason, they
tend to engage in dishonest academic behavior more often [35]. In other words, GPA
is negatively associated with the level of academic dishonesty, but top students could
engage in dishonest behaviors because of their desire to stay on top [6]. A meta-analysis
of relationships between cognitive abilities and academic cheating concluded that even
more able students has recently started to cheat more frequently [36].

Severity of punishment is a contextual factor that does not depend on purely indi-
vidual student’s characteristics [20]. However, if anti-cheating sanctions are not applied
on time, this induces the feeling of injustice among other students and instigates more
cheating [37]. According to Jendrek [38], of 60% of the faculty who observed cheating,
one-third met with the student or took any other serious measures, thus sending a mes-
sage to others that cheating was acceptable. A factor contributing to such reluctance to
report a cheating student could be the lack of flexibility in university’s policy on cheating
[10]. Taking all this into account, we will control for the year of study, gender, GPA, and
perceived strictness of real punishment for academic cheating.
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3 Data and Materials

3.1 Sampling and Data Collection

We used a cross-sectional survey design aiming to cover the undergraduate population
of social sciences and humanities students at a Russian university. The advantage of
focusing on one university was the similarity of institutional conditions shared by all
the students. This was an important feature, given the goal of the study to evaluate the
role of basic values compared to the field of study. Collecting data on one particular
university ensured that students were placed in similar institutional conditions and were
acting in the same organizational environment. The rules and sanctions of the institution
also applied to each student, which is important for comparing groups.

The population consisted of all undergraduate students of the social sciences and
humanities of a medium-sized state university. Graduate student were excluded as they
are a heterogeneous group that tends to be more academically motivated [22]. We used
quota sampling to gather data on all the majors. The survey was conducted among
non-international students in Russian, students’ native language, in December 2020.

Taking into account the emergency online teaching at universities, the survey was
distributed online via three dozens of opinion leaders who were contacted personally
and presented with the goals of the study. These opinion leaders were heads of student
organizations who have a large network of acquaintances among other students.

The form was filled out by 471 students representing all the targeted majors, includ-
ing 140 students of Business and Finance, 119 students of Humanities, 58, Law, and
154, Social Sciences. All the students answered questions on conservation and self-
enhancement values which were part of our hypotheses; every tenth student filled out a
full, 21-item Schwartz values battery on basic values (n = 44). This was done in order
to reduce the cognitive load on the majority of respondents and to shorten the time to
complete the survey and keep as many respondents as possible.

During the survey, the procedure of anonymization doubted by some respondents,
which resulted in missing data on personally identifiable data such as GPA. Whenever
possible, such cases were addressed personally to explain the anonymity of the survey.
When opening the questionnaire, the participants were asked consent to partake in the
survey. Additionally, they were informed that the data would be used only in its aggre-
gated form and would not be used against them in any sense. Finally, the participants
were ensured that their university was not initiating the research and, thus, would not
have any access to the data.

3.2 Measurements

Basic human values were measured with the short Schwartz questionnaire adopted from
the European Social Survey, for comparative reasons. Security, conformity, power and
achievement were measured on inverted, 6-point, labelled scales adjusted to gender for
each individual, then averaged acrossmajors and compared to the average for theRussian
national sample.

Majors were registered along with demographic variables such as gender, year of
study (1–4), paying for tuition (yes/no), GPA, and perceived severity of punishment for
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cheating (1–5 scale). Online academic dishonesty was measured with five indicators,
which matches the tradition in the literature. These indicators were adapted from Mal-
oshonok and Shmeleva [19]. The students were asked how often in the six months pre-
ceding the survey they committed plagiarism, paraphrased someone else’s ideas without
footnoting, paid someone to write a paper in their name (‘contract cheating’), allowed
other students to copy their exam answers, or copied exam answers themselves. The
4-point answer scale for each question ranged from ‘never’ to ‘5 or more times’.

4 Results and Discussion

4.1 Descriptive Results

There were 83% females and 17% males in the sample; the mean age of respondents
was 19.5 (SD = 1.38) years, which corresponds to the typical undergraduate student
in Russia. The obtained sample is generally representative of the shares of students by
field of study in this university. One notable exception is Business students of all years
(1/4 short of their actual share in the university population)—despite several reminders,
students of all years in this field were less likely to fill out the survey than in other fields.
Junior Law students were also underrepresented in the sample.

There were 29% freshmen, 24% sophomores, 19%, juniors, and 28% seniors; 52%
had a state scholarship, while 48% paid for tuition. About 26% of students preferred not
to share their GPA (more so among Law students) for the fear of revealing their identity.
They were added to the models as a separate group. The prevalence of online cheating
behavior is shown in Table 1.

Table 1. Prevalence of online academic dishonesty, by popularity.

Type of academic dishonesty (online) Never 1–2 times 3–4 times 5 or more times

Used crib sheets, devices, or other students’
help during exam

23% 38% 23% 16%

Allowed somebody to copy answers during
an exam

42% 35% 14% 9%

Paraphrased ideas of others without giving
reference

49% 36% 9% 6%

Plagiarized 68% 23% 5% 4%

Turned in a paper written by someone else
for pay

93% 5% 1% 1%

The shares differed by majors. The median levels of using crib sheets at exams was
1–2 times for all four fields of study; in allowing others to copy answers, the median
was 1–2 times for Business, Humanities, and Social Science students, and 0 times for
Law students. For paraphrasing, the median was 1–2 times for Business, Law, and Social
Sciences, but 0 for Humanities. For plagiarism and contract cheating, the median was
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0 across all fields of study. To sum up, Law students were less likely to allow other
students to copy their exams and to plagiarize, while Humanities students were less
likely to paraphrase. In addition, the share of students who bought a paper at least once
was larger among Business students (15% vs. 3–4% in other fields). For frequencies of
cheating by major, see Fig. 1.

In human values, we compared the sample of students who answered the full 21-
item battery on ten values with the reported levels in a representative sample of Russians
described in the literature [27] and the publicly available European Social Survey data
for Russia of 2016. The values were ipsatized and centered. No Business majors were
found in this subset. The three other majors did not differ across all values but Power,
where Humanities students scored lower (Dunn test, p = .02).

Fig. 1. Prevalence of academic dishonesty by four majors (never, 1–2 times, 3–4 times, 5+ times),
percent by type of dishonesty, panes by major.

The researchers [27] placed Russia very high on Power and Achievement with a
mean score of approximately −0.15, while students have reported a mean score of 0.28
on these values, which is even higher. Security was also very important for Russian
people, as they scored 0.7 on it, while the students have reported only a score of 0.21.
For both Conformity and Tradition, which are of high importance for Russians, the
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average score for the country was around 0.15, while students reported a mean score
of −1.33. On the other hand, Russia scores low on Benevolence and Universalism with
a mean score of 0.4, and students have reported a mean of 0.34, i.e., they have similar
values with regard to concern about other people and their surroundings. This was not
true for Stimulation, Self-Direction and Hedonism: Russians reported scores of −0.9,
0.15 and−0.6, respectively, while students had−0.03, 0.57, and 0.46. Overall, only such
values as Benevolence and Universalism are presented in the student sample at the same
rate and the rest of the values are varying. A further comparison of student data with
the youth subsample (17–21 years) and the representative Russian sample yields similar
results: students scoredmuch lower on Conformity and Traditionalism, andmuch higher
on Achievement and Self-Direction than the youth or the average citizen of Russia.

The rest of student sample (n = 427) had almost no missing data on human values,
with the exception of the second security indicator (‘Important that government is strong
and ensures safety’), with 7% missing.

4.2 Modeling Results

To test the hypothesis about the role of values,we estimated threemodelswith a summary
index of online academic dishonesty types (Cronbach’s alpha= .63) as the outcome. The
first model regressed cheating on majors only. The second model added human values
believed to be related to cheating, that is, the importance of being admired, successful,
rich, risky, on the one hand, and safe, behaving right, and doing what is told, on the
other. The third model added controls. All continuous variables start at 0 which means
the lowest possible values. After deleting the missing values, the sample shrank by 5%
(n = 446). Modeling results are presented in Table 2.

Table 2 shows that majors were significantly related to online academic cheating,
similar to some human values. In the full model, Business students reported highest
rates of online cheating, on par with Social Science students, while Humanities and Law
students reported significantly less cheating. Students with higher value of being rich
(Power) and admired (Achievement) reported higher rates of online cheating.

In the full model, gender, study year, or paying a tuition fee were not significantly
related to academic cheating. However, the perceived severity of sanctions for academic
dishonesty had a significant negative relationship with reported cheating. Additionally,
this model shows that students who did not disclose their GPA tend to cheat significantly
less. Given the overall negative relationship between GPA and cheating, we conclude
that students with higher GPAwere more likely to hide their data for the fear of revealing
their personality as their score on cheating for this group was lower than among other
groups but was also higher than zero.

Each larger model was statistically better than the smaller one by R-squared and
AIC. Human values added about 2.2% of explained variance, out of 9.2% overall, which
makes about 24%of all the explained variance.Notably, none of themajors’ relationships
with cheating turned non-significant when values were in, which means that they are
rather the result of institutional factors and not students’ self-selection.
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Table 2. Majors and human values as predictors of online academic dishonesty (unstandardized
coefficients).

DV: Online academic dishonesty (0–15) Model 1 Model 2 Model 3

Humanities (reference = Business) −1.16*** −1.11** −0.92**

Law −1.17** −1.17** −0.84*

Social Sciences −0.42 −0.38 −0.40

Achievement (be admired) 0.22 0.32*

Achievement (be successful) −0.07 −0.11

Power (be rich) 0.22* 0.24*

Stimulation (to risk) −0.09 −0.06

Security (be safe) −0.17 −0.16

Conformity (do what is told) −0.17 −0.16

Conformity (to behave right) −0.09 −0.09

Perceived severity of sanctions −0.38**

Male (reference = Female) 0.29

Study year 0.07

Pays tuition fee (reference = No) −0.03

GPA quartile 2 (reference = Q1, lowest) −0.53

GPA quartile 3 −0.54

GPA quartile 4 −0.71

GPA missing data −1.19**

Constant 4.08*** 4.20*** 5.39***

Adjusted R-squared 2.8% 5.0% 9.2%

AIC 2116.9 2113.7 2101.4

4.3 Discussion

The goal of this study was to explore and analyze the role of basic human values in
predicting self-reported cheating at university during emergency teaching in 2020. We
surveyed undergraduate students from a state Russian university and asked them to
report on various types of cheating in the past six months. We expected to find out high
rates of cheating and significant differences by major, as predicted by the literature. The
contribution of this study was in exploring how the indicators of basic human values
could improve the explanatory model of cheating by adding long-term life orientations
to it.

The results add to the literature in several ways. First, they show that it is not only
self-selection of students into particular majors but also institutional environments shape
cheating habits. We have seen that, for instance, higher cheating among Business majors
is not explained away by their relative rates of importance to be rich or be admired,
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although these factors are significant. Second, we have clearly seen how the values of stu-
dents as a distinct social group compare to society. Students are extremely high on Self-
Enhancement, low on Conservation, and just like everyone else on Self-Transcendence
values. These results could be taken further to study which values prevent students from
cheating [15]. Third, we have explored the prevalence of online cheating across majors.
Our results provide a benchmark for monitoring the patterns and frequency of cheating
as the pandemic continues and online teaching persists.

As predicted, we discovered that a majority of 60–70% undergraduate were involved
in at least some types of academic dishonesty behavior, most probably used crib notes
during an exam or shared their answers with other students. In a major US study [3],
students who had one or more instances of copying or using unauthorized crib notes,
deemed ‘serious test cheaters’, were estimated at 63%; 66% reported repeated pla-
giarism, paraphrasing, or contract cheating. A survey in Sweden, however, showed an
opposite pattern, with a minority of 9% reporting using crib notes and amajority of 61%,
plagiarism. Therefore, the patterns vary much across educational systems. According to
our data, there are much fewer serious written work cheaters among Russian students,
ranging from 7% (buying someone’s work) to 51% (paraphrasing).

One reason for this rather optimistic result, despite the overall bad history of academic
dishonesty found in Russian universities [19–21], might be the online mode of learning,
where students’ written submissions were regularly monitored for plagiarism. Another
explanation for smaller rates of serious cheating could be a clearer understanding of the
university sanctions applied for cheating at written work.

Our study also confirmed the literature-based observation that Business students—
even those few who agreed to take part in our survey—were more likely to report
academic dishonesty. Business students were less willing to participate in general, which
resulted in a smaller share of them in the sample. Even so, they reported the highest rates
of serious cheating on written work (Fig. 1, Table 2).

The results on human values showed that, of all the tested items of Self-Enhancement
and Conservation values, the most important predictors of cheating were Achievement
and Power questions about the importance of being rich and admired—the ‘neoliberal
values’ [15] that encourage contextual, not universal, ethics and urge the pursuit of social
approval. These values improved the model above and beyond majors.

The combination of high Self-Enhancement and search for approval could hit some
high-performance students hardest. Some literature points at the increasing rates of
cheating among high-achieving students in Russia [21]. Thus, the popular conclusion
that GPA is negatively related to cheating might need to be clarified. However, we found
no evidence for this conditioning in our data, and this should be the focus of further
research.

Numerous surveys report that a majority of students and staff believe that to cheat
online is either easier or as difficult as in on-campus learning [2, 14, 39–42]. The dis-
cussed reasons for the perceived ease of online cheating are the anonymity and distance
that remove guilt [42] and the different motivation in online learning as compared to
face-to-face learning [43]. A competitive reason is the ease of identity fraud and devel-
opment of new cheating methodologies [14]. After a full year of online teaching, one



304 A. Vlasenko and A. Shirokanova

could add to the list students’ fatigue and discomfort of communicating online for sev-
eral hours a day, which simultaneously exhausts and requires greater self-organization.
The perspective of a few more year of regular online learning at university will offer
more incentives for the personalized online teaching and learning.

An obvious recommendation would be to organize online teaching in smaller groups
so as to enhance the feeling of community. Some literature recommendations to prevent
online cheating include regular updating of all testing materials (as the answers leak to
the Internet); reworking exam problems for open-book exams; and challenging students
with alternative types of work where ‘traditional cheating’ would not be an option [14].
In addition, all borderline, ambiguous cases of cheating should be explained to the staff
and students and clarifying the rules before studies begin [10]. This could be valuable
as a way to mitigate student anxiety [44] which also rose during the pandemic.

More sophisticated options are also available. In particular, basic human value pro-
files of students could be studied and used within majors to develop personalized control
tasks matching their predispositions and geared to prevent cheating. This might be par-
ticularly relevant for Business students who tend to cheat more, but it could also make
online cheating a more enjoyable experience for all students. Other applications include
personalized recommendations on types of homework tasks which could match personal
value profiles and tap into students’ motivations to study.

Is there anything positive about the high prevalence of cheating among students?
From students’ perspective, definitely so. As one of our respondents commented, ‘coop-
eration is a useful soft skill’, and this is hard to confront as networked collaboration
is part and parcel of many jobs. On the other hand, online cheating is putting an end
to creating personal crib notes which could allegedly help students revise the material.
When most of the answers are available online, there is no need to write such cribs by
hand; information literacy and tech savviness come to the foreground as key factors of
success at online cheating.

We believe the results of our study aremoderately reliable. The surveywas conducted
in a non-hierarchical way and relied on personal authority in spreading the questionnaire.
However, personal questions raised additional concerns as to the safety of participation
and disclosing any sensitive information, which resulted in refusals and substantial miss-
ing rates for personally identifiable data. We recommend that, in further research, the
procedures be explained to the students in small detail about how the data would be
stored and used as some students found it hard to match the anonymity of the survey
results with collecting their personal information.

A limitation of the study is that survey data tend to underestimate real rates of socially
undesirable behavior, which could make the results overly optimistic. Another limitation
is that perceived peer dishonesty was left out of the focus. Peer influence and perceived
prevalence of cheating in the group are important contextual factors of cheating [4, 45].
A recent survey has showed that peer influence is even more important than perceived
sanctions for cheating [45], therefore, questions about peer behavior should be part of
such surveys.

Althoughwidely practiced, academic dishonesty continues to haunt not only instruc-
tors and administrators but also the partaking students. The topic has to be discussed by
interest groups with a view to updating teaching and learning practices for current online
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teaching, i.e., implementing learning skill courses everywhere, informing students about
the long-term implications of cheating behavior, and mixing students of various majors
in intergroup projects. Further research should compare student profiles of basic values
across majors and universities, match them with various patterns of cheating and non-
cheating, and develop personalized recommendations on the types of control tasks and
cheating-preventing measures.

Acknowledgements. The paper was prepared within the framework of the HSE University Basic
Research Program.
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Abstract. Literature reviews are essential parts of every academic
paper, and there are many tools, which are trying to suggest relevant
articles and make the process of working with citations easier. Many of
them offer to focus on just specific recommended papers or provide a gen-
eral picture of the area without explanations or hints on how particular
papers can help. Co-citation networks serve as a foundation of multiple
useful methods for citation recommendations, enabling the analysis of
the structure of the scientific field. However, existing instruments using
them have a steep learning curve. In this paper, we present the workflow
prototype to elicit and evaluate a set of heuristics employing co-citation
network analysis in the literature review process. We performed a step-
by-step analysis, including analysis of bibliographic data visualization
service VOSviewer patterns of use, which allowed us to synthesize Job
Stories for the specification of possible user needs for citation recommen-
dation. We produced a set of heuristics for the analysis of co-citation net-
works based on Job Stories. The heuristics are then evaluated on the set
of papers from two Human-Computer Interaction conferences to reflect
on their applicability and usability. Our results can be used to inform
more straightforward navigation through co-citation networks, possible
design improvements of services for literature management and biblio-
graphic data visualization, as well as a foundation for learning designs
for enhancing academic writing skills.

Keywords: Co-citation networks · Bibliometrics · Literature search ·
Human-computer interaction

1 Introduction and Related Work

The skill of writing a good and useful literature review is an essential one for all
academic writers, from junior students to professors. Previous writing experience
or lack of thereof informs the way of literature review writing [11] and can
put especially entry-level researchers at a disadvantage. The traditional process
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of teaching how to write them is usually pretty standardized – most of the
knowledge can be obtained from academic writing lessons if they exist nearby.
Scientific advisors could facilitate this process and help navigate through the
scientific field by recommending references, but not all of them do that or keep
up with the state of modern research on specific topics themselves.

Today, there are different instruments, which could help to understand a sci-
entific field of interest and facilitate the choice of “Whom and what to cite?” [10].

Among methods to support these tasks are a variety of combinations of
collaborative filtering [9], ranking [6], social network analysis methods (co-
citation) [7,12,15], text analysis methods [2,4]. Recent works for example apply
supervised learning methods to existing literature surveys to derive predictive
models [8] for future citation recommendations [1]. The key assumption beyond
such an approach is that the model implicitly learns the way authors of the
surveys approach mapping of the field.

Unfortunately, many of these systems, due to their inherent ‘black box’
nature, do not provide necessary affordances to improve researcher skills, focus-
ing on specific recommendation tasks or overall representation of the field, and
failing to provide and communicate hints and instruments to figure out how the
proposed papers can help and why.

In contrast, network methods of analyzing citations (e.g., co-citation net-
works) are quite distinct in their ability to simplify the complexity and unfold
the scientific field’s structural organization. They serve as a foundation of some
widely-used citation recommendation methods [3,9], based on whether articles
were cited together or not. However, applying traditional social network analysis
tools for performing such an analysis has a steep learning curve and can scare
people, driving them to the traditional method of web search or relying on ‘black
box’ recommendations without an understanding of underlying logic.

In this paper, we present a prototype of a workflow to elicit and evaluate
a preliminary set of heuristics employing co-citation network analysis in the
literature review process.

We elicit a preliminary list of heuristics that can be used for navigation
through the scientific field, responding to the requirements of different users
with different research and writing backgrounds and help them to find papers
for citation. This paper reports on the results of the first iterations of the Design
Science approach [5], focused on the preliminary set of heuristics with their eval-
uation on a sample of HCI papers. The results can be used to inform User and
Learning Experience (LX) design elements for existing services for bibliographic
data visualization and literature management systems and enhance EdTech sup-
port of academic writing courses.

2 Design Approach

Following user-centred design practices, we looked at how users with different
levels of research and academic skills expertise can use co-citation networks for
their literature reviews (Fig. 1).
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Firstly we examined literature about citation patterns and citation typologies
to understand motivation and usage behind citations. We also analyzed the
most popular citation recommendation ways to understand which bibliographic
network would be better to use.

As we mostly focus on co-citation networks for finding literature, we took
VOSviewer1 - one of the best-known tools creating bibliographic networks [14]
for the analysis of how bibliographic network analysis could help in writing a
literature review. The empirical part includes an analysis of VOSviewer usage
in published papers, especially how authors use VOSviewer for conducting their
research. Based on the literature review and VOSviewer analysis, we developed
job stories associated with different levels of proficiency in academic writing.
Such job stories helped to understand the possible needs and fears of users while
working with co-citation networks.

As a result, a heuristics set for co-citation networks was developed. This
set helps to navigate through co-citation networks for finding needed papers for
citation as well as helps to understand the structural complexity of the scientific
field. This set was also evaluated on the sample of published papers in the area of
Human-computer interaction. More specifically, for each paper, we re-established
a possible Scopus query that can be used for making a co-citation network for
their research. After that, heuristics were applied to the received papers, and we
checked whether the authors cited articles that were proposed by heuristics.

Fig. 1. Design description

3 Analysis and Results

3.1 VOSviewer Analysis and Job Stories Development

VOSviewer was made as software for visualization of bibliographical data in the
format of maps [14]. The authors mention two main applications of VOSviewer:

1 https://www.VOSviewer.com.

https://www.VOSviewer.com
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maps creation and data visualization, as it is even possible not only to use
bibliographic data but any other kind of network data. The main algorithm for
mapping is a visualization of similarities (VOS) - it locates objects in the network
based on their similarity to each other [13].

We took 20 papers from the list of applications2 taking into account each 25th
publication. Several purposes of VOSviewer usage were distinguished: descrip-
tion of the field and sub-field; analysis of collaboration networks of a journal or
organization; data visualization and use of unique VOSviewer methods.

The first type of analysis in VOSviewer used in the sample is term maps.
It allows us to understand the general content of the field and the scientific
discussion within it. Often, when using this type of representation, researchers
additionally enrich the analysis by mentioning authors who belong to thematic
clusters. At the moment, VOSviewer does not allow directly find authors associ-
ated with the regions of the term map. In co-citation, citation and bib-coupling
maps, researchers often look not only at the network as a whole but also focus
on the key works of each cluster. Often, the network structure itself is practically
not described, but the top nodes within each cluster are presented in the form of
a table. Many authors approach to describe clusters in the citation, co-citation,
co-authorship, bib-coupling networks thematically. Moreover, users often focus
separately on the target cluster and look for central papers inside it.

Fig. 2. Job stories

Also, the service is used differently in works with a high number of cita-
tions in comparison to the low-cited works: in highly cited papers, there was
more complex social network analysis, focus on bridge authors in different sub-
fields, evaluations of the field’s development. The same reasons limiting citation
behaviour may limit interaction with the VOSviewer or any other instrument for
bibliographic analysis. Users with a low level of expertise in academic writing

2 https://www.vosviewer.com/publications.

https://www.vosviewer.com/publications
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won’t use all features of the service and will follow basic paths from the manual.
Thus, the meagre use of the service at work and the lack of a comprehensive
analysis can be correlated with a low number of citations and reflect the quality
of the work as a whole. Inspired by the idea of Job Stories (Klement 2016), we
captured JS related to academic users with different levels of research skills (JS,
Fig. 2). Here we focus on just some of the Job Stories extracted from research
where VOSviewer was used and literature analysis; however, we expect to find
more of them with a wider user study.

3.2 Eliciting Heuristics for Citation Recommendation

Based on the existing literature and empirical part of the analysis, several stages
of the citation recommendation process can be distinguished. The development
of the set of heuristics was based on VOSviewer usage and literature analysis.
The heuristics are targeted to support more straightforward navigation through
co-citation networks so that beginners would understand where to start and
how to organize their literature review. Also, some possible usage examples of
discovered papers are written (Table 1).

These heuristics set could be used as an entry point for the analysis of co-
citation networks or be an internal flow for paper recommendations. Further,
these heuristics will be applied to existing works to verify their real applicability.
In full compliance with the rules: if the papers that would be offered for citation
are chosen by a user for a citation, then this indicates that the heuristic assists
the user in navigating the set and choosing works for citation. For a better
understating of heuristics application, they can be seen in Fig. 3 on the basis of
the co-citation network.

Moreover, all these heuristics are important for Job Stories presented before.
For JS2 it would be very important to follow the heuristics H2 for they probably
already have some general idea of their scientific field and need more specific
papers. H3 and H4 would help users from JS3 to find structurally important
papers and find possible gaps for further research development. H1 would be
extremely important for beginners with the lack of academic writing skills from
JS1, as it will give the main authors to read and cite. However, to structure a
systematic and qualitative literature review, all these heuristics should be used.

3.3 Evaluating Heuristics Based on the Sample of Papers
from Human-Computer Interaction Field

To reflect on the feasibility of the heuristics, we take two contrasting enough
cases of articles from two different conferences with A* and B ranks3: CHI 2019
Best Papers4 and OZCHI’19: Proceedings of the 31st Australian Conference on
Human-Computer-Interaction 20195. This made it possible to contrast adherence

3 https://www.core.edu.au/conference-portal.
4 https://chi2019.acm.org/2019/03/15/chi-2019-best-papers-honourable-mentions/.
5 http://ozchi2019.visemex.org/wp/accepted-papers/.

https://www.core.edu.au/conference-portal
https://chi2019.acm.org/2019/03/15/chi-2019-best-papers-honourable-mentions/
http://ozchi2019.visemex.org/wp/accepted-papers/
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Table 1. Heuristics

Heuristics for
co-citation network

How does this help
a literary review

Rationale Operationalization

H1 - General view:
at least one paper
from each cluster
should be
mentioned

Shows that the
entire scope of the
field is analyzed. It
helps to get
familiar with the
whole field

These works can be
used in the
introduction or in
the description of
the background
and related works

Clustered
co-citation network
with a counted
degree for each
node. Focus on
nodes with the
highest degree
within each cluster
(especially for
clusters with 10+
papers inside)

H2 - Detailed
analysis of articles
in the cluster that
describes your
subfield in detail

Help to show the
focus of the study
and the whole set
of other works in it

Such papers can be
used through all
the text for
justifying words or
showing interesting
examples of papers
in this field

Top-5 papers for
each cluster based
on their degree

H3 - Search for
structurally
important papers
(connecting some
sub-filed): based on
betweenness
centrality

To show the
relationship
between scientific
subfields. It should
be applied only if it
connects at least
one cluster, which
is the main one for
the work

It shows the
scientific field
development or
links parts of the
literature review

Arranged list of
articles with the
highest
betweenness
centrality

H4 - Search for
isolated items is
taken into account
if they relate to the
main subfield

It is an optional
part, but there
could be situations
when isolated
works/nodes could
also be important
and useful. They
should be checked

Optionally, it could
be connected to the
field but be isolated
from the network

List of articles that
are not connected
to the main
component

to the heuristics on the case of the papers of community process-certified quality
on the major conference in the field, and on the conference within the same field
but with slightly lower status.

For each paper in both sets, we tried to recreate possible source Scopus
datasets (mostly based on keywords), make a co-citation network and apply
heuristics to them to find whether needed articles were cited or not (Table 2).
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Fig. 3. Heuristics shown on co-citation network

At this stage, we present mostly illustrative qualitative evaluation, showing
the face plausibility of the heuristics.

For each article, we made a Scopus query, computed a co-citation network
and applied heuristics set on them. Results are presented in the table below
with specification of Scopus query and results of heuristics application to them
as well as the score for compliance with heuristics from 1 to 6 (2 points if one of
the heuristics is fully followed, 1 – if it has some limitations, 0 with no citations
from heuristics, Table 2).

As a result, 1st articles from the A*-rank conference showed full compliance
with heuristics (all suggested papers were cited), another one cited almost all
papers, but a couple of small clusters were not described. In the 1st article from
the B rank conference H1, H2 failed, and only 2/7 clusters presented on the
co-citation network were described. In the 2nd one, H3 failed - no structurally
important papers were mentioned. We explicitly formulated a number of heuris-
tics useful for co-citation network analysis and demonstrated their feasibility by
analysing the best papers from HCI and showing that their authors intrinsically
rely on them. The heuristics that we proposed to search for articles for citation
on the basis of bibliographic networks of co-citation can be used by those who
first come across a citation network and do not know where to start. Experts
in the scientific field (authors of CHI’19 Best Papers) almost fully follow them,
authors of articles from the conference with lower rank follow them just partly,
showing possible room for improvements.
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Table 2. Heuristics analysis on CHI papers

Conf Paper Scopus query Heuristics analysis

A* - CHI

2019 Best

Papers

“PicMe: Interactive

Visual Guidance for

Taking Requested

Photo Composition”

Photography Assistance

(296 results), Interactive

Visual Guidance (385

results), Photo

Composition (limited to

Computer Science, 869

results)

H1 - there are no arti-

cles from the one clus-

ter, but as it is too small,

therefore, we can consider

this rule to be fully sat-

isfied; H2 - they mostly

focused on the two big

clusters and took many

works from it, so this one

if completed too; H3 -

bridge author work is ana-

lyzed.

Score: (2 + 2 + 2 = 6)

A* - CHI

2019 Best

Papers

“Voice User

Interfaces in Schools:

Co-designing for

Inclusion With

Visually-Impaired and

Sighted Pupils”

Voice User interfaces +

Education (212 results),

Voice User interfaces +

Inclusion (18 results),

Visual Impairment +

Education (limited to

Computer Science, 272

results), Visual

Impairment + Inclusion

(Excluded Medicine, 367

results), Co-design +

Inclusion (106 results),

Co-design + Education

(527 results)

H1 - there are no articles

from some clusters which

could be mentioned in

the literature review; H2

- authors fully described

one cluster which is

important for them; H3 -

they managed to describe

some connections between

papers.

Score: (1 + 2 + 2) = 5

B - OZCHI’19 “Towards Surgical

Robots:

Understanding

Interaction

Challenges in Knee

Surgery”

There were pretty general

keywords, so we made

our own query:

“TITLE-ABS-KEY

(human AND computer

AND interaction) AND

TITLE-ABS-KEY

(medical OR assist* OR

surge*) AND

TITLE-ABS-KEY

(robot*)” with limited to

Computer Science, which

gave us 1812 results

H1 - works from only

two among 7 clusters

were mentioned; H2 - no

full cluster description;

H3 - mention the bridge

author.

Score: (1 + 1 + 0) = 2

B - OZCHI’19 “Challenges and

Opportunities in

Using Augmentative

and Alternative

Communication

(AAC) Technologies:

Design

Considerations for

Adults with Severe

Disabilities”

Augmentative

Alternative Technologies

(705 papers); Adults with

Severe Disabilities

(limited to Computer

Science, 66 papers); We

also added Augmentative

technologies (905 papers)

H1 - works from all

main clusters were refer-

enced, but the top one

was missed; H2 - mostly

focused on papers from

blue and purple clus-

ters; H3 - no description

of structurally important

bridge authors.

Score: (1 + 2+ 0) = 3
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4 Conclusion

In this paper, using the Design Science approach [5], we report the workflow
prototype to derive the set of heuristics that employ co-citation network analysis
in the literature review process.

A step-by-step analysis was carried out with the ultimate goal of creating a
set of heuristics for citation recommendation based on a bibliographic network.
The first step was to analyze the works in which the repository VOSviewer used
to understand its actual use. This allowed us to understand the communication of
users with this instrument and understand user needs for this type of instrument.
This helped to single out some job stories: JS1 - about getting familiar with the
new field with the lack of skills on academic writing, JS2 - about acquaintance
with the almost unfamiliar field but with the previous experience of writing
academic papers and JS3 - about the search of existing gaps in the literature
for finding new interesting sub-filed and gaps for the research.

After that, a heuristics set allowing the use of co-citation networks to search
for citations was elicited. They consist of several parts: H1 - analysis of the top
papers in each cluster of co-citation networks, H2 - focus on the most important
clusters for finding more literature, H3 - special focus on structurally important
articles, and H4 - optional look at the isolates on the network. These rules
also correspond to the usage of citation typologies. For example, analysis of
structurally important papers (like articles with the highest betweenness) will
help to establish links between sources, enriching literature review.

For working evaluation of these heuristics, we took papers from conferences
in the Human-computer interaction field with different levels of quality (best
papers in A*-rank conference and B-rank conference papers). As a result, these
heuristics were fully followed by papers from the A*-rank conference, suggest-
ing that the set of heuristics reflects what experts in the field do. For B-rank
conference papers, there was some room for possible improvements in citation
practices. These results suggest that the workflow based on the heuristics can
serve as a prototype to inform the navigation through a co-citation network.

Presented results combine many important points regarding the analysis
of user interaction with services for bibliographic visualization, as well as an
attempt to link citation typologies with bibliographic networks. The work is at
the crossroads of research on citation recommendations and citation behaviour.
It can be a step to developing the use of a more comprehensive analysis of papers
for citation, improvements for services that help navigation through literature
and bibliographic data analysis and help newcomers to academic writing. The
results can be used to inform the design of the workflow and Learning Experience
(LX) elements.

Despite the entire scope of work, some limitations of the work can be distin-
guished: the VOSviewer users’ study was performed only in the case of existing
papers of its usage, and a complete picture could be obtained by analyzing the
interaction of users with the service in real-time. Moreover, the test and evalua-
tion case selection should be expanded from only HCI papers for comparison of
more and less technical fields. Another promising future approach is to combine
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a co-citation network-based approach with applications of Interpretable Machine
Learning methods to contemporary ML-based recommendation tools.
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Abstract. The increasing use of intelligent technologies, the develop-
ment and implementation of machine learning systems in various spheres
of life require explaining machine learning-based decisions in such sys-
tems. This need for interpretation leads to the increasing development
of new methods for interpreting machine learning models and their more
intense use in real systems. The paper reviews existing studies with appli-
cations of the interpretable machine learning (IML) methods in social
sciences and summarizes results using bibliometric analysis. In total,
seven research topics were described based on 210 papers. Moreover,
the paper discusses the opportunities, limitations, and challenges of the
interpretable machine learning approach in social science research.

Keywords: Explainable AI · Machine learning · Research design ·
Social sciences

1 Introduction

Machine learning (ML) methods are increasingly spreading in various fields,
affecting many areas of life, including social and economic spheres. They are used
for decision making and as a result, they raise many questions from both society
and researchers about ethics, non-discrimination, etc. [2,11]. Such extensive use
both in research and practice focused the attention on the explainability and
interpretability issues, on the questions like “what influence that prediction”,
“what changes if...”, “how I can change the prediction”, etc. [34]. For the last
several years the topic of interpretable machine learning is actively discussed at
various conferences (including CHI, NeurIPS, ICML, IJCAI, KDD), every day
a large number of new articles related to the issues of explainability, fairness,
unbiasedness, transparency of machine learning models is published in journals
and proceedings and uploaded as preprints. Most papers are about algorithms,
systems and their evaluation, the large proportion of papers are applications in
medicine and health, but social science applications are almost invisible.

The purpose of this paper is to review the state of research on interpretable
machine learning in social sciences and summarize the current research agenda.
The paper is organized as follows: the next section gives an overview of the
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key concepts (what is machine learning, what is black-box models, what are
the examples of machine learning applications in social sciences, what is inter-
pretable machine learning), then we describe the procedure for paper selection
and analysis, summarize the results and finally in discussion give a critical review
of the approach, including both the limitations of interpretable machine learn-
ing methods and promising application areas and use cases, for example, for
model-related communication between experts from different domains.

2 Background

2.1 Machine Learning

There is no strict “ideal” or even “accepted by everyone” definition for machine
learning (ML). For example, Tom Mitchell [39] (and Wikipedia page about
Machine Learning that cited him) defined machine learning as “the study of
computer algorithms that improve automatically through experience”. Grim-
mer, Roberts and Stewart [20] mentioned that “machine learning is as much a
culture defined by a distinct set of values and tools as it is a set of algorithms”.
Since terminology issue is not the purpose of this paper, the following concept
will be used: consider as machine learning methods the ones that allow defin-
ing rules (or patterns) automatically from data. Assume that a researcher has
a collection of product reviews and wants to know if the review is positive or
negative. The rule can be defined manually, for example, if a review includes
particular words it is considered as positive – this approach is based on data,
it can be really effective but it is not a machine learning method since the rule
is known in advance. On the other hand, if data has labels, i.e. for each pre-
vious review it is known if it is positive or negative, a researcher can use one
of the algorithms to construct the rule, i.e. build the model that can predict
if the review is positive or negative for each new review. So machine learning
model “learns”, i.e. automatically builds this rule using existing data. A vari-
ety of machine learning algorithms is explained by a variety of procedures for
“rules” construction and/or constraints on results. For example, a well-known
linear regression model describes relationships between variables in linear form,
decision tree model can be presented as a set of if-else rules.

The recent paper in the “Annual Review of Political Science” [20] discusses
the potential of machine learning for social sciences. The authors mentioned that
traditionally research in social science is deductive, the researchers must have
a clear theory before viewing any data [57]. Data collection, variable selection,
model building fully depend on the initial theory. In the terms used above, this
means that the researcher already knows the “rule” and with data just checks
if it is satisfied. All of that does not mean that machine learning is useless in
social science research, it can be used in a slightly different way. The authors of
review [20] propose an interesting approach that suggests using machine learn-
ing in earlier stages for generating ideas and discovering patterns in data. The
important part of this approach is that the results of machine learning modeling
are not regarded as ground truth or real-world phenomena (since results can
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change significantly with another algorithm or another set of parameters) but
only as the first step for further exploration and validation. The authors called
this approach agnostic since they did not assume by default that the ML model
reveals real relationships in data, they described it as “we doubt our models but
trust our validations” [20].

One of machine learning application extensively used in political science is
Natural Language Processing: researchers used ML-algorithms to classify press
releases [21], measure the tone of news [6], estimate ideological placement [43].
Machine learning is used to predict personality from social media [5], academic
performance from smartphone use [52], etc.

Note that machine learning is not limited to prediction tasks. There is a whole
class of machine learning algorithms that deal with data without previously
known labels (unsupervised learning). These algorithms are aimed at solving
tasks in data analysis such as defining groups of similar or close objects (cluster-
ing), dimensionality reduction, anomaly detection [26]. Grimmer, Roberts and
Stewart [20] describing their agnostic approach mentioned these algorithms as
tools for solving discovery task when grouping similar observations or features
together makes large datasets more clear and easier to examine and analyze.

2.2 Interpretable Machine Learning

The “rule” (or pattern) that was constructed by the machine learning algorithm
can be too complex and not be presented in closed form as a set of relationships
between domain concepts. Such types of models are called “black box models”
illustrating the process of model usage: we apply the model on input data (our
new data we want to make a prediction for) and get the answer but have no idea
how we get this result and what data properties were used. The main goal of
prediction models is to have more accurate prediction (fewer errors or smaller
variation between real and predicted values) and more complex models such as
ensembles, neural networks usually show better results [18] and in most cases,
they are black boxes.

In many ways, the difficulties of application ML in social sciences are caused
by the fact that many methods of machine learning are black boxes by design
and do not allow the interpretation of the model. The researcher can evaluate a
kind of quality metric, i.e. it can be measured that the first model gives a more
accurate prediction than the second one, but it is almost impossible to say why
it happens and what are the variables that explain this difference. Moreover,
different metrics might select different best models, and the researcher makes
the final decision based on previous experience adopted by the practitioner [9].
The desire to obtain more accurate estimates leads to the creation of increasingly
sophisticated models [18].

As a result, more and more researchers are focusing on the influence of algo-
rithms on society, and interactions with algorithms (Algorithmic Experience) [2],
algorithmic biases in models and ways to overcome them [11]. One of the research
directions is the development of methods for constructing interpretable struc-
tures of black box models [23,31], and the other is to study the interaction
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between the user and the model in cases where the user needs to make a deci-
sion based on the results of the models (e.g. which model will be trusted more,
how the choice is made, which factors are more important) [10,58]. The last
direction also includes issues related to the need to interpret and understand
complex models not to make a decision or any conclusions based on it, but to
ensure the possibility of giving informed consent, privacy protection, and com-
pliance with the General Data Protection Regulation (GDPR).

In recent years, the number of studies on the problem of interpretable
machine learning has increased rapidly, and in general, there are four main types
of studies. The first type is the application of interpretability algorithms in var-
ious domains: medicine, political sciences, etc. The second type is the develop-
ment of new or modification of existing algorithms for interpretability; this area
also includes the development of complex software systems that combine several
methods and algorithms [40,53]. The third type of studies is the general dis-
cussion of the methodological problems of interpretability of models, most often
these are reviews [35,60], criticism of approaches [30], terminology issues [36]
and open questions, for example, what is meant by “interpretability” [14,45].
Finally, the fourth type includes user studies investigating user perception of
interpretations [27,32,34], their preferences and expectations [33] and influence
of interpretation on decision making [13].

To date, there are a lot of algorithms for explaining machine learning mod-
els [35]. Some of them have limitations on the scope or type of model (for exam-
ple, algorithms that interpret deep learning models (see [4,46,59])), others can
be applied to any model (model-agnostic methods); some algorithms are aimed
at interpretation of individual local examples (for example, LIME [44]), others
characterize the behavior of the model as a whole (features importance, par-
tial dependence plots (PDP [17]), individual conditional expectations (ICE [19],
global surrogate models [55]), some algorithms can be used for both local and
global interpretation (SHAP, see examples in [40]). Algorithms differ in the type
of input data (images, texts, tabular data), the result (model, schedule, ranked
list, rule, list of counter-examples, feature set, etc.), the task to be solved [34]
(explain why the result is exactly like this, find the factors influence the decision,
explore possible biases, etc.). Different taxonomies of interpretation (or expla-
nation) approaches are presented in several thorough review papers [35,60] but
a detailed description is out of the scope of the current paper.

The general idea of all methods for explaining machine learning models is
to provide the user (researcher, developer, client) with a way to recover, recon-
struct, at least approximately, the relationship between data features, values of
input variables and the result obtained in the model. Among the most widely
used methods are various techniques for assessment of feature importance, sur-
rogate models, and example-based explanations. Feature importance measures
how useful each feature for prediction and what are the most influential features,
locally or globally influential, depending on the method used [40]. The idea of
surrogate models (e.g. LIME, SHAP, Anchors) is to approximate the initial com-
plex model with simplier one that is interpretable by design (“white box”) [35]
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like linear regression or decision tree. Example-based explanation methods select
particular data points or instances of the dataset to explain the behavior of the
machine learning model or to illustrate the prediction results [40], e.g. typical
instances or prototypes, influential instances, instances with wrong predictions,
instances with the similar predictions but completely different in properties,
instances with the opposite predictions but with the same or similar properties
(counterfactual and contrastive explanations).

3 Procedure and Methods

To summarize the current state of research, literature searches for studies on
interpretable machine learning methods in social sciences were performed in the
Scopus database.

The search query was constructed iteratively. The first query was aimed to
searching studies mentioning [explainable artificial intelligence] or [interpretable
machine learning] combining with social science mentions ([social science*] or
[political science] or [sociology] or [psychology] or [media studies] or [commu-
nication] or [psychological] or [economical]). This query retrieved 1139 papers
but most of them explored algorithms (providing descriptions of new ones or
experiments with existing ones) and social sciences were mentioned in the intro-
duction section only to explain the importance of interpretability and possible
application areas. Limitation of social science mentions to the title, abstract and
keywords significantly reduced the list of papers to 120 studies but that strategy
did not change the thematic structure, most papers were still about algorithms.
To focus the search on studies about the application of interpretable machine
learning methods in social sciences, the initial query was restricted to Social
Science subject area in Scopus. Additionally to exclude studies with main topic
related to medicine and health the final search was restricted to papers with-
out mentioning [medicine] and [health] in title, abstract or keywords (simplified
query: ([explainable artificial intelligence] or [interpretable machine learning])
and ([social science*] or [political science] or [sociology] or [psychology] or [media
studies] or [psychological] or [economical]) and not TITLE-ABS-KEY [medical]
and not TITLE-ABS-KEY[health] and (LIMIT-TO (SUBJAREA, “SOCI”))).
Titles and abstracts were additionally screened for relevance.

The first part of the analysis included bibliometric analysis with VOSViewer
software, version 1.6.16 (www.vosviewer.com) [49]. Key publications were
extracted from the citation network. Approximate topics discussed in the selected
papers were described on the basis of cluster analysis of the term co-occurrence.
To cover topics outside author-specified keywords [37], we use keywords extracted
from titles and abstracts with VOSViewer software.

4 Results

The initial query retrieved 1139 papers, limitation to Social Science subject area
resulted in 210 papers. Figure 1 shows the distribution of papers per year, where

www.vosviewer.com
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both initial query (light grey) and restricted to social sciences area (dark grey)
present a rapid increase in a number of studies during recent years.

Fig. 1. Number of papers per year

Two of the five most cited papers [24,25] were not about black-box mod-
els, the authors discussed the problem of interaction terms interpretation in the
classical regression model and examples from political science journals. These
studies are examples of interpretable models by design and they are often cited
in papers about the uncertainty [54] and bias detection [8]. The other two consid-
ered machine learning algorithms and interpretable ML methods as the research
object, they did not use these algorithms as tools but explore such systems from
ethnography [48], philosophy and social psychology [38] points of view.

The last one from the five most cited papers is a large review of the appli-
cation of artificial intelligence (AI) from multidisciplinary perspectives [15]. The
authors discussed major AI themes and described multiple perspectives on vari-
ous aspects of AI: technological perspective, business and management perspec-
tive, arts, humanities and law perspective, science and technology perspective,
government and public sector perspective. Explainable AI was highlighted as a
promising topic from a technological perspective, but its importance was men-
tioned in other sections too. For example, describing government and public sec-
tor perspective of AI the authors proposed the TAM-DEF (Transparency audit,
Accountability Legal issues, Misuse protection, Ethics, Fairness Equity, Digital
Divide Data Deficit) framework, that is intended to use by policy practitioners
in assessing the safety and social desirability of any AI system. Stakeholders’
attitudes towards AI, ethics and trust were mentioned as open research topics
in Digital Marketing.

Moreover, the authors listed types of common AI challenges (social, ethical,
economic, organizational and managerial, technological, political and legal chal-
lenges) and gave examples for each type. Note that the need for interpretation
and explanation in research and practice is always motivated by one or several
types of these challenges recommendations for future research.
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4.1 Topics Description

To summarize themes discussed in the retrieved papers the term co-occurrence
network was constructed using VOSViewer software. The network was built on
terms that occurred at least 7 times in papers’ titles or abstracts, then the
vertices (terms) were clustered. As a result, seven topics were highlighted (Fig. 2).
The Fig. 2 shows the most frequent terms, the cluster descriptions below were
based on the whole list of terms available in the VOSViewer software.

Fig. 2. Clusters (topics) of key terms (Color figure online)

The first topic (red) discusses general and future-oriented concepts, oppor-
tunities and perspectives (automation, principle, technology, direction, extent,
society, world, humanity, opportunity, future, explainable AI) and ethics-related
questions (ethics, right, respect, transparency, law) that are often highlighted in
reviews about artificial intelligence and explainability.

The second topic (green) illustrates the discussion of the technical, algorithm-
related items (input, variable, feature, effect, accuracy, variety, algorithms –
random forest and deep neural network).

The next topic (dark blue) is about a different aspect of evaluation (quality,
evidence, importance, effectiveness), including types of users (customer, author,
patient, teacher, player) and information evaluation (misinformation, informa-
tion, social media, of course, including the “hot” topic of covid-related evalua-
tions). For example, Dominik Schraff evaluated the concept of trust to political
institutions during the COVID-19 pandemic [47], Nenad Petrovic [42] provided
the information system that estimates the level of conspiracy of user-formulated
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hypothesis on the basis of texts from online information sources (PubMed and
other web-pages, not specified in the paper). The authors of both papers explored
concepts of trust and misinformation and they both use modeling methods that
are interpretable by design: linear models with interaction term in the first paper
and fuzzy logic rules in the second one.

Topic of evaluation is discussed from different angles: several papers are
focused on technical aspects (e.g. how to compare explanation and ground
truth [22]), others – on methodological issues [33] or user studies and exper-
iments [16,28,50]. Finally, several papers describe cases when interpretable
machine learning was the part of study design. One of the examples is the
study about bullying awareness in serious games [1], where authors used feature
extraction methods to derive game learning analytics variables (e.g. number of
interactions with the specific character) from an existing model to explore the
variables with great influence on changes in bullying awareness and improve the
model.

The fourth topic (yellow) is focused on political science research (governance,
legislator, responsibility, accountability, stakeholder, expert) and several general
technical terms, mostly about texts (text, book, deep learning, chatbot, collec-
tion, classification), that can be explained by the fact that machine learning in
political science research is very often used for automatic text processing. An
example of such research is described in “The impression of influence: Legisla-
tor communication, representation, and democratic accountability” [21], where
authors used a collection of Congressional texts, classify press releases as credit
claiming or not, and then explored how legislators form their public image in
press releases.

The fifth topic (purple) is more typical for economics-related research (risk,
conflict, power, impact, complexity, firm). For example, one of the papers reviews
ethical considerations of applying Artificial Intelligence in auditing [41], describ-
ing both algorithmic and human ways to make ethical decisions and reconsidering
professional standards.

The sixth topic (blue) is a regression-oriented topic that related to classical
algorithms with effect estimates and terminology inherited from clinical studies
(treatment effect, treatment, difference, student, nature), term “democracy” in
this cluster can be explained by the fact that regression model with interaction
terms is one of most popular method in political sciences.

Finally, the last topic (orange) focuses on reinforcement learning applications
and self-driving cars (trust, participant, perception, driver, effort, action), raising
questions about legal and ethical issues and trust in socio-technical systems.
Andras et al. [3] discussed levels of trust and position explainable AI as a tool
for establishing trust between a user and a new intelligent machine at the stage
of technology adaption.

4.2 Applications of iML in Social Sciences

To sum up the literature review, it is worth mentioning that the search for
interpretable machine learning applications in social sciences retrieves a lot of
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studies that discuss challenges of explainability and model interpretation and
usually the solution is just not to use black-box model but classical regression or
rule-based model. This is a feasible solution, but to show the complete structure
of the domain, here are some explicit examples of the application of interpreted
machine learning. Kleinerman et al. implemented the system for social matching,
i.e. it recommended user to other user [29]. The system included an explanation
module describing why the user was recommended to increase the probability of
positive responses. Xu et al. [56] explored the factors of ridesharing adoption by
using a random forest model for prediction and feature importance evaluation for
further explanations. Wang et al. [51] implement the technique in the opposite
way: to predict phishing websites they at the first step build simple interpretable
rules and then combine them in a more complex model preserving explainability.

5 Discussion: Limitations of iML

With all the promising opportunities of interpretable machine learning (IML)
methods, it is important not to forget the limitations and assumptions. IML
is not a “magic” that provides great accurate explanations for complex models
with high performance, it is just a tool, that can be misused [27]. The first and
the most important point is that any iML method explains the model, not the
reality. If the researcher has a poor model or poor data, an explanation will not
make it better, in the best scenario, it will help to reveal that it is something
wrong with the model or data. For example, feature importance will show the
most important features for the model, not for the underlying process. Another
model built on the same dataset can show other important features comparing
with the first model. A good strategy is to use insights from models to generate
ideas and then evaluate these ideas on new data [20].

Another limitation of iML is an approximation. Any explanation approxi-
mates the complex structure of the model or data. It is not critical but this is
what the researcher needs to keep in mind. If there are two models with close
performance and one of them is a black box, it is better to choose another one.
Any model is an approximation and a single approximation is better than an
approximation of approximation [45].

6 Conclusion

Black box nature of popular machine learning algorithms, inability to detect
relationships limits their usage in social sciences. Even agnostic approach [20],
described in the Background section, in many cases rely on human validation
and estimation testing. Interpretable machine learning can make these processes
feasible for complex black-box models.

Taking into account the limitations described above, interpretable machine
learning seems to be a good tool both for individual researchers, expanding the
list of possible solutions, and for a group of researchers, providing a way of
interaction and communication between experts from different domains about
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the meaningful aspects of the constructed models, not the technical details [7].
Moreover, expert knowledge can be used to develop a better explanation sys-
tem [12].
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Abstract. Digital literary studies are a branch of digital humanities, which deals
with national or world literatures. In this paper, we discuss normalization issues
which are crucial for compiling eCulture resources, designed for cultural analytics,
social and literary studies, as well as various aspects of digital humanities. One
of such resources is the Corpus of Russian short stories of 1900–1930s with
the detailed information about Russian writers of the epoch in concern intended
for stylometric, linguistic and literary studies of Russian prose. We see our task
to create a literary resource based on a system approach to the literature of a
certain time period, which implies inclusion into consideration literary texts of the
maximum number of writers, who created their works in the given period, both
well-known and peripheral. The paper concerns the problemof data normalization,
which is a necessary requirement for statistical processing of data of any kind. We
describe how we deal with the problem of different spelling, how we normalize
manual annotation of literary themes made by an expert and how we tackle the
problem of standardization of biographical descriptions of authors. The obtained
normalized data can be used for various kinds of research in the field of literary
studies, digital humanities, computational linguistics, and cultural heritage studies.

Keywords: Cultural heritage · Digital humanities · Russian literature · Literary
corpus · Literature studies · Normalization · Spelling · Thematic annotation ·
Biographical descriptions of writers

1 Introduction

Digital literary studies are a branch of digital humanities which deals with national
or world literatures. In this paper, we discuss normalization issues which are crucial
for compiling eCulture [29] resources, designed for cultural analytics [20], social and
literary studies [4, 5, 25, 26], as well as various aspects of digital humanities [6, 7, 11, 15,
21, 47]. The importance of data normalization is justified by the fact that it is a necessary
requirement for statistical processing of data of any kind [27].
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Weconsider normalization issues from thepoint of viewof a literary digital resource –
the Corpus of Russian short stories of 1900–1930s with the detailed information about
Russian writers of the epoch in concern, which is intended for stylometric, linguistic and
literary studies of Russian prose in the first third of the 20th century [24]. This digital
resource is currently being developed in St. Petersburg State University in cooperation
with National Research University Higher School of Economics, St. Petersburg. Its
design is based on the notion of a literary system proposed about 90 years ago by
an outstanding representative of the Russian formal school Yury N. Tynyanov [44].
Tynyanov’s ideas, proposed many years ago, have much in common with the modern
approach in literary studies known as distant reading [26].

The annotated part of the corpus includes texts of 300 writers (one story by each
writer, randomly selected) and contains more than 1 million words [23]. It was lemma-
tized and annotated on morphological and selectively on syntactic and rhythmic levels;
all texts were segmented into fragments of narrator’s speech, narrator’s remarks and
characters’ speech. Literary annotation includes type of narrative, themes, and some
structural features of texts [38, 39].

The results of automatic text processing were subjected to manual correction
(removal of homonymy, segmentation tagging, syntactic annotation). Three types of
frequency lists — for words, lemmas, parts of speech — have been compiled for each
short story, for each of the three historical periods, and for the annotated subcorpus as
a whole; statistical parameterization of these frequency lists has been carried out, and
the keywords for each of the periods have been statistically calculated [33]; the varia-
tion of syntactic complexity was measured [36], and automatic thematic modeling via
non-negative matrix factorization was carried out [45].

The corpus becomes the base for stylometric text analysis of Russian prose and cul-
tural studies on Russian writers, both famous and forgotten writers. However, in order
to expand its capabilities we plan to enrich it with new texts and new description param-
eters. Some of these data require normalization, which should allow to prepare literary
data for processing by quantitative methods. On the other hand, the suggested transfor-
mations, especially for thematic and biographical annotations, present a necessary step
for the digital text analysis of corpus data and better human-machine interaction. In this
paper, we consider three aspects which require normalization: text spelling, annotation
of literary themes and biographical descriptions of writers.

2 Normalization of Spelling

The need to normalize spelling is determined by two reasons: 1) the use of old (pre-
revolutionary) spelling in Russian texts published earlier than 1918, 2) the deliberate use
of non-standard spelling by writers with the aim to provide texts with certain stylistic
features — dialectal, vernacular, outdated, etc. The problem of different word spellings
requires a solution, since the variety of spelling prevents efficient data parsing, which
use standard dictionaries.
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2.1 Modern Spelling vs. the Post-revolutionary One

The last reform of Russian spelling was carried out in 1917–1918, just in the midst
of revolutionary events. Despite the fact that the reform was developed long before the
revolution by professional linguists headed by Aleksey Shakhmatov and had no political
goals, because of the fact that its practical implementation took place recently after the
October revolution, the reform has been long associated with the Bolsheviks’ rule. In
general, this reform was considered to be successful, partially because it was linked to a
political turning point, so that the new writing system became associated with the new
order [6].

The aim of the reformwas to simplify Russian spelling in general and to unify several
inflections and prefixes [1]. In particular, the four letters Ѣ, Ѳ, I and Ѵ were excluded
from the alphabet; instead of them the letters E, Ф, and И were prescribed to be used;
the hard sign (Ъ) should no more be used in the end of words and parts of compound
words, but it was remained as a dividing mark inside words, etc.

The example of the old and new spelling is presented below. This is a piece of the
short story by Arkadij Averchenko Zheltaya Prostynya (The Yellow Sheet) in old (left)
and modern (right) spelling:

In the Corpus of Russian short stories, it was decided to keep all texts in modern
spelling and to convert the old spelling into a new one when necessary. The need for
conversion arises primarily for those texts that were not published in modern spelling
and were digitized specifically for the corpus. In addition, a number of digitized texts
available in open Internet sources are presented in the old spelling.

Due to the fact that the list of spelling changes introduced as a result of the reform
of Russian orthography of 1917–1918 is closed, one can use automatic replacements to
translate texts in the old spelling into the new one. First of all they are the following:

1) to remove all Ъ at the end of words,
2) to replace Ѣ with E,
3) to replace Ѳ with Ф,
4) to replace both I and Ѵ with И,
5) to make selective replacements in flexions: -ыя → -ыe, -aгo → -oгo/-eгo, -eя →

-ee, -ия→ -иe, -ягo → -eгo, etc.
6) to replace particular words: e.g., oнe (they) → oни,
7) to remove hyphens before particles -бы, -ли,
8) to insert hyphens in the words чтo-тo, чтo-либo and similar,
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9) to change the combinations -зc with -cc, -зп→ -cп, -зк→ -cк, -зч→ -cч, etc.

However, this procedure cannot currently be performed fully automatically and
requires editorial revision.

While spelling procedures are relatively well formalized, the same cannot be said for
the use of punctuation marks. Traditionally, the number of punctuation marks is consid-
ered to be an indicator of the complexity of syntactic structures, so the rules for placing
punctuation marks should also be standardized. However, in the pre-revolutionary prose
there is a big variety in this aspect, as different writers might use punctuation in quite
different ways— therefore, when texts are brought to a modern punctuation rules, some
of the author’s marks may be lost. At the moment, the question: How should the use of
punctuation marks be normalized in the transition from the old spelling to the modern
one? — still remains open.

2.2 The Deliberate Use of Non-standard Spelling

Another difficulty arises when writers deliberately use non-standard spelling of words
in order to provide texts with certain stylistic features. Most often it happens in text
fragments referring to spoken speech of characters, reflecting its dialectal or vernacu-
lar character. However, many publications concerning peculiarities of the language in
the revolutionary historical period note its numerous lexical features: 1) abbreviations,
2) toponymic changes, 3) neologisms, 4) bureaucratese, formulaicity, and phraseology,
5) vulgar tongue, popular speech and slang words [3, 14, 28, 31]. The last means that
popular speech becamewidespread, moreover, it is also used in literaryworks, especially
by the new writers of young Soviet Russia, many of whom did not have the appropriate
education [22]. A quantitative confirmation of this fact is, for example, the appearance
of the colloquial spelling of the conjunction чтo? (what?) asшo? in the list of keywords
of post-revolutionary era.

According to [41], the following vernacular variants frequently occur in the anno-
tated part of the corpus:щac (a colloquial form of the adverb ceйчac “now”, which coin-
cides with its real sounding), пoжaлcтa (a shortened form of the word пoжaлyйcтa
“please”),тyды (a vernacular variant of pronounтyдa “there” / “thereto”) and длиньшe
(a grammatically incorrect form of the adverb длиннee “longer”). Moreover, if the first
two examples are relatively standard forms which reflect real phonetic sounding of the
corresponding words, then the last two examples are grammatically incorrect variants
that are not acceptable in speech of educated people, therefore they aremarkers revealing
the character’s low social origin.

The presence of words with incorrect spelling in literary texts complicates their
processing, as usually they are not included in the dictionaries on the basis of which
lemmatization, POS and grammatical parsing is carried out. This problem can be solved
in two ways. First of all, it may be proposed to expand the customized dictionaries used
by morphological parsers. Another option is to translate copies of texts into normalized
forms for their subsequent automatic processing. It seems that the second option is more
preferable in those cases when it is supposed to use different software.
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3 Normalization of Literary Themes Annotation

3.1 Expert Literary Themes Annotation

In last two decades, one may observe an increase of studies of fiction language by
formal, corpus and statistical methods [2, 12, 19, 47]. Besides, this research area takes
advantage of ideas, tools and practices being developed within digital humanities [7, 8,
11, 37]. However, a common drawback of the existing resources is a poor representation
of literary annotation. The reasons for this lag are understandable: at present, there are
no automation procedures for literary annotation.

The need for thematic annotation is determined by a number of factors. First, it is
necessary for correct interpretation of frequency word lists of different writers, as well
as for clusters of writers, built on the basis of the proximity of these dictionaries [33].
It is obvious that the vocabulary of some particular literary work is largely determined
by its themes, not only by stylistic preferences of its author. Therefore, when creating
the corpus, it seemed advisable to introduce into the corpus database such a description
field as the “main themes” of the story.

When creating a list of themes, it was decided to abandon the use of standard thematic
sets like “100 common thematic topics”, which 1) from our point of view, are not always
suitable for describing the genre of short prose like short story, and 2) do not take into
account the historical specifics of the period under review, in the center of which are the
revolutionary years, which radically changed the face of Russia and could not but affect
literary creativity.

When forming the list of topics, it was decided that they should be based on literary
data, that is, to follow the empirical path. The initial list of topics was suggested by
Tatiana Skrebtsova and described in [39]. Here, it should be noted that the creation of a
theme mark-up for the corpus which consists of literary texts only is a quite challenging
objective. The explanation lies in the controversial position of theme in literary tradition.
Even the term itself has various definitions, not to mention the ambiguity of its repre-
sentation in the story. Due to the difficulties that theme-naming procedure reveals, the
scholars are often reluctant to consider the theme as a valuable source of information
about the text [10]. However, a different view on theme as a combination of semantic
components of text is also present, declaring its relevance to literary analysis [43, 46].

As a result, the list of 89 themes was suggested, which covers a diverse range of
themes occurred in Russian short stories. The initial theme mark-up was done manually
by an expert. The chosen approach is “the identification of all semantic components that
contribute to the plot, determine the protagonist’s motives and actions and directly bear
on the conflict and its resolution” [35]. The number of detected themes per story is not
fixed: one story can be described via several themes at the same time. This scheme was
proven to be quite descriptive and effective for the comparison of corpus entities [ibid.].

3.2 Normalization of Expert Literary Themes Annotation Scheme

However, the list of 89 themes turned out to be rather complex to work with and, what is
more important, it had too many detailed thematic elements lying on the random levels
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of explicitness. Because of that, it was decided to carry out data normalization for this
list of themes.

The aim of this procedure was to reduce the number of thematic tags, combin-
ing several similar tags into the generalized one. For example, three different tags
Civil war; Russo-Japanese war; World War I can be generalized by the common
tag WAR. The procedure reminds the labeling with the limited number of cate-
gories, or in our case — tags. Each tag has been given a unique code. As a result,
the list of themes has been reduced from 89 to 30. The normalized theme annota-
tion scheme includes the following tags: FUTURE, MODE OF LIFE, RELATIONS,
WAR, CITYLIFE,MONEY, CHILDREN,VIRTUE, LEISURETIME,ART, BEAUTY,
LOVE, DREAM, YOUNG PEOPLE, VIOLENCE, POLITICAL STRUGGLE, VICE,
NATURE, PROGRESS, MENTAL STATE, REVOLUTION, RELIGION, FREEDOM,
FAMILY, DEATH, SLEEP, SOCIAL GROUPS, SOCIAL PROCESSES, LABOR, and
FANTASY. The correspondence between the initial scheme and the normalized one can
be found in Table 1.

The undertaken movement from the detailed thematic elements to the more abstract
ones is reflected in the main approach to tagging that underlines a metaphoric nature of
theme as a radial linguistic category [17]. Evidentially, one certain theme, acting as a
semantic invariant of the text, can cover several meanings that are being expressed by
various authors. Besides, it is possible for one theme to include a number of semantic
features which are not necessarily related in an obvious way.

In the light of this, the reader’s figure becomes crucial. During the reading, the reader
participates in the decoding of fiction reality, otherwise the interpretation of text would
be impossible. This procedure as well as categorization is cognitive by nature [42]. The
interpretation which leads to the identification of the story’s theme is possible due to
imagination — the understanding of text via conceptual metaphors. Thus, the theme of
text is not being embedded entirely by author. The theme’s formulation mainly depends
on the reader, his/her ability to read through the text. With regard to this specificity of
the theme’s nature, it is needed to conduct the theme annotation for a certain group of
readers.

According to [46], it is recommended to distinguish themes, having an average
reader in mind. This kind of reader demands the combination of abstract and explicit
themes together. These themes have to be understandable, expressed by the wide-known
terms. In other words, any sophistications or, on the other hand, overgeneralizations
are unwanted. For example, the tag LOVE connects such subthemes as romantic love,
unrequited love, mutual love, passion, sexual affection, and etc. At the same time, it was
decided to put the thematic element parent’s love into a different category — FAMILY,
uniting it with such themes as fathers and sons, marriage, unfaithfulness, and etc. This
is the evidence of the annotation on two levels of explication, induced by the aim to not
only unite the texts by one theme but also to strike the differences between them.

In the ongoing study the thematic annotation seems to be crucial because of the
historical specificity of the corpus. The stories have beenwritten during important social,
political, and ideological changes in Russia: for instance, WorldWar I, the February and
October Revolutions, and the Civil war. This kind of meta-information in the corpus
database allows to learn about the literary text “as a part, expression of something more
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Table 1. The list of theme tags matched with themes in expert annotation.

Normalized tags Related themes in expert annotation

ART Art, creative activity

BEAUTY Ideal vs. reality

CHILDREN Children

CITY LIFE City vs. nature; country vs. city life

DEATH Death from gunshot wounds; death from natural causes; execution;
sudden and accidental death; suicide; murder (not at war)

DREAM Dreams vs. reality; frustrated hopes, disillusionment

FAMILY Fathers and sons; marriage; parental love; unfaithfulness

FANTASY Doppelgänger theme; mysticism, hallucinations, presentiments

FREEDOM Feeling of freedom

FUTURE Bright future

LABOR Non–peasant work

LEISURE TIME Christmas; Christmas tree; New Year’s Eve

LOVE Body life; mutual sexual love of man and woman; prostitution; romantic
love; unrequited love

MENTAL STATE Insanity; loneliness; passion for life; remorse; shame

MODE OF LIFE Boredom; monotonous life

MONEY Bribery; money; poverty, hunger, hardships; the rich vs. the poor

NATURE Country life; land as property; pets and animals; hunting

POLITICAL STRUGGLE Punishments for political crimes (prison, hard labor, deportation);
revolutionary movement

PROGRESS Explorations and inventions; industrial advance; new lands development

RELATIONS Deceit; fraternity, solidarity; friendship; jealousy; mentorship; revenge;
rivalry; treachery

RELIGION Christian God; religion as a social institution

REVOLUTION October revolution

SINS Alcoholism; envy; greed; pretense; platitude; outer self vs. inner self

SLEEP Disturbed sleep; sleep vs. reality

SOCIAL GROUPS Cossacks; peasant life; relations and conflicts between different nations;
the Jewish question; working class

SOCIAL PROCESSES Emigration; mass education; new social order; the old vs. the new;
pre–revolutionary unrest; women’s emancipation

VIOLENCE Rape; cruelty; blood

VIRTUE Nobility of character, magnanimity, self–sacrifice; readiness to forgive;
spiritual rebirth; willingness to help, be of use, philanthropy

WAR Civil war; Russo–Japanese war; World War I

YOUNG PEOPLE Young people
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Fig. 1. Frequency distribution of tags DEATH and LOVE.

meaningful than the text itself: the poet’s personality, psychological moment or social
situation” [18]. For the same reason the annotation tends to be balanced and includes not
only “popular” themes (love, friendship, death, etc.) but history-related ones (political
struggle, revolution, war, etc.) as well.

It has to be mentioned, though, that even the “popular” (or common) themes can be
used to characterize a certain period. The diachronic comparison of tags shows that they
are not evenly distributed. Figure 1 illustrates the increase in the number of stories labeled
with tags DEATH and LOVE between the years 1914 and 1917. After the revolution,
the decline in the usage of the theme LOVE can be noticed. At this time the frequency
of the tag DEATH remains to be stable until the next significant growth in the years of
the Civil war in Russia and the period after marked by the years from 1925 to 1928.
This sort of tendency has been expected for history-related themes, however, not for the
common ones.

With regard to social and political themes, a strong revival of interest also corre-
lates with the year of text’s creation. Moreover, it is vividly seen during the time of
historical changes. There is a clear expansion in the number of stories labeled with tags
SOCIAL_GROUPS and SOCIAL_PROCESSES after the revolution (Fig. 2). The tag
SOCIAL PROCESSES shares such themes of expert annotation as pre-revolutionary
unrest, new social order, emigration and so on. The tag SOCIAL GROUPS includes
the following thematic elements: Cossacks, peasant life, working class, relations and
conflicts between different nations, and the Jewish question. It explains the popularity
of these tags in the named period.

The advantage of this list of tags is that it can easily be changed. On the whole, the
idea of annotation echoes the main principles of thematic implication and explication
[46]. With respect to these principles, it should be possible to convert any proposed
theme from one level of explicitness to another. The tags in the present list allow this
kind of both-sided transformation. So, the tags that do not help to distinguish the texts
from each other can be removed and replaced with the detailed versions of them. The
tags that are, on the contrary, too specific can be joined with the ones they were originally
separated from.

All things considered, the interpretation of this tagging system proves to be effective,
however, requires an additional commentary on the contents of each tag. For the named
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Fig. 2. Frequency distribution of tags SOCIAL_GROUPS and SOCIAL PROCESSES.

reason, the subthematic mark-up is planned to be provided in order to ease the search in
the corpus for users. The inner level of the theme annotation demands a rereading of the
stories by several different experts and another normalization procedure – individually
approaching the certain thematic groups, but yet abstractedly corresponding them with
each other.

4 Normalization of Biographical Information About Writers

The task of including in the corpus texts by the maximum number of Russian writers
whose creative work falls into the period under study is closely related with another
important task, namely, the preservation and popularization of Russian literary heritage,
a significant part of which during the Soviet period and until recently was practically
erased from the memory of the people. As already noted, to date, a list of writers that has
been formed exceeds 2800 names. Of these, the average reader is relatively familiar with
100 names at best, whereas the overwhelming majority of writers is little-known even
for literary critics or completely forgotten. Therefore, unlike well-known biographical
systems that are developed on the basis of already existing biographical databases [9,
13, 15, 16], in our case we cannot use any ready-made biographical resource but must
develop that of our own. This contributes to the humanitarian value of our project.

The biographical module is designed of as one of the parts of the Corpus of Russian
short stories. Thus, for building a formalmodel of a literary system, aswell as for studying
individual author’s styles and artistic trends, it seems appropriate to take into account
certain sociological characteristics and biography features of writers. Apparently, social
environment, education and profession of thewritermake a significant contribution in the
formation of his/her stylistic skills and ideological preferences. Taking these factors into
account for the quantitative analysis of literary texts will make it possible to determine
whether a relationship between social characteristics of an author (and some important
features of his/her biography) and the personality of his language and style really exists,
and what is its real measure.



Normalization Issues in Digital Literary Studies 341

4.1 Biographical Database

The first version of the biographical database contains three main modules: 1) the list of
authors, 2) biographical data, 3) sources of biographical data. The detailed description of
the database fields can be found in [32]. The task was to collect biographical information
in order to accumulate material and assess the prospects for its optimal normalization,
therefore, at this stage there were no strict requirements for filling these fields.

As a result, from the list of 300 prose writers whose texts were included into the
annotated corpus, biographical data of varying degrees of detail were found for 284 out
of 300 writers; the biographical data found for 7 little-known writers is minimal, and for
9 authors (P. Uryupinsky, Anton Gorelov, Alexander Tyukhanov and others) we did not
find any reliable information, even the years of their lives.

4.2 Normalization of Biographical Information

The next important task of creating the biographical database of Russian writers is
the normalization of information presented in description fields, which should allow
automatic search andfilteringof data by appropriate parameters.Combiningbiographical
information with corpus annotation of literary works will make it possible to look at
literary texts, language and style features from a new angle – from the point of view of
individual sociological characteristics of authors and specific features of their life path.
We think that such an interdisciplinary approach could be very promising.

Taking into account the enormous amount of unsorted data, it was attempted to
normalize the information that has already been collected, starting with those authors
whose texts are presented in the annotated subcorpus. The first step includes dealingwith
numerous aliases that authors used while publishing their works. To begin with, each
author in the database has a unique code. For example, A041 is a code for Budishchev
Aleksej Nikolaevich (1867–1916). Information about pseudonymsmainly obtained from
[40] is presented in a special table which is linked with the main one by the writer’s code.
Thus, for Budishchev we have the following pseudonyms: A. B., Aljosha Chudilovich,
Alikber, and etc. [ibid.]. The indication of this category is inevitable due to the cases of
the reoccurring pseudonyms among different authors.

The next procedure was aimed to standardize the dates. Here, the problem lies in
the complexity of the output: in Russia, before the revolution, the Julian calendar was
used; it was switched to the Gregorian one only after 1918. In the considering timespan
a majority of dates is shown in both systems. The years of birth and death were removed
from the dates given in the “day-month” formatting style to a separate column. By the
year, the modern days and months of birth and death were calculated. According to [30],
for the years from 1st March 1800 to 29th February 1900 the added to the “old-fashioned”
date number of days should be equal to 12, for the next years, until 2100, the number of
days is 13.

Moreover, the causes of death have been proposed to be included too. They were
classified in the following way: death from old age, disease, suicide, unnatural death.
A more detailed version of the list implies naming the specifics of death, mentioning its
circumstances (if it is possible). For instance, the disease phthisis could be induced by
such circumstances as banishment, accident, age, and so on.
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With regard to the places of birth, death, and living, the situation is similar. A lot
of cities and towns that are found in the sample do not have the same names today. For
instance, Saint Petersburg was renamed at the beginning of theWorldWar I as Petrograd
and then, after Lenin’s death, as Leningrad. So, some of the authors were born in Saint
Petersburg but died in Petrograd or even in Leningrad. This kind of transformation
seems to be relevant for the visualization which is to be conducted afterwards. Besides,
it is also planned to add information about the commemorative places of these writers
later.

To derive the social background the authors come from, the information about their
parents needs to be sorted. The suggested fields are mother’s name, father’s name,
mother’s nationality, father’s nationality, mother’s descent, and father’s descent. In this
way the nationality and descent of the authors themselves can be identified.

Logically, another piece of information related to the author’s background is the type
of education. The peculiarity here is connected with the tendency to homeschooling in
the 19th century when the majority of authors presented in the corpus were born. So, the
education was divided into two categories: secondary education and higher education.
The statuses for each level of education are yes, no, unfinished. A more detailed version
includes the name of university (Saint Petersburg State University, Sorbonne, Kazan
University, Kiev University, and etc.), its location (Moscow, Saint Petersburg, Paris,
Kazan, Kiev, and etc.), and the year of graduation.

Another biographical feature that prompts interest is the professions of Russian
writers. However, we mean to consider not the profession they acquired at the university
but only that kind of professional activity in which they were actually involved. For
instance, writer, playwright, journalist, doctor, official (chinovnik), and so on. For that
matter, the places where the writers worked also become crucial.

From the previous point emerges the systematization of the publishing activity.
Though the main focus of the corpus is short stories, it is worth mentioning the other
genres these authors are usually associated with, too, alongside with the main literary
movements to which their works belong. The list of other genres includes short story,
essay (ocherk), novel, poetry, etc. With regards to literary movements, the frequent ones
are symbolism, realism, social realism, etc.

A huge part of Russian pre-revolutionary writers finished their lives in emigration.
It is intended to learn how many of the authors emigrated from Russia and, on the
contrary — how many stayed. So, the main part of the database presents the common
information: yes (emigrated) or no (did not emigrate). For those authorswho did emigrate
the table will include data about the place where they lived during the time of emigration
and when it started and ended.

The suggested ways of biographical data normalization are aimed to lay a solid
ground for the further work towards the creation of a fully-fledged annotated database
of Russian short stories. As there is no unified resource that contains information about
all of these writers, it makes the intended objectives even more challenging.

5 Conclusion

The paper concerns the problem of data normalization, which is a necessary requirement
for quantitative processing of any data. We described our approaches to normalization
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of spelling, literary themes and biographical descriptions of authors. Normalization
provides new opportunities for further quantitative studies. For example, basing on nor-
malized literary themes distribution, an experiment aimed at comparison of results of
topic modelling via non-negative matrix factorization (NMF) with that of manual theme
annotation performed by an expert was carried out [34]. The obtained normalized data
can be used for various kinds of research in the fields of eCulture, literary studies, digital
humanities, computational linguistics, and cultural heritage studies.

Obviously, the proposed normalization approaches have certain drawbacks, therefore
they cannot be considered to be final, but at the moment they are quite effective. Another
difficulty is that the described procedures cannot be fully automatized. For example, for
normalization of spelling, even if some scripts are used, additional verification is still
needed; with regards to normalization of themes, it can only be conducted by a human
since it often requires referring to the text in concern and its close analysis. In future, the
latter may be improved by implementing the training of models on the results of expert
thematic annotation.

Further, it should be noted that the number of levels of data annotation that may also
require normalization is increasing. In particular, an experiment is now being conducted
on the parallel literary annotation of the corpus by three independent experts, which, on
the one hand, will allow assessing the level of agreement in the interpretation of literary
texts by different experts, and on the other hand, will give a new array of datasets, which
will obviously require further normalization techniques.

All these measures should allow to enhance the quality of normalization of the
different types of annotation that are suggested for the literary texts and, what is more
important, to make it more user-oriented. This study suggests that the literary corpus
data can be used for various purposes and by a wide range of cultural institutions.
Normalization thus is aimed to present the information in question not only as detailed
and comprehensive but also applicable in different fields that are undergoing digital
transformation at the moment, first of all – education (universities, schools, museums,
libraries, etc.), to what extent it is possible.
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Abstract. The process of tabletop game design is a complex iterative process that
involves many tasks. Given the development of the industry, Computer Aided and
evenMixed Initiative Design (MID) practices appear more and more often. More-
over, the academic field produces a variety of tools relevant for game designer’s
assistance. However, the question arises: to what extent these tools meet the needs
of modern tabletop game designers and do they fit into the current structure of
the board game development process. This work aims to identify tabletop game
designers needs and based on them prototype tabletop game design assistant
(TGDA). We conducted in-depth semi structured interviews with tabletop game
designers and described needs with a Job Story framework. Then, we partially
implemented and prototyped them within a Jumanji Game test case for reliable
interactive system assessment (Wizard of Oz). Findings demonstrate that game
designers do not use any specialized or academic tools, even though the tabletop
game development requires computer assistance. We indicate several reasons for
that and propose principles of close-to-end-user production approach for conve-
nient and reliable development. We also provide list of uncovered tabletop game
designers needs for future implementation together with overall TGDA system
requirements and areas of potential academic interest regarding tabletop game
design.

Keywords: Game design · Tabletop games ·Mixed initiative design · User
research · Prototyping

1 Introduction

In recent decades the tabletop game design industry has undergone significant develop-
ment: each year a plenty of both new games and sequels are released, the number of
players and authors is growing1. However, development is accompanied by new chal-
lenges, additionally, the pandemic has hit the industry significantly, given that social
interaction as one of the main features of non-solitaire board games [1] was partially
restricted. Nevertheless, this has served as an incentive for the creation, development,

1 https://boardgamegeek.com/.
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or more active usage of digital tools such as Tabletopia2, Tabletop Simulator3, Yucata4

and others that allow distant game playtests to be conducted, etc.
All this evidence the tabletop game design process diving deeper into Computer

Aided Design (CAD) practices, whose main idea is assisting a person with computer
initiative to create certain artifacts. It remains unclear how far the use of CAD practices
goes andwhether it achievedMixed initiative design (MID) or co-creation (MI-CC) level,
which suggest to drive decision not only by human, but by a machine as well, which
results in a synergy of initiatives of both (not necessarily equal) [2]. In the academic
field, they are found separate examples of practices [3–5], as well as autonomous app
solutions [6–8], with a different, sometimes even polar, ratio of Human initiative (HI)
and Computer initiative (CI).

They mention various advantages computer computational capabilities, machine
learning (ML), artificial intelligence (AI), or the MID method may have while testing
and analyzing board games, especially, comparing to conventional classical playtests.
Thus, Borovikov et al. concludes that player-assisted playtesting is an expensive and not
always efficient practice, while AIs can handle same sessions faster while exploring a
larger play area with a greater number of tests [9]. Large exploration area, according to
Mahlmann et al., allows one to perfectly cope with the task of identifying unbalanced
elements or combinations [5], while Guhe and Lascarides use the same advantage to
balance entire game strategies [10]. Despite the AI excellence, Beyer et al. question how
much playtests can and should be automated and conclude the most effective approach
to playtesting, in terms of the results obtained, is a combination of manual and computer
test [3]. De Mesentier Silva et al. also agree upon MID being best practice, especially in
the early stages of design, as it allows to evaluate the fundamentals of a game, identify
exploits not covered by the rules, determine the dominant strategies or elements and,
togetherwith the gamedesigner (GD), come to the optimal game set, fromamathematical
and experiential sides [4].

Notwithstanding advantages and disadvantages described the question remains: do
these solutions meet the needs of modern tabletop GDs and do they fit into the current
structure of the board game development process?

The paper goal is to answer this question by identifying the needs of GDs and
prototyping an appropriate assistant client. The prior scope of this research is devoted
to board games testing and analysis, as this area represents the iterative nature of game
design process and takes a major part of it [11].

We conducted 7 in-depth semi-structured interviews with experienced tabletop GDs.
Based on obtained data, client concept was developed: from user scenarios and func-
tionality to integration requirements. Interactive prototype was used to test the concept
in the second round of interviews with same participants.

2 https://tabletopia.com/.
3 https://www.tabletopsimulator.com/.
4 https://www.yucata.de/en/.
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2 Related Research

2.1 Game Design as Business Process

Game design is a complicated process of game or play creation [11], where the game is
a formal interactive dynamic system, which parts relate to each other in a certain manner
[12]. The structure of game design process as of any design is not strictly determined.
Thus, Cardona-Rivera [13] relies upon the situated artifact-centric Function–Behavior–
Structure model of the design activity in general [14], while Duke considers game design
precisely indicating 9 core steps [15]. However, both points out the iterative nature of
design process, in which trial-and-error part is crucial for the progress. Schell claims
the same comparing the game design process to software development, where iteration
or each loop drives development [16]. Feichin proposes a higher level paradigm with
only three prior levels: idea conceptualization, design detailing and implementation with
creativity flowing through out all of them [17].

O’Donnell summarizes expands process structure: game design tasks get accompa-
nied by business operations [18]. Baba and Tschang also considered structure of process
and described several schemes evolutionarily replaced by each other: a linearmodel from
requirements analysis to testing; a waterfall model adding overlapping and iterations;
and a spiral model which made this sequence repeat itself over and over [19]. Salen
discussed a different game design conceptual framework based on Rules, Play and Cul-
ture schemas, where Rules are responsible for a game formal logic or its mathematical
structure, Play focuses on experiential part of player’s interaction and Culture captures
the cultural surrounding or a game context [11].

The above-mentioned game design process description allows to conclude several
game design process features settling framework for a computer assistant development.
Firstly, game design is an iterative process, and the major loops are related to the artifact
creation itself. It makes trial-and-error stage, on one hand, the core activity of game
design, but, on the other hand, its bottleneck majorly lacking for computer assistance.
Then, game design is also a business process with several adjacent tasks beyond game
creation that should not be eliminated when speaking of assistant functionality. Finally,
the game is a synthesis of formal rules, allowing automatization, and experiential play,
bringing in a strong necessity for a human to be involved in testing and development
together with the computer assistant.

2.2 Existing Tabletop Game Test Services

Academic environment does not provide many articles dedicated to development of full-
fledged clients associated with the tabletop game design. Such studies predominantly
observe service for the play testing and game analysis that can be divided into two
fundamentally different groups.

First group use digital capabilities to conduct games remotely and practically do
not differ from real game sessions in terms of the information obtained. For example,
Tabletopia, a digital platform where real players from all over the world can remotely
test the game or its prototype, however, it does not provide any statistics or analysis
of the game features. Tabletop Simulator is like Tabletopia but has additional features:
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VR support, players team voice or text chat, administration over game session (to avoid
bulling or griefing). Services provide interface for interacting and constructor alike game
creation system, however, lack for computer opponents.

Second group use the computer computational capabilities to test gameAI rather than
a game. Therefore, received game insights are by-product. Tabletop Framework (TAG)
is one of the examples [6, 20]. TAG allows user to prototype a game and test it through
AI-facilitated analysis or a human-computer game via GUI. Currently, TAG unites 7
modern games (can be customized) to cover various mechanics and characteristics, and
several AI agents exploiting different strategies. The reasoning behind TAGdevelopment
is that modern board games are very complex and receive little academic attention, as
researchers mostly focus on traditional board games (Go, Chess, etc.) or limited general
game playing frameworks (GGP, Open Spiel, Ludii).

Indeed, latter frameworks also fall into the second group because of a substantial
AI-orientation. For example, OpenSpiel is a collection of algorithms and frameworks
for research on reinforcement learning and game AI development, even though some of
its analysis tools might be used for game design analysis (e.g. the game tree) [7].

The described division is not strict, and transitions are possible between groups.
JSettlers provide an example of servicemoved from the first to the second group. JSettlers
designed as a digital desktop version of the Settlers of Catan for remote playing (first
group) [8] is nowused byGDs and researchers for game analysis or development of game
AI (second group) [10]. However, examples alike latter are limited which indicates a gap
of a tabletop game design computer assistant focused on tabletop GDs’ tasks possible
to facilitate with computer capabilities.

2.3 Game Design Assistant Services

Some articles examine computer game design assistance beyond testing. One of themain
areas receiving scholar attention is the area of Procedure Content Generation (PCG):
creation of game objects, maps, etc. For instance, Google Stadia project “Chimera” uses
generatively adversarial networks to generate same-type content (game cards). However,
Stadia R&D head Erin Hoffman-John notes5 that the human-free Chimera generation
lead to the “nightmare fuel”, the creation of artifacts completely unacceptable by humans,
invoking discussion over HI and CI relation.

Yannakakis mentions several game design assistants with different HI and CI ratio:
Tanagara, Sentient Sketchbook, Unreal Development kit, Garden of Eden Creation Kit,
Oblige, etc. [2]. The focus of the tools is level design assistance (PCG). Tanagara allows
to automatically design 2D platformer levels based on GDs input of level constraints
(rule-based generation) ensure playability [21]. Sentient Sketchbook6 automatically con-
structs low-resolution 2Dmap sketches that can be edited byGD in real time. Service also
suggests further map modifications (via genetic search) regarding the structure and the
map characteristics (balance, playability, etc.). Garden of Eden Creation Kit (G.E.C.K.)7

5 https://www.gamesindustry.biz/articles/2020-03-16-how-can-machine-learning-be-applied-
to-game-development.

6 http://www.sentientsketchbook.com/.
7 https://www.wired.com/2008/12/fallout-3-creat/.
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allows user to create Fallout maps, characters, weapon, storylines, etc. Unreal Develop-
ment Kit (UDK) had the same capabilities but for a wider range of games, unfortunately,
it is no longer supported8. Finally, Oblige is a computer driven tool for random Doom
game levels generation [22].

While UDK and G.E.C.K. are fully driven by GD’s decision, Oblige limits GD
opportunity to interfere level creation causing backlash [2]. In contrast, Tanagara and
Sentient Sketchbook follow MID, where a human and a computer both take part in
creation process resulting in “more creative” outputs [23]. The MID framework and
the GUI usage for communication between the system and the designer can be used as
relevant practices for tabletop game design assistant development.

2.4 Automated Game Analysis Approaches

This section contains separate scholar examples of automated approaches to table-
top games testing and analyzing not packaged as standalone scalable clients. Such
approaches usually rely on one of the following testing schemas: large-scale game
simulation, search for the “ideal game”, approbation of individual elements.

The large-scale game simulation, due to computing power, allowsGD to cover a huge
pool of possible game scenarios and determine areas not covered by rules. An example
is provided by De Mesentier Silva et al., who tested the Ticket to Ride game versions
with AI-based playtesting to identify imbalanced game elements. Game sessions were
automated to test different strategies and AI behaviors, GD had an ability to change
rules depending on the results. Such approach allowed authors to identify scenarios
uncovered by the rules: Wild Loops, cities lack for attention, and “winning” routes, and
to conclude that suitability and winning of a strategy depends upon the map and the
number of players [4].

Search for the “ideal game” enables the optimization of various elements of game
rules, sets of cards and other game elements, often with genetic algorithms. For exam-
ple, Mahlmann et al. tried to achieve balanced (optimal) card deck for Dominion card
game with help of genetic algorithm and game AIs of different skill level. The authors
identified cards that were “too strong” or had “hidden power” for more experienced
players, undermining game balance [5]. Another example is work of Hom and Marks,
who aimed at defining the “ideal” game rules – when winning is equally difficult for any
player, and number of draws is minimized. Genetic algorithm with random inheritance
varied game rule components, received rule set was tested by AI and analyzed using the
balance and diversity. Unfortunately, the algorithm called the rule set played in 5 moves
perfectly balanced, while the other chosen rule sets also turned out to be not particularly
interesting from the players perspective [24]. Evolutionary algorithms were also applied
by Beyer et al., who suggested the mixed initiative model of rules balancing. Unlikely
previous, authors tested video game and changed only those rules features indicated
by players as requiring rebalance. As authors claim, automatic playtest allowed to save
time significantly, and provided extraordinary solutions (which would be rejected by
experts otherwise). However, such tests are expensive to carry out in terms of technical
transcription and computing power, while obtained results still has to be tested with

8 https://www.unrealengine.com/en-US/previous-versions.
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real players [3]. The common problem of the discrepancy of the “ideal game” concept
between machine and real players, was deeply examined by Browne, who highlighted
that completion, balance, advantage, and duration were the most significant criteria for
players, while the criteria strongest correlation with human experience were uncertainty,
killermoves, constancy, change of leader, completeness, duration [25]. These game qual-
ity criteria should be considered while developing tabletop game analysis tool as they
are alternative to real player system interference.

Approbation of individual elements in the context of the game through the abusive
exploitation of these elements or, vice versa, restriction on their use for some players was
used by Jaffe et al., who designed a balancing tool based the restricted-play framework.
The main idea of the framework is to assess balance in terms of fairness of starting
conditions via players win rates: one agent has a feature being assessed, while another
one does not (the restriction), and compare the win rates. This allows to evaluate any
potential changes the author wants to make by create an “early warning system” and
thus, balance the game along the development way [26].

Discussed balancing approaches can be integrated into tabletop game design assis-
tant as core automatic testing schemas. However, one should consider the moment of
its application. For instance, large scale simulation and ideal-game search approaches
are preferable for early stages as they test the basics of the game mechanics, while the
latter approach is more convenient when the game core is fixed, and auxiliary mechan-
ics/elements are evaluated. Nevertheless, there is still a necessity for human participa-
tion (GD or real player) in testing as the best games, according to the computer, can be
unplayable or perceived as boring by players, while fun is heart of the game [16, 18],
bringing us back to MID.

3 Methodology

Considering this paper focuses on development of user-oriented client, which means
needs of GDs drive the development, an iterative study design with the use of a deep
semi-structured interview was chosen as the methodology core. As supportive methods,
inductive context analysis, prototyping with subsequent Wizard of Oz simulation based
on Jumanji case were applied.

3.1 Interview

We conducted in-depth semi-structured interviews with 7 participants who had expe-
rience in tabletop game design: predominantly, respondents are professional Russian
tabletop game developers, but 2 non-professionals we also included, as first interviews
showed game design origin to be a hobby. The interview guide included questions
regarding the current design of the game development process, testing/balancing, and
automation.

Data obtained during interview sessions was encoded in several iterations using
bottom-up approach to identify all relevant aspects without strict binding to the semantic
blocks. Then, for context analysis we used affinity diagrams or affinity walls method:
meaningful segments taken from interview transcription were hierarchically grouped
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into larger themes and topics [27]. This allowed to capture insights and GDs’ needs
on such blocks as GDs’ tasks and responsibilities, current tool pool, game development
process, game testing, game analysis and balancing, additional desires, and pains relevant
for automation features, and real players role within development. Some of segments
were turned into Job stories (JS) – an approach to user needs description, which takes
into account the context that forms the situation when a need arises, and also takes into
account the general goal set by the user [28].

The extracted insights served as the basis for creating future system requirements:
another iteration of hierarchically grouping was done to form system functionality
blocks. Each block was supplemented with JS corresponding to it to reflect situation
for automatization and prototyping.

3.2 Case Study

The system assessment must be conducted in conditions close to real testing or game
evaluation. To recreate these conditions, we took Jumanji (game of one of the respon-
dents), designed by a non-commercial project (testing resources are limited) and being
under the development stage. Jumanji is a competitive game for maximum 4 players
with fixed turn order and cards and dice as major elements. These game features are
widely spread among modern tabletop games (see Footnote 1) making Jumanji a rel-
evant example. The game covers most of obtained JS and has little dependence on a
player, allowing GDs to immerse themselves in the process, check system performance
in real use focusing on game elements and mechanics not player’s perception.

Though several functionality blocks were identified during interview, the realization
and prototyping scope was reduced back to game testing and concomitant analysis. The
game automation and the JS implementation was carried out using the Python language.
The code is publicly available in a devoted GitHub repository9.

3.3 Prototyping and Wizard of Oz Assessment

To evaluate the system’s concept (Tabletop Game Designer Assistant – TGDA), the
results obtained during technical implementation and Jumanji analysis were presented
in a user-friendly form and tested by GD.

For TGDA assessment we chooseWizard of Ozmethod. TheWizard of Oz approach
allows to simulate system performance using the human “wizard” that acts instead of a
system itself during user interaction with service via real interface [29]. In our case, the
approach benefited in avoiding creating time consuming connections between the Python
programming code with the results, subsequent interactive Tableau10 visualization and
the interface. Using Figma11 we created high-level prototype with result of the system’s
performance to simulate interaction with the TGDA. GDs could interact with prototype,
while interviewer guided them through system and its functionality making notes on any
relevant moments. During the observation, special attention was paid to how the results

9 https://github.com/vladakray/Jumanji.
10 https://www.tableau.com/.
11 https://www.figma.com/.
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correspond to the expectations of GDs, what conclusions those results allow to draw,
what is missing or, on the contrary, superfluous, what actions they would like to do next.
The insights gained from the assessment led to the prototype renewal and were added
to the “What’s next” screens section to distinguish them from initial prototype design.

4 Results

This block successively reviews the results obtained with all the methods described
above. We start with the information obtained via the interviews: from discussing the
current structure of the tabletop game development process and identifying GDs’ needs
to the conceptual framework and system requirements. Then, we present the results of
prototyping and implementation of system fragments and move to the assessment done
by experts through Wizard of Oz testing.

4.1 Interview Insights

Tabletop Game Development. Based on the respondents’ description of the current
state of the tabletop game development process, its stages, inputs and outputs, the Fig. 1
illustrating the process scheme was created.

Fig. 1. Design process as a business process according to O’Donnell [18]

For convenience, the process is presented relatively linearly, however, as noted by
Baba and Tschang [19], it is more like a spiral: each block is a new turn of the spiral,
it uses the results of the previous block and attract new resources with new outputs are
branched off. This confirms that the development process in the tabletop game industry
is highly iterative, and each iteration has its own purpose, requiring its own type of
resources. Iteration is characteristic also of parts of process. The GDs noted that often
during one testing session, several iterations of various game settings can be carried out,
which also leads to resource consumption growth. A high level of iterations presents the
main bottleneck, as each iteration requires resources, some of which can be problematic
to acquire. As an example, in addition to the obvious time resource, another challenge
is the search for suitable players (by type: gaming experience, temperament, etc.) in a
suitable amount (mass testing).

Since testing is a major part of tabletop game development (confirmed by inter-
viewees), automation of some parts of the process could reduce time costs as well as
overall resource load. Interestingly, respondents claim the opposite: an automation is “an
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expensive and complex process with limited opportunities”. The latter, indeed, presents
a serious problem, as we found: the abundance of game mechanics prevents the creation
of a scalable system. Respondents also associate limitation with restriction of creativity,
which is an integral part of development process. One of the GDs has mentioned the idea
of co-creativity [2], saying that “an automatic analysis should help designer get into the
creative stream”. This reinforces the need to align MID framework and integrate a GD
in a system.

Nevertheless, player is another “human” to be considered while development as
players opinion is of critical value for the game authors, as the game success fully
depends on it. The latter statement reveals an associated concept of subjective balance -
how the balance in the game is perceived by the players. For the GDs, subjective balance
is more important than mathematical: “Mostly, balance is driven by the perception of
players: calculations in this regard can only set the basis”. And its components can
hardly be mathematized: interest and engagement, tasks complexity, etc., can be only
assessed by players directly. Moreover, GDs claim that some games do not have balance
and there is no necessity for it to be (e.g. Party games). Trying to create a mathematical
model of human assessments may be an interesting area for academic research [25],
but GDs are not interested in automating such aspects or mistrust such solutions. Such
focus on human assessmentmakes replacement of classicmanual testingwith automated
testing impossible.

Beside testing being the game development core, the functionality of a GD also
includes management and business development responsibilities, creative process tasks,
visual design duties and text editing. The toolkit GDs use to cover these tasks is listed in
Table 1. Interestingly, beside testing platforms, GDs do not have any specialized game
development tools. Prototype making tools were named the least satisfying.

System Requirements. The above insights lead us to the design of multifunctional sys-
tem as either one large-scale system or a microservice system covering testing, creation,
management system, text editing. Whichever option to be chosen, the system should
follow MID framework and general user requirements. Below we briefly describe the
system requirements and illustrate it with JS examples.

Testing. This block covers the functions to facilitate various aspects of game testing
and analysis and includes information about game indicators to record (players param-
eters, elements characteristics, session parameters, balance) testing approaches (crash
tests, mass testing, different player type testing, element testing) and gave variability
(enumeration of game situation, game element combinations, game decisions).

Following JS dedicated to game core testing through exploit (element) testing
illustrates one of approaches to be implemented within TGDA:

When I have defined basic game mechanics,
I want to test different primitive patterns of player behavior,
So that I can see what happens to the game and check for a game break down

Creation. Ablock combines functions for creating elements and artifacts corresponding
to them covering creative process and design tasks. We deliberately combined them into
one as output of one (game elements obtained during the Creation Process) are the direct
input of the other (game elements acquire visual form in Design).
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Table 1. Current game design tools and associated tasks.

Tasks Tools

Calculation of game and game elements
balance, elements preparation for design and
illustration

Microsoft Office Excel tables, Google
Spreadsheets

Creation of a prototype (both digital and
printed)

Power Point, Google Presentation, Corel
Draw, Quark Express, Microsoft Publisher,
Photoshop

Remote testing game sessions Tabletopia, Tabletop Simulator

Communication with testers, colleagues
before, during and after testing

Vkontakte, Discord, Telegram

Collecting statistics and feedback on testing
sessions, subsequent analysis

Google Forms and Google tables

Editing of game texts Glavred (Chief-Editor) by Maksim Ilyakhov

Manufacturing physical prototypes Color printer and scissors/cutter

Given the iterative nature of the game design, experts have repeatedly spoken about
routine tasks that are considered as creative but do not requiremuch creativity.Generating
same type game elements was noted as such a task in following JS:

When I need to create many elements of the same type,
I want to auto generate them according to a template with the ability to modify,
So that I can spend less time and creativity coming up with them.

Management System. The block covers management and business development tasks
for the development process supervision. When creating a unified system, this would
serve as node through which one can monitor the state of processes in other blocks or
track the progress of participants, for example:

When I have a list of permanent testers,
I want to track their gaming experience, previous reviews, test scores,
So that I could quickly select specific testers for special testing purposes and easier

report it to reward testers afterwards.

Text Editing. Working with game texts and solving related tasks are often outsourced
(as well as visual design), but outside experts are not familiar with the game/gaming
industry at the proper level, which leads to misinterpretation and misunderstandings.
This establishes the need for an editor focused on game texts and specifics as below:

When I have text rules of the game or text information on cards,
I want to check if text is unambiguous and ensure same terms address same things,
So that I can be sure that the game is perceived / played the way I intended it.

Testing and Analysis: Implementation and Prototyping. Though we focus on game
testing and analysis, the approach described below can be used for implementation and
assessment of other blocks (with relevant modifications).
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First, we divided the Testing andAnalysis JS into semantic blocks based on similarity
of operations required to perform. We acquired following groups:

1. Testing overall game sets by collecting mass statistics:

– Game statistics: win rates, score, cycles, etc., for different game sets.
– Element Strength Analysis: mass testing to summarize element behavior.
– Session Analysis: indicating sessions outstanding average session rates.

2. Element testing: assessment of specific game elements/mechanics within the game.
3. Enumeration: assessment of possible game situations and element combinations that

are difficult to cover with classic manual testing.
4. Decision Tree: assessment of rational choices a player has in different game states.

Then, we assessed the stories if the scenario can or cannot be implemented within
the Jumanji game. “Passed” stories were adapted, executed in Python, and the (real)
results were demonstrated in TGDA prototype12. “Failed” JS, e.g., Element testing,
were conceptually visualized (if possible) based on the related studies considered. This
approach allowed us to evaluate most of the JS.

Testing Overall Game Sets by Collecting Mass Statistics assumes an automatic game
session run with record of various parameters for further. The game rules system set
out through if-else branches and python classes were taken as automation basis. All
players’ moves are recorded, which enables further game analysis: win rates and score
of each player, average game score, average number of cycles. Any game session can be
viewed in detail and is highlighted as outlying if possesses too high or low average score
or number of moves. Considering that the record of the move includes the elements used
per turn, this serves as basis for further Element Strength Analysis by average win rates
(number of wins with this card / number of uses) and contribution to victory (percentage
contribution to the goal achievement).

Element Testing could not be tested in Jumanji as elements are assigned to the player
randomly and cannot be deliberately exploited. Nevertheless, we invited the authors to
imagine presence of such an element and, similarly to how it was done by Jaffe et al.
[26], demonstrated the possible results of using the restricted-play framework.

Enumeration is dedicated to sorting out various combinations of game elements. Con-
sidering that the Jumanji main game elements are cards, we named this block Deck
Analysis to underline that this block can be scaled to any card games with a proper
modification. Inside GDs had 4 relevant options:

1. Outliers’ identification that can be fulfilled with Element Strength Analysis.
2. Combination Enumeration. In Jumanji the elements are played one at a time, thus,

we conceptually presented function results, if 2–3 cards were drawn at a time.

12 https://www.figma.com/file/6VLAM9tN089ofAZRSY0rUA/Game-Test-Service.

https://www.figma.com/file/6VLAM9tN089ofAZRSY0rUA/Game-Test-Service
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3. Deck optimization uses genetic algorithm with random element mutation for an
optimal game element set selection (deck with a lowest difference in the win rates).

4. Generation of additional elements feature was not implemented or prototyped, as
it refers to Creation (PCG), however, it was added as Gds claimed, “it is logical to
offer help with element generation when we speak about elements”.

Decision Tree is the block devoted to the players’ decision or opportunities analysis.
Jumanji does not imply a rational choice, thus, there was noway to change themechanics
or offer a modification that allowed saving the game core but introduce the choice and
implement JS.

Testing and Analysis: Assessment. DuringWizard ofOz testing,GDs notedmass test-
ing, which “allowed to look at the full picture, instead of scattered data”, as well as
“save time (and nerves), perhaps even money” on testing “where human factor is not
that important”. However, they said that mass testing often includes players’ perceptions
and general game feedback the TGDA lacks. The session analysis was also popular as
many designers initially expressed the desire to run session step by step. They noted:
“the ability to watch a mechanical iteration of different game moves allows you to test
some basic concepts before prototyping and testing them on humans.” This is especially
crucial for games with a choice, as it allows to check various game branches, bringing
back the relevance of the game decision tree.

Regarding Element testing via exploitation, many mentioned it as “interesting, but
unnecessary, replaceable with home test or 1–2 games”, but more cases needed as “some
players really play in such a way, and it is important to check such things”.

Deck optimization caused an ambiguous reaction. GDs considered
it “incomprehensible”. Despite the explanation of the underlying algorithm, the auto-
matic generation was claimed “difficult to verify” and has caused mistrust. However, the
idea of element generation by similar value enumeration made better impression as it
is same to manual sorting through the values, and designers can easily check what “the
machine has spawned”, while with deck “you have to take its word for it.“

For the rest, GDs noted that TGDAwould significantly reduce the time, due to higher
computational speed and opportunity to test elements without “permanent prototypes
cutting”. The ability to interact with elements, information transparency, absence of
“complex code” and system conclusion prompts (result interpretation) were noted as
TGDA advantages. The overloaded design and the overall “complexity” (“everything
is familiar, but you still get lost”) were noted as minor flaws, that can be avoided by
breaking all-in-one tool into mentioned microservice system.

5 Discussion and Design Implication

Currently GDs do not use any specialized tools: they mostly employ non-specialized
programs (e.g., Microsoft Office) except for remote testing applications. This indicates
that the existing academic solutions are not used by tabletop GDs, though the process of
developing a tabletop game requires optimization and improvement,which can be carried
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out with computer capabilities. There might be several reason for ignoring existing
solutions: excessive focus on researching AI not game analysis, programming skills
required (tabletop game design, in contrast to video game industry, does not imply
programming), creativity restriction with high CI level, ambition to substitute current
solutions instead of assistance, high costs for system integration and mismatch between
the need and proposed solution (in our case, deck optimization similar to the solution of
Mahlmann et al. [5] caused distrust).

All this emphasizes the need to use a user-needs-driven framework when developing
a system as it allows to specify relevant user tasks and current solutions, determine the
context, and obtain a list of functional scenarios. Such close-to-end-user development
also provide an opportunity to test the designed concepts at any time.

Another important development framework to consider is MID. This is reinforced
by the high importance of the human factor in the game development process assumed
by the authors’ creativity and the perception of this creativity by the players. According
to GDs, an automated client can help with routine or vast tasks, as well as facilitate
creativity (mates with opinion in related studies [2]), thus acting as an assistant rather
than just a tool.

The most significant point of the paper is that there is a need for such an assistant:
during our user research, we identified a large pool of tasks, that went even beyond
testing and balancing, requiring developing of suitable solutions. By the example of the
testing and balance block,we checked the applied value of such solutions: the automation
of at least part of the tasks can reduce the resource load and the number of iterations,
which are the main problem areas of the development process. In addition, game session
automation can be used as the basis for the future digital presentation and implementation
of the game (not only within the framework of remote testing).

Summing up, designers are ready to transfer many of these tasks to a computer,
however, as related studies and interviews show, full outsourcing is impossible, as the
result of game design is a very human-centered product. In this regard, the participation
of a human is necessary, which makes the above-described user-need orientation, MID
and assistant role frameworks obligatory for developing tabletop game service.

5.1 Future Research

During our research, we have identified various specific game design tasks for automa-
tion. For example, the creation of a management system possesses potential, especially
considering possible collaboration with existing services (e.g., Boardgamesgeek.com
knowledge base). Considering creative processes, elaboration on PCG and subsequent
design and visualization for element prototyping is crucial.

Beyond suitable software toolkit the industry also seeks for an appropriate hardware.
Thus, physical prototype creation was claimed to be the most exhausting process due to
plenty of iterations and absence of convenient tools. Development of such a tool presents
an important practical task (reduce load) and an interesting research challenge as game
elements vary from game to game and have its own specifics.

We also encountered two serious difficulties that impede the development of scalable
tabletop game design systems: the operationalization of mechanics and the simulation
of players (human) estimates of the game. The first deals with the large number and
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variability of game mechanics, their systematization with an emphasis on subsequent
automation would solve the problem of single-game solutions. Simulation of human
assessment, in turn, would allow to introduce human factor into the system which is
crucial for tabletop game design industry. Moreover, this may also help reduce resource
consumption and iteration like how this work describes.
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Abstract. Insulting speech acts have become the subject of public discussion in
the media, social media, the basis for speculation in political communication, and
a working concept in the legal environment. The present research article explores
insulting speech acts on the social network site “VKontakte” aiming to develop
an algorithm for automatic classification of text data. We conducted semantic
analysis of the text of “Article 5.61” of the Code of Administrative Offenses of
the Russian Federation, which made it possible to formulate inclusion criteria for
formal classification. We used three common word embeddings models (BERT,
ELMo, and fastText) on the original Russian language dataset consisting of 4596
annotatedmessages perceived as insulting speech acts. General findings argue that
even in a specialized dataset the share of messages that meet criteria of inclusion
is negligible. This indicates a low probability of going to court on the fact of
an administrative offense under Article 5.61 based on speech communication on
social network sites, even though such communication is public in nature and is
automatically recorded in writing.Machine learning text classifier based on BERT
model showed best performance.

Keywords: Automated classification · Vector word embedding · Annotated
dataset · Forensic linguistics · Corpus linguistics · Linguistic expertise · Insulting
speech act · Internet language · Social network site

1 Introduction

Speech acts of insult inmodern society are discussed far beyond the professional commu-
nity of linguists. Currently, this type of speech acts has become the subject of public dis-
cussion in the media, social media, the basis for speculation in political communication,
and a working concept in the legal environment.

Taking into account the requirement to establish the fact of violation of human
rights and the subjective or multiple nature of the interpretation of an insulting act, law
enforcement officers are forced to address linguistic professional community to expertise
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controversial speech acts. Currently, the number of cases based on materials posted on
social network sites, Internet blogs, forums and other public digital communication
platforms on the Internet is growing.

As an electronic, global and interactive environment, the Internet has greatly influ-
enced the language of its users (see [22, 36]). The language of the Internet is not homo-
geneous, and its characteristics largely depend on the communication situation. The lan-
guage of the Internet is not codified, which is confirmed by its variability and dynamism
with which it develops. Representatives of Internet linguistics tend to consider net-speak
as a specific hybrid form of speech (see [7, pp. 56–76]), and Internet communication
as communicative interaction in the global computer network of Internet users with
different cultural and educational levels [2, p. 13].

Working with speech products of Internet users requires from a linguist not only
mastery of the methods and means of studying the language system and its elements,
taking into account the specifics of Internet communication, but also the skills of handling
large arrays of text data that make up the communicative situation in which the studied
speech product is explored. That means immersion into the individually specific context
of the generation of the studied speech act [11, p. 111].

Special attention should be paid to features of communication realized through social
network sites. It is generally accepted that scales of personal values besides self-esteem
evaluation also include assessment of people’s social environment. A person is in a
constant search for social approval and wants to become an expert in assessing the
achievements of as many representatives of his/her community as possible. From this
perspective, social network sites become a space for socialization [13, 23] and self-
identification (the formation of self-esteem and self-image) [10, pp. 50, 70]. We have a
basic biological imperative: to communicate with other people. This directly affects the
release of dopamine into the mesolimbic tract: this system is based on millions of years
of evolution, so we come together and live as a community, find partners, reproduce as a
species. So there is no doubt that an environment such as a social network that optimizes
connections between people will have the potential for addiction [21].

Insulting as a speech act of a conflict type (see more details in [15, 16]) “is performed
by expressing speaker’s negative opinion of the addressee in a disrespectful way, with
the intention to humiliate and hurt him/her” [34, p. 143].

Within linguistic expertise the content of the notion “insulting act” could be described
through the concept of “communicative perversion” and implies the realization of the
following basic strategies of speech behavior: 1) defamation – public dissemination
of information discrediting someone; 2) verbal discrimination – expression in one’s
speech superiority for racial, ethnic, economic or other reasons; 3) verbal discredit-
ing – undermining authority, belittling the importance of someone, undermining trust;
4) verbal insinuation – prerequisites creation for a negative perception of someone’s
social image [19, pp. 52–53]. The following components of communication situation
show themselves in the structure of insulting speech act: 1) external institutional compo-
nent (publicity, official setting, etc.); 2) participants in the situation and the ratio of their
social roles; 3) the author’s intention (illocutionary force); 4) perlocutionary component
that correlates the statement with the impact it has on the addressee [32, p. 269].
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While dealing with insulting speech acts on the Internet, a linguist faces certain
difficulties. On the one hand, the research focus on the insulted people’s subjective
perception leads to the fact that speech acts marked as offensive (insulting) by a naive
user cannot be considered as facts subject to legal regulation. On the other hand, the
focus on the mandatory establishment of all diagnostic features of insulting act (see
more [12, pp. 44–45]) while expertise leads to excessive liberty among Internet users
who disregard the norms of civilized speech behavior.

A way to resolve the situation could be an intermediate institution of public self-
regulation on a concrete social network site, based on the processing of large data arrays
by a linguistic processor, aswell aswith a built-inmechanism for Internet users to contact
the holders of the social network site. On the territory of the Russian Federation, the
first steps in this direction are being taken by large technology companies and research
centers (see, for example, [1, 26]).

2 Methodology

The present research article explores verbalized insulting acts on the social network
site “VKontakte”. The notion of insulting speech describes a perceptual construct that
represents the emotional-psychological state of a person experiencing negative emotions
as a result of attribution of insulting intention to someone’s actions, behavior, and speech.
The use of this term turns our attention to a sender (see for example [35]) and a recipient,
widening the traditional research scope to analysis of a communicative situation as a
whole instead of focusing only on a speech product. Within these boundaries insulting
speech applies to cases of hate speech (see for example [27]), hard criticism, verbal
abuse, offensive language, hate crime language [8], verbal crime (see for example [6])
and so on as they could be perceived as insulting.

The purpose of the research project was to develop an algorithm for automatic clas-
sification of text data in order to identify insulting speech acts on the Internet social
network site “VKontakte” in Russian language dataset.

We hypothized that, within the framework of social network communication on the
Internet, the share of messages classified as insulting speech acts, using the legislative
description of such speech acts, is extremely small, even if the diagnostic criteria are not
strictly met. We call the applied approach “quasi-legal”, since it implies reliance on the
legislative description of insulting act, however, the diagnostic features do not seem to
be as discrete as is customary when conducting linguistic expertise in the framework of
legal procedure (see, for example, [17, pp. 233–235, 12, pp. 34–45]).

At the first research step we conducted semantic analysis of the text of “Article 5.61”
of the Code of Administrative Offenses of the Russian Federation (hereinafter – Arti-
cle 5.61) [3], which made it possible to formulate the following inclusion criteria for
formal classification:

(1) the presence of an indecent form in the message perceived as insulting speech acts
(in Russian language an indecent form of expression is assigned to abusive, obscene
vocabulary);

(2) the presence of lexical markers that fix the orientation of the statement towards
Internet users – interlocutor (postswith direct appeal using nicknames or pronouns);



368 L. Komalova et al.

(3) the presence of vocabulary that represents the immoral and publicly condemned
qualities of a person’s character and behavior. (This criterion has caused a lot of
discussion between annotators, since it was not possible to formalize it. However,
a convention was adopted in which annotators relied on their linguistic flair and
theoreticalmaterial on the topic “Philosophical foundations ofmorality and ethics”.)

A VKontakte post (text message) was classified as insulting speech act if it met
the three criteria outlined above. To indicate compliance or non-compliance with the
criterion, labels were used while annotating: decent – obscene, person – impersonal,
moral – immoral.

A message (post) of an Internet user to one of the entries on an open thematic
community (public) in Russian language was taken as a unit to analysis.

Due to the fact that we found no appropriate dataset among the existing datasets of
aggressive communication (see for example [31]), the second research stepwas to collect
data. The social network site “VKontakte” was chosen as a source of text information
extraction. The reasons for choosing this site were:

– openness of data in general access terms;
– popularity of “VKontakte” on theRussian-speaking Internet: according to the network
itself, the portal’s monthly audience accounts 73.4 million unique users [37], most of
them communicate in Russian language [4];

– a large number of examples of speech production of communicants available for
analysis in the studied conditions;

– no moderation within some communities.

To select publics, we turned to the VK API tool of VKontakte interface, which
allowed us to collect in an aggregated form a sufficient number ofmessageswith publicly
available information about their authors (given names, surnames and genders). We
selected 13 large VK-communities in which potentially toxic topics were discussed
(foreign policy, feminism, rap, etc.) and there was no obscene lexemes moderation in the
comments. For each of them,we automatically collected comments to the last (at the time
of collection) 50 posts (each post could consist of more than two utterances/messages).
The collection was held in July 2020. As a result, 4610 messages were selected, 14 of
them were excluded as they did not consist any text information.

At the third research step, the resulting data array of 4596 messages was annotated
by a group of annotators (n = 5) using ipywidgets based interface. Five annotators were
trained bachelors. Then two specialists (authors of this paper) validated their annotation
and after that an expert in forensic linguistics examined the selected data.

At the fourth step, the obtaineddatasetwas divided into two sub-corpuses: the training
sample and the target sample in a ratio of 80:20 of the total volume of the dataset. In
absolute terms, the samples consisted of 3227 and 1383 messages, respectively.

For the purpose of text classification, we used three common word embeddings
models: BERT, ELMo, and fastText. Word embeddings are fixed-size numeric vectors
that describe word features in a form suitable for computer processing.

FastText [5] is based on the distributive hypothesis that semantically close words
occur in similar contexts. This principlewas previously used in theWord2Vecmodel [24],
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representing words in a vector form, based on their joint occurrence in text collections.
UnlikeWord2Vec, fastText generates vector representations not for words of the training
sample directly, but for N-grams of symbols. Therefore, this model could be used for
new words that were not encountered during the learning process.

ELMo [30] and BERT [9] present representations that consider the context of a word.
This result was achieved since the architecture of ELMo and BERT is based on neural
networks trained on text fragments, such as recurrent networks in the case of ELMo and
transformer neural networks regarding BERT. Currently, models using contextualized
word representation techniques show state-of-the-art results for many natural language
processing tasks.

Based on the presented models, we built three machine learning text classifiers.

1. A classifier based on RuBERT, which is a BERT model for Russian, trained on
the Russian-language texts of Wikipedia and news portals [18]. The classifier was
finetuned using corpus data for three training epochs.

2. A feedforward neural network trained on ELMo embeddings for the Russian lan-
guage [20]. The network includes two hidden layers of 512 and 256 neurons,
respectively. The text is fed into themodel in the form of averagedword embeddings.

3. A feedforward neural network trained on the fastText embeddings for the Rus-
sian language [ibid.]. The architecture is similar to that described in the previous
paragraph.

The classifiers were implemented using Python 3.6 and open-source libraries for
machine learning, such as Transformers [38], PyTorch [28], and Scikit-Learn [29]. The
source code of the models is available in the repository at [25].

3 Results

Table 1 provides a description of research dataset collected [14]. It shows that even
in a specialized corpus of messages perceived as insulting speech acts, the share of
messages that meet three criteria of inclusion (in accordance with “Article 5.61” of the
Code of Administrative Offenses of the Russian Federation) is negligible (1.1%). This
indicates a low probability of going to court on the fact of an administrative offense
under Article 5.61 based on speech communication on social network sites, even though
such communication is public in nature and is automatically recorded in writing.

Messages in the research dataset are characterized by:

– short length (the average message length was 14 word forms, the most frequent were
messages up to 10 word forms – semantic analysis was performed using https://istio.
com, stop words were included),

– zoosemantisms in the invective notion (for example: bitch, perch, cock, rat, goat,
sheep),

– the presence of references to the ethnical identity of people being insulted (for
example: Armenian, Azer – Azerbaijani, Ukrainian, Jew).

https://istio.com
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Table 1. Dataset description.

Corpus description Number of messages

In absolute terms In %

Corpus of messages extracted out of the social network site
“VKontakte” and perceived as insulting speech acts
Of these (sub-corpuses overlap):

4 596 100

1) sub-corpus of messages with “you” directed vocabulary in real
contexts of use;

630 13,7

2) sub-corpus of messages with obscene vocabulary in real contexts
of use;

572 12,5

3) sub-corpus of messages with vocabulary carrying the semantics of
immorality and censure in real contexts of use;

446 9,7

4) sub-corpus of messages near to legal criterion of insult in terms of
Article 5.61 of the Administrative Code of the Russian Federation
(these messages represent three vocabulary groups listed above)

51 1,1

The dataset analysis revealed that most frequently used for insulting purposes
obscene lexemes (we excluded the use of abusive vocabulary in interjection function)
were variations with the root “fuck” (“ebalo” in Russian) (probably due to their applica-
bility to any gender). Frequently used lexemes that carry the semantics of immorality and
censure include variations of the word “pederast” (pedoras, fagot, fag, pedrilo, pedrilio)
and a group of words synonymous with the word “prostitute” (whore, prostitute, dal-
banka). Messages, as a rule, were built according to the scheme “pronoun + verb +
noun” (you are that), in which verb could be omitted, and the pronoun could be replaced
with the nickname of a user who was an object of an insulting speech act.

Table 2 presents performance results of three vector words representation models
(BERT, ELMo, fastText) aimed at solving natural language classification task in relation
to the collected dataset.

We used the standard F-measure for two classes. It is calculated as follows:

F1−score = 2 ∗ (Precision ∗ Recall)/(Precision + Recall),
Precision = TP/(TP + FP),
Recall = TP/(TP + FN ),

where TP is the number of true positive results, FP is the number of false positive
results, and FN is the number of false negative results.

According to the data obtained, the most productive is the BERTmodel. Of the three
models used, it more accurately classified the inclusion criteria entities (“you” directed
vocabulary, obscene vocabulary, vocabulary carrying the semantics of immorality and
censure). At the same time, classification of the third criterion (immorality, blame) occurs
with a probability of 1:2, which is logical, since it was not possible to apply formalized
classification rules to this category, and the training of the model proceeded only on the
basis of the annotated dataset.
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Table 2. Results of vector models approbation.

Metrics Models F1-score (in %)

“You” directed
vocabulary

Obscene vocabulary Vocabulary with
semantics of immorality
and censure

F1 BERT 73,77% 89,46% 50,21%

ELMo 66,04% 61,95% 39,63%

fastText 46,25% 56,94% 34,83%

Precision BERT 77,59% 90,32% 49,19%

ELMo 72,41% 64,79% 46,24%

fastText 50,68% 63,49% 45,45%

Recall BERT 70,31% 88,61% 51,26%

ELMo 60,69% 59,35% 34,68%

fastText 42,53% 51,61% 28,23%

4 Discussion and Conclusion

The problem of low formalization of automatic processing of large arrays of specific
information identified on the Internet social network sites was solved using the example
of one legal case – administratively punishable insulting speech acts described as in
“Article 5.61” of the Code of Administrative Offenses of the Russian Federation. Such
quasi-legal approach was based on three criteria: (1) speech delivered in indecent form
(using obscene lexemes); (2) personal orientation of insulting speech acts towards other
people (using “you” directed vocabulary and nicknames to address interlocutors); (3) and
presence of a semantic reference to the immorality and censure of people’s behavior and
actions.

Present research did not explore the establishment of the subjective side of the admin-
istrative offense “insulting speech act”: the intention of the insult and the assessment of
the awareness of the act, as well as the degree of impact on the people insulted, were not
marked in any way. In our opinion, the establishment of the subjective corpus delicti is
the exclusive prerogative of the court.

The dataset collected is of practical interest for further research in the field of linguis-
tic expertise of social network site “VKontakte” users’ speech products, as well as for
teachingmethods of analyzing controversial speech products based on Internet-mediated
quasi-spontaneous communication.

Implementation of the elaborated classifiers in real practice does not mean that an
insulting speech act has been established in legal terms. The strength of the algorithm is
that its application allows to identify and exclude text messages, which in the ordinary
sense are perceived as insults, but in the legal field of “Article 5.61” are not an admin-
istrative offense. Thus, the developed algorithm, on the one hand, allows naive native
speakers and linguists-experts to classify potentially insulting speech acts within the
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framework of “Article 5.61”; on the other hand, the classification algorithm is an effec-
tive tool in linguistic expertise, in particular, its use could reduce the burden of formal
expertise and increase productivity in relation to qualitative expertise of a controversial
speech acts.

Among tested vector of words models BERT showed best results of performance in
F1, precision and recall metrics. The most difficult criterion to classify was “vocabulary
with semantics of immorality and censure”: all models showed low performance. It
could be explained by the fact that moral categories of “honor” and “dignity” still have
no codified legal meaning.

In the future, we plan to evaluate the quality of other pretrained language models
on the presented dataset (including the conversational RuBERT, trained on the texts of
social network sites1, and the RuBERTmodel, trained on the posts of VKontakte2 [33]).
As far as we know, at the time of the project realization (June 2020) these models did
not exist yet.

In our opinion, the formalization of insulting speech acts has a general humanitarian
value, since this speech genre is considered within the framework of psychological
violence. Based on the trends in the practice of forensic linguistics, it should be predicted
that the language of Internet social network sites, instant messengers, e-mails, chats,
Internet-blogs as an autonomous form of speech activity will become the main object of
research of forensic linguistics in the near future.
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Abstract. International news plays an important role in shaping public opinion
about the foreign policy and leadership of a country. Yet research shows that the
bias in favor of the current political leadership is prevalent in foreign news cover-
age. In this study, we explore whether these assumptions hold in the case of digital
news outlets in media systems outside of established democracies. We examine
the representations of Russia in digital news streams of Kazakhstan and Ukraine
based on a collection of news published by about 30 top news websites in each of
the countries during 2018 (n = 2,339,583 news items). To study the coverage of
Russia, we follow an approach combining topic modeling for extraction of news
agendas and qualitative analysis of news framing. Then, we compare Kazakhstani
and Ukrainian news agendas and their framing. The results suggest that digital
news media in the selected cases follow expectations based on the research of
offline media despite the transformations that happened in news production with
the advance of the Internet.

Keywords: Digital news media · Topic modeling · The image of Russia ·
Ukrainian crisis · Agenda-building · Framing

1 Introduction

Public support of foreign policy depends on information input from news media more
than support for any other policy [1, 2]. People often lack the knowledge and direct
experience related to foreign countries and rely solely on news outlets when they form
opinions about cross-national relations and socio-political situations beyond the borders
of their home countries [3]. Research shows that news media are limited in their ability
to provide impartial coverage of international relations [4]. Too often, news outlets rely
on the voices from the governments when they select topics and their interpretations [5].
The further lies the country under coverage, the heavier the media’s reliance on these
voices and the weaker their impartiality [6, 7]. However, the cases when countries are
closely situated, possess large cross-border social networks, and long histories of close
relationships are still understudied.
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The Internet has transformed both media systems and journalism practices across
the globe. Thus, the digital space has made the boundaries between media systems more
transparent, leaving the language and access to the Internet as the only barriers between
them [8]. Journalists assembled in vast cross-border online networks expanding access
to informational resources for news making. Furthermore, the Internet made the process
of making and publishing international news cheaper than ever, allowing news outlets
to keep providing international news while not having any foreign offices or staff in the
covered countries. For the societies with political regimes that exertight media control,
this new space became a venuewhere independent news coverage could be published and
accessed by local and international audiences [9, 10]. These changes allow us to assume
that the production of international news in digital conditions could be less reliant on the
voices of the political establishment. Nevertheless, beyond established democracies, the
cases of closely connected countries and their digital news about their neighbors remain
understudied [11].

Specifically, ex-Soviet countries have received less attention than Western countries
in the literature on media systems and international news [12]. Kazakhstan, Russia,
and Ukraine are three ex-Soviet neighboring countries with strong ties in both social
and political contexts [13, 14]. Moreover, all three countries are bounded by the strong
presence of the Russian language and, thus, overlapping media-systems. However, the
current cross-national relations ofKazakhstan andUkrainewithRussia could not bemore
different. While Russia and Kazakhstan are considered political and economic partners,
Russia and Ukraine are experiencing a lasting and complex conflict with both political
and economic dimensions.Kazakhstan has explicitly proclaimedneutrality in the conflict
and proposed to become a mediating party between Russian and Ukraine backed by the
EU and the US. This role requires acknowledging Ukraine’s claims while not subverting
the relationships with Russia. Given Kazakhstan and Ukraine’s geographical proximity
and shared languagewithRussia,will their digital newsmedia drawa similar toUkraine’s
picture of their neighbor? Or will Kazakhstan media balance their coverage of Russia to
support their proclaimed neutrality in the conflict between Ukraine and Russia?

In this paper, we explore the images of Russia constructed by digital news media
of Kazakhstan and Ukraine. To compare these two images, we select about 30 most
popular digital news outlets from Ukraine and Kazakhstan and select all the relevant
news items for the period of one year. We follow a mixed-method approach combining
computational analysis of large text data with qualitative analysis of news framing to
explore images of Russia in the respective news streams.

2 Literature Review

News coverage of foreign countries and international relations differs from domestic
reporting in several aspects [4]. Traditionally, news organizations were heavily depen-
dent on their foreign offices and international news agencies providing information from
abroad. Considering the limited—relatively to the domestic coverage—demand for inter-
national news, in such arrangements, only news outlets able to afford pools of reporters
abroad could enter the market of international news. These limitations, on the one hand,
mean that international news is served for a specific segment of the audiencewith broader
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interests in socio-political and economic matters and, on the other hand, an audience
with limited knowledge and experiences of foreign contexts. Hence, as a product, to ful-
fill the journalistic duty of keeping the citizenry informed, international news requires
‘domestication’ to make apparent to the audience the relevancy of the covered events
and suggest interpretations of international relations unavailable to the average news
consumer [15]. These production constraints make an explicit impact on the impartiality
of international news by limiting access to the full spectrum of perspectives needed for
balanced and neutral reporting. However, beyond these explicit factors, foreign news is
subject to implicit factors originating in the home country of media organizations.

There are two major models describing the relationships between foreign policy,
public opinion, and international news: the propaganda model and the indexing theory
[5, 16]. Both of them stress the lack of perspectives on issues of foreign policy and
international relations that are critical of the political establishment of the home country.
While the propaganda model focuses on the structure of media ownership and interests
of business and political establishment, the indexing theory focuses on the journalistic
practices that introduce bias in the coverage. Thesemodels are not entirely contradictory,
and some recent works aim to synthesize both of them into a new model [17, 18].
Nevertheless, the empirical basis of these theoretical initiatives remains largely based
onWestern countries, leaving out the question to what extent they are applicable to cases
outside the established democracies and to ex-Soviet countries particularly.

Research onmedia systems outsideWestern countries exposes other types of arrange-
ments between the political establishment of a country and media organizations. Most
of this research is concerned with the question of how a political regime can use media
to secure public support and avoid damaging image discourses in the public sphere [19–
21]. The most frequent finding of this strain of research is that political regimes are
more concerned with controlling television with nation-wide broadcasting than digital
news channels. This often implies that in some countries, the Internet serves as the only
medium between audience and establishment-independent news coverage. Although the
independence of digital outlets is frequently in focus such this research, the specificity
of international coverage is rarely considered. Furthermore, as far as we know, there are
no studies aiming to compare news coverage of a country by their close neighbors out-
side cases of established democracies when one neighbor has an open conflict with the
covered country, and the other has to keep partner-relationships with both of them. Con-
sidering the typical restraints of international coverage combinedwith factors restraining
journalistic freedoms in non-democratic regimes, are digital news outlets still open to
critical perspectives on the neighboring country?

The dependence of public opinion on news inmatters of international relationsmakes
it important what image of a foreign country is constructed by news streams for the
audience [1, 2]. A negative image can undermine international partnership and support
for the current leadership driving the foreign policy, while a positive image has little to no
impact [22–24]. An image of a country is a product of news agenda and framing [25]. On
the one hand, by selecting topics for coverage, news media highlight certain aspects of
a country that may contribute to either positive or negative impressions in the audience,
depending on the topic. This agenda building could be viewed as a ranking process
where news outlets assign importance to some topics at the expense of others [26]. For
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instance, a negative image might be constructed by focusing on the military aggression
of a neighboring country at the expense of economic benefits the home country will
have from recent trade agreements with the aggressor. On the other hand, the choice
of a topic alone is not enough to establish whether the image is negative or positive.
Thus, military aggression might be framed in news items as a peacekeeping operation
aiming to secure the common geopolitical space that, in the long run, will benefit both
the home country and the partner covered in the news. News framing is achieved by
selecting certain aspects of events and making them more salient than others to promote
either positive or negative interpretations of the events [27–29]. Unlike agenda-building
focusing on the selection of topics and events, framing operates on the level of individual
news items dedicated to a topic. Thus, to capture what image news media construct, it
is necessary to study both the news agenda and framing of each agenda item.

Hence, research elucidates that international news tends to align with the political
establishment of the home country in the selection of topics and their framing. Such
bias is common in media systems of established democracies and could be expected in
systems of other political regimeswith fewer freedoms. However, in the case of the latter,
the Internet often becomes a space formore independent and critical views.Moreover, the
digitalization of news media allows producing international news with fewer resources
than everwhich suggests that in digital space, news outlets in non-democratic regimes are
able to bring critical to the establishment agendas and framingwhile avoiding reliance on
biased sources inside the home country. In thiswork,we aim to explore these assumptions
in the case of ex-Soviet states that remain understudied. As the remaining significant
barriers betweenflowsof newsonline are language and access to the Internet, the cases for
such exploration should be neighboring countries with the presence of shared language
and foreign policies regarding a common international problem to identify the stances
of the political establishment and their critical counterparts.

Ex-Soviet countries and recent international developments provide such cases of
strained relations between countries with non-democratic regimes bounded together by
geographical proximity, long shared history, and a strong presence of a common lan-
guage. Russia, Ukraine, and Kazakhstan are such states that recently entered a phase
when their relations became complicated by an international conflict. The Ukrainian
crisis of 2014 had united the international community against the threat to Ukrainian
independence and Russian actions in Crimea. While Russian-Ukrainian relations esca-
lated, Kazakhstan became pressured to pick a side. Instead of siding with either of the
conflicting parties, Kazakhstan chose to openly declare itself a neutral body and sug-
gested becoming a mediator [30, 31]. This international conflict has clear definitions of
opposing stances: Ukraine and the EU accuse Russia of breaking Ukrainian and inter-
national laws, while Russia denies all accusations. At the heart of these accusations is
the status of the Crimean Peninsula. To claim a side in this conflict is to accept or deny
its current status in favor of one side. Additionally, we choose these cases because the
Kazakhstani digital media remain even more understudied than Russian and Ukrainian
media. Thus, we aim to contribute to the understanding of international news produced
by digital media beyond established democracies. In this paper, we aim to compare
images of Russia emerging in news items published by online outlets from Kazakhstan
and Ukraine. We formulate the following research questions:
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– What are the agendas of Ukrainian and Kazakhstan digital media regarding Russia:
what topics are discussed, and which ones are omitted?

– How the news about Russia is framed in Ukrainian and Kazakhstan digital media? Is
there any difference between these two countries?

3 Data and Methods

Answering our research questions requires sampling digital news outlets from Ukraine
and Kazakhstan that are popular and provide foreign news with attention to neighboring
countries. To explore the image of Russia constructed by them, we choose a one-year
period to account for seasonal dynamics in news coverage. We choose to focus on the
news produced during the entire 2018 year as it had several events that were relevant
for the region highly discussed: presidential elections in Russia (as well as Ukraine and
Kazakhstan), FIFA championship, opening a bridge across the Kerch Strait, and other.
As the presidential election year in all three countries, this period is likely to exhibit
all perspectives on the role of the Russian leadership in the Ukrainian crisis, given that
Vladimir Putin was aiming for reelection. At the same time, in Kazakhstan, Nursultan
Nazarbayev was arranging himself a retirement as the president, having spent in the
office 29 years. With such radical change in the leadership, we expect to find increased
attention to foreign policy in Kazakhstan.

We selected Ukrainian and Kazakhstani online news media using commercial social
media aggregator Medialogiya [32, 33]. The service claims to monitor all Russian-
language social and news media, including news media from neighboring countries
such as Kazakhstan and Ukraine. To identify news outlets covering public affairs, and
international events in particular, we used keywords with the names of the two win-
ning candidates for the presidential post of Ukraine and Kazakhstan: ‘Zelenskyi’ and
‘Tokayev,’ respectively. Thus, our sampling strategy is based on the assumption that if
Ukrainian media cover elections in Kazakhstan, they are more likely to cover events
from other parts of the CIS region and vice versa. This would filter out Ukrainian out-
lets focusing exclusively on the conflicting relations of the Ukrainian government with
Russia. The resulting sample consists of 30 Russian-language Ukrainian news websites
and 31 outlets from Kazakhstan (see Table 1). Then, we collected all news items posted
on the sampled websites during 2018. The resulting dataset is comprised of 2,339,583
news items with metadata. Further, to sample news items mentioning Russia, we filtered
the collected texts using keywords: ‘Russia,’ ‘RF,’ ‘Russian Federation.’ After filtering,
293,531 news items remained: 20,795 texts from the Kazakhstani media and 272,736
items from the Ukrainian media. At this stage, the sample of Kazakhstani media lost
four sources as they did not return items matching our keywords.

News agendas and framing of particular issues have been traditionally studied with
content analysis [34] sometimes coupled with other methods. However, the main limi-
tation of the traditional approach is its labor intensiveness as it relies on manual reading
and coding of news items by humans [35]. Given the size of our corpus (n = 272,736),
the best approach is computational. We adopted the framework able to handle such vol-
umes based on topic modeling [36, 37]. Topic modeling is an agile clustering method
for text data that estimates N latent variables (topics) using joint distributions of words
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Table 1. Sampled websites and number of their news mentioning Russia during 2018.

Ukrainian media Kazakhstani media

Rank Website N-relevant items Website N-relevant items

1 segodnya.ua 48,076 1 sputniknews.kz 3,005

2 obozrevatel.com 18,771 2 datnews.kz 2,898

3 newsfront.info 17,262 3 zakon.kz 2,789

4 gordon.ua 16,111 4 forbes.kz 1,742

5 dsnews.ua 16,098 5 informburo.kz 1,511

6 nv.ua 15,361 6 kaztag.kz 1,385

7 liga.net 13,934 7 tengrinews.kz 1,378

8 dialogua.ru 13,682 8 365info.kz 1,361

9 politeka.net 11,575 9 newtimes.kz 706

10 ukrinform.ua 10,274 10 kt.kz 700

11 24tv.ua/ru 9,750 11 total.kz 633

12 tsn.ua 9,049 12 caravan.kz 609

13 apostrophe.ua/ru 8,215 13 kazpravda.kz 442

14 novorosinform.org 7,991 14 azattyq.org 413

15 glavred.info 7,598 15 vlast.kz 311

16 korrespondent.net 7,307 16 holanews.kz 220

17 zik.ua 6,051 17 camonitor.kz 198

18 inforesist.org 5,889 18 ng.kz 142

19 strana.ua 5,461 19 nur.kz 76

20 unian.net 4,574 20 24.kz/ru 64

21 lb.ua 4,560 21 webinfo.kz 61

22 kp.ua 2,914 22 novgaz.com 60

23 sharij.net 2,805 23 village.kz 51

24 ukr.com 2,768 24 baribar.kz 24

25 gazeta.ua 2,586 25 7sunews.kz 10

26 elise.com.ua 1,814 26 today.kz 4

27 fraza.ua 1,225 27 kt.kz 2

28 epravda.com.ua 718 28 village.kz 0

29 5ua.ru 304 29 vlast.kz 0

30 espreso.tv 13 30 webinfo.kz 0

31 zakon.kz 0

Total 272,736 20,795
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and documents [38]. Currently, Latent Dirichlet Allocation (LDA) is the most tried and
established algorithm used for the extraction of news agendas [37, 39]. It requires a user
to manually set the number of topics as a parameter. Following the recommendations of
algorithm developers, we set the number of topics to 100 [40]. To handle the stochas-
ticity of the algorithm, we followed the pipeline for extraction and labeling of the stable
topics proposed in [37]. The resulting LDA solution contained 45 stable topics. How-
ever, only 38 topics were used in the analysis, as the rest turned out uninterpretable after
the labeling procedure (see Figs. 1 and 2 for the assigned labels) by three independent
coders (Krippendorff’s alpha = 0.71). We used these 38 topics to calculate the salience
of agenda items as the sums of topic probabilities aggregated by country. Provided that
our corpus is unbalanced, topic salience was weighted by the number of documents of
both countries. In this analysis, we aim to identify country-specific agendas and agenda
items common for both countries. We used the shared agenda items in the qualitative
part of our analysis to identify the differences in news framing.

To analyze the framing of extracted news agendas, we used qualitative reading. We
followed the standard definition of news frame and its components proposed in [27].
For each country and topic, 40 documents were selected; thus, the sample of the texts
used in qualitative analysis contained 800 documents. The texts were read in consistence
with theoretical sampling [41], discovering the frames until the saturation is reached.
We identified one topic containing news based predominantly on the citations from the
news from Russian media and excluded it from qualitative analysis as it was out of the
scope of this study.

4 Results

Figure 1 that contains topic salience distribution between the media of the two countries,
clearly shows that some topics are covered predominantly by the Kazakhstani media,
while others are typical almost exclusively for the Ukrinian media Among the latter, a
significant proportion can be treated as connected to theUkrainian crisis and current state
of relationships with Russia – particularly, the news about the conflict between Russia
and Ukraine, peacekeepers initiative in the Donbas region, Crimea as a part of Russian
territory, aggression towards Russians, news on imprisonment of ukrainian filmmaker
Oleg Sentsov and the incident in the Kerch Strait involving Ukrainian and Russian
military. Another large group of topics is related to the events that took place in Russia or
connected to it. For instance, they cover the poisoning of the former Russian spy Skripal
in Britain, international sanctions against Russia, street protests in Russia, gas supplies
from Russia to Europe, and the conflict between the Russian Orthodox Church and the
Istanbul Synod. Kazakhstani media, in their turn, have a different focus of attention. For
example, they cover more sport and cultural events in Russia. Apart from this, there is
a rather salient coverage of economic and government news – problems cross-border
trade, international relations involvingRussia, and the changes in theRussian legislation.

Figure 2 demonstrates the difference between the countries in topic salience. For the
Ukrainianmedia, topics related to the conflict betweenUkraine andRussia (stated above)
can be treated as country-specific,while forKazakhstanimedia, these are economic news
about Kazakhstan in cooperation with other countries including Russia, such as news
on export and import.
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Fig. 1. Relative topic salience by channel.

Fig. 2. Differences inweighted topic salience by country. The color shows country-specific topics.

Thus, based on the analysis of topics salience, we can answer the first research
question. Overall, we observe a difference in news agendas between the two countries.
On the one hand, Ukrainian media cover events connected to Russia more often than
Kazakhstani media. Moreover, the content of agendas varies a lot: Ukrainian media
focus predominantly on the news connected to the Ukrainian-Russian conflict, related
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incidents, protests, and sanctions. On the other hand, Kazakhstani media cover these
topics to a smaller extent while paying a higher attention to more peaceful and less
politicized topics, such as the economy, sport, cultural events, and space operations.

However, there are topics whose salience is almost equal between the studied coun-
tries. Such topics include “Political news aboutRussia and theCouncil ofEurope,” “News
about celebreties,” “Political news about Armenia,” “Comments by Russian political sci-
entists and journalists about Ukraine,” “News about meetings of Russian, American and
French Presidents,” “News about the chemical attack in Syria,” “News about family
relationships,” “Cases of mass murder in Russia,” “World foreign policy,” “News about
fire accidents.” However, among these topics and the topics that are more specific to
the media of each country, framing of issues connected to Russia varies: the framing of
news about events that took place on the territory of Russia is different from the news
which covers the role of Russia in international events.

Table 2 provides a summary of the key features of such framing. Overall, the two
countries differ in tonality when they cover events connected to the Russian political
establishment. Ukrainian news outlets emphasize every possible connection of the cov-
ered events with the Russian-Ukrainian conflict always stressing the aggressiveness of
the Russian actions. Moreover, when the covered events relate to Russian domestic pol-
itics, Ukrainian media seek and stress the angle that undermines the Russian political

Table 2. Summary of the key framing features in agenda items shared byKazakhstan andUkraine.

Topics Ukraine Kazakhstan

News about events that took place in Russia

Political news about
elections

Connection to the Ukrainian
crisis, underlining public
discontent with the ruling
political regime

Neutral tone, reporting of
facts and figures

Cases of mass murder in
Russia

Kerch as an occupied town Kerch as a Crimean town

News about fire accidents Negative framing when events in
any way connected to Russian
political forces or the
Russia-Ukraine conflict

Overall neutral tone, factual
reporting

News about foreign events in which Russia played specific role

Political news about Russia
and the Council of Europe

Well-pronounced defense of the
Ukrainian interest

Neutral and factual reporting

News about meetings of
Russian, American and
French Presidents

Negative portrayal of the Russian
president

Positive portrayal of the
Russian president, use of
Russian sources

News about the chemical
attack in Syria

Emotional reporting, blaming
Russians for the chemical attack

Neutral, factual reporting.
Search for a guilty party
without blaming
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establishment. Ukrainian media are less restrained than typical Kazakhstani media in
the choice of wording when events involve actors connected to the conflict. Kazakhstani
media provide more neutral and balanced coverage. However, when the events involve
Russian foreign affairs, Kazakhstani news outlets carefully avoid sharp angles that may
put the image of Russia in a negative light.

More interesting results are provided by the topics with quotes of Russian public
figures and political actors about Ukraine and Russia. First of all, the selection of the
voices and quotes follows the general principle: Ukraine seeks offensive sayings, while
Kazakhstan tries to stress the stability of the Russia-Kazakhstan partnership. More-
over, Ukrainian outlets almost always attempt to provide evaluations and answers to the
selected statements made by the Russian officials, stressing their overall inadequacy.
At the same time, Kazakhstani media nearly never comment or evaluate the selected
statements.

5 Conclusions

In this paper, we aimed to explore whether digital media follow some of the important
agenda-setting and framing trends discovered earlier in the research on offlinemedia.We
chose the case of the two ex-Soviet countries where one country is in active conflict with
the country under coverage, while the second has to remain neutral. We assumed that
the digital news outlets in these regimes are less likely to follow the agenda and framing
of the political establishment than the traditional media, such as television because of
presumably smaller control over them, especially in Ukraine. Our primary interest, in
this case, was Kazakhstani media since, as far as we know, there are no studies of
international news produced by digital media of the country. Moreover, we expected
more critical news coverage of Russia in the case of Kazakhstan, given that during the
sampled period, Nursultan Nazarbayev planned to retire from the office after 29 years of
tenure. Furthermore, 2018 was a presidential election year for Russia and Ukraine too.
Given the presence of political events of such magnitude, we expected that digital media
would become less aligned with the perspective of the current political establishment in
respective countries on Russia. As our aim was to explore the representations of Russia
in Ukrainian and Kazakhstani digital news streams, in this paper, we formulated the
following questions.

1. What are the agendas of Ukrainian andKazakhmedia regarding Russia –what topics
are discussed, and which ones are omitted?

2. How the news about Russia is framed in the Ukrainian and Kazakh media? Is there
any difference between these two countries?

Already at the level of agenda-building,wefind the difference betweenUkrainian and
Kazakhstani media consistent with the positions of the governments of both countries
on Russia. Ukrainian media select more events with a connection to the Ukrainian
crisis and respective international relations with Russia: news about the conflict between
Russia and Ukraine, peacekeepers in the Donbas, Crimea as a part of Russian territory,
aggression towards Russians, news about Sentsov, and incident in the Kerch Strait.
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Another part of the Ukrainian digital news agenda is related to the events that took
place in Russia or connected to it: the poisoning of Skripals’, international sanctions
against Russia, protests, gas supplies from Russia to Europe, the conflict between the
Russian Orthodox Church and the Istanbul Synod. Such agenda selection appears to
focus on the topics that are able to present Russia as either an aggressor or a loser on the
international arena.Kazakhstani digital media have visibly more peaceful and neutral
news agendas. For instance, they select more sport and cultural events. Another part of
the Kazakhstani agenda is coverage of economic and government news: problems in
export/import, international relations, or the changes in the Russian legislation.

While we have not found topics completely omitted in the media of either country,
there were topics e that were salient in the media of just one country, and such topics can
be treated as partly omitted by the media of the other country. For Kazakhstani media,
these agenda items are “News related to the conflict between Russia and Ukraine,”
“News about Sentsov,” “Crimea as a part of Russian territory”; for Ukrainian ones, such
topics are “KZ International relations,” “KZ problems in goods export/import,” “KZ
economic news” covering mostly Russia as a partner in the Eurasian Economic Union.
Obviously, while typical Ukrainian topics underline conflict, Kazakhstani topics focus
on cooperation.

Regarding the second research question, we find that even though there are similari-
ties in the framingof someevents inUkrainian andKazakhstani digitalmedia, news about
Russia is predominantly framed differently. It is especially noticeable in the framing of
the events that are somehow connected to the Russian domestic politics or the Ukrainian
crisis. In such cases, the framing of news in Ukrainian media becomes negative: the
conflicting tone is maintained through media, repeatedly stressing the unlawfulness of
Russia’s actions in Crimea. Kazakhmedia adhere to a positive/neutral framing and avoid
judgemental phrases. Despite that the current status of the relationships between Russia
and Kazakhstan is questioned by some public figures in Russia, the prevalent number of
such news is framed in a way that Russia remains an ally, partner who cares about the
stability of cross-national relationships.

Thus, we find that the representations of Russia constructed by the digital newsmedia
of Ukraine and Kazakhstan are closely aligned to the interests of the political establish-
ments of the respective countries. The causes for this alignment, however, might be
different. In Ukraine, the political media landscape is relatively diverse, in consistency
with the fractured political landscape. Therefore, here we may observe the “rally around
the flag” effect - an effect of mobilization around the national government and its agenda
in the situation of a sharp international conflict, when the lack of support of the govern-
ment by certain media on other issues is fading in comparison to the desire to support it
in a struggle for the national sovereignty. This effect is often observed even in the estab-
lished democracies, and the Ukrainian case looks consistent with them. In Kazakhstan,
where no “rally-around-the-flag” effect can be expected due to the lack of a conflict
with Russia, we are most probably dealing with the dominance of the government media
online.

Thus, our assumption that the presidential elections in the two studied countries
would promote a critical perspective in digital media that are likely to be less dependent
on the agenda and framing of the establishment than national-broadcasting television
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was not confirmed. This points out an avenue for further research. In particular, our
exploratory design could be improved by mapping the political stances of the sampled
media and rebalancing, if needed, the sample so as to capture both voices of dissent
and support. Such mapping is particularly required for Kazakhstan, as there is a lack
of research on news media in this country. Based on a richer sample of media, the
exploratory design could be extended with a confirmatory analysis by estimating the
strength of associations between media stance, agenda items, and keywords suggesting
certain framing. It could also shed light on the prevalence of the pro-government point
of view in the media of the two countries, thus giving an idea on how dominant the
governments are in their media systems, as compared to a neighboring country.
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Abstract. This exploratory study focuses on the role of transnational migrants
as stakeholders in the process of shaping the image of a place, in particular, the
host country. We studied the content created by 10 Russian-speaking Instagram
bloggers with migration background residing on different continents. Through
the content-analysis of 441 posts published in 2018, we have found that Russian-
speaking Instagram bloggers addressing global Russophone audiences paid a sig-
nificant amount of attention to the dissemination of information about the host
country. They covered several aspects of host country image, including climate
and geography, history and culture, security and stability, representatives of the
host society, and general quality of life in the host country. While the three first
categories received almost exclusively positive evaluations, the last ones, rooted in
the personal daily experience represent a more diverse and complex picture. Both
the bloggers and their audiences form a story about the host countries, which, in
turn, forms the mediated image of the countries in the minds of the audience.

Keywords: Mass self-communication · Social media · Place marketing ·
Branding and image-making · Stakeholders · Transnational migrants ·
Russophone bloggers

1 Introduction

In place marketing residents are considered as brand ambassadors of places [1]. As
stakeholders, they have a significant impact on the process of territory branding [2].
Scholars distinguish between three roles played by the residents: “as an integral part
of the place brand through their characteristics and behavior; as ambassadors for their
place brand who grant credibility to any communicated message; and as citizens and
voters who are vital for the political legitimization of place branding” [2]. The role
of stakeholders in the creation, development and ultimately ownership of place brands
“goes well beyond that of customers/consumers as they are citizens who legitimize place
brands and heavily influence their meaning” [3].

The increasing role of stakeholders in place marketing, branding, and image-making
has been extensively researched. This tendency can be explained by several reasons
[3]. Firstly, territorial branding is a public activity of management, and such activity
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needs to be supported by society. Secondly, the popularity of the concept of co-branding
is increasing in general. The branding process is presented as a process of dialogue
between stakeholder groups on brand formation. Finally, the third reason is related to
the development of digital and online technologies and, accordingly, to the formation of
online communities dedicated to territories and their brands [3].

The involvement of residents as stakeholders is largely facilitated by the development
of digital technology and online communication [3]. Affordances of online platforms
led to the creation of networked publics [4] where people come together in online com-
munities, discuss issues of interest to them, and share experiences or useful information.
Contrary to the audiences, networked publics involve meaningful interaction between
participants [e.g. 5]. In the modern networked environment, place brands are created and
managed by multiple participants who fill them with meaning.

Among other participants, transnational migrants as individuals that establish mul-
tiple and regularly reproduced transnational connections [6] can play an important
role in place marketing. One might presuppose that the heterogeneous character of
transnational migrants’ social ties including the latent ties [7] formed through mass self-
communication [8] defines the diverse nature of the audience that can be exposed to the
content about the host countries created by transnational migrants. Whether they unite in
interest groups through online platforms or broadcast private experiences through their
personal blogs, the role of transnational migrants as stakeholders in the process of shap-
ing the image of a place remains understudied. In this exploratory study, we contribute
to filling this gap by focusing on the content created by Russian-speaking Instagram
bloggers with migration background residing on different continents.

2 Theoretical Framework

2.1 Digitalization of Migrant Public Communication

From letters through expensive international calls to FaceTime, communication tech-
nologies connecting individuals across large geographical distances have historically
been essential for mobility, integration into the host society, as well as for relationships
within the diaspora and between transnational migrants and home society [9]. Digital-
ization has profoundly influenced the personal andmass communication of transnational
migrants [6, 10]. Contrary to print or even TV media created by migrant communities
in host countries, migrant media online are easily accessible worldwide [10]. Mass self-
communication has even more intensified cross-border flows of information and added
new layers to the multi-layered networks of communication comprising a global public
sphere [11].

‘Relationships of identity, territorial or geographical belonging and (global) political
engagement’ [12] are deeply mediatized [13]. Social media help transnational migrants
“to continuously renew their bondwith their home environment” and to establish contacts
within the host country [6]. Most research on discursive spaces formed by transnational
migrants via social media has focused on arenas that provide opportunities to share
useful information [10] or to discuss political issues [14]. These arenas, for example,
a Facebook group, are selected by potential participants on a territorial basis, local or
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national, and the decision to join is connected to the unique identity as transnational
migrants in a particular place [15].

Social media also “serve as a tool to preserve and to convert transnational migrants’
cultural capital that is not recognized automatically by the host country” [16]. This
potential is especially important for transnational migrants who started blogs to share
migration experiences and information about the host country. According to our previous
findings, the Russophone Instagram blogosphere flourishes worldwide [17]. A signifi-
cant share of Russian-speaking Instagram bloggers with migration background can be
perceived as social media influencers (at least, micro-influencers). The number of their
followers differs from several to hundreds of thousands, making their audience fully
comparable with those of migrant news media. The everyday experience of living in and
personal attitudes towards the host countries become publicly accessible in a networked
environment where the boundaries between the private and the public are blurring [18].

Followers of Instagram bloggers are motivated by encouragement, curiosity, and
amusement [19]. In the case of blogs about life in foreign country access to stories
about daily life with all mundane aspects commands the attention of potential audiences
driven by the interest in a particular country. We might assume that migrant blogs can
attract a very broad audience, contrary to the migrant news media and migrant groups
on social media. For others, exposure to transnational communication on social media
may serve as a new source of social ties and information for prospective transnational
migrants [7]. The authors found that “the use of online media to communicate with
transnational migrants in Western Europe is explained by the non-migrants migration
propensity, indicating that online communication in migration networks is supporting
migration aspirations and decision-making” [7].

Thus, the digitalization of migrant public communication has led to their involve-
ment in the formation of the host country’s image. Previous research has shown that
transnational migrants are perceived as ambassadors of their home countries [20, 21],
while their influence on the image of the host country remains significantly understud-
ied [22, 23]. Moreover, the researchers focused mostly on the institutionalized diasporic
actors [24]. In this paper, we will explore whether Russian-speaking Instagram bloggers
with migration background are involved in the formation of the host country image.

2.2 Transnational Migrants as Publics and Audiences of Image Communication
of Places

In the context of place marketing, transnational migrants can be seen as a target group
of communication [25]. In this case, scholars and practitioners consider migrants as
individuals the territory is interested in, for example, students, specialists of occupation in
demand in the country, professionals capable of creating innovation andhigh addedvalue,
representatives of the creative class, and others [26]. Immigrant attraction through place
branding is well studied [27, 28, 29]. Communication with target audiences is aimed
at potential transnational migrants - to attract talents/professionals/specialists/students
needed by the territory, etc.

At the same time, migrants represent a group that participates in the formation of the
image of the territory and potentially influences the image of the territory as a destination
for migration or tourism. In this case, transnational migrants turn to act as influencers,
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ambassadors, mediators, who have the ability to build bridges between cultures, due to
their knowledge of the cultural codes of both cultures of the host and home countries.

Firstly, they can be considered as stakeholders that are involved in shaping the image
of the home country, for example, as an attractive destination for tourism [30, 31].
“Citizens who go abroad for work, are also likely to contribute to the branding and
marketingof their homedestinations.Migrantworkers, in fact, potentially assist residents
in gaining knowledge of tourism attributes and positive feelings towards their countries
of origin and hence, influence the related tourist destination images” [32].

Secondly, once in the country of residence, transnational migrants become part of the
internal community and their communication is explored as part of the communication of
the place’s residents. Exploring the role of transnationalmigrants (and their involvement)
in the process of place marketing in five South African municipalities, Mapitsa [33]
demonstrated that “local government officials are assuming a population that is sedentary
and geographically bounded, while migration is actively shaping communities. This
mobility provides an opportunity for management practices to become more inclusive
and effective” [33].

At the same time, transnationalmigrants formpublics endowedwith a special quality.
A complex combination of knowledge, experience, and belonging to the culture of the
home country with the immersion in the culture and long direct experience with the
culture of the host country provides grounds for the formation of trust in the source for the
audiences communicating with them. Their trustworthiness should even increase in the
digital environment where users are exposed to personalities with migration background
through social networks, blogs, and other digital communication channels.

The content created by bloggers with migration background is close and understand-
able to the audiences that request different information about the country of interest. Their
motivation might be pragmatical if they search for useful information to meet a decision
about migration or to organize a vacation abroad. However, these audiences might be
driven by the general interest in the country that has been formed before the social media
users exposed to the account of a blogger or a community of bloggers writing about their
experience of living in this country. The desire to perform a certain action concerning
this country - i.e. the transition to the 4th stage according to the classical model of con-
sumer behavior AIDA (Attention, Interest, Desire, Action) or - in the context of image
communication of the territory - to the upper level according to the pyramid of the image
of the territory suggested byGavra [26] - from implicit evaluative image to conative one -
hypothetically depends also on the success of communication about the country through
the information transmitted in social networks and blogs.

We assume that transnational migrants are able to influence the media image of
the host country. To our best knowledge, their involvement in the formation of the
host country’s image through mass self-communication remains significantly under-
researched. This paper aims to contribute to filling this gap with research on mass
self-communication of Russian-speaking emigrants on Instagram.



Participation of Transnational Migrants 393

3 Sample and Methodology

3.1 Sample

In our previous research [34] we have identified a global networked public consisting
of Russian-speaking female Instagram users with migration background. This public
coalesces through the posts of a specific type where bloggers suggest their followers
learn more about the same issue in different countries. The bloggers provide direct
links to the bloggers contributing to this issue (@bloggerA – country A) and create a
unique hashtag accordingly to the issue (#ctpaxovka_v, #pabota_v, etc.). The posts
were created to reach global Russian-speaking audiences through the follower/followee
networks of different bloggers participating in the hashtagging activity.

We collected a dataset of 1,887 posts published under an umbrella hashtag #inter-
national girl from January 24, 2018, to December 20, 2018, by 466 users that resided in
81 countries and covered their migration experience in a blog on Instagram. From this
dataset, we selected 10 bloggers who published more than 40 posts with the umbrella
hashtag and acted as a quasi-editorial team initiating activities of other bloggers. They
represent France, Mexico, the Republic of Cyprus, Serbia, Spain, Sri Lanka, Sweden,
Turkey, United Arab Emirates, United States. Thus, the final sample comprised 441
posts.

3.2 Research Questions

In this paper, we examine the content created by Russian-speaking Instagram bloggers
for the global Russophone audiences from the point of view of the following research
questions:

RQ1: Through which topics the host country image is constructed?
RQ2: Which aspects of life in the host country bloggers evaluated positively?
RQ3: Which aspects of life in the host country bloggers evaluated negatively?

3.3 Content Analysis

The codebook used for this study has been elaborated from previous research on
territorial branding in social networks [35].

It included the following categories:

I. Is the information about the following issues present in the
post (absent/mentioned/main topic of the post)?

1) climate and geography
2) history and culture

a. tourist places (nature, architectural, cultural attractions including restaurants
and local dishes and drinks)

b. customs (language, legends, traditional arts and crafts)
c. personalities (historical and contemporary)
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d. achievements (in sport, for ex.)
3) representatives of the host society (social norms, practices, attitude towards

foreigners, knowledge of languages)
4) security and stability (from pilfering to terrorist attacks)
5) the general quality of life (professional perspectives; availability of quality

products, housing, good jobs, education, healthcare; environmental issues).
II. Does the coverage of the issue from the list above contain evaluative statements?

(yes/no). If yes, is it positive or negative?

The second and third authors both coded 41 (10%) of the posts. For this exploratory
study, we evaluated only the percent agreement that reached 0.91. They later each coded
half of the remaining 440 posts.

4 Findings

RQ 1. Through which topics the host country image is constructed?
Among 441 posts, 86.6% of publications (382) contained statements related to at least
one of the following categories: 1) climate and geography of the host country, 2) its
history and culture, 3) representatives of the host society 4) security and stability 5)
general quality of life. More than half of all posts (245 out of 441) were fully devoted
to the host country and the life there.

Most often bloggers covered the history and culture of the host country, including
customs (26.3%) and tourist places (21.1%) as well as achievements (8.2%) and famous
personalities (6.1%) that were significantly less popular. Representatives of the host
society were mentioned in every third post (32.7%). The general quality of life was
slightly less popular and was covered in 28.1% of posts, followed by the climate and
geography of the host country (17, 5%). The smallest number of mentions was received
by security and stability (7.2%). In each category of posts, we can reveal repetitive topics
and issues mentioned by bloggers.

Describing the climate and geography of the host country bloggers often mentioned
such aspects as climate, the closeness of the sea, beaches, and mountains, the number of
sunny days and the comfortable temperatures, weather in winter and summer as well as
the beauty of landscapes. As bloggers with migration background, they tend to compare
the climate in their home countries or, more detailed, home cities, and the climate in the
country where they now live.

Speaking about tourist places, the authors of publications paid special attention to
natural objects and architectural structures. They recommended various locations and
activities that they think the tourist should enjoy. Districts of the city or the island and
their features are other topics that are often mentioned in this category. The posts also
provide recommendations about food, shopping, and photo spots.

Covering customs of the host society, bloggers write about traditional food and
alcohol, national clothing, national languages (differences and similaritieswithRussian),
national and religious holidays, religious traditions, superstitions, wedding customs, and
customs in relationships and family life. They also compared howNewYear is celebrated



Participation of Transnational Migrants 395

in post-Soviet tradition and the host society, as well as customs of party gathering. Calm
and lifestyle without hurry were mentioned by bloggers from different countries.

Several posts were fully dedicated to the famous writers (Margaret Mitchell, Astrid
Lindgren, Françoise Sagan, and others). In other posts, bloggers mentioned musicians,
filmmakers, religious and historical prominent persons. Among achievements bloggers
repeatedly covered records, local cuisine,wine, fashion, famous brands, and cutting-edge
technologies. Besides stories about the greatest pie made in a village and included in the
Guinness Book of World Records, bloggers also wrote about events known throughout
the world (for example, the Tour de France) and locations of famous movies that were
filmed in their host countries.

Representatives of the host society hold aprominent place in the posts targetingglobal
Russian-speaking audiences. Their behavior, habits, andmanner of communication is an
acute topic, regardless of the country, the blogger resides in. In the publications of various
authors, phrases slip through that the locals smile a lot and are generally friendly and
welcoming, that they are unhurried and not obligatory, they know how to live beautifully
and well. Among other issues, the posts often touch upon the topic of gender equality
and family budgeting.

In posts devoted to the general quality of life, the topic of the cost of living most
often comes up: the cost of electricity, food, the Internet, real estate, medicine, and,
accordingly, the level of salaries and taxes. Bloggers also provide information about
job opportunities, possibilities to travel, attitudes towards Russians, and the absence or
presence of environmental issues.

According to our findings, while publishing posts for the global audience, blog-
gers almost do not cover issues of security and stability. The only exception when the
bloggers specially focused on the questions of safety was the topic of the deception of
tourists that have been marked with a special thematic hashtag. In other posts, bloggers
also mentioned the absence of wars, safety of women and children, or general political
(in)stability.

RQ 2. Which aspects of life in the host country bloggers evaluated positively?
The climate and geography of the host country are mainly described as an advantage
of the host country (62% of posts). The mild climate, sea, sun, absence of winter, and
beautiful nature were mentioned in different contexts. Bloggers tell about their first
impressions even before they moved into the country they currently reside in:

Indescribable beauty! I saw how tea grows for the first time. Mountains, waterfalls,
valleys, endless beaches with turquoise waters, and much more. Even then I thought
about how great it is to live here.

They also describe the reasons why they selected this country or why they enjoy
living there:

There is a sea, mountains, and so much sun! Isn’t that enough?
At the beginning of January, it’s+15 degrees, and walking in summer shoes inspired

me.
Climate and geography belong to the significant aspects of the quality of life:
Now I don’t have to go on vacation to the sea. I have more than enough of it!
Warm climate, the abundance of fresh fruits and vegetables all year round, beautiful

beaches.
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Touristic places are mentioned positively in the majority of the posts. Some of the
publications are fully devoted to recommendations of locations and activities that a
tourist might like:

If you drive 6 hours from La to Mammoth lake, you can enjoy real snowy landscapes
and great slopes.

They also talk about shopping, food, and places for photos with a positive
connotation:

This photo was taken from the best site in Stockholm, where there are few people and
a lot of beautiful nature! In general, everything is how I like it!

Bloggers give recommendations and share their own impressions with full confi-
dence: “I would definitely go to enjoy Serbian nature in one of the national parks”;
“Brooklyn bridge is an indescribable might”.

Customs are covered mostly in neutral (42%) or positive (40%) tone. Traditional
food occupies a special place, and in almost all cases it is mentioned as an advantage:

You should definitely try the kaymak, but it’s better to buy it at the market. This is a
creamy-creamy foam with a curd consistency, a very tasty Balkan product.

The national alcohol is described in the same way. These posts often include recom-
mendations not only on what to eat and drink but also what to buy as a souvenir. Thus,
they seem to be targeting first of all tourists as the core audience, or even add judgments
made by tourists:

Tourists are very fond of sangria (guys, this is sangría), and the locals choose tinto
de verano - a drink based on red wine mixed with soda.

Several posts were fully dedicated to the famous writers (Margaret Mitchell, Astrid
Lindgren, Françoise Sagan, and others). In other posts, bloggers mentioned musicians,
filmmakers, religious and historical prominent persons. Famous people are mostly men-
tioned in a neutral context. Bloggers shared encyclopaedical knowledge about writers
or prominent persons. If the positive evaluation was present, it was added through the
lenses of the personal experience:

Margaret Mitchell’s ‘Gone with the Wind.’ My handbook. I’d read it avidly several
times.

I finally fell in love with “Manel” last year when Estrella Damm gave their free
concert on the beach. It was perfect.

Among achievements bloggers repeatedly covered records, local cuisine, wine, fash-
ion, famous brands, and cutting-edge technologies. Besides stories about the greatest pie
made in a village and included in the Guinness Book of World Records, bloggers also
wrote about events known throughout the world (for example, the Tour de France) and
locations of famous movies that were filmed in their host countries.

The coverage of achievements of the host country is closely related to positive
reporting. Bloggers also tended to report positively about the development of the host
country:

A very worthy fashion week and Turkish designers are becoming more and more
famous outside the country.

The attitudes toward citizens of the host country, their habits, behavior, andwayof life
expressed by bloggers are the most diverse. Posts fully dedicated to the residents usually
include simultaneously neutral, positive, and negative statements. In the publications of
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various authors three characteristics are repeated, regardless of the country the blogger
resides in:

1) the locals smile a lot and are generally friendly and welcoming.
Neighbors in Serbia ... mostly friendly and very talkative people.

2) the locals know how and love to live beautifully and well.
Although the French people are constantly complaining, they know how to live

beautifully and enjoy every moment.

The posts contained references to the high level of medicine, salaries, the availability
of quality products, a commitment to a healthy lifestyle:

Almost all apartments have a free gym and swimming pool
Medicine is at the highest level, interest on loans is low, and on an average salary

you can live, if not like a prince, then not like a beggar, definitely!
Bloggers also appreciated feminism, equality, and support for minorities:
They definitely support all the minorities. Well, where would I be without my feminist

appeals?
In 53% of publications that covered security and stability, the host country is pre-

sented positively. Bloggers compare the safety of women and children in the home and
the host countries and describe it as a great advantage of a new country:

By the way, when I lived in Moldova, I always took an electric shock with me.
Fortunately, in the Emirates the need for this miracle device disappeared.

Safety. This is the most important point for me. A girl can walk alone down the street
at 3 o’clock in the morning and no one will touch her.

In the case of European states, they appreciated protection of civil rights and
democracy: “democracy reigns”, “a secular country with normal laws”.

I like living in a country where you are not condemned for orientation, religion, age,
gender, etc.

RQ 3. Which aspects of life in the host country bloggers evaluated negatively?
Among difficulties with adaptation after moving to the new country, unfamiliar climate
conditions were mentioned:

Lack of loved ones, friends, climate change, fresh air - it snowballs and then pours
out into depression.

While sharing personal experience, the bloggers also complained about disadvan-
tages of the climate:

In the summer (and it lasts for six months) it is unbearably hot during the day and
in the evening. And the water in the bay is so hot that you can “cook”.

In two cases bloggers also mentioned natural disasters: the tsunami in Sri Lanka, the
earthquake in Mexico.

Only twice bloggers criticized or complained about touristic places, and in both
cases, they shared a mismatch of expectations and reality:

The Walk of Fame is the city’s biggest disappointment.
On the way, I saw all the “charms” of LA - poor neighborhoods, bad roads, and

homeless people.
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In several posts bloggers not just cover the local customs, but explicitly share
judgments based on their values and attitudes:

A rebel lives inside me who hates prohibitions. And Ramadan for me personally is
the month of “CAN’T’s.

The post-Soviet background that is common for the bloggers in our sample influ-
ences, first of all, the attitudes towards the traditions related to the celebration of the
New Year:

There was no champagne! At that moment, I thought about what kind of people they
are and how do they live if they don’t open champagne for the New Year.

New Year in Dubai infuriates me. The festive mood is not just “Zero”, it’s below
zero.

The achievements and the records were in general positively covered, with one
exception:

The UAE is mentioned 190 times in the Guinness Book of Records. There are so
many delusional achievements, there is something to laugh at.

Bloggers from different countries complain that the residents are sluggish and
irresponsible.

I was stressed by work, fellow Cypriots, their eternal “tomorrow”, slowness and
unwillingness to take responsibility ... you still will not become “yours” for the Cypriots.

Bloggers negatively evaluate the lack of a culture of visiting. They compare the
hospitality of the residents with their own experience in the home country:

Well, I still can’t get used to the fact that they are not hospitable people like us.. firstly,
you will not come to visit unexpectedly (you must agree in advance, call and agree on
the date and time), and secondly, you will not get anything but crackers, chips and some
other snacks.

The strength of the negative attitudes might be explained by the social isolation
newcomers face in the host country:

They celebrate all events except Glory outside the home but in some institutions.
Personally, for the first year after the move, I missed little get-togethers with my friends.

Bloggers criticize the obtrusiveness, badmanners, and arroganceof representatives of
the residents. They mentioned some unpleasant situations as part of a personal narrative.
In several posts, they even generalized their experience to the whole population:

I don’t want to offend anyone, but this nation is very noisy, especially for children.
Perhaps the reason is the low level of culture and education, they are not interested

in the heritage that is the same as what Italy or France gave to the world.
Bloggers also complained about the permissiveness of children and animals:
Parents have no time for children, no one watches them, no one scolds them, but they

rush about inches from you almost over their heads.
Animals are loved to madness, they are allowed to do everything, and that is a minus.
Bloggers criticize the high cost of living, or rather high property prices, prices in

restaurants, prices for medical services, and high taxes:
The prices are sky-high in the Emirates.
The student insurance that I had at that time, a student, would not even cover a visit

to a doctor.
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The complexity of employment and work, in general, might be mentioned with a
negative connotation:

Your competitors in your job search are not only Cypriots but all citizens of the
European Union (including, for example, Russian-speaking Balts), for which employers
do not need to make efforts to find a job.

In some cases, bloggers complain about the complex bureaucracy system, the
negative attitudes towards Russian women, and the unavailability of shops on Sundays.

The following characteristics of countries had a negative connotation: deception of
tourists, theft, lack of freedom of speech, longitudinal crisis (in the case of Turkey).

5 Discussion and Conclusion

This paper aims to investigate the participation of transnational migrants in shaping the
image of the country of residence throughmass self-communication on socialmedia.Our
findings suggest that Russian-speaking Instagram bloggers with migration background
focus attention on the host countries in the posts targeting global audiences. Almost 90%
of all posts that were published n 2018 by the quasi-editorial team of bloggers with the
hashtag #international_gir1 included some information about the host countries. Stories
about the host country and people that reside in it or practical information about living
in this country were in the focus of every second post in our dataset.

The bloggers covered several aspects of the host country’s image, including climate
and geography, history and culture, security and stability, representatives of the host
society, and general quality of life in the host country. While the three first categories
received almost exclusively positive evaluations, the last ones, rooted in the personal
daily experience represent a more diverse and complex picture.

Contrary to the migrant news media with their specific agenda-setting and to the
migrant groups, these blogs share personal and mundane experiences, and their credi-
bility is based on the fact that they reside in the country they report about. A blogger’s
immediate ‘personal’ experience brought into the public realm is perceived as theirs
(albeit mediated) experienced by those who are exposed to the bloggers and commu-
nicate with them in one way or another - by subscribing, liking, commenting, saving
posts (regarded as especially significant for the person who saved them), reactions in
posts, reactions to the engagement techniques used in the blog (polls, participation in
competitions, IGTV viewings and others).

The content published by bloggers directly or indirectly influences the formation of
the image of the country. Datafication of communication on social media provides access
to the reactions of the interested audiences who took part in the communication with the
bloggers with the migration background. Digital traces might include approval (through
likes and relevant emoji), additional interest (questions in the comments), sharing their
experience in the comments, etc.

Thus, both the bloggers and their audiences form a story about the host countries,
which, in turn, forms the mediated media (new media) image of the countries in the
minds of the audience.

The audiences targeted by the Russian-speaking Instagram bloggers with migration
background are heterogeneous. They include individuals planning the migration, Rus-
sophone emigrants residing in the same country and worldwide, residents of the home
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countries of bloggers that are interested in international storytelling or in a particular
country, etc. A mixed method of studying content and digital traces of the audiences
should be deployed to investigate this variety.

Further research is needed to explore the difference between the cases when the host
country image is constructed through explicit positive evaluations (“French wine is an
unshakable standard of quality”) and through mentioning of the records and achieve-
ments (“Barcelona is a smart city”, “Mexican Cuisine is the UNESCO Heritage of
Humanity”).

Another question that remained outside the scope of this study is the credibility
of bloggers with migration background. According to our observations, bloggers in
our sample very rarely quote any sources of information, thus, performing as original
sources for their followers. Among other stakeholders, this practice distinguishes them
from news media. Still, the perception of the trustworthiness of bloggers with migration
background as primary sources of information is a subject of further research. Audiences
might also react differently to bloggers with migration background and travel bloggers.

As we observed while studying the dataset, in the majority of posts the residents of
the host countries are named by nationality, thus, represent an “Other”. Still, in several
cases, the bloggers described themselves as belonging to the “imagined community”.
The construction of "We" and "Other" in the posts targeting global Russophone audi-
ences might provide interesting insights into the understanding of mediated identities of
transnational migrants.

In our previous research, we have shown that arenas created through global com-
munication of Russian-speaking bloggers with migration background form a parallel
realm to the political communication of the home and host societies [34]. Developing
this argument, we may conclude, that the practices of mass self-communication studied
in the paper on hand possess the potential of “counter-power” [8:90]. Participation of
transnational migrants in the formation of the host country image possesses the potential
of challenging the power relations institutionalized in society.
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Abstract. The parliamentary discourse is the important component of the socio-
political basis of modern society. The study of its characteristics can explain many
social dynamics processes, for example, the activity and apathy of society at elec-
tions, as well as the features of civil society. Qualitative studies, based on socio-
logical methodology and discourse analysis, can benefit greatly from automated
topic mining provided by topic models such as latent Dirichlet allocation (LDA).
In this paper we present the results of analysis the speeches of deputies of the State
Duma of the Russian Federation (seven parliamentary sessions). The aim of our
work was to find relation between the behavior of parties during parliamentary
sessions and the public skepticism about the idea of a multiparty system as a basis
of democracy.

Keywords: Natural language processing · Topic modelling · Cauterization ·
Open data · Parliamentary discourse ·Multiparty political system

1 Introduction

Amultiparty political system is a powerful incentive to develop democracy, civil society
and the rule of law. In Russia, this concept of domestic political system is laid down
by the Constitution, adopted in 1993 (the current version dates from July 2020). In
the same year, the first parliamentary elections were held. Obviously, the relationships
between society and government form the core of the domestic political system, and
success of this communication impacts on the emerging general socio-economic and
political strategies at all levels. Thus, this communication initiates the whole govern-
ment sector process management. The actual communication instrument in this dialogue
is parliamentary parties. They synthesize impulses of society and transmit them to the
government structure through participation in the formation of the authorities and the
socio-political decision-making at parliamentary sessions. All parliamentary delibera-
tions are recorded in the transcripts; therefore these texts are available over time for
research interests. The parliamentary system of modern Russia is 28 years old (7 con-
vocations), this time period is significant enough to attempt the analysis of party system
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dynamics by comparing the socio-political contexts that has varied over the years in the
speeches of the deputies.

2 Distinctive Features of Parliamentary Discourse

As a mediator between social forces, ideologies and official government institutions,
parliamentary parties are active and important participants of domestic political deci-
sions. Therefore, parliament can be considered as an information model of society. This
implies that the communicative goals of parliamentary discourse are information, per-
suasion, and motivation for action [1]. These types of intentions imply the following
types of speaker activity: demonstration of disagreement with an opponent approach, a
request for mending laws, and any actions for shaping public opinion [2]. Parliamentary
speeches are divided into functional-semantic types of speech, which could be catego-
rized into informational, analytical (with argument system) and imperative ones. Two
core functions can be distinguished for the parliament discourse: 1) nominative (a word
represents the world of reality into sign system); 2) axiological (a word forms a system
of public and political opinion). Thus, a word becomes the basic discourse unit.

The tendency to narrative development of a topic prevails in an information type
speech [3]. Opening remarks of a chairman for starting session, usual ritual speeches
(taking the oath, congratulations), and etc. could be considered as examples of this kind
of speech. In our research, this type of parliamentary speeches was related to noise,
because it does not carry special information about social and political dynamics of
the discourse. Analytical type of statements is characterized by textual constructions
enriched with reflections. There are a clearly logical-semantic organization of a text,
including inferences, arguments and proofs [4]. Subsequently this helps to highlight
semantic core of a speech and detect an ideological vector of a deputy.Our data collection
was assembled from samples of this type. The dataset included bothmono-speeches from
the parliamentary rostrum (report, presentation of bills, substantiation of a request, etc.)
and discussions (commentaries on the rostrum, i.e. excluding from research questions
and comments from the floor).

The desire to effectively and persistently influence on an audience is observed in
the imperative type of speeches. For this, evaluative adjectives, emotional exclamations,
imperative forms of the verb, expressive assessments, intensives, hyperboles are used.
This type is characterized by categorical and emotional judgments, but in general, it
is representative texts for analysis of social and political orientations of speaker in a
particular time period.

The parliamentary discourse is characterized by usage of three main genres. A polit-
ical report is a monologue speech, the structure of which has common features with a
scientific report: presentation of the topic (introduction), statement of problems, descrip-
tion of possible ways to solve them, argumentation of ways for solving problems (or
attitude to the problem), a list of conditions for carrying out certain actions. A discussion
speech is the next prevalent example of monologue speech [5], but it contains elements
of polemics (each following speaker complements the topic, but a direct answer is not
required). An aim of discussion is finding a definitive and acceptable solution, because
the model of co-operative governance is set in a parliament as the basis of democratic
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political system. The structure of this genre is similar to a directed graph, where each
vertex is a complete semantic segment that can be taken as the analyzed unit. The one-
liners (in meaning refutation, answer, objection) are a short objections or remarks that
complement speaker report (pronounced without going to parliamentary rostrum). The
main motivations in this case are cooperation, conflict, solidarity.

3 Historical Context of the Development of Parliamentary System
in Russia

The formation of the Russian party system dates back to constitutional and electoral
reforms of 1993. The constituent (first) and post-founding (second) parliamentary elec-
tions were held in 1993 and 1995. During these elections, half of members of the State
Duma of the Federal Assembly of the Russian Federation were elected by the party-list
system. It was the historic moment when the modern multi-party democracy began to
take shape in the country.

In the transition from the single party rule (USSR) to the multiparty system (modern
Russia), the first elections performed three functions: 1) institutional (the political insti-
tutional structure was outlined, within which it was supposed to develop electoral com-
petition); 2) behavioral (the spectrum of preferences and voting patterns were formed,
the shape of the new party system was determined); 3) transformational (the stable basis
for the legitimacy of the new political regime was created).

Party discourse of modern Russia has gone through several distinct phases during
its formation. Each of them reflected the social and historical context, together with
the dynamics of the party system (as the key component of access to representative
democracy institutions).

Therefore, parliamentary elections could be considered as indicator of tipping points
in intra-party trends, which recorded the results of interaction with society during a
parliamentary cycle (direct impact on voter turnout) and the success of collaborations
with neighboring parties (latent coordination between parties for a successful passing
of an electoral threshold) (Table 1).

A large number of parties took part in the elections to the Duma during seven elec-
toral periods. The Communist Party of the Russian Federation (KPRF) and the Liberal
Democratic Party of Russia (LDPR) stand out from other parties, because they were
able to pass all elections and form their party factions in the State Duma during all
parliamentary sessions. “A Just Russia” and “United Russia” (the former party “Unity”)
had emerged more recently in the new political space. They also became permanent
participants in the parliamentary process. It is necessary to mention the Russian United
Democratic Party “Yabloko” as the fifth significant party that was active participant of
political governance until 1999, and then it fought for power in the period 2011–2016.

Voter turnout amounted to 60% on average until 2011 (6 election seasons), and fell
down to 46% in 2016. This indicates a decline in interest to expression of the will as the
legitimate source of society. This leads to disorientation of society and destruction of
the complex system of linkages between civil society and the government. This means
that parliamentary political parties are in functional recession. While maintaining a
high degree of party identification and electoral activity, Russians are very skeptical
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Table 1. The results of elections to the State Duma (1993–2016). The parties that have achieved
to overcome the electoral threshold are presented [6].

about the idea of a multi-party system. That is confirmed by both the election results
and public opinion polls. This brings into question the capability of parties to be the
central factor in political decision-making. In this research we attempt to analyze what
leads to the devaluation of political parties as the backbone of domestic political system
in the mindsets of Russian voters. The parliamentary discourse with its sociopolitical
conditioning in deputies’ speeches with connections to the retrospective review became
the object of the analysis.

4 Materials and Methods

The State Duma has an open data portal with a public API [7]. We use this service to
collect the transcripts of all the deputies’ speeches, starting from the first convocation.
In total, we gather 359077 transcripts from 2021 unique deputies. During the text data
preprocessing, we remove all punctuation and common stop-words. Additionally, we
delete all speeches containing less than 30 words to reduce the noise in the data. Finally,
we lemmatize the remaining words to transform them into dictionary forms.

We used topic modelling, specifically Latent Dirichlet Allocation (LDA) [8], to
extract meaningful information from the collected speeches. A topic model’s goal is
to find a limited set of common themes that arise in a text’s body. It does that by
estimating the frequencies of words co-occurrences within texts and grouping the texts
in which co-occurrences are more frequent. The number of groups, or topics, is the main
hyperparameter of the model and is selected either manually or by optimizing quality
metrics. Our research uses a coherence score that measures semantic similarity between
themost frequent words within a topic. Bymaximizing the coherence score, we found 30
topics to be optimal. Next, wemanually interpreted the topics based on themost frequent
words in each. Finally, we predict the topic distribution for every speech transcript in our
dataset, which gives us vectors of probabilities for every speech. To obtain topic profiles
for the parties or years, we average the probability vectors of deputies’ speeches from
these parties or years. As a result, we have a single vector for every party and year that
we can use for clustering or visualizations.
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Additionally, we utilize Uniform Manifold Approximation and Projection (UMAP)
[9] to compress 30-dimensional topic vectors into 2-dimensional representations tomake
it easier to plot the discourse maps. The UMAP transformation is a dimension reduction
technique that preserves the original scales of distances between the objects. That allows
us to interpret the distances between parties or years, even though the new 2-dimensional
representations are uninterpretable.

5 Experiments and Results

The first elections to the State Duma were held three months after the events of October
1993, when the Supreme Soviet was abolished and the history of modern Russia has
begun. Eight parties broke the five-percent threshold, and this record still stands after
all next election. The largest number of votes on party lists was won by the LDPR
party, which seemed to be a radical opposition at that time. The important feature of
this parliamentary session was that none of the political forces had the stable majority:
the left opposition (CPRF party and the Agrarian Party) was balanced by the democrats
(DPR party and the Party “Yabloko”). LDPR, “Women of Russia” and the Party of
RussianUnity andAccord (PRES) actively cooperatedwith the party of power (“Russia’s
Choice”). The Democratic Party of Russia (DPR) received 15 parliamentary seats, but
it did not actively participate in the discussions. In 1994 the Duma faction of this party
split into two groups, which completely removed it from presence within the common
discourse. All these trends are visible on the discourse map of the parties (Fig. 1).

Fig. 1. The discourse map of the parties, the first parliamentary season (1993–1994)

One of the first decisions of this parliamentary season was the political amnesty,
according to which members of SCSE and participants of the October 1993 events were
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released from prison. The permanent theme of all party speeches was the political system
that was being created at that moment (including the fixation of basic concepts regarding
the party system and elections). The full thematic profile of the period is shown in Fig. 2
below.

Fig. 2. Topic profile of the first parliamentary season

The first convocation of the State Dumawas the era of the birth of faith in democracy
and human rights, and at the same time it was the difficult economic and political phase.
The thematic profile of this parliamentary season demonstrates these trends clearly.

Referring to the peaks in the graph (Fig. 3), which shows the social benefits topic, is
actual to illustrate the dynamic of the parliamentary discourse of that period. In 1994–95
raising this theme was motivated by the humanitarian views of politicians, while all next
peaks of this topic relate to the economic recovery in the country.

Fig. 3. The social benefits topic

The second elections to the State Duma took place just two years after the first: this
procedure was laid down in the Transitional Provisions of the Constitution. According
to party lists, the election was won by CPRF (22.3% of the vote). The second place was
taken by LDPR. The party “Our Home - Russia” took third with 10.1% of votes. It was
founded in 1995 by then Russian Prime Minister Viktor Chernomyrdin, thus this party
represented the interests of the current government. In the legislative elections in 1995,
Agrarian Party of Russia did not make it over the 5% threshold, obtaining only 3.78%
of the votes. But the “Agrarian Group” was created with the assistance of KPRF. Thus,
almost 50% of the seats in parliament were controlled by the left opposition, represented
by the communists and agrarians. The blue dots in Fig. 4 demonstrate the closest allies
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and political opponents of this parliamentary season, the brown ones correspond to the
first convocation (this comparison helps to assess the ideological shifts of the parties that
participated in the political life of both parliamentary periods).

Fig. 4. The discourse map of the second parliamentary session (blue dots) compared with the
discourse of the first convocation (brown dots) (Color figure online)

It strikes the attention that the impeachment of Boris Yeltsin almost took place
during this parliamentary session. In 1998, the State Duma twice rejected Viktor Cher-
nomyrdin’s candidacy proposed by the president, and Yevgeny Primakov, with support
from the communists, became prime minister.

The third elections to the StateDumawere formallywon by the communists (24.3%),
ahead of the party “Unity” by 1% (the government’s pre-election bloc). Themain rival of
“Unity” at that timewas the party “Fatherland-All Russia” (OVR) headed by the potential
presidential candidateYevgeny Primakov; they received 13.3% in the elections. After the
elections, “Unity”, having agreed with the KPRF, brought down OVR, “Yabloko” and
“Union of Right Forces” in the distribution of the Duma posts. Two years later, “Unity”
consumedOVR, the once rival factions had united, and new party “United Russia” began
to control the majority of votes. The communists have become unnecessary (therefore
there are two points of bifurcation of the communist discourse in one parliamentary
season). At the same time, it should be noted that this was the last convocation, when at
the initial stage of the work of the chamber, all political forces represented in the Duma
were forced to reckon with the opinions of their opponents and look for allies for making
decisions, because none of the factions had controlling block of votes, and the issues
raised were resolved in the format of discussions.

This moment in the political development of the country became the turning point
(Fig. 5). The powerful party arose, and around it the political space was strengthened.
Major bills developed by the deputy corps were not adopted. Despite objections of
opposition, in particular, “Unity”/“United Russia” approved the pension and electricity
reforms. The comprehensive consideration of the State budget in Parliament was ended
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Fig. 5. The discourse map of the second parliamentary session and its common topic profile

(this trend began in the second parliamentary session and reached the critical point in
the third one), thus the State Duma’s control over the budget was lost (and the Fig. 6
illustrates this).

Fig. 6. The dynamic of budget topic

In the fourth elections to the State Duma, “United Russia” not only won the major-
ity of votes on party lists (37.6%), but also won a constitutional majority by recruiting
single-mandate deputies (more than 300 out of 450 seats). It was the first time when the
party, which represented the interests of the current government, gained total influence
in the Parliament. This gave the government opportunity to put through Parliament any
laws (including constitutional ones with requiring 2/3 of deputies’ votes) without com-
plementary discussion with opposition, and to adopt amendments to the Constitution.
All leading posts, which determined through the Parliament, were occupied by mem-
bers of this party. General parliamentary discourse shifts from the deliberative context
to the narrative one. Party apathy is illustrated by comparing the ideological closeness
of parties at the beginning and end of the season (Fig. 7).

The monopoly of United Russia is being established during this period. The Direct
Payments scheme and the Housing Code of Russia were adopted in this convocation
(Fig. 8), and, since then, these topics have sincebecomepermanent subjects of discussion.
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Fig. 7. The discourse map of the 4th convocation throw the start positions in 2003 (blue dots) and
the final ones in 2007 (brown dots) (Color figure online)

Fig. 8. Dynamics of the Housing Code topic

Legislative drafting capacity of deputies is permanently withdrawn from use; espe-
cially the opposition was particularly affected. The narrative of speeches delivered from
the rostrum increasingly came into contact with the categories used in modeling the
propaganda space (Fig. 9).

Fig. 9. The two topics that show the processes of degradation of the parliamentary discourse
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On the one hand, period is characterized by peaks of active discussion about the
war veterans, which were not linked with celebrations dates, therefore they are clearly
propagandistic in its nature. On the other hand, this time was generally favorable from
the economic perspective, which made it possible to actively discuss issues related to
the reorganization of the education system, and, for example, regional self-government
(Fig. 10).

Fig. 10. Indicators of positive trends in the domestic political life of Russia

In this and the next parliamentary sessions, mass-media and public figures played
increasingly active role in the political system; this is well illustrated by the number of
their requests for information and complaints. The graph shows that the parties appealed
tomass-media andwere guided by public opinion,whichwas completely formed through
the media as the only channel for receiving information (Fig. 11).

Fig. 11. The Media control topic

Before the fifth elections to the State Duma, the system of its formation was changed:
all 450 deputieswere elected according to party lists, single-mandate constituencieswere
abolished (preparations for this step had been visible since 2002, Fig. 12).

Only 11 parties took part in the elections, thiswas due to the strengthening of electoral
and party legislation. In addition, the electoral threshold was increased from 5% to 7%,
thus 4 parties crossed it. United Russia, which received 64% of the vote, again received
more than 300 mandates and therefore the right to amend the Constitution. But if in the
Duma of the fifth season they did not use this right, then in this convocation theBasic Law
of the country was changed for the first time since 1993, thereby parliamentary session
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Fig. 12. The relevance of preparations for the elections in dynamical view

extended from 4 to 5 years, and the term of the President was increased to 6 years. These
tendencies during the parliamentary session were quite noticeable in speeches, which
were recited from the rostrum. This could be demonstrated, for example, through the
frequency of the new draft legislations topic, and the same tendency is visible in the heat
topics map (Fig. 13).

Fig. 13. Legislative proposal topic

This time is characterized by the impossibility of influencing the adopted bills
through the parliamentary rostrum, at the same moment the convergence of Just Rus-
sia and United Russia in their ideological vectors, and this dynamic process that gone
hand-in-hand with the attempt to gain attention through appealing to the categories of
patriotism in their speeches. CPRF and LDPR demonstrated the stable thematic profiles,
which suggest the ideological removal of these parties from active participants in the
debate.

Seven parties took part in the sixth elections to the State Duma. United Russia
significantly worsened its previous result: according to official data, 49.3% voted for it.
During this parliamentary session, the amendments were amended to the electoral and
party legislation, mitigating the requirements for parties’ participation in elections, and
also the system of the heads of regions elections was restored partially. At the same time,
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the responsibility for holding unsanctioned meetings was reinforced. The amendments
to the Law on Nonprofit organization complicated the work of non-business entity (this
especially affected those collectives that received subsidies from abroad). In addition,
the State Duma adopted a number of resonant socially significant laws that introduced
new bans (suspended adoptions of Russian orphans by US citizens, prohibitions of
the promotion of homosexuality, liability for insulting the feelings of believers was
introduced, an “anti-piracy law” was adopted, which caused discontent among large
Internet companies).

Thus, the map of ideological changes was formed by the end of the parliamentary
session as follows (Fig. 14).

Fig. 14. The discourse map, the end of the 6th session

The figure shows that this convocation is characterized by the clear division between
the different viewpoints of parties (as it was in the first two convocations). This suggests
that this parliamentary session was the time of the second rise of the multiparty system
and the active participation of parties in political processes. Obviously, the parliamen-
tary session was extremely ambiguous in terms of discourse. On the one hand, United
Russia ideologically moved away from everyone. On the other hand, this time period is
characterized by the absence of the constitutional majority on the side of United Russia.
This situation modeled positive prerequisites for changing its attitude both to lawmak-
ing and to initiatives that come from the opposition. However, in the second half of
this political period the opposition had acquired a tendency to marginalization due to
forward shocking bills (for the resonance effect in the media). Thus, the struggle for the
communicative space is seen again, but it is quite destructive in its essence.

It is rather difficult to analyze the current, 7th, parliamentary session as the accom-
plished political period. Moreover, the parliamentary system seriously affected by the
global crisis of the last year (coronavirus), that broke the planned agenda of country’s
life. Thus, the number of discussions on the future of Russia (business support, measures
to protect the population from the virus, etc.) is observed on Fig. 15 with the graph of
the relevant topic.
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Fig. 15. The main topic of 7th parliamentary session

6 Concluding Remarks

The studied data clearly shows that all parties react to foreign policy events, economic
crises and economic recovery, as well as to the current balance of power between the
executive and parliamentary authorities; and at the same time they have not a motiva-
tion to aggregate the interests of society to parties’ vectors of work. This leads to the
fact that parliamentary discourse is divorced from the real interests of society, leads to
stagnation in the formation of the institution of civil society. The common feature of all
old-timers of parliament is the prevalence of ideological statements as the main element
of speeches. Specific processes in the party system are illustrated through the general
map of parliamentary discourse for seven parliamentary sessions with the ideological
ratio of all parties relative to each other (Fig. 16).

Fig. 16. Comparison of the parties in their ideological manifestation through its discourse for
seven parliament convocations (the reflection points on the plane is shown on the left, the detection
convergence by cosine similarity is on the right)
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The map explains voter apathy that has become the key characteristic of the latest
election race. This indirectly affects the structures of civil society and the entire political
system as a whole, therefore the circle of actors in the legislative process is gradually
narrowing.Moreover, this tendency ismotivated as the dynamical process both from ver-
tical influence (the natural fight of United Russia to maintain its exclusive influence) and
horizontal borders (through the lack of citizens’ interest in the parliamentary process).

The programming code and datasets have been shared in public repository1.
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Abstract. Is banning political figures who propagate controversial political
speech from mainstream social platforms an effective way to improve the health
of the public debate? Looking at the most conspicuous case of an anti-mainstream
politician’s deplatforming – Donald Trump’s ban from several major social media
platforms in January 2021 – we explore the less immediate effects that such mea-
sures can have on a wider information ecosystem. Specifically, we analyze the
right-wing segment of social platform Telegram that has reportedly seen an influx
of politically conservative users as a result of Trump’s expulsion from the main-
stream social media. We demonstrate that the largest right-wing communities on
Telegram has seen a multifold increase in user base during the period of observa-
tion. Furthermore, we employ network analysis and topic modelling to uncover
familiar structures, agendas, and media repertoires characteristic to right-wing
ecosystems that exist on mainstream social media platforms. These findings sug-
gest that deplatforming should not be seen as the ultimate solution to the problem
of toxic speech, and that further research into fringe political communities emerg-
ing on alternative social media in response to perceived free speech suppression
is needed.

Keywords: Telegram · Deplatforming · Online communities · Extreme speech ·
Alternative social media · Network analysis · Topic modelling

1 The Double-Edged Sword of Deplatforming

Recent years have seen mounting pressure on major social media companies such as
Facebook, Twitter, and Instagram to proactively limit the spread of harmful political
speech that has been gaining visibility on their platforms [9, 11]. Among the harshest
measures available to these firms in combating extremist, hateful, or otherwise harmful
expression is deplatforming, i.e. suspendingor outright banning controversial individuals
or communities from their websites. While harmful speech is not exclusively limited
to the political right, the prevalence of conservative voices among those expelled from
major social media platforms in recent years has sparked rhetoric of the Big Tech’s
liberal bias and “tech censorship” [6]. Ideological quarrels aside, the debate on whether
deplatforming is an effective means of constraining harmful online speech is far from
settled. At least one study produced empirical evidence suggesting that banning groups
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found to be in violation of the community anti-harassment policies from Reddit resulted
in some extreme users leaving the platform for good and the overall discussion becoming
less toxic [5].Others, however, focused on the question ofwhat happens aftermainstream
social media ban the alleged extremists, and where do the expelled go after they are
silenced. A growing body of literature traces both deplatformed influencers [16] and
their followers [22] to the “dark corners of the Internet,” such as the so-called alt-tech
platforms Gab and Parler, as well as user privacy and anonymity-focused messaging
service Telegram.

In practical terms, the central question in this dispute is whether severing extreme
opinions from mainstream social networking spaces can produce negative externalities
that outweigh the auspicious effects of deplatforming. One concern is that, once the
spreaders of extremist speech are expelled from mainstream platforms, they can find
refuge in alternative social media spaces where the audiences form even more ideolog-
ically isolated bubbles and extreme views are further amplified. In other words, while
the amount of toxic speech visible to the general public decreases following bans, there
is a possibility that the problem only gets swept under the rug, as fringe communica-
tion infrastructures migrate to secluded online spaces serving further radicalization of
the speech and its consumers. However, robust empirical evidence supporting either
of the views on the effectiveness of deplatforming remains scarce. We seek to address
this gap by investigating the ultimate case of deplatforming: The permanent ban of then-
United States President Donald Trump fromTwitter and its effects on theU.S. right-wing
community on Telegram.

2 Telegram and the U.S. Right

One of the online communication platforms frequently labelled as part of the alterna-
tive social media universe is Telegram, a cloud-based messaging service that was one
of the first to provide comprehensive end-to-end encryption and is explicitly focused
on security of communications. Telegram allows for both peer-to-peer communication
(messaging) and anonymously broadcasting content to a wide audience via its public
channel functionality. According to some scholars, this combination of features solves
the so-called ‘online extremist’s dilemma’ by enabling a combination of public outreach
and anonymity [16].

Previous research documented Telegram’s increasing popularity with English-
speaking (primarily U.S. and U.K.-based) right-wing online personalities and their fol-
lowers, noting how the number and population of alt-right, nativist, anti-mainstream,
and conspiracy-promoting groups grew since at least mid-2019.

Importantly, the spikes in such communities’ following have been found to coincide
withwaves of extreme right influencers’ bans onmainstream socialmedia platforms [22].
The same study found that the global right-wing Telegram network has been centered
around Trump-supporting channels.

Throughout his presidential tenure, Donald Trump used his personal Twitter account
as ameans to circumvent themainstreammedia and address his supporters directly, often
with controversial or outright provocative messages. Many studies noted the outsized
role that this tool played in Trump’s communication strategy [15]. As Twitter moved to
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ban Trump’s account permanently in the aftermath of the Capitol riot on January 7, 2021,
calls to abandon Twitter for alternative social media platforms, most notably Telegram,
emerged among Trump’s supporters. In the following days, U.S. mainstream media
documented a significant number of Trump followers joining the ranks of Telegram
users [19].

We regard these events as a near-perfect scenario to test the effects of a major
mainstream social media site deplatforming a controversial, politically right-wing figure
with a massive online following on a segment of alternative social media where many
of his supporters were directed to go.

It must be noted that we do not consider any and all Trump supporters or U.S. con-
servatives as extremists or potential spreaders of harmful speech. Yet, prior research sug-
gests that Donald Trump has normalized political speech previously considered extreme,
and online communities populated by his supporter have consistently been among the
prime venues where toxic expression proliferated [14].

In this exploratory study, we set out to take a snapshot of Telegram’s English-
language, politically right-wing segment in January 2021, and answer the following
broad research questions designed to generate empirical evidence relevant for the debate
around the effectiveness of deplatforming:

RQ1: How did the population of the right-wing Telegram change in the wake of Trump’s
Twitter ban?
RQ2: What was the structure of the right-wing segment of Telegram in January 2021?
RQ3: What topics dominated the conversation in this segment amid the above events?
RQ4: What ties did the right-wing segment of Telegram maintain with the mainstream
media and social media platforms?

3 Methods

As a starting point in our investigation, we relied on the data from a proprietary web
service, Tgstat [17], which specializes in Telegram analytics. We extracted a list of
top-100 English-language political channels as defined by Tgstat based on two criteria:
Number of subscribers and the reach of each post, giving us a list of top communities
with an active user base. We further filtered out channels that 1) were not in the English
language (a few German-language ones were erroneously included in the ranking by
Tgstat); 2) were labeled as scam by Telegram itself, and 3) had more than 6 missing
values in the data on daily subscriber numbers. We ended up with 68 most populated
English-language channels dedicated to political topics for which detailed subscriber
statistics were available.

Next, based on consensus coding by all four authors, we assigned each of these
channels into one of two categories: 1) U.S. right-wing and 2) Other political. The first
category included all channels in which the majority of posts covered United States
politics from conservative, pro-Trump, or anti-mainstream positions, or those dedicated
to right-leaning political causes, organizations, and personalities. The second category
included all political channels dedicated to non-U.S. politics, as well as U.S. political
channels that were not right-wing/conservative. As a result, we arrived at N= 56 of U.S.
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right-wing and N = 12 other channels, suggesting that the type of communities that we
were interested in dominated the English-language political landscape of Telegram.

To address RQ1, we calculated the average daily number of subscribers in both
segments, using non-U.S. political segment as a quasi-control group against which we
compared the dynamics of U.S. right-wing numbers. We used Tgstat data to capture the
number of subscribers per date for each channel. The period of observation was from
January 7 to January 31.

We employed network analysis to answer RQ2. To define the relations be- tween
right-wing communities, weworkedwithmentions and their directions. In our networks,
nodes are the channels and directed links between them are directed mentions. Notice
that both Telegram and Twitter use the “@” sign to state the name of the channels. In our
data, we observedmany forwarded tweets containing these signs. Suchmessages are also
followed with the weblinks to these tweets. In order to reduce the amount of noise in the
results, we disregarded the posts containing both the “@” mention and “twitter.com/…
” weblink. Thus, our network mostly has mentions of Telegram channels specifically.
We started with the 56 right-wing channels that we identified originally, then used a
walktrap community detection algorithm to define communities inside this network. In
visualizations, the size of the node and label correspond to its degree, the thick- ness of
the arrow shows the number of links, the color of the node and the color of the arrow
indicate the cluster they belong to.

In addressing RQ 3, we relied on topic modelling. We defined 20 topics inside the
texts that the communities of our interest posted throughout the period of observation
using the LDA algorithm [3]. Seventeen out of twenty topics emerged as meaningful
and comprehensive.

4 Results

4.1 User Dynamics

Our first questionwas informed by the idea that, starting from the day of Donald Trump’s
ouster fromTwitter and the calls for his supporters to joinTelegram, theEnglish-language
political segment of this social platform should have experienced a visible influx of new
users. Tgstat data on these communities’ subscriber data supports this expectation, as
visible in Fig. 1.

Throughout January, the average number of subscribers of the top right-wing com-
munities skyrocketed from 7425 to 118984, a 16-fold increase. The average number of
users subscribed to non-U.S. right-wing channels only rose from 13055 to 15095 over
the same period. Although it is not a conceptually and statistically clean test, this differ-
ence can at least serve as an indirect evidence that it was not all political Telegram, but
exclusively the U.S. right-wing segment that experienced explosive growth in January.

Interestingly, the spikes in new subscriber numbers tend to correlate to news about
“Big Tech censorship” and other social platforms-related political developments (e.g.,
Trump’s ban, Parler’s removal from AppStore and Google Play), corrected for a small
lag.

At the same time, the dynamics of posting intensity (Fig. 2.) appear to be more sen-
sitive to major political events (e.g., Trump impeachment trial Joe Biden’s inauguration
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Fig. 1. The average number of subscribers in U.S. right-wing vs. other political Telegram
channels, January 7 to 31, 2021.

on January 20). In the first figure, a steady growth is observed starting from January 7
(escalated on 9th of January), when the de- platforming campaign against Trump and
his supporters began (7th of January – Trump was blocked on Facebook and Instagram,
8th of January – Trump was permanently suspended from Twitter). After a brief plateau,
another spike in the number of subscribers can be observed. It may be attributed to the
lagging effect of Apple, Google, andAmazons’ campaigns against Parler, a Twitter alter-
native popular in the right circles. The number of messages shows greater correlation
with major political events and processes in the US. Several distinguishable peaks of
activity can be clearly seen in the second figure. The huge peak on January 5-7 can be
attributed to the Capitol Hill Riot and subsequent events, like Trump’s speeches and the
beginning of deplatforming. Another peak from 10th to 13th January could be attributed
to hearings in the House of Representatives of the United States Congress on the matter
of Trump’s impeachment. One of the highest peaks on 20th of January correlates to
Biden’s inauguration day. The January 24–26 peak could be attributed to the Senate
hearings on the impeachment trial. These dynamics paint the picture of an information
ecosys tem deeply responsive to the political agenda relevant for the U.S. political right
during the period of observation [10].

4.2 Network Analysis

Our network analysis confirms the findings of Urman and Katz (2020) regarding the
centrality of Trump-related channels to the right-wing political ecosystem of Telegram.
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Fig. 2. The aggregate number of posts in U.S. right-wing channels, January 7 to 31, 2021.

Channels@trumpchannel and@real_donaldjtrump had the highest network degreemet-
ric (83 and 69, respectively), indicating their deep integration into the right-wing ecosys-
tem. The same two channels also lead in terms of betweenness (308 and 232), which
suggests the high degree of their centrality to the network.

As Fig. 3 illustrates, the communities of the right-wingTelegramnetwork have sorted
themselves into two distinct clusters: The ones that represent official accounts of various
conservative personalities and media outlets and can be regarded as more mainstream
(colored in yellow), and those that can be considered more fringe. The latter category is
centered around the usvoterfraud channel and encompasses conspiracy theories-related
channels, as well as those explicitly dedicated to trolling and riddled with hate speech.

4.3 Topic Modeling

Out of 20 topics identified by the LDA algorithm in the corpus of posts that the right-
wing channels generated in January 2021, 17 were meaningful and interpretable. Most
of them corresponded to the ongoing U.S. conservative political agenda and represented
the way of framing political issues characteristic to the American right: the grievances of
mainstreammedia’s anti-conservative bias, BigTech “censorship,”Trump impeachment,
the White House handover to Biden, the Capitol riot, and the critical Senate runoff
election in Georgia, allegedly rigged by the Democrats.

Interestingly yet hardly surprisingly, the most heavily loaded topics were related to
mainstream “fake news” (news post media dominion times icle ca sidney cnn fake) and
the alleged suppression of free speech at the hands of technology firms (twitter telegram
media facebook account tech censorship social please chat).
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Fig. 3. The right-wing network based on mentions. (Color figure online)

4.4 External Links

Finally, addressing RQ4, a look at the links leading back to news media and the more
mainstream social media ecosystem can give us an idea of what content has been shared
within the right-wing Telegram ecosystem during the period of observation. We have
identified 14 most frequently occurring news media and social media sources, of which
most belong to the core of the U.S. right-wing media space.

Mass Media
welovetrump.com

This site has some social media features (like posts can be created by visitors) and
acts like a blog aggregator but has very strict moderation and approval rules governing
authors’ political views and editorial content. The site has the title obviously referring
us to Trump’s supporters and the “about us” section includes a direct plea to “support
Trump” [1].

infowars.com

http://welovetrump.com
http://infowars.com
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Infowars is a far-right conspiracy-promoting network created by conspiracy theorist
and right-wing activist Alex Jones. Infowars is considered to be closer to the far right
than any other major right-wing outlet. It was listed 8th out of 10 most popular media
on the right on Twitter in 2015–2017. [2, 10]

thegetawaypudint.com

The site is a far-right media publication. It was estimated to be the fifth most popular
conservative site on Twitter in 2016 and labeled as one of the cornerstones of “Trump’s
media sphere” [7, 10]. Researchers stated that it supplied readers with xenophobic and
conspiracy information during the 2016 presidential election [7].

breitbart.com

According to many reports, Breitbart was the center of the right-leaning media net-
work during the 2016 US presidential election. In addition, during that time period, it
was one of the most shared news sources on U.S. social media at large. It is consid-
ered a crucial part of the right-wing media network, connecting mainstream right-wing
media sources and alternative alt-right media, covering extreme issues as well as “more
established topics”. Due to its central position in the network and coverage of far-right
discussion it was claimed to “legitimize an illegitimate discourse”. Also it is one of the
two most cited sources among Trump supporters [2, 7].

summit.news

According to Media bias/Factcheck Review, which has its own proprietary method-
ology of bias evaluation, summit.news is extremely biased to the right, and promotes
conspiracies and white nationalism [13].

A Conservative Media Source
nypost.com

New York Post can be regarded as a reliably right-leaning newspaper that has been
in circulation for more than two centuries. It openly supported Trump during the 2016
presidential election, casting his opponents in a negative light. It was also named one of
the top ten most popular media sources on the right both for Twitter and Facebook users
during the election [7].

Social Media
twitter.com and t.co

Most of top tweets in our sample were deleted at the time of our analysis or were pro-
duced by suspended accounts, though available through web archives. The most popular
reference is suspended tweet by Alexander Sangmoore (ASang- moore), which urges
right-wing Twitter users to proceed to his Telegram channels. [12] Other highly-referred-
to tweets are devoted to the Capitol riot. [20, 21] Several referred tweets including the
deleted ones are from Disclose.tv, which was referred as “conspiracy-pseudoscience”
“that is low in factual reporting due to numerous failed fact checks and a lack of trans-
parency” byMediaBias/FactCheck aggregator [12]. In addition, top links contain several
tweets from Trump, which are unavailable due to his permanent ban.

http://thegetawaypudint.com
http://breitbart.com
http://summit.news
http://nypost.com
http://twitter.com
http://t.co
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t.me

The most referred links to Telegram website usually contain public channel links
for pro-Trump organizations (as TrumpTeam News, US voter fraud or Patriot Alerts) or
invitations to pro-Trump chats (e.g., WeLoveTrump).

youtube.com

Similar to Twitter links, roughly half of the most-shared links lead to deleted videos
on YouTube. Other prominent referred videos are Trump speeches [26, 27] and the
Congress session approving Biden’s victory [25], all streamed by the Right Side Broad-
casting Network (RSBN), which is prominent for its pro-Trump position and covering
all of his speeches and rallies [4].

rumble.com

Rumble is a Canadian-based video hosting platform that is supposed to be an alterna-
tive for YouTube with less strict content moderation. It is popular among conservatives
for less moderation and stronger right-wing community formed within. The most popu-
lar links shared relate to conspiracy theories, especially prominent is x22 report channel
[8].

gab.com

Gab was created in 2016 as an alternative to Twitter. It claims to be championing
free speech and welcoming deplatformed users from mainstream social networks. As
researchers pointed out, Gab is widely used for discussion of news and politics, with
especially strong reactions on issues connected with Trump and white nationalists. Hate
speech was also mentioned as an important char acteristic of the platform [28].

bitchute.com

Researchers refer to Bitchute as a “low content moderation platform”with a focus on
video content. The most popular content on the platform relates to far-right conspiracy
theories andhate speech.Also, therewere frequent calls for violence andwhite nationalist
recruitment [18].

archive.is

Archive.is is neither a media resource nor a social platform. Rather, it is a web
archive saving copies of internet pages to allow access after the original versions are
banned ormodified.We suggest it appeared among the top referred external links because
of providing a fast way to access deleted content from mainstream social media, like
Trump’s tweets or deleted YouTube videos. Based on this overview, we can conclude
that the external sources shared via links on selected right-wing Telegram channels
belong to the conservative “bubble” and constitute a homogeneous right-wing to far-right
communication infrastructure with the channels themselves.

5 Discussion

In a bid to investigate the effects of Donald Trump’s expulsion from major mainstream
social media platforms on the alternative social media ecosystem, we undertook a multi-
method analysis of the right-wing segment of Telegram. Our data suggested that, in

http://t.me
http://youtube.com
http://rumble.com
http://gab.com
http://bitchute.com
http://archive.is
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line with the reports of U.S. mainstream publications, in January 2021 the platform
has seen a significant inflow of users into communities associated with U.S. right-wing
and alt-right politics. The spikes in user growth roughly coincided with the newsworthy
developments of the deplatforming campaign against Trump, suggesting that the influx
of new Telegram users could be associated with it. Throughout January 2021, the right-
wing segment of the platform grew explosively against the background of other large
political channels’ audiences growing at much slower rates.

Consistent with existing scholarship, the exploration of networked structures of the
Telegram’s right-wing ecosystem suggested that the communities of Donald Trump’s
supporters were at the very center of the graph. However, we lack data from before
Trump’s deplatforming to tell whether these events resulted in pro- Trump communities
strengthening their central position. We also uncovered two large clusters of commu-
nities: The group of the more “official” channels mainly associated with conservative
political figures, commentators and organizations, and a cluster of fringe communities
focused on trolling and conspiracies where toxic speech was rampant. These two mark
distinct groups in Trump’s online coalition that have been described before [7].

Our topic modelling analysis demonstrated that some of the major themes that were
conspicuous within the right-wing Telegram ecosystem were the key events of the U.S.
politics that were unfolding throughout the tumultuous month of January 2021. Further-
more, topics ostensibly informed by the resentment towards the mainstream media and
social media platforms were especially prominent. The analysis of external links shared
within the right-wing segment suggested that the outside websites and social media
platforms and channels represented an expected repertoire of right-wing to alt-right
sources.

Taken together, these findings suggest that the mass migration of right-wing audi-
ences to Telegram in January did occur, and there are good reasons to believe that it has
been at least partly driven by the resentment toward mainstream social media ecosystem
that Donald Trump’s deplatforming sparked. The on- line space that has thus emerged
ostensibly retained many of the trappings of the conservative “bubbles” that existed on
mainstream social media platforms. The structure of community clusters, issue agendas
and main talking points, as well as the range of sources invoked in the channels’ messag-
ing all resembled respective features of right-wing online communities that researchers
have already documented in other contexts. In the grand scheme of things, this lends
further credence to the idea that deplatforming should not be seen as the ultimate solution
to the problem of the proliferation of extreme political speech, and such radical mea-
sures should be taken with due consideration of the possible system-wide consequences.
Granted, our study did not incorporate any tools to measure whether the Telegram-based
right-wing ecosystem has become more extreme compared to those that existed around
DonaldTrump’s accounts on the social networks fromwhere he got banned or suspended.
In this context, we can only speculate about such possibility.

Among other limitations of our study is the fact that we only looked at the time
period in the immediate aftermath of the deplatforming campaign. We have no data on
the state of the Telegram right-wing ecosystem prior to the said events, rendering it
impossible to draw robust comparisons between before and after and make any causal
inferences. We also cannot be certain about how persistent the hypothesized effects are:



The Other Side of Deplatforming 427

It is possible that heightened user activity and explosive growth would subside after a
fewweeks from the initial shock of the ex-president’s deplatforming. Subsequent studies
should incorporate a longitudinal lens to investigate the dynamics of right-wing political
communities on alternative social platforms over time.
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Abstract. Themain objective of this paper is to explore the impact of the COVID-
19 pandemic on customer loyalty factors in the Russian e-commerce market. The
pandemic has dramatically changed consumer behavior in e-commerce. Russia’s
e-commerce has grown significantly since 2020 due to the COVID-19 pandemic.
The new customers entering the online market and an increase in online shopping
frequency due to the quarantine are among the reasons for the growth in the
financial value of Russia’s e-commerce. There was a 44% growth of the industry
in 2020 compared to 2019. To explore the possible impact of the COVID-19
pandemic on customer loyalty factors, quantitative empirical data was gathered
in 2019 and 2020, with 836 and 926 accurate observations respectively. Methods
of exploratory factor analysis, confirmatory factor analysis, and the t-test were
used to analyze the data along with the validity and reliability indices. After
confirming the CFA model, nine constructs affecting consumer loyalty in 2019
and 2020 were examined to investigate possible changes in the mean values of
their indicators. The results showed that factors Consumer satisfaction, Ease of
making online purchases, e-WOM, and Number of reviews have a statistically
significant difference in the mean value of the indicators between Pre- and the
COVID-19 era. These findings can help Russian online business managers to
adapt to changes in consumer behavior. To enhance e-WOM, having a platform
to get customer feedback and understand their perception about the service and
product is recommended.

Keywords: COVID-19 · Customer loyalty · E-commerce · Russia

1 Introduction

In December 2019, news of the COVID-19 outbreak first detected in Wuhan, China,
became global [1]. The virus then rapidly spread to other parts of the world, and the
World Health Organization announced it as a pandemic on 11 March 2020 [2]. Since
the pandemic, many countries have adopted strict rules to combat the spread of the
virus, including nationwide quarantines, closing land and air borders, and shutting down
crowded public places such as parks, museums, subways, and restaurants.

Despite governments’ actions to contain the spread of the virus during 2020, the
COVID-19 pandemic has had profound consequences not only in China, which has
been the origin of the virus, but all over the world. These effects are not only limited to
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the shrinking of the global economy and the loss of many jobs, but they also have led
to new business paradigms aimed at diminishing human contact and preventing further
spread of the virus. Consequently, various businesses have enhanced their e-commerce
platforms to respond more quickly and effectively to their customers’ needs.

On the other hand, different businesses’ consumers, who comply with government
rules during the quarantine, are inevitably more interested in satisfying their needs
through e-commerce platforms instead of going out and risking getting infected. In
a situation of pandemic, e-commerce has played a more significant role than ever for
global and regional business owners. Kim [3], in a paper on the impact of the COVID-
19 pandemic on consumer behavior, states that e-commerce has become popular due
to consumers’ need to make online purchases and financial transactions. In line with
this research, paying close attention to the factors affecting customer loyalty during the
pandemic can provide a way to retain customers.

Due to Russia’s size, large population, emerging economy, e-commerce growth rate,
and the global ranking of confirmed cases of COVID-19, the Russian Federation can be
considered as a case study to analyze the effects of the pandemic on customer loyalty
factors in e-commerce. Russian health authorities declared Russia’s first two cases of
COVID-19 on Friday, January 31, 2020 [4]. According to theWorld Health Organization
data, on 18 Feb 2021 Russia ranks fourth worldwide in the number of confirmed cases
of COVID-19 and has the first place among European countries [5].

The outbreak during 2020, as well as its impacts on the global economy, has also
had a profound impact on the Russian economy and its various industries. Several Rus-
sian industries got into financial troubles due to restrictions imposed by the Russian
government during the quarantine to control the spread of the virus. Consumers also
chose to minimize out-of-home visits to avoid the contagion. However, according to the
Statista, the e-commerce industry has been able to take advantage of the circumstances
created by the epidemic [6]. The Statista also notes that the Russian e-commerce mar-
ket is one of the largest emerging commerce markets in the global marketplace, which
has been growing steadily since 2010, and the current pandemic is anticipated to drive
further growth in the industry. In this context, a study about the state of consumer pay-
ments under the influence of the COVID-19 pandemic and digitization has revealed that
Russian consumers are more accustomed to non-cash payment methods from various
e-commerce platforms [7].

The Data Insight estimates that the Russian e-commerce market grew 44% in 2020
compared to 2019, and its monetary value increased from 1.7 trillion rubles to 2.5 trillion
rubles in 2020. Further, it also estimates the growth of Russian e-commerce market for
2021 and 2022 at 34% and 32%, respectively [8].

The other projections made by Data Insight [8] reported that the COVID-19 crisis in
2020will additionally increase the growth of Russian e-commerce by another 1.6 trillion
rubles up to 2024, and the total monetary value of the Russian e-commerce industry will
reach 7.2 trillion rubles. Factors influencing the increase in the size of the Russian e-
commerce market due to the pandemic include new online customers, home quarantine,
an increase in online shopping frequency even after isolation, remote work, and Growth
of online sales of fast moving consumer goods (FMCG) [8].
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TheCOVID-19 pandemic has led to a rapid increase in e-commerce growth inRussia,
followed by the Russian customers’ greater desire to purchase online. Thus, there is a
need to examine possible changes in the factors influencing the loyalty of customers in
online shopping. In this paper, the research question is formulated as follows.

• Does the COVID-19 pandemic impact customer loyalty factors?

To explore the subject of this paper and investigate any possible changes in customer
loyalty factors, the survey data collected in 2019 and 2020 were analyzed by methods
EFA, CFA, and independent samples t-test.

This paper consists of five sections: Sect. 1 is introduction, Sect. 2 discusses the
literature related to definitions of customer loyalty in e-commerce, customer loyalty
factors, and the impact of COVID-19 on e-commerce and customer loyalty factors. The
Sect. 3 explains the data and methods of analysis. The authors report the results of the
paper in the Sect. 4. The Sect. 5 summarizes the conclusion of this paper.

2 Theoretical Framework

2.1 COVID-19 Impact on E-commerce

The COVID-19 pandemic has drastically changed consumer behavior regarding health
and economic issues such as resource scarcity and panic buying [9]. The SARS epidemic
between 2002 and 2004 also hit the affected countries in a similar way to the COVID-19
pandemic. Forster and Tang [10] found that online shopping grew due to fears of catching
the virus. Kim [3] was one of the first to explore the impact of the COVID-19 pandemic
on e-commerce. He believes these changes have a long-term impact on e-commerce and
consumer behavior. In his view, the pandemic has boosted the e-commerce industry, and a
large percentage of consumerswho did not previously shop online are now joining online
shoppers. In linewithKim’s findings, Ghandour andWoodford [11], using the regression
method in their research by analyzing e-commerce data of the United Arab Emirates,
reached a similar conclusion that the pandemic has a positive effect on the consumer
tendency to shop online. Another study hasmentioned the positive and significant impact
of the epidemic on e-commerce, along with the increased supply of goods by producers
over the Internet [12].

A study by Hasanat et al. [13] about the effects of the COVID-19 on e-commerce
in Malaysia points at challenges for online retailers such as delivery times, shipping
problems, and quarantines. Contrary to Kim’s view [3], they [13] conclude that due
to restrictions on exports and imports from China, many online businesses that used to
source their goods fromChina, are in serious trouble now.Another study about the effects
of the epidemic found a significant positive relationship between online shopping before
and after the outbreak [14]. The majority of other studies also believe that COVID-19
pandemic changes consumer behavior and stimulates them to make online purchases to
meet their needs during the quarantine [15, 16].

According to the World Health Organization, Russia has the fourth highest number
of people infected with the COVID-19 in the world [5]. However, the pandemic has
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sparked growth in Russian e-commerce. Data Insight [8] projected that the growth of e-
commerce in Russia would increase even more because of the COVID-19. In their view,
while the epidemic has caused limitations and problems for the everyday life of Russians,
there are also positive aspects in its e-commerce adaptation. They consider factors such
as new online shoppers, isolation at home, online shopping frequency, remote work, and
growth of online sales of fast moving consumer goods (FMCG) effective in enhancing
the e-commerce growth during the crisis.

One of the first reasons for the growth of Russian e-commerce during the pandemic
is the increase in the number of new customers, who during the quarantine period prefer
to stay at home in order to preserve their health, and shift to online shopping to satisfy
their needs. Data Insight [8] estimates that these new Russian customers are likely to
continue their purchases after the quarantine period. The cause of the rising number of
new customers due to the new epidemic in 2020 is consistent with research conducted by
a group of Russian researchers about the factors that influence the Russian consumers’
switch to e-commerce. The researchers [17] state that the ease and benefits of shopping
online can influence the decision of Russian customers to adopt e-commerce. Hence, the
ease of shopping online and its benefits, such as saving time and money, as well as the
necessity to stay away from a contagious virus, have increased the number of customers
in Russian ecommerce during the pandemic. According to Data Insight [8], the second
driver of the increased financial value of Russian e-commerce is home quarantine. Home
isolation limits the consumer to shopping online. The third reason that increases the size
of the online shopping market is due to the increase in the frequency of online purchases
by consumers even after the quarantine period. According to another estimate by the
same company, approximately 5–7 million Russian employees have worked remotely
in 2020 due to a shift in companies’ policies. This source considers this as the fourth
reason for the growth in the use of e-commerce in Russia. The surge in online sales of
fast moving consumer goods (FMCG) could be another factor that leads to the overall
growth of Russian e-commerce in 2020 [8].

2.2 Consumer Loyalty in E-commerce

The previous section outlined the influence of the COVID-19 pandemic on e-commerce
worldwide and in Russia. In this section, the authors discuss different definitions and
approaches to the concept of customer loyalty based on previous researches. In the
past, scholars had different perspectives on customer loyalty, and they studied customer
loyalty using different approaches. One of the first views on customer loyalty was the
behavioral loyalty approach. Cunningham [18] was one of the first scholars to study the
behavioral aspects of customer loyalty. He expresses customer loyalty as being driven by
consumer behaviors or actions, such as making a repeat purchase or the number of times
they do shopping. Jacoby and Chestnut [19] argue that the behavioral attitude of the
consumer alone does not properly distinguish genuine consumer loyalty from spurious
loyalty, whichmay result from a lack of other alternatives for the consumer. The common
belief among these researchers is that the behavioral perspective of consumer loyalty
does not consider the emotional and psychological aspects of consumer behavior.
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On the other hand, several researchers have expressed a second perspective on the
definition of consumer loyalty, which stems from the perceptions and attitudes of con-
sumers, and called it the attitudinal loyalty approach. Day and Baldinger [20, 21] believe
that perceived loyalty can be the result of a customer’s true emotional evaluation of a
product, service, or company. Thus, attitudinal loyalty creates a kind of commitment
between the consumer and the company that can prevent the consumer from tending
to alternatives that differ slightly from the current product or service of choice. Per-
ceptual loyalty goes even further. It makes consumers resist competitors’ offers, pay a
premium price for the current product or service, and recommend it to others. Oliver
[22] explains that attitudinal loyalty is a kind of psychological approach that includes
emotional, perceptual, and cognitive elements. He also defined loyalty as “a deeply held
commitment to rebuy or repatronize a preferred product or service consistently in the
future, despite situational influences and marketing efforts having the potential to cause
switching behavior”.

The fundamental discrepancy between the two perspectives on customer loyalty is
that behavioral loyalty concentrates more on consumer behavior and describes their
actions, but attitudinal loyalty focuses on consumer feelings and perceptions about a
product or a firm. Despite having a sufficient explanation of the two approaches, Jacoby
and Chestnut [19] believe that studying consumer loyalty based on attitudinal or behav-
ioral loyalty perspectives can’t provide an appropriate understanding of the concept of
consumer loyalty. Therefore, Jacoby and Kyner [23] were among the first researchers
to come up with the idea of combining these two approaches to consumer loyalty. They
considered the link between consumers’ actions and their perceptions to develop a more
accurate and complete conceptualization about loyalty. Day [20] was, perhaps, the very
first scholar to realize and utter the necessity of integrating both approaches after them.
In 1994, Dick and Basu [24] supported the idea of combining two approaches to hav-
ing a common framework of behavior and perception, and they grouped loyalty into
four categories, namely loyalty, spurious loyalty, latent loyalty, and no loyalty based on
repeated patronage and relative attitude.

In this paper, the authors also conceptualize consumer loyalty in e-commerce by
incorporating behavioral and attitudinal approaches. In addition, customers’ feelings
and perceptions, as well as their behavior, such as the frequency of online purchases and
recent online shopping, are considered to measure consumer loyalty in the ecommerce
market.

2.3 Consumer Loyalty Factors

The authors of this paper have revealed the following constructs that influence consumer
loyalty in e-commerce based on the previous studies.

Consumer Experience. This factor can be defined as the customer experience of buying
from an online store and the continuation of his/her relationship with the company.
Companies try to attract new customers by creating a better shopping experience to
retain customers. Reducing operating costs is beneficial for both the company and the
customers [25]. Another group considers the customer experience as a psychological
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feeling in the customer’s mind. These researchers believe that customer experience
influences behavioral and attitudinal loyalty [26].

Online Store Reputation. Besides creating intense competition, the presence of
numerous firms in e-commerce, also leads to a large amount of information. In this sit-
uation, customers tend to well-known brands to simplify their decision-making process
and consider their reputation as a sign of a good product [27].

Consumer Satisfaction. A number of scholars have accepted that satisfaction is a pre-
requisite of attitudinal loyalty. Others have supported the relationship between customer
satisfaction and attitudinal customer loyalty as a desire to recommend [28]. Anderson
and Srinivasan [27] have investigated the impact of customer satisfaction on customer
loyalty in the e-commerce environment, and they have found that higher customer satis-
faction leads to higher customer loyalty. Supporting Anderson and Srinivasan [27], Eid
[29] has achieved similar results in Saudi Arabian e-commerce, finding that customer
satisfaction profoundly affects customer loyalty. In another study, the author considers
the impact of customer satisfaction on loyalty in the online environment more than in
the offline one [30].

Electronic Word of Mouth (e-WOM). Studies have proven that the velocity and out-
reach of electronic Word-of-Mouth is much higher and greater than of the traditional
one [31]. Numerous online retailers try to motivate their consumers to create electronic
WOM, and they think that their words are more trusted by new potential consumers [32].

Trust (vs. Risks). In online shopping, trust is a major player in retaining consumer
loyalty. This even extended to the Technology Acceptance Model (TAM) theory that
trust positively influences consumers’ intentions to switch to e-commerce [33].

3 Methodology

The research methodology includes three parts: data collection, operationalization, and
data analysis process.

3.1 Data Collection

This paper data was collected to examine possible changes in Russian consumers’ per-
ceptions about loyalty factors in Russian e-commerce. To gather the required data, the
response of Russian participants in 2019 was used as the period Pre-COVID-19 and in
2020 as the COVID-19 era. All of the respondents were enrolled in an online marketing
course. The selection criteria for survey respondents was their online shopping experi-
ence, and these individuals have responded to questions through an online questionnaire
on the Russian National Education Platform “Open Education’. The data collection has
been conducted during the years 2019 and 2020. The survey was voluntary, anonymous,
and without any remuneration for participants with a convenience sampling technique.
The proportion of women among online shoppers in Russia ranges from 55% to 64%
[34].
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Out of 1025 respondents who filled out the questionnaire in 2019, 80 only bought at
retail and 27 did not buy online. Taking into account these individuals and the presence
of 82 cases of missing data, a total of 836 observations were used, which is 82% of
the total data collected. Similarly, out of the 1,056 people who responded to the survey
in 2020, 41 bought only at retail, and 12 bought nothing online at all. Excluding 77
incomplete observations, only 926 observations were studied, equivalent to 88% of all
data collected. General characteristics of participants, including gender, age, and level
of income, are shown in Table 1 for the both periods the pre- and COVID-19 era.

Table 1. Description of the sample of the empirical research

Measure Item Frequency

Pre-COVID-19 The COVID-19 era

Sex Men 178 160

Women 658 766

Age Before 18 10 16

18–25 651 670

Above 25 175 240

Income level Low 20 28

Middle 615 691

High 201 207

3.2 Operationalization

Conceptualizing and measuring customer loyalty has always been a conundrum for
researchers, and there has always been much debate about measurement constructs. The
research questionnaire was designed on the basis of thematic literature in the field of
customer loyalty and its determinants, as well as Russian e-commerce. Respondents
who have filled out the questionnaire gave their opinion concerning 45 statements made
of the seven points Likert scales, including number 1, which means completely disagree
and number 7, which means completely agree.

In the process of conceptualizing customer loyalty and measuring it, a number of
indicators were eliminated from analysis because they explain the small variance and
have very low values in rotated component matrix. Kaiser-Meyer-Olkin and Bartlett’s
Test was one of the methods used to validate the applicability of factor analysis. In
addition, Cronbach’s alpha has been used for reliability of the questionnaire and con-
vergent and discriminant validity tests have been performed to assess the validity of the
constructs [28].
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3.3 Analysis Methods and Process

This paper uses Methods exploratory factor analysis (EFA), confirmatory factor anal-
ysis (CFA) and independent samples t-test to investigate the impact of the COVID-19
epidemic on factors affecting customer loyalty in Russian e-commerce. In the first step,
the researchers examined the observable indices by EFAmethod in IBM SPSS Statistics
software to be able to categorize them based on correlations between them for plausible
latent variables to measure customer loyalty. In this phase, the researchers used Princi-
pal Component Analysis (PCA) and Varimax rotation to perform an exploratory factor
analysis. Later on, the authors have chosen between the various proposed number of
factors based on their eigenvalues and they have decided to put manifest indicators into
the factors which they have the highest possible rotated factor loadings accordingly.

In the second stage, the latent variables identified as a result of the initial factor
exploration are modeled with CFA method and analyzed with IBM SPSS AMOS 24.
Certain metrics including standardized estimate, estimate p-value, and model fit indices
assist the researchers at this stage in evaluating the proposed EFA factors and confirming
them. The researchers have also performed convergent and discriminant validity check
in this phase to ensure the results obtained [35].

Following the previous two steps of analysis and understanding the consistency of
the manifest factors regarding customer loyalty for both years, the final part of the data
analysis needs to be performed in order to answer the research question. In the final
step, the data from the two times before and during the pandemic are analyzed using
independent t-test method to examine the difference between the respondents’ mean
values for each of the indicators by using software IBM SPSS Statistics.

4 Results of an Empirical Research

In this part of the paper, the results of data analysis using methods EFA, CFA and t-test
for both periods before and during the pandemic are described.

4.1 Exploratory Factor Analysis

At the initial stage of reviewing the 45 indicators, eight of them were excluded from the
analysis because they had extracted common variance less than 50% in the communality
table and also a low factor loadings. Thus, the exploratory factor analysis was performed
on 37 items that have a common extracted variance greater than 50%. According to EFA,
nine factors are obtained for both periods, with considering eigenvalue larger or closer
to one.

In 2019, the nine factors explain about 73% of the total variance, and that number is
the same in 2020. The first factor, which authors refer to as customer satisfaction based
on the subject literature and its indicators, explains the maximum variance at about 32%
in both years with a slight difference. This factor applies to all statements that indicate
consumer satisfactionwith online shopping. The second factor, which is called the online
store’s reputation, is related to concerns such as customer respect, no price fluctuations,
and trust. The third factor is called the risk factor and is related to safety issues at the
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time of online purchase. The fourth factor relates to consumer shopping experiences.
In the fifth factor, ease of shopping online is important to the consumer. Factors sixth
and seventh relate to issues regarding customer orientation and competitive advantage
of stores respectively. The eighth factor describes an electronic word of mouth, and the
ninth factor explains the volume of online reviews.

The KMO in both years is approximately 0.92, and this number is higher than the
value of 0.5 and indicates that the data is suitable for a factor analysis. In addition, the
significant value of Bartlett’s Test of Sphericity in both periods is further evidence of
the adequacy of the data. Furthermore, Cronbach’s Alpha is larger than the accepted
threshold for all factors.

4.2 Confirmatory Factor Analysis

After obtaining the exploratory results of factor analysis in order to verify them, it
is essential to conduct a modeling using CFA method. All standardized estimates are
significant, and the average variance extracted (AVE) for all latent variables is greater
than 0.5, which confirms the convergent validity of the CFA model in 2019. In addition,
the model fit indices for the CFA model in 2019 are close to or exceed the accepted
thresholds. (Chi-Sq/df = 3.515, RMR = 0.069, GFI = 0.874, TLI = 0.916, CFI =
0.925, RMSEA = 0.055).

In the CFA model for pre-COVID-19, discriminant validity is achieved when the
Square root of AVE is larger than its corresponding rows and columns. Note that the
Square root of AVE in the Table 2 is larger than its rows and columns, and is shown with
a bold and underlined font.

Table 2. Discriminant validity for Pre-COVID-19 CFA model

ID Factor F1 F2 F3 F4 F5 F6 F7 F8 F9

F1 Consumer satisfaction 0.76

F2 Online store reputation 0.59 0.75

F3 Risks −0.12 −0.15 0.80

F4 Consumer experience 0.54 0.54 −0.02 0.84

F5 Ease of making online
purchases

0.74 0.57 −0.10 0.48 0.84

F6 Customer orientation 0.47 0.74 −0.07 0.46 0.46 0.82

F7 Online store
competence

0.54 0.58 −0.06 0.36 0.49 0.63 0.75

F8 e-WOM 0.33 0.29 0.10 0.42 0.37 0.26 0.24 0.85

F9 Number of reviews 0.10 0.06 0.00 0.04 0.06 0.09 0.09 0.15 0.92

In CFA model for the COVID-19 era, AVE is larger than 0.5 for all nine latent
variables and can confirm convergent validity. All standardized estimates are significant.
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Furthermore, there are accepted value for the COVID-19 era CFAmodel fit indices. (Chi-
Sq/df = 3.801, RMR = 0.059, GFI = 0.874, TLI = 0.916, CFI = 0.925, RMSEA =
0.055).

Similar to the Table 2, the discriminant validity for The COVID-19 era CFA model
meets the condition that square root of AVE is larger than the corresponding rows and
columns and obtains the necessary validity.

4.3 Independent t-test

This section presents the results of the t-test for independent samples. All manifest
indicators based on the CFA models have a significant impact on the latent variable
and the difference between their mean values before and the COVID-19 era can show
a change in consumer’s attitude towards e-commerce. Since groups of indicators affect
the latent variables, these changes can also be seen in the overall view of those factors.
The following table shows the results of the t test for all of the manifest indicators that
had significant changes in their mean value before and the COVID-19 era.

Table 3. Independent samples t test for Pre- and The COVID-19 era

Factor name Indicator (item) Variance F Sig. Sig. (2-tailed)

Consumer satisfaction If I need something, I will
buy it on the Internet

Equal 9.95 .002 .000

Not equal .000

I’m glad I started buying
on the Internet

Equal .23 .635 .000

Not equal .000

I will continue to buy
online

Equal 7.71 .006 .002

Not equal .002

My online shopping
experience meets my
expectations

Equal 1.50 .221 .000

Not equal .000

Decision to start buying
online was the right
decision

Equal 3.30 .070 .000

Not equal .000

I am happy with my
online shopping

Equal .45 .503 .000

Not equal .000

In general, I am satisfied
with the quality of
goods/services offered by
online stores

Equal 1.11 .292 .000

Not equal .000

(continued)
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Table 3. (continued)

Factor name Indicator (item) Variance F Sig. Sig. (2-tailed)

Ease of making online
purchases

In general, shopping
online is easy

Equal 12.4 .000 .001

Not equal .001

It is easy for me to shop
online

Equal 3.01 .083 .032

Not equal .033

It’s easy for me to interact
with an online store while
making a purchase

Equal .000 .993 .027

Not equal .027

It is easy for me to
perform any operations
during the purchase in the
online store

Equal 5.74 .017 .002

Not equal .002

Online store reputation In general, online
shopping can be trusted

Equal 1.35 .246 .032

Not equal .032

Consumer experience I will make the next
purchase in the online
store, where I have
already bought before

Equal .15 .696 .022

Not equal .022

I will make a purchase in
the online store where I
already bought before
during the next year

Equal .61 .436 .000

Not equal .000

Number of reviews I pay attention to the
number of reviews when
choosing a product and/or
store

Equal 7.72 .006 .039

Not equal .040

The more reviews, the
higher the likelihood that
I will choose a product
and/or store to buy

Equal 2.34 .126 .027

Not equal .028

e-WOM Over the past year I have
been posting reviews
online more often

Equal 1.31 .252 .001

Not equal .001

I write long reviews
(more than 1–2 sentences)

Equal .02 .898 .028

Not equal .028
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Table 3 does not show the other indicators that their mean has not changed sig-
nificantly between the two samples. As shown in Table 3, all the manifest indicators
that form the four latent variables consumer satisfaction, Ease of making online pur-
chases, e-WOM, and Number of reviews in the two periods before and the COVID-19
era have significant differences in mean values. In the same way, one indicator that has
a significant influence on online store reputation, as well as two indicators that signifi-
cantly influence Consumer experience, have meaningful different mean values from the
perspective of the Russian consumer.

Thus, to answer the research question of this study about the impact of theCOVID-19
pandemic on customer loyalty factors, Authors use the findings to confirm this impact
because of the significant change in the mean value of all items in the four factors.
Hence, COVID-19 impact has been significantly approved in factors related to consumer
satisfaction, Ease of making online purchases, e-WOM, and Number of reviews.

5 Discussion and Conclusion

This paper reviewed the literature on the impact of COVID-19 on e-commerce to reveal
possible changes in consumer perceptions concerning loyalty factors in the Russian e-
commerce market. Based on the exploratory factor analysis, nine factors were obtained
for the pre- and COVID-19 era periods, which are in line with Rebiazina et al. [36]
findings on Russian e-commerce. Naming latent variables is also based on the same
research. Later, the researchers confirmed the existence of nine constructs for each period
by CFA modeling based on exploratory factor analysis findings. Finally, the researchers
compared the mean values of all 37 indicators of latent variables in two periods using
the t test and found that the indices of four latent variables have a statistically significant
difference in the mean value. These latent customer loyalty variables include Consumer
satisfaction, Ease of making online purchases, e-WOM, and Number of reviews. Among
them, consumer satisfaction is particularly important in terms of subsequently explaining
the amount of variance. In EFA, this factor explains 32% of the 73% of the total variance
of nine factors, which shows its importance in relation to consumer satisfaction when
shopping online. On the other hand, we can see a noticeable difference in the values
of average variance extracted (AVE) for these four factors in the pre- and COVID-
19 era periods. There is a noticeable difference in the values of AVE for these four
factors between the pre- and COVID-19 era periods. For instance, the average variance
extracted by e-WOM and the number of reviews have significantly varied between the
two periods from 0.72 and 0.84 for pre-COVID-19 CFA models to 0.65 and 0.96 for the
COVID-19 era, respectively. Indeed, these variationsmayconfirmchanges in consumers’
perceptions of the mentioned four factors during these periods.

The results of this paper on the importance of customer satisfaction and ease of
making online purchases for consumers to switch to e-commerce in the Russian market
are consistent with Rebiazina et al. [17] findings about the ecommerce adaptation factors
in Russia. Kursan [37] likewise has discovered that customers who are satisfied with
their online purchases are more likely to return to the same retailer and re-purchase
during the pandemic and this can make them loyal customers. Moreover, e-WOM’s
impact on purchase decisions during a pandemic was significantly noticed in another
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research that may somehow confirm the importance of this factor during this era [38].
Praptiningsih [39] has also emphasized that understanding e-WOM is very important
during a pandemic, especially for activities such as shopping.

The findings of this paper may pave the way for online business executives to pay
more attention to finding solutions for an enhancement in customer satisfaction, espe-
cially for new customers. In addition, companies’ managers can provide customers
with more appropriate and convenient platforms to search for a product or service and
include safe and user-friendly payment options. Finally, the marketing and customer ser-
vice departments’ managers must provide appropriate platforms for customers to submit
their feedback and have better control over the e-WOM.

This study has some limitations that may be addressed in further research. The
main limitation of this study is related to the evidence focused specifically on Russia.
Therefore, it is very vital to conduct further studies involving other countries in order
to understand the impact of COVID-19 on customer loyalty factors in the various e-
commerce market across countries. In this way, online business owners may become
familiar with the factors in their geographic regions and pay more attention to enhance
them. The second limitation concerns the participants in this study, which is necessary
to consider a more robust sampling technique in order to improve the generalization of
the findings.

Acknowledgment. This research has been conducted within the applied research project “De-
velopment of Multifactor Model to Improve Innovative Companies Com-petitiveness in the Dig-
ital Transformation Age” as a part of the HSE Graduate School of Business Research Program
(protocol No.5, 19.06.2020) in 2020–2021.
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Abstract. The study is devoted to the digital shift in management, forced by the
precautions during the COVID-19 pandemic. The purpose of this paper is to pro-
vide an understanding of remote management, its challenges and opportunities
faced in remote working by digital natives, young undergraduate students. The
bibliometric analysis with VOSviewer revealed five research avenues on remote
management in 2018–2021, that are digital transformation, technologies and sup-
ply chain; consumer behaviour, ICT and small business; business innovations
and COVID-19 challenges; Industry 4.0 and manufacturing; sustainability. The
paper includes an exploratory study of the opinion of undergraduate students
regarding modern management practices. Based on the results of the qualitative
research, the authors identify key benefits and challenges of remote management
for the employees, employers and organisations. The respondents consider that
remote work format is a driver of positive and negative organisational change that
impact different organisational aspects – decision making, communication, con-
flict, organisational culture, leadership and motivation. The paper discusses the
results and raises new questions that further research needs to answer.

Keywords: Digital management · Remote management ·Management ·
Bibliometric analysis · COVID-19

1 Introduction

The novel coronavirus pandemic, declared in Spring 2020, by the WHO became the
impetus of many changes in business and management [2]. Even though digital transfor-
mation had started several years ago, it was forced dramatically duringmeasures taken by
governments all over the world [3, 8]. Businesses had to adjust their business models and
management approaches. Nationwide lockdowns that were introduced inmany countries
made remotemanagement the only available option tomaintain business processes. That
brings close attention of practitioners and academics to the different aspects of remote
management and its impact on the organisations and major organisational processes.

The purpose of this study is to provide an understanding of the challenges and
opportunities associated with remote management in remote working, forced by the
precautions during the COVID-19 pandemic. The respondents are young undergraduate
students who represent “digital natives” [9, 10]. Thus, this study taps into the perception
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of the challenges and other specifics of remote work by the generation who has grown
up under the influence of information technologies and online communications, in other
words, in an environment that is natural (native) to them.

The paper structure is as follows. Firstly, the authors provide a bibliometric analy-
sis of academic literature on remote management and digital shift in management with
VOSviewer and highlight the differences in research “before” and “during” the pan-
demic. Secondly, they present findings from a qualitative study of students’ understand-
ing of remote management and remote manager, opportunities and challenges of remote
management in remote work, and the impact of distance work on managerial aspects.
The digital shift of management approaches and prospects for remote management are
discussed, and further avenues for research are highlighted.

2 Bibliometric Analysis on Digital Shift in Management

We use a bibliometric analysis of papers to provide an overview of the recent research
(since 2018) on remote management and the digital shift in management.

Publications indexed in the Scopus (scopus.com) global citation database were
selected for the analysis using the following criteria: (1) Subject areas: Economics,
Business and Management; (2) An occurrence of at least one of the terms “digital man-
agement”; “remote management”; “online management”; “digital transformation” in the
title, abstract or keywords, or the combination of terms “digital shift” or “digitalisation”
with “management”; (3) Published between 1st January 2018 and 28th February 2021.

The database obtained from Scopus contains 1,841 papers. Table 1 shows that the
number of publications on this topic increased from 250 in 2018 to 905 in 2020. More-
over, 210 publications have been indexed in the Scopus database in 2021 (up until the
end of February). 22 of these publications deal with the COVID-19 pandemic.

Table 1. The number of publications on digital shift in management, by year, 2018–2021.

№ Year Number of papers

1 2021 (January and February) 210

2 2020 904

4 2019 477

5 2018 250

Source: Retrieved from Scopus (https://www.scopus.com/) at 28.02.2021

VOSviewer Software (http://www.vosviewer.com)was used to analyse keywords co-
occurrence. The main sample contains 7,743 author keywords. Following the standard
procedure, a special thesaurus was developed to combine keywords in different forms or
similar meanings. At the next step, keywords that indicate the methods of the study or
type of the article (such as design, methodology, structural equation modeling, literature
review, surveys) were excluded. Figure 1. presents the overview of the bibliometric study.

During the co-occurrence analysis, 40 different author keywords were identified at
least 25 times. Table 2 shows five thematic clusters that were recorded with VOSviewer

https://www.scopus.com/
http://www.vosviewer.com
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Search terms:
Digital management, 
remote management, 
online management;
Digital transforma�on AND 
management; digital shi� 
AND management; 
digitali(z,s)a�on/digi�(z,s)a�
on AND management

Database:
Scopus

Inclusion criteria:
Business, Management, and 
Economics areas;
Published between 1st 
January 2018 and 28th 
February 2021

Selected for the analysis:
1,841 papers, 7,743 author keywords

Keywords:
40 different keywords 

Thesaurus

Co-occurrence analysis

Five themes of research:
1. Digital transforma�on, technologies & Supply Chain;
2. Consumer behaviour, ICT & Small Business;
3. Business Innova�ons and COVID-19 Challenges;
4. Industry 4.0 and Manufacturing;
5. Sustainability

Fig. 1. Research design for the bibliometric study. Source: Developed by authors.

default parameters of keyword analysis (attraction= 2, repulsion= 0, and normalisation
as an association method).

Figure 2 illustrates the distribution of themes from 2018 to 2021. The keywords
that were intensively used in the first part of the period are coloured with violet, and
the keywords of the recent trend are yellow. Following Fig. 2, different issues of tech-
nology adoption, big data, and information systems (these words mainly belong to the-
matic clusters 1 and 2) while industrial revolution, forced by the COVID-19 pandemic,
is a fast-emerging trend. High attention in recent papers is given to changes in con-
sumer behaviour, challenges for supply chainmanagement, and small andmedium-sized
enterprises (SMEs) during the COVID-19 pandemic.

Connor M., Conboya K., and Dennehya D. (2020), studied the temporal complexity
of remote working [7] within information systems development (ISD). They identified
four challenges faced by remote ISDworkers, such as (1) “failure to incorporate or adapt
co-located social construction of time” [7, p. 10], (2) “mismanagement of types of time
and social constructions of time” [7, p. 13], (3) “failure to capture changing frequencies
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Table 2. Keywords of publications on digital shift inmanagement indexed in Scopus, 2018–2021.

№ Keyword Number of occurrences

Cluster 1: Digital transformation, technologies and Supply Chain

1 Digital transformation 194

2 Big data 58

3 Supply chain management 53

4 Supply chains 48

5 Blockchain 43

6 IoT 40

7 Knowledge management 36

8 Information systems 35

9 Competition 34

10 Technology 32

11 Digital platforms 28

12 Information technology 27

Cluster 2: Consumer behaviour, ICT and small business

13 Social media 60

14 Decision making 54

15 ICT 50

16 SMEs 49

17 E-commerce 46

18 Technology adoption 42

19 Consumer behaviuor 30

20 Social networking (online) 29

21 Sales 28

22 Information management 26

23 Internet 25

Cluster 3: Business innovations and COVID-19 challenges

24 Digitalisation 155

25 Innovation 86

26 Digital technologies 61

27 Artificial intelligence 50

28 Business models 39

29 COVID-19 32

30 Entrepreneurship 30

31 Open innovation 30

32 Co-creation 29

33 Technological development 28

Cluster 4: Industry 4.0 and manufacturing

34 Industry 4.0 151

35 Manufacture 35

36 Industrial revolutions 34

37 Industrial research 33

38 Manufacturing 25

Cluster 5: Sustainability

39 Sustainable development 59

40 Sustainability 52

Source: Authors’ analysis with VOSviewer (http://www.vosviewer.com), 1841 publications

http://www.vosviewer.com
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Fig. 2. Co-occurrence map of keywords in articles publications on digital shift in management
indexed in Scopus, 2018–2021. Source: Authors’ analysis with VOSviewer (http://www.vosvie
wer.com)

of events” [7, p. 14], (4) “mismanagement of various speeds of ISD communicational
tools” [7, p. 15], (5) “mismanagement of entertainment of events” [7, p. 17], (6) “lack
of awareness of changes in temporal personality” [7, p. 19].

Some researchers focused on the response of SMEs to the challenges of the COVID-
19 pandemic [6, 11] and described the main approaches to cope with the crisis. They are
associated with the digital transformation: adopting open innovation practices, digitalis-
ing sales, finding digital partners to reach the market, and overall accelerating transition
toward a more digitalised firm [11], managers had to focus on new IT solutions [6].
Besides, some attention was paid to outcomes for global supply chains [4], vital changes
in healthcare ecosystems [1, 5, 13], and to servitisation of manufacturing firms [12].

The COVID-19 pandemic accelerated the digitalisation of firms and led to dramatic
changes in different aspects related to leadership and management [2]. Today, most of
the articles are focused on the challenges of digital shift for “digital immigrants”, who
were used to in-person communications [9, 10]. It takes them time and effort to change
the general way of thinking and working routine and adapt to digital context reinforcing
remote management practices. The study of the opinion of digital natives, regarding
modern management practices, could reveal new aspects which could be commonly
overlooked.

http://www.vosviewer.com
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3 An Empirical Study and Findings

3.1 Research Methodology and Sample

The exploratory qualitative online-research was conducted from April to June 2020 to
study the perception of remote management specifics by digital natives, undergraduate
students. The survey consisted primarily of open-ended questions in a semi-structured
format to discover the general understanding of remote management, opportunities and
threats, and its impact on the organisations and organisational processes.

The sample size was 189 people (age range 18–23 years old, 41% male and 59%
female). To ensure the quality of the answers, only responses provided by undergrad-
uate economics and management students were accepted for further analysis (127 par-
ticipants, 18–22 years old, 36% male and 64% female). Table 3 presents the general
information of respondents.

Table 3. Empirical sample description.

Gender Education
specialisation:
economics and
management

Work
experience

Male Female Yes No Yes No

Initial sample size N = 189, 18–23 78 111 127 62 70 119

41.3% 58.7% 67.2% 32.8% 37% 63%

Final sample size N = 127, 18–22 46 81 127 0 56 71

36.2% 63.8% 100% 0% 44% 56%

Source: Empirical study

The study clarified the general attitude of undergraduate students towards remote
management, showed how they perceive its nature, key problems and challenges, and
its impact on the company’s various organisational characteristics, processes (commu-
nication, conflict, decision making, leadership, etc.). Study results empathised future
research avenues (either repeated study based on the same sample or new compara-
tive study to analyse how the perception has been changed during 1 or 2-year period;
qualitative studies on “best” and “worst” remote management practices, etc.).

The next part of the paper provides findings on the key research questions:

(1) What is remote management?
(2) What are the challenges and opportunities of remote management?
(3) Which aspects and processes of the organisation are mainly influenced by remote

work?
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Table 4. Remote management is… (examples of definitions).

Definition Respondent

1 “a company management system, where
physical contact of two employees is not
necessary for effective interaction… their
communication is established through remote
channels (online calls, messengers, online
services) and applications/tools (for goal
setting and reporting).”

Male, 22 years old, has work experience

2 “management without real contacts…in
current realities, this is art, and, to a significant
extent, luck.”

Male, 20 years old, has work experience

3 “team building and team management at any
distance, where the goal of the manager is to
build conditions, where every employee can
perform his task and still connected with the
rest of the team.”

Female, 19 years old, no work experience

4 “a new type of management… like a
traditional management, it has an inherent
management structure, includes organisation,
goals and people, but there is one specific
feature – management occurs remotely, all
interactions are carried out remotely – usually
via digital technology that works as a
communication tool.”

Female, 20, no work experience

Source: Empirical study

3.2 Results and Discussion

In this section, findings are organised around central questions with descriptions, quotes,
and examples depicting them.

RemoteManagement. In a broad sense, respondents understand it as organisationman-
agement, including employees, activities, organisational processes, methods, systems,
while the manager and team are located remotely. The employees interact using modern
innovative technologies. Remote management is a set of managerial relations built in a
virtual format. Table 4 presents examples of the answers provided by the undergraduate
students.

To summarise, remote management is an “art to combine various forms, methods
and means of management for the effective work of various departments of the company
at a limited physical presence… the distant manager plans and organises tasks and work
processes, selects and uses methods suitable specifically for remote control, coordinates
employees’ virtual interactions to achieve the company’s goals and results…”. In short,
it is the art of managing people, teams, processes, systems via digital tools without
face-to-face contact.
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According to the economics and management undergraduate students, the compo-
nents of remote management include trust, independence and honesty of employees,
an individual approach to each worker and team, self-management, IT components and
software (technology, network, hardware), a coherent remote work system and scheme,
remote communication channels, specific leadership qualities and management style.
Part of them describes the requirements for managers, the second – for employees, the
third – for organisations as a complex system.

Challenges and Opportunities. Remote management carries many challenges. They
are grouped into several areas, such as managerial, technical, legal, psychological,
mental, social and cultural.

The majority of respondents mentioned the following obstacles: limited working
conditions (e.g., limited space, software), deterioration of interpersonal relationships
(e.g., less engagement, understanding, moral support, development), reduction of work
quality, increase of technical investments, emotional pressures (e.g., uncertainty about
the future, limited socialisation, fear of a job loss, fear of a freedom loss), technological
illiteracy, work-home conflict.

The most common challenges of remote management are listed below:

• how to perform managerial functions – remote planning and goal setting, remote
organisation, remote motivation, remote control, etc.;

• how to shift business processes to remote format;
• how to maintain the involvement of the employees, teams, and departments;
• how to control and delegate;
• how to interact proficiently in a remote format;
• how to maintain remote employees’ wellbeing and performance;
• how to organise paperwork;
• how to organise working space (either “in” or “out” the office);
• how to support privacy, etc.

Interestingly, some respondents underlined that remote management problems are
interrelated:

…In fact, all the obstacles [respondent mentioned the problem of self-
management, psychological issues, lack of community spirit] revolve around one
topic – the lack of the ability to "control" employees (both in a positive and in a
negative sense).

(female, 20 years old, no work experience)

…Problems are lined up in a certain order – each problem subsequently origi-
nates from another. Communication barriers lead to a slowdown in business and
decision-making processes. They form time lag – it becomes challenging to involve
most of the employees in specific activities. This distorts the sense of involvement
and leads to demotivation.

(female, 22 years old, has work experience)
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Table 5. Remote work (benefits).

Descriptions Respondent

1 “It provides opportunities for employees
– distribution of working hours as you wish,
equal opportunities for people with disabilities,
comfortable work conditions, as well as
opportunities for employers – no rent for office
space and work equipment, attraction of
qualified employees from other regions,
flexibility in setting the work schedule.”

Male, 20 years old, has work experience

2 “Remote format makes it possible to work
literally from any corner of the planet where
there is an Internet connection, that means a
person can explore the world, choose the most
suitable place of residence (live outside the city
without spending time and money on
transportation). Many people have an
individual biological clock (the remote format
makes it possible to perform assigned tasks
when you are most active). Working remotely
helps to maintain a job and a constant income,
which is challenging during the pandemic”

Female, 20, has work experience

Source: Empirical study

Overall, remote management creates various complications for employees, man-
agers, and organisations. One challenge could be daunting for a particular department
or company and less for another, it depends on the preparedness for remote practice.

In response to a question about the opportunities connected with remote manage-
ment, students underlined general benefits for employees, managers, and companies (see
Table 5).

The most common benefits for the employees are “reduced expenses on traveling”,
“flexible work schedule and opportunity to achieve work-life balance (spend more time
with the family)”, “global interactions”, “ability to find or keep a job in difficult situ-
ations”, “sense of freedom and responsibility”, “feeling of trust”, “opportunity to mix
several jobs or professions”.

While, for the manager, remote practice allows them to “organise high levels of close
monitoring and control”, “opportunity to find employees globally”, “transformation of
the organisational processes”, “ability to develop flat organisation structure based on
networks”.

The remote working practice provides numerous advantages for the organisation,
such as “reduced office expenses”, “access to cheap labour”, “low staff turnover”, “au-
tomation of organisation management processes”, “development of electronic document
management”, “equal job rights for people with disabilities”, “opportunity to create
organisations of a continuous cycle”, “opportunity going international, creating new
markets or branches”.
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The results show numerous advantages and disadvantages of the remote working
practice.

Remote Work and Its Impact on the Company and Organisational Processes. The
shift to distant working models, mainly caused by the measures imposed to contain
the COVID-19 pandemic, initiated various changes in companies. These truly affect
the structure and characteristics of the job, business and intra-organisational processes,
and many other components and elements of the organisations. In this part, the general
aspects will be described.

Changes. Remote work format is a driver of positive and negative organisational
changes:

…“remote” and “change” are almost synonyms – everything changes constantly,
unpredictably and rapidly. The transition to distant working resulted in adaptation
to various changes, work and interactions adjustment, changes in the ways to
deliver tasks to employees, etc.

(female, 19 years old, has work experience)

…most of the changes were negative… communication has become more compli-
cated, organisational culture has suffered, leadership, employee motivation and
development, decision-making – all these aspects of management have experienced
some kind of “pain” during the shift to remote format.

(male, 19 years old, has work experience)

…significant changes occurred in many areas of the organisation, such as organi-
sational structure, culture, control system, etc. Remote management required con-
stant corrections, changes to maintain work efficiency. For example, my company
established new rules and structures.

(female, 19 years old, has work experience)

…remote form of work had a positive influence, it was a kind of innovation…-
work processes were digitised, the concept of managing an organisation was
reconsidered.

(male, 19 years old, no work experience)

Respondents with work experience put more emphasis on the negative aspects of the
changes, while undergraduate students without experience – on the positive.

Communication. Remote work transforms data communication channels and forms of
communications. Channels are narrowing, some verbal and emotional parts are miss-
ing, communication becomes more formal, and feedback is limited. All in all, it leads
to “communicational absenteeism”. From the positive perspective, new channels and
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instruments are developing, transparency is rising, the boundaries of subordination are
reducing. It can be concluded that remote managers might control andmaintain informa-
tion workflow to solve communication problems, one of their major tasks is to develop
communicative strategies.

Decision-Making. On the one hand, it has become easier to make decisions, since it is
not difficult to bring the whole team together in a virtual place. On the other hand, it is
challenging to manage high uncertainty (“it is extremely difficult to make any decisions
in the new digital reality”) which affects both communication and decision-making
processes:

…The level of uncertainty in the external environment increases, communica-
tion between employees becomes more complicated, it influences the process of
decision-making.

(female, 19 years old, no work experience)

It can be added that remote working increases the autonomy of the employees, which
escalates independent individual decision-making processes.

Conflict. Individuals expressed a controversial opinion about the conflict. Undergrad-
uate management students believe that interpersonal conflicts in remote working are
defused, though role and goal conflicts will occur more often. One of the common
sources of the conflict might be a misconception. Moreover, there might be a shift
towards a latent type of conflict. A remote manager has to develop appropriate distant
conflict-solving strategies.

Organisational Culture. There is a high risk of culture diminution. How to sustain a
company’s culture when people work remotely becomes one of the challenging issues:

…management has to maintain the collective spirit and atmosphere, corporate
identity, its uniqueness and integrity, positive psychological climate. Leaders have
to establish new rules, traditions, values applicable for remote work.

(female, 22 years old, has work experience)

Leaders and managers need to take actions to support culture, they are driving forces
influencing remote culture development. Cohesive remote culture might be based on
specific values (e.g., equality, transparency, trust, mutual respect). It includes new social
remote work rituals (virtual coffee and tea breaks, high five greetings, check-in in the
virtual group chats etc.), digital etiquette. Overall, new manifestations of virtual culture
will appear.

Leadership. The role of the leaders is significant. A remote leader is someone who has
full access to information, who integrates, encourages, supports the employees and leads
by example.
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…Leaders are important! They unite, support, help and make us believe that we
are still appreciated. During the lockdown, our top manager made his best to
clarify the situation, communicated informally via Zoom. It was a great support
and motivation.

(female, 22 years old, has work experience)

Remote leaders might practice participative leadership to impact employees’ work
engagement, psychological empowerment, job satisfaction, commitment. He empowers
the team and makes the working process comfortable.

Motivation. The remote format opens up questions regarding the changes in the motiva-
tional aspect. Among new trends is a shift to autonomous and intrinsic motivation, focus
on results, not working hours. Remote working has both positive and negative impact
on motivation, respondents often used negative points:

…level of motivation will decrease, because at work we usually satisfy different
needs, such as the need for recognition, self-realization, and social needs. We need
other people to stay in the “flow”.

(male, 20 years old, has work experience)

…motivation weakens. Firstly, competition between employees disappears, it stim-
ulated them to be productive. Secondly, there is no working atmosphere at home.
Third, the problem of procrastination. Forth, the lack of direct control – you relax,
you reduce the quality of your work. Finally, no one knows about your “everyday
victories” and professional achievements, you lose the urge to self-development.

(female, 20 years old, has work experience)

Since personal involvement decreases, remote managers have to be sensitive to the
needs of employees, provide feedback, praise for small achievements, organise individual
and group meetings, create a positive climate, etc.

In this study, we found how undergraduate economics and management students
understand the general issues of remote management in remote working. It is worth
noting that the results revealed controversial attitudes. By and large, the development
of remote work has a strong impact on the processes of communication, organisa-
tional change, conflict, adaptation and development, leadership, etc., it can negatively
affect various components (functions, processes, elements) of the organisation (e.g.,
organisational culture, motivation).

Communication as the most important intra-organisational process was mentioned
when discussing opportunities as well as the key problems in the distant management
format. Poor organisation of remote working creates misunderstandings, loss of valuable
information, disruptions in the decision-making process and implementation of changes.
It is important to prepare and provide high-quality, convenient and reliable technology
for all employees, think over formal and informal ways of interaction between managers
and team members. Remote work provides positive outcomes when it is designed well,
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when managers and employees are educated and prepared, when autonomy is high.
Otherwise, a manager will practice ineffective micromanagement that will result in
managerial mistrust.

Thus, in the era of digital transformations, effective interaction between a remote
manager and remote employees requires the correct organisation of the work, as well
as the use of innovative methods, tools, and technologies. These are essential elements
to ensure the organisational resilience. To increase the competitiveness of a modern
company, it is also necessary to develop human capital capable of providing high-quality
remote management. It creates the necessity for the development and implementation
of new educational practices.

Coronavirus disease accelerated the attention to issues concerned with remote man-
agement. Future studies might address current tendencies in the field of remote manage-
ment. It would be interesting to conduct a repeated study based on the same sample or
a new comparative study to analyse how the perception has been changed during a 1 or
2-year period.

The study raises new questions, that further research needs to answer. Since remote
management is becoming ever more common practice, it is necessary to examine how
remote management is perceived by managers and employees; how requirements for
various positions (e.g., managerial, operational) have transformed before and after the
COVID-19 pandemic; how companies manage interactions with external stakeholders
during remote format; what digital technologies organisations use to support adminis-
trative and operational work; how various organisations implement remote practices and
which challenges they face.

Although issues of digital transformation and business adaptation, as well as remote
working, have shown particular importance in 2020–2021, it is worth emphasizing that
many companies used the virtual interaction format long before. Further research com-
paring the experience of companies “born in” and “adapting to” the new reality can
be useful to identify successful practices of virtual management, the culture of remote
work, as well as to determine the specifics of the work of a remote manager and leader
and the necessary competencies to organise business processes.

4 Conclusion and Future Research

The present study of digital natives represented by undergraduate economics and man-
agement students revealed an overall understanding of remote management, opportuni-
ties and challenges created by remote working format, as well as the impact that last has
on the company and its organisational processes.

In general, students express controversial opinions about the positive and negative
influence of distance working on remote management aspects. To make remote prac-
tices positive it is necessary to conduct deeper research on specific characteristics of the
organisation, analysing specific business cases. It is important to pay attention to chal-
lenging points. Ignoring certain aspects of remote management, could raise problems
and risks which can undermine the competitiveness and sustainability of the company
in the digital economy age.
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The study provides valuable insights into research questions and indicates further
research avenues. More research is needed on current tendencies in the field of remote
management in Russia and other countries. To get a better and more comprehensive
understanding of the specifics of remote management, it is recommended to study the
following issues:

• Remote management perception in a 2020–2021 period and onwards;
• Perception of remotemanagement and remotework bymanagers and employees (both
“digital natives” and “digital immigrants”);

• New requirements for various positions (e.g., managerial, operational);
• Specifics of remote management with internal and external stakeholders;
• Digital tools and software used by the companies to maintain the working processes;
• Remote management implementation experience by big, medium, and small compa-
nies and/or by companies working in different spheres;

• Comparative analysis of managerial practices in companies, practicing “total remote”
and “partial remote” (hybrid) working format;

• Comparative analysis of managerial practices in companies “born in” and “adapting
to” the new digital reality;

• Factors, influencing the quality of work and management in remote format.

Remote management will undoubtedly continue to be a significant part of contem-
porary economics and business environment. It is required to conduct new qualitative
and quantitative research investigating the appropriate remote management practices in
the digital age.
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Abstract. In our paper we explore the development of labor market in Novosi-
birsk, a region of Russia’s Siberian Federal Okrug, during the unprecedented
events of 2020. In this, we rely on digital representation of the market, collecting
the data from several online sources. These are the three popular Russian online
job-related portals that publish vacancy and resume ads: HeadHunter, ZarplataRu
and TrudVsem. We devise the joint taxonomy for the three somehow discordant
portals to better cover the regional specifics and reveal the balance between work-
force demand and supply in various industries in 2017–2020. The results of our
analysis suggest while the supply, as manifested in resume ads, had short-term
flexibility, no remarkable changes were noted in the demand. However, vacancies
better reflect the situation in the labor market, even though the wages they pro-
pose were only 77.1% of the official wages for the region. The discovered lack
of correlation between the numbers of the ads and the wages in the ads suggests
that online recruitment is not competitive. Also, at least in the considered region,
the recruitment through job-related portals largely involves straightforward and
immediate hiring for less qualified and lower paid positions.

Keywords: Employment · Online data ·Wages · Human resources · Industries

1 Introduction

The development of Internet and the Information and Communication Technologies
(ICT) unavoidably affects the labor market [1]. This is reflected in the growing impact
of various online job-related platforms where employers and employees can find each
other. In 2019, surveys reported that job seekers named online job ads as the second
most popular channel after informal enquiries with their acquaintances [2]. Meanwhile,
in the current COVID-19 pandemic crisis these online platforms have further gained
in significance: although the volume of the ads might have dropped in some countries,
finding new occupations instead of the ones affected by the restrictive measures became
crucial for many people [3].
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In our research we analyze labor market or a Russian region through online data –
resume and vacancy ads placed on specialized online platforms. Three major platforms
that currently operate in Russia are HeadHunter, ZarplataRu and TrudVsem. They gener-
ally report steady growth in the numbers of visitors and ads: e.g. HeadHunter has boasted
a 26% increase in the number of published vacancies and 14% increase in the number
of resumes in 2019. In the next year, despite the alleged hit that the employment took
from the pandemic crisis, the vacancies grew already by about 37%, while the volume
of resume ads was nearly unchanged1.

The Russian Statistical Committee reported that the unemployment rate in Russia at
the end of 2020 was 5.9%, a notable increase from 4.6% a year before. Some regions
were especially severely hit by the pandemic and saw the unemployment exceeding
10%: Republic of Altai, Buryatia, Tomsk region, Tuva, etc. Novosibirsk region, which
is the focus of our research, had unemployment rate of about 7% at the end of 2020,
which is a rather low value for the Siberian Federal Okrug, but is higher than the Russian
average. Due to different effects of the restrictive measures on various businesses, the
number of people who change their jobs has grown, and information on current standings
and prospects of various industries became particularly valuable. More than half of the
temporary unemployed job-seekers in Russia never register with the state Employment
Service and increasingly rely on specialized online services.

Naturally, both remote work and remote establishment of labor relations (which
we shall call online recruitment in our study) became more common during the pan-
demic.While workers are rapidly losing their primary or traditional social ability, remote
employment requires advancement in ICT proficiency, as well as in skills related to the
new formats of work. The changes of the work formats and the communication norms
in the job environment are likely going to affect the attraction of the workforce too. It
is quite probably that even peripheral enterprises and workers, previously unaffected
by the digital labor-related channels, will finally get involved and become the clients
of the online platforms that we mentioned above. Accompanying these trends in the
labor markets, the concept of “smart employment” is being formed within smart cities.
It implies development of social humanitarian technologies that radically change the tra-
ditional understanding of industries and professions [4]. It also entails decision-making
by a worker on his or her optimal career development based on the current and expected
condition of the labor market, as reflected in the corresponding online data and trends in
online environment. In fact, in the modern digitizing economy that is based on knowl-
edge and ICT, the entire human labor activity undergoes transformation [5], and this is
largely relevant for the labor market. As during any transition, innovations require con-
ceptual understanding and practical decision-making. Decreasing the social tension is
another important consideration in labor market analysis aimed towards understanding
how its status and trends contribute to the country’s welfare, how they stimulate eco-
nomic development and support self-sufficiency of citizens and families. Implementation
of a Russian national project scheduled for 2018–2024, “Work Productivity”, requires
promoting employment, studying trends in the digitizing labor market and developing
effective mechanisms for investing into the country’s social and working sphere.

1 Data from https://stats.hh.ru, 18 March 2021.

https://stats.hh.ru
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The purpose of this study is to identify and investigate the changes in the Novosibirsk
region labor market as it was affected by the unprecedented events of 2020, with its
COVID-19 pandemic and the restrictive measures imposed by the government. We do
so through the analysis of labor demand and supply as represented by the data available on
online job-related platforms. We believe that better understanding of the gaining online
recruitment can contribute to the overall reduction of forced frictional and structural
unemployment, as well as provide better employment conditions for the young people
who just start their careers. In Sect. 2 of the paper, we review some related work and
detail our approach with respect to data collection and structuring. In Sect. 3, we present
the results of the online data analysis andmake some comparisons to the official statistics
on wages. In the final section, we discuss the results and provide conclusions.

2 Methods and Related Work

2.1 Labor Market Research with Online Data

The usage of computing and modeling tools to extend the traditional employment statis-
tics with online data is already widely established in research. Actually, the online
environment in the context of labor studies is largely associated with online employment
– i.e. the workers performing minor tasks over the Internet, basically in freelance mode.
However, traditional employment still has greater scale, and the new field of HRMining
that is dedicated to extraction of data on employment and labor markets in various indus-
tries is being shaped. One of the cornerstone works is probably [6], which considered
feasibility and effectiveness of web mining as a method for innovative research in the
field. The authors reviewed strengths and weaknesses of the online data with respect to
accuracy, completeness, timeliness, scale, flexibility and availability. In one of our own
previous works on the topic [7], we have outlined and applied the following principles
for assessing feasibility of online data collection: value for the customer, existence of
“online footprint”, legal and social acceptability, representativeness and stability of data
sources, etc.

Among more recent practical applications in the field, we’d like to note the work
[8], in which the data related to demographics, unemployment, etc. were collected for
municipalities of Spain using web scraping, and then analyzed in R environment. It was
demonstrated that creating such a database is useful to gain knowledge on economic
activity both for the cities of Spain, and for individual citizens. Indeed, it is increasingly
believed that timely and rational decisions today can only be made based on significant
volumes of data. In a relatively recent large-scale research of labor market in the USA
[9], they processed about 2 million vacancy ads to analyze the demand for IT skills. Thus
they obtained a hierarchy of the skills and linked them to 30 professions of various com-
plexities. In [10] the authors extracted qualification requirements towards researchers,
engineers and other innovative specialists in Turkey from a large dataset. In the initial
stage of this project, they performed automated classification of online vacancy ads based
on classification methods. Another remarkable example of a sophisticated classification
is [11], where the authors used ontologies (KNOWMAK) to match the results of their
analysis and the decisions made by politicians.
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Among the works of Russian authors we would like to note [12] that studied supply
and demand in labor market using online data of July 2018, without considering the
dynamics. An analysis of both Russia-wide and Ural Federal Okrug labor markets with
HeadHunter’s data was done in [13], but only for a single industry, Human Resources.
We believe that accurate and multi-aspect datasets are the key concern, and discuss this
in the subsequent chapter.

2.2 Data Sources and Data Collection

Currently, HeadHunter is clearly ahead of the other competing online platforms in scale,
with its 60 million users. A few years ago, they started to provide analytical insights
on the labor market-related data accumulated in their database, particularly through the
novelHH Index2 service. It focuses on the changes in the numbers of vacancy and resume
ads per regions of Russia and per “professional fields”, as well as tracks the “portrait
of a job-seeker”. The free service, however, does not allow analyzing data that is older
than 1 year, and is reluctant to disclose absolute numbers (for the average wages, there is
actually a good reason for that, which we will note later). Also, although HeadHunter is
clearly the leader on the Russia-wide scale, in some smaller or remote Russian regions
it does have strong competitors, such as ZarplataRu in Novosibirsk, whose data it does
not cover entirely.

Correspondingly, in our research work we rely on labor market monitoring system3

that we developed and launched in 2011 (see technical description in [7]). Currently it
collects data forNovosibirsk region and someother regions of the SiberianFederalOkrug
from several online platforms: HeadHunter, ZarplataRu and TrudVsem. Initially, all the
collection was performed via web scrapping, but several years ago job-related online
platforms, includingHeadHunter, started providingAPI access, which gradually became
the main collection method for our system. The system employs smart mechanism based
on hash-code for detecting duplicate ads within and across the platforms, which are
removed from the analysis (see [14] for details). After about 10 years of operation,
the database of the systems contains over 10 million unique records with vacancy and
resume ads collected from the platforms. The main labor market monitored parameters
are numbers of ads per professions and industries, as well as proposed and requested
wages extracted from vacancy and resume ads respectively. The calculation of average
wages is not straightforward, since most of the platforms allow the users to specify the
range (from M to N) in vacancy and resume ads, both ends of which are optional. So, in
our system we have introduced the following empirical rules [14]:

• If N is not specified (the ad says “wages from M”), we accept the range as [M; M +
0.66M];

• If M is not specified (the ad says “wages up to N”), we accept the range as [0.66 N;
N].

Correspondingly, the absolute values for the wages reported by the system and pre-
sented in the current paper should not be considered the real ones. Indeed, in one of

2 https://stats.hh.ru/.
3 http://sai.vgroup.su/ (in Russian).

https://stats.hh.ru/
http://sai.vgroup.su/
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our previous works [14] we note their disparities with the ones from the official employ-
ment statistics. However, comparisons between periods, industries, and ads types do
make sense, so in our analysis we shall be mostly relying on relative values and change
indexes. The data were aggregated by 6-month periods, which we denote as I-year and
II-year, and the analysis runs from II-2017 (July, 1 to Dec, 31 of 2017) to II-2020 (July,
1 to Dec, 31 of 2020).

Some additional limitations in the current analysis are due to incompleteness of the
data in certain periods, when the data collection encountered breaks due to technical
problems with the monitoring system or with the online platforms. So, the shares of
each data source in the analyzed datasets might vary across the periods, and the absolute
numbers of ads are not entirely reliable. Another cause for bias in the research is dispar-
ities in categories employed for vacancy and resume ads by different platforms – for a
handful of cases, direct matching could not be performed. In the following chapter we
outline our approach to create the universal taxonomy of industries that we use in our
study.

2.3 The Industries in Online Labor Market

Firstwe consider the industries identified in the online platforms,withwhich it is possible
to study labor demand and supply in Novosibirsk region in 2017–2020. Since the online
platforms independently form the breakdown by industries for the labor market, the
outcomes are notably different. Roughly, in the three platforms we identified about 62
industries for vacancies and about 50 industries for resumes.

Our assessment of the general structure of demand and supply in the labor market
suggests very significant disparities. They concern not just the total number of structural
elements in the set of resumes and vacancies, but also their content. To illustrate this,
we present some notable examples in Table 1. We should also note that there are certain
work activities that do not fit into the industrial breakdown of the labor market, such as
Start of career, students or Work for the youth.

Table 1. An example of different names of the industries for vacancy and resume ads

In vacancy ads In resume ads

Banks, investment, leasing Accounting, finance, banks

Accounting, management accounting, enterprise finance

Purchases Logistics, warehouse, procurement

Sales, purchases, supply, trade

Arts, entertainment, mass media Printing, publishing, mass media

Sports clubs, fitness, beauty salons Sports, beauty, health

Personnel management, trainings n/a
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Since different online platforms present different breakdowns for the same labor
market, it appears useful to make certain generalizations. In our opinion, the rather
classical four-sector structure would be the most appropriate:

1. Sector 1 includes industries related to agriculture (land cultivation, husbandry).
2. Sector 2 incorporates the production and mining industries.
3. Sector 3 covers the provision of various services (finance, trade, etc.).
4. Sector 4 represents themodernized andnewdigital areas of the economy (IT, telecom,

Internet, etc.).

Following this structure, we can summarize the industries identified in the different
online platforms in the following model of the labor market (Table 2). When calculating
the numbers of industries for the two last columns, we did not consider the names of
the same industries on different online platforms; gaps in industries for certain peri-
ods were not taken into account; non-industry designations were excluded; generalized
designations, such as Service sector or Industry were removed; some industries were
linked to more than one sector, in which case they were counted several times; the result
reflects data for the entire observation period. The difference between the numbers for

Table 2. The four-sector classification of the industries for vacancy and resume ads

Sector Industries # in vacancy ads # in resume ads

1. Agricultural Forestry, agriculture, ecology, veterinary 2 2

2. Industrial Mining, equipment maintenance,
woodworking, pulp and paper industry,
logistics, warehouse, mechanical
engineering, pharmaceuticals,
metallurgy, food industry, printing,
publishing, construction, transport,
energy, chemical, fuel

15 11

3. Services Administrative work, auto business,
finance, banks, housing and communal
services, investments, leasing, security,
guards, accounting, management, civil
service, non-profit organizations, design,
culture, education, science, healthcare,
real estate, social security, mass media,
repair, service, personnel services,
consulting, marketing, advertising,
personnel for home and office, trade,
catering, beauty and sports, insurance,
tourism, hotels, jurisprudence

34 29

4. Digital Telecommunications, IT, Internet,
computer support

3 3
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the vacancies and the resumes is due to the different industries that the online platforms
use for these two types of ads.

As the data presented in Table 2 suggest, the most detailed classification is utilized
is the one for the Services sector. It includes more than twice as many industries as the
second largest sector, Industrial, while the other sectors include even fewer of them: the
Agricultural sector that is presumably shrinking nowadays, and the new Digital one.
So, the online recruitment appears to be mostly about various services. Our subsequent
analysis is mostly not going to consider the industries belonging to the Digital sector,
as internal (i.e. not characterizing the labor market) changes in IT-related professions
taxonomy are too significant during the considered 3-year period.

3 The Analysis Results

3.1 The Dynamics of the Demand

There is a long-term growing trend for the numbers of ads in online job-related platforms,
which is reflected by the data in Table 3, which shows dynamics for the numbers of
vacancy ads (denoted by #) for the popular industries (that have at least 1000 vacancy
ads in II-2020). The rightmost column shows the change of the industry’s vacancies share
in the considered set of industries during the period (II-2017 to II-2020), in percentage
points.

As the data presented in Table 3 suggest, the greatest number of vacancy ads is pub-
lished for the Service sector. The industries that constitute it are commonly recognized
as widely popular and growing in Russia: trade, catering, finance, IT, etc. The aggregated
Industry category (includes most of the industries from the Industrial sector except for
the Food industry) has the greatest number of vacancy ads, but the sum of the numbers
in the detailed industries related to the Service sector is far greater.

The analysis of the dynamics suggests that during the three years the set of the most
popular industries did not change much. Only one industry has joined the list of the
ones having over 1000 vacancies in the second half of 2020: Work for the youth. With
a few exceptions, the shares of the industries did not change much either, as Table 3
demonstrates. The shares of vacancies have notably decreased for Accounting, finance,
banking, Office support staff and Sports, beauty, social welfare. At the same time, the
Industry sector saw the highest relative growth, as represented by Production and Indus-
trial personnel. The three industries that had great losses that can be easily explained
by the pandemic shock areMarketing, advertisement and PR (-55.6%), Design, art and
entertainment (-50.6%), and Tourism and hotels (-41.9%). At the same time, the long-
term workforce demand demonstrated remarkable growth for most of the industries – at
least 36 of them, although it is hard to calculate for sure, due to their shifting names. Let
us see how this was reflected in the wages proposed by companies in the vacancy ads.

3.2 The Dynamics of the Proposed Wages

Further we consider the wages proposed in the vacancy ads, in the assumption that they
better reflect the situation in the labor market than the resume ads. The general trend
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Table 3. Changes in the numbers of vacancy ads for the selected industries (2017–2020)

# Industry # of vacancy ads 
in II-2017

# of vacancy ads 
in II-2020

Change of the 
share, pp.

1 Production 6483 9662 +2.9
2 Sales, trade, wholesale, marketing 3826 6074 +2.4
3 Retail trade 3822 4445 -0.6
4 Restaurants, cafes, catering 3419 4233 -0.1
5 Transport, auto business 3329 3797 -0.7
6 Information technology, internet, 

telecom
2344 3445 +1.0

7 Logistics, warehouse, procurement 2855 3436 -0.2
8 Industrial personnel 1892 3313 +1.8
9 Construction, real estate 2277 2626 -0.4
10 Education, science 1782 2169 -0.1
11 Medicine and Pharmacy 1536 2044 +0.2
12 Sports, beauty, welfare 1700 1592 -1.0
13 Accounting, finance, banking 2428 1539 -2.8
14 Office support staff 1844 1479 -1.5
15 Consulting, strategic develop-

ment, management
1427 1455 -0.6

16 Food industry 1280 1365 -0.4
17 Work for the youth 767 1113 +0.3

# in the entire set 43,011 53,787 +25.1%

here is the overall wages increase in Novosibirsk region, which according to the Russian
Committee on Statistics was 27.4% in 2017–2020 (an average of +8.4% per year). So,
in majority of the industries there was absolute growth of the wages proposed in the
vacancy ads, and in Table 4 we only present the industries for which the growth of the
wages from II-2017 to II-2020 was higher or equal to the baseline of 27%.

The somehow arbitrary classification of vacancy ads by the online platforms makes
it rather problematic to precisely calculate the growth in wages in specific professional
groups. For instance, the category Others is pretty impressive in terms of increase in the
number of vacancies and the proposed wages, but is understandably hard to detail. We
can note from the Table 4 though that in certain industries (e.g. Agriculture) the wages
regress to the labor market-average value, while in some others (Government service,
Construction) the growth is relatively moderate, but they keep getting away from it.

Now let us compare the average proposed (in vacancy ads) and required (in resume
ads) wages, to better understand the balance in the labor market (Table 5). We also
include the official data from the Russian Statistical Committee for Novosibirsk region
and for entire Russia, to set up the context for the online wages. The online wages are
non-weighted averages for the considered industries.
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Although the absolute values and the growth of the proposed wages were lower
than the official statistics, the correlation4 between these two types of wages were very
high: r4 = 0.988. Due to the sharp drop in 2020 (-10.53%), the requested wages had
negative correlations with both the proposed wages (r4 = -0.704) and the official wages
(r4 = -0.588). Thus, we can conclude that the resume ads represent the labor market
situation differently and deserve separate analysis.

Table 4. Changes in the wages in vacancy ads for the selected industries (2017–2020)

Industry Proposed wages in
II-2017, rub

Proposed wages in
II-2020, rub

Growth

Mining 23,994 42,871 78.7%

Government service,
non-profit organizations

28,000 44,918 60.4%

Agriculture, ecology,
veterinary medicine

13,831 21,526 55.6%

Career start, students 19,931 30,352 52.3%

Arts, culture and
entertainment

13,127 19,985 52.2%

Forestry, woodworking, pulp
& paper industry

15,503 23,149 49.3%

Health care, sports, beauty,
social security

21,203 31,477 48.5%

Others 21,495 30,940 43.9%

Home personnel 22,133 31,459 42.1%

Construction, real estate 32,565 45,834 40.7%

Installation and service 27,277 38,082 39.6%

Design, art, entertainment 23,332 31,977 37.1%

Chemical, petrochemical,
fuel industry

17,186 23,206 35.0%

Metallurgy, metalworking 24,803 33,143 33.6%

Jurisprudence 17,937 23,648 31.8%

Industrial personnel 23,960 31,474 31.4%

Medicine, pharmaceuticals 25,598 33,431 30.6%

Light industry 15,885 20,439 28.7%

Work for the youth 21,840 27,759 27.1%

4 We use Pearson correlation coefficients in the paper.
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Table 5. Detailed dynamics of the online and official wages (2017–2020)

2017 2018 2019 2020* 2017-2020
Proposed wages
(in vacancy ads), rub.

23,583 25,287
+7.23%

27,450
+8.55%

29,637
+7.96%

+6504
+25.67%

Requested wages
(in resume ads), rub.

21,678 22,052
+1.72%

22,068
+0.08%

19,745
-10.53%

-1933
-8.92%

Official wages
(Novosibirsk), rub.

32,287 35,686
+10.53%

39,076
+9.50%

41,120
+5.23%

+8833
+27.36%

Official wages
(Russia), rub.

39,167 43,724
+11.63%

47,867
+9.48%

51,083
+6.72%

+11,916
+30.42%

* The official data for 2020 is preliminary

3.3 The Dynamics of the Manifest Supply

The next important question concerns how the demand for workforce corresponds to its
supply. We shall consider the resume ads in the online platforms placed during the same
period of 2017–2020. First of all, we should note that it appears appropriate to use the
same set of industries for resume ads as we did for the vacancy ads, as the data presented
in Table 2 suggest that their numbers for each type of ads are roughly similar. The minor
differences, i.e. the less detailed classification for the resumes, are rather imposed by
the online platforms, which seem to have vacancies as the primary focus. In Table 6 we
demonstrate the changes in the number of resumes per the periods of analysis (we only
consider industries with over 1000 resumes in II-2020). The rightmost column has color
coding for the cases when the differences between the industry’s popularity in vacancy
and in resume ads is greater than 1. Red color indicates prevalence of supply in the
industry, green color indicates prevalence of demand.

The data presented in Table 6 suggest high oversupply of workforce in certain indus-
tries, particularlyOffice support staff andAccounting, finance, banking. The latter indus-
try is also the leader in the shrinkage of the share, followed by Top managers, directors
andConstruction, real estate. On the contrary,Retail trade andRestaurants, cafes, cater-
ing saw considerable increases in the workforce supply, which is easily explained by the
pandemic-related restrictive measures that hit these businesses the most. The total num-
ber of resume ads for the selected industries (54,227) has nearly matched the number of
vacancy ads (53,787) in II-2020. So, the labor market tension coefficient that essentially
corresponds to the HH Index went from 1.24 in II-2017 to 1.01 in II-2020, meaning
that the competition for jobs has decreased. This is somehow puzzling, particularly in
combination with the sharp drop in the requested wages in 2020 (see Table 5).

3.4 The Dynamics of the Requested Wages

Despite the general drop in the requested wages, for some industries they did increase,
as we demonstrate in Table 7.

The data presented in Table 7 demonstrates changes during the whole considered
period of 2017 to 2020, but there were also fluctuations within the period. The overall
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Table 6. Changes in the numbers of resume ads for the selected industries (2017–2020)

No. Industry # of resume
ads in II-2017

# of resume
ads in II-2020

Change of 
the share, pp.

No. in va-
cancy ads

1 Retail trade 5162 7367 +3.96% 3
2 Office support staff 6230 6414 +0.21% 14
3 Logistics, warehouse, proc. 4653 4701 -0.01% 7
4 Restaurants, cafes, catering 2720 4586 +3.38% 4
5 Transport, auto business 4749 4517 -0.53% 5
6 Production 4120 4071 -0.18% 1
7 Accounting, finance, banking 6151 3663 -4.72% 13
8 Industrial personnel 1532 2632 +2.00% 8
9 Medicine and pharmacy 1167 2267 +2.00% 11
10 Construction, real estate 3653 2252 -2.66% 9
11 Work for the youth 1927 2246 +0.55% 17
12 Education, science, lang. 1152 1700 +0.99% 10
13 Sports, beauty, health 1160 1481 +0.57% 12
14 IT and Internet 2175 1428 -1.42% 6
15 Top management, directors 3006 1342 -3.13% n/a
16 Design, art, entertainment 1481 1309 -0.35% n/a
17 Security and guards 1502 1126 -0.73% n/a
18 Marketing, advertising, PR 1066 1125 +0.09% n/a

# in the entire set 53,606 54,227 +1.16%

Table 7. The growth of the requested wages for some of the industries (2017–2020)

Industry Requested wages in
II-2017, rub

Requested wages in
II-2020, rub

Growth

Industrial personnel 15,532 34,086 119.5%

Design, art,
entertainment

12,240 18,611 52.1%

Security and guards 15,623 21,233 35.9%

Home personnel 8,074 9,821 21.6%

Construction, real estate 19,688 23,835 21.1%

Education, science,
languages

10,260 12,282 19.7%

Office support staff 15,451 18,057 16.9%

Retail trade 16,514 18,180 10.1%

Work for the youth 12,104 12,668 4.7%

Others 15,634 16,329 4.4%
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dynamics of the requested wages generally corresponds to the dynamics of resume
and vacancy ads in online platforms, thus reflecting unstable development of the labor
market. Among the 30 industries for the resumes, only 10 had seen a growth in requested
wages. The largest their increase in resumes was observed in the Industrial personnel
industry, while for all the others growth was quite modest, at 1000–6000 rubles for the
entire period.

Also, the data is indicative of the transformation of the job-seekers’ requirements
in each industry. For instance, in II-2017 the highest requested wages were in the Top
management, directors category, with the average value of 27,023 rubles. The minimal
requested wages were observed for such low-qualification industries asHome personnel
and Work for the youth, but also, unexpectedly, for Education and science. Three years
later, in II-2020, certain changes are clearly visible. First, the requested wages have
increased for the Industrial personnel, achieving 34,086 rubles, which corresponds to
the overwhelming 120% growth. Second, the set of industries with the highest and the
lowest wages has changed too. Although the previous leaders had mostly lost their
top positions, they remained as runner-ups: management, logistics, purchases, trade. At
the bottom of the rating there are Occupational safety and Human resources (-64.2%)
and Agriculture (-55.3%). Tourism and hotels and Restaurants, cafes, catering were
understandably affected by the restrictive measures and saw decreases of 26.3% and
21.5% respectively. So, the general structure of the wages required by the job-seekers
did not change much, but has shifted towards the most and the least paid jobs. The
available online data suggest the growing divergency in the requested wages: on the one
hand, low pay for a greater number of industries compared to 2017, but on the other
hand rapid growth in certain industries and categories.

Thenwe calculated correlation between the numbers of resume ads and the requested
wages in II-2020 for the 30 popular industries, which turned out not to be significant
(r30 = -0.032). Further, despite the certain differences in the set of industries for vacancy
and resume ads in the online platforms, we managed to match some of them by names.
Another requirement for a data record to enter the sub-set was that an industry had at
least 500 resume and at least 300 vacancy ads in II-2020. The total number of industries
selected this way turned out to be 20, which is roughly equivalent to the size of the
samples in our previous analyses. In Table 8 we present the comparison data, with the
industries sorted by the tension coefficients (i.e. the ones with the highest competition
for job-seekers’ come on top), and also including the wages balance – the ration between
the proposed and the requested wages.

The correlation between the numbers of vacancy and resumes ads per the industries
turned out to be highly significant: r20 = 0.725 (p < 0.001). The correlation between
the proposed and the requested wages was lower, but still significant: r20 = 0.525
(p= 0.017). The correlations between the number and wages were not significant in this
sub-set, just like in the whole set of industries, neither for resume (r20 = -0.073) nor for
vacancy (r20 = 0.034) ads. The correlation between the industries’ tension coefficient
and the wages balance turned out not to be significant (r20 = -0.098), in certain violation
of the classical laws of economics.
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Table 8. Numbers and average wages for vacancy and resume ads in II-2020

Industry Vacancy ads Resume ads Tension coef. Wages balance

# Wages # Wages

Office support staff 1479 24,385 6414 13,932 4.34 175%

Sports, beauty, health 456 29,088 1481 11,861 3.25 245%

Top management,
managers

537 39,930 1342 34,086 2.50 117%

Accounting, finance,
banks

1539 28,665 3663 18,835 2.38 152%

Government services,
NGOs

346 36,955 731 14,072 2.11 263%

Work for the youth 1113 27,759 2246 6,711 2.02 414%

IT and Internet 729 33,932 1428 16,766 1.96 202%

Retail trade 4445 23,607 7367 12,246 1.66 193%

Occupation safety, HR 456 26,812 699 18,611 1.53 144%

Marketing,
advertising, PR

753 33,006 1125 12,282 1.49 269%

Logistics, warehouse,
proc

3436 31,708 4701 16,329 1.37 194%

Security and guards 825 23,367 1126 12,668 1.36 184%

Transport, auto
business

3797 45,624 4517 17,315 1.19 263%

Medicine and
Pharmacy

2044 34,008 2267 9,821 1.11 346%

Restaurants, cafes,
catering

4233 22,564 4586 12,701 1.08 178%

Sales, trade,
wholesale, marketing

3279 33,958 3519 22,136 1.07 153%

Production 4746 33,374 4071 18,880 0.86 177%

Construction, real
estate

2626 45,834 2252 21,233 0.86 216%

Industrial personnel 3313 33,300 2632 12,302 0.79 271%

Education, science 2169 19,711 1700 10,195 0.78 193%
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4 Discussion and Conclusions

In our work, we sought to analyze the changes in the labor market as it adapts to the
unprecedented situation caused by the pandemic in 2020 and the imposed restriction
measures – an urgent topic in today’s sociology and economics [15]. For this end, we
analyzed the data collected by our monitoring system from several online job-related
platforms, not just the currently prevalent HeadHunter. The data were aggregated and
averaged for the analysis, and given the possible biases in them we mostly relied on
relative values and inter-period cross-industries comparisons. Themain parameters were
numbers of vacancy and resume ads and the wages specified in them, while the period
of analysis was from July 2017 to Dec 2020. We believe our key findings are:

• the labor demand, as reflected by the number of vacancy ads and the proposed wages,
was not affected by the 2020 pandemic much;

• the requested wages that were slower to grow even before the pandemic period, have
diminished considerably during it;

• the wages proposed and requested in online ads are notably lower than the average
wages in the region reported by the official statistics, so an average job seeker might
be better off using other channels for employment;

• abundance or scarcity of human resources (job-seekers) in an industry does not affect
the ratio between the proposed and the requested wages.

A well-known advantage of online data is that it allows capturing short-living phe-
nomena. The reflection of the pandemic shock in the online job-related ads demon-
strates that online supply in the labor market has short-term flexibility, whereas
online demand does not. A quick and sharp drop in the requested wages took place in
2020 (Table 5), likely caused by the restrictive measure and the closing of businesses.
At the same time, companies were seemingly reluctant or slow to change their online
recruitment habits and did not cut on the proposed wages.

Overall, the online labor market implies a sort of “double downshifting” for a job-
seeker (Table 5): 1) the wages proposed in online vacancy ads are just 71.1% of the
official wages in the region, plus 2) the requested wages, at least given their drop in
2020, are just 77.5% of the average proposed wages. These phenomena however can be
to some extend explained by the incompleteness of the information that companies and
job-seekers disclose, as both sides have certain incentive to lower the wage level or hide
one end of its range.

As expected, we found significant correlations between the proposed and requested
wages (r20 = 0.525), as well as between the numbers of ads (r20 = 0.725) per the
industries that we managed to match. This supports the validity of our approach and
the collected data, and also suggests that wages is a more subjective parameter, while
numbers better reflect the balance in the labor market. Somehow surprisingly from
the perspective of economics, therewas no significant correlation between the abundance
or scarcity of job-seekers with respect to the offered vacancies (as represented by the
tension coefficient) and the ratio between the proposed and requested wages (see in
Table 8). Furthermore, the numbers and the wages did not correlate in neither type of
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the ads, which might suggest that online recruitment involves no direct competition
in neither demand nor in supply in the labor market.

Our analysis of online data for the vacancy and resume ads placed in online platforms
suggests that the open labor market is being formed. It is hardly unique compared to
other ways to find jobs and employees; rather we should make the conclusion about
the development of the online recruitment infrastructure in Russia. The geographic and
socio-cultural contextmatters here, since inmany nations government regulation of labor
markets affects the online recruitment as well. In Russia, however, the absolute freedom
and commercial interest of the online platforms lead to certain distinctive effects. One of
them is structuring of the labor market by the industries, which are remarkably different
from the official government classification. The overall direction of this process is shaped
by the consumers – companies and citizens who use the platforms – who basically
render their own vision of the names for the professions. As the result, a new taxonomy
of professions and industries emerge, which, one could argue, better reflects economic
reality.At the same time, the highdynamics of this structure,with the shrinking, emerging
and partially duplicating industries, makes a formal analysis of the online recruitment
much harder, if possible at all.

As the above considerations suggest unfinished and ever-transforming process, it
can be indeed termed online recruitment, not just the labor market reflected in online
platforms. As such, online recruitment does have certain specific features. First of all,
currently it incorporates mostly facile and affordable labor, with trade and certain other
mass services for the population as the most popular industries. The professions that
involve more sophisticated economic relations are only fragmentary represented. One
could assume that the economy in the region only requires simple jobs, but this is hardly
likely. Rather we can conclude that the labor market is divergent, in the sense that
job-seeking is done via corporate and other non-transparent channels, particularly for
substantial positions. However, as further development will be shaped by the intensify-
ing technological as social processes, it could take an overturning direction. The labor
markets in online platforms can become analogues to gig-markets of the Western devel-
oped countries, with more and more work assignments being placed online (i.e. moving
to the actual online employment). Another possibility is that the increasing freedom
and equability of the online platforms, improvement of their services, would lead to the
universal competitive labor market.

The limitations of our study include certain incompleteness of the data, for which
we attempted to compensate by mostly analyzing relative, not absolute values. Also,
we did not consider ICT industries from the Digital sector, since the related categories
in online platforms are too unsteady and do not allow hard analysis. Actually, some
features suggest that this sector is moving to other recruitment channels – ironically,
IT doesn’t hire online. Another possible explanation is that this industry uses other
specialized online platforms that were not covered by the authors. All in all, we believe
that the results we obtained for the Novosibirsk region labor market in the times of the
unprecedented pandemic are of certain usefulness to both employment researchers and
to policy-makers.

Acknowledgment. The reported study was funded by RFBR and BRFBR, project number 20-
511-00011.
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Abstract. Due to markets’ digitalization, both consumers and businesses are
increasingly involved in e-commerce activities throughout the globe.Current study
aims to investigate what drives and what limits firms’ integration into e-commerce
activities with the focus on comparison of pre-, during and post-pandemic foci by
the firms in Russian emerging market. The study is based on insights from quali-
tative interviews of firms’ representatives, collected in 2016 and 2021. Based on
comparison of interview’s insights and content analysis, we identified the influ-
encing factors from the firms’ perspective, further we also introduced potential
consequences of the pandemic based on the respondents’ replies. One contribution
of this study is to identify the limiting and the driving factors that are specific for
the Russian e-commerce market. Besides, we discover some factors that can sup-
plement the current frameworks for structuring the limiting and the driving factors
of the e-commerce market. In addition to that, based on the theoretical and empir-
ical research conducted, we can state that the factors influencing e-commerce five
years ago and now are evolving rapidly and may lead to more prominent changes.

Keywords: E-commerce · E-commerce potential · Emerging markets · Russia ·
The COVID-19 pandemic

1 Introduction

When e-commerce entered the realm of business, it redefined the structure of the market,
affected consumer behavior patterns, and required that both firms and consumers develop
new skills and abilities. This type of commerce has become one of the factors of the
active digital transformation of the economy and society, and its effects can be classed
as positive, negative, and ambiguous. The COVID-19 pandemic had caused a significant
impact on the e-commerce development andoffered a potential for the extensive research.

Current study seeks to compare the factors that drove or limited the development of
RussianB2Ce-commercemarket in 2016 (during the crisis)with those thatwere obtained
in 2021.Because of the exploratory nature of the studywe conducted qualitative research,
interviewing the representatives of Russian internet businesses; doing this allowed us to
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ensure a preliminary validation of the results. The comparison is based on the theoretical
model developed through our literature review.

The choice of themarket and the timing of comparison is of particular interest. Before
2014–2015Russian e-commercemarketwas booming, demonstrating impressive growth
rates, and involving more and more consumers. However, Russian Federation went
through drastic changes in 2014–2015 (which include, for example, the introduction of
a new legislative framework, an economic and a political crisis, an increase of number
of mobile devices in use, as well as dramatic decrease in consumers’ real incomes).
Further data gathering in 2021 is explained by the COVID-19 pandemic strong impact
on the market and consequent changes of the perspectives of the business practitioners
in terms of the necessity of moving online to keep the customers during the social
distancing, engagement in the extensive online promotion to survive among competitors,
and redefine existing communication with customers. Finally, based on the experience of
the pandemic period further development of e-commerce is due to the changed behavioral
pattern of the consumers and their rapid integration in the online platforms.

The aimed contribution of the study is twofold: firstly, we develop the theoretical
perspectives on e-commerce market development through the lens of the specifics of
emerging markets on the example of Russia. The topic of the influence of COVID-
2019 pandemic in particular countries is developing [28, 29] and current paper adds to
this trend. Secondly, this paper’s empirical analysis of the driving and limiting factors
of e-commerce market development helps create a profile of factors that are relevant
when viewed from the perspective of theoretical investigation, managerial effort, and
consumer perception. Finally, we investigate the changes in perception of what drives
firm’s behavior and choices before and due to pandemic effects.

2 Theoretical Framework

2.1 What Influences E-commerce in Developed and Emerging Markets?

Whenever we talk about e-commerce, we need to properly define the term, explaining
why we chose to use this term specifically. According to research, there are several
other terms that are similar to “e-commerce” or are even synonymous to it. These terms
are “e-shopping”, “online shopping”, “online purchasing”, “e-trade”, “e-purchasing”.
Even though all of them relate to the transactions on the Internet, they differ by the
purpose and the object they refer to. E-trade can be regarded as the broadest field of
the electronic mechanisms that use technology and the Internet; it does not only cover
commercial transactions between economic agents but also includes the consumers’ (e.g.
investors’) processing of stocks (graphical financial information), relates to the financial
products and services, public and governmental policies, and consumer welfare [9],
banking and lending systems [10]. E-shopping (or internet shopping) is considered as a
way of shopping and is related to the understanding of the consumer behavior patterns,
with their specific traits and characteristics, such as gender [1], the desired consumer
experience [3], anddigital engagement and sentiment [8].A similar approach is described
by the term “online shopping” [7]; however, it adds specificity to the means by which
the purchase is made [4]. Also, whenever we talk about buyers’ involvement in “online
shopping”, we must keep in mind that these individuals are subject to the influence of
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online recommendation and review systems and agents [2, 7], with the reference to the
established online shopping paradigm [5], implying the influence of prior experience on
the further purchase intentions of the consumers, as well as information availability and
the disclosure of information to manipulate alternative choice selection [6].

We can note that the topics associated with the aforementioned terms reflect the
attitudes of consumers towards their purchases (represent consumer perspective) and
marginally cover firms’ perspectives. In this research, e-commerce is defined as any
type of purchasing or selling goods and services by large and small firms via the Internet
[19]. Analysis of extant literature indicates that the factors – incentives and barriers to e-
commerce market development – are rather inconsistent in terms of naming, grouping,
and content [14]. Figure 1 presents the scheme of the existing influencing factors: a
general classification by external, internal, and dualistic [11, 12] factors was further
redefined as environmental, organizational-/store-related, and product-/service-related
[11–18, 20, 21].

Fig. 1. Identification of factors of e-commerce development

The relevance of the Fig. 1 is ensured at the stage of data collection: the questions
of the semi-structured interviews employed the refined factors’ set to touch upon for
further investigation. Additionally, the factors listed in the Fig. 1 set the boundaries for
the Russian market analysis in the following subchapter.

2.2 The Limiting and Driving Factors of E-commerce on the Russian Market

The Russian market has been turbulent in the recent years due to Russia’s economic
difficulties and uncertain political situation, which led to the changes in the business
environment after 2014–2015. However, even though certain stagnation became evident,
a slow but positive growth in e-commerce and in the number of consumers is apparent.
According to statistics [22], the share of online consumers was as high as 42% of the
whole population in 2019. In addition to the growth of e-commerce consumers, the
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distribution of the means used for making purchases has also changed – the number of
purchases made on smartphones increased from 10% in 2016 to 30% in 2019, which
can be explained by the fact that firms have been getting more involved into providing
consumers with more secure and convenient tools for shopping and are hence getting
more proficient in this type of commerce. There are evident changes in terms of what
payment methods are in use on the Russian market. According to Statista, the most
commonly used means of payment is still cash on delivery; however, this situation
may change in the coming years because of developments in the bank transfer system.
However, lack of trust towards internet business is declining – this trend can be seen
from statistics, which indicate a clear increase in the share of orders that are paid for
before delivery takes place, rather than when the shopper receives the order [22].

Consumer profiles also show that buyers are becoming increasingly competent when
making purchases and are able to use technological advancements that businesses pro-
vide, makingmore economically advantageous decisions. Using a 2019 study conducted
by Google, Ipsos and Kantar TNS, the average Russian online consumer shows a par-
ticular behavior, which is presented in Table 1. In order to pursue the objective of the
research, which is related to the firm’s perspective, we also identify the firm’s activities.

Table 1 presents the factors that would positively influence Russian internet business
in terms of the currently established trends of consumer behavior. We can note that all
of them cover the environmental, market-related, organizational, industry-related, and
individual groups of factors presented in Fig. 1.

However, there are factors hindering the growth of e-commerce. First of all, the
political situation in the country and, hence, the state of the economy is turbulent in terms
of the imposed sanctions, which leads to overall economic uncertainty and consumers’
reduced purchasing power. Secondly, the lingeringmistrust towards online payments and
data disclosure are negatively influencing intended online transactions. Thirdly, security
concerns, making the consumers find ways to use e-commercial tools not as they are
intended to be used – selecting goods online and purchasing them at the offline store,
or ordering goods on the website and paying by cash/bank card upon receiving. Even
though these ways of purchasing do not have a negative influence, they do not facilitate
e-commerce either.

3 Research Design and Methodology

The study is explorative with the objective of revealing the limiting and driving factors
of e-commerce market development in Russia from the firm perspective. To identify
limiting and driving factors of e-commerce market development in Russia, 60 in-depth
interviews with representatives of Russian internet businesses to consider firms’ view
of the driving and limiting factors were conducted. Firms contain more expertise and
knowledge about currentmarket situations, that’s why the in-depth interviews are chosen
as the most relevant method of gathering information. Also, companies comprising the
sample represent different industries, and vary in size and location. That’s why they have
a better picture of the real factors that drive and limit e-commerce market development
in Russia. Next step was to conduct the interviews in 2021 to reflect the changes that
evidently arose after the COVID-19 pandemic. For these purposes additional 10 inter-
views took place in February 2021, also including the suggestions of the respondents
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Table 1. Russian consumer traits are required activities of the firms to support such behavior

Consumer behavior patterns Firm’s (brand’s) corresponding activities (The
driving factors of e-commerce market in
Russia)

Regularly compare prices and the conditions
of delivery, they rarely make purchase in the
first online shop;
Require immediate information about the
price

Clear web-site of the online shop with stated
options of delivery and payment
Unique products and correct pricing policies

Appreciate clear navigation at the web-site
and logical structure

Reliable servers to support online operations
Clear web-site design
Clear marketing strategy with consumers’
needs identification

Usually look up products and information on
Google, Yandex, and AliExpress, YouTube
and Google Maps

Careful e-word-of-mouth control;
Understanding of the consumers’ needs and
preferences at particular geographical
locations (even within one country);
Strong social network presence

Require accurate and clear information about
the products, require section with the feedback
of people who have already purchased the
selected item

Automatic updates on the web-sites
– utilization of new technological tools for
consumers’ better experience, and for internal
faster proceeding of the information and
orders

Appreciate loyalty programs and free delivery Inclusion of gamification in the marketing
activities; understanding of the needs of the
consumers in relation to the gifts they would
like to obtain and hence creating the intention
to participate

Appreciate the section “Favorite” at the
web-sites to safe the items they liked

Use of the personalization tools and
recommendation systems for fast and
convenient consumer experience
Careful control regarding the personal
information and security issues to keep the
consumers with high perception of risk

Require fast delivery, hence prefer delivery
with the tracking, or picking up from the
offline shop to avoid waiting for the delivery;
require fast and simple way of payment;
Prefer high variety of selection: of products
and categories, options of delivery and
payment;
Claim that the privacy of the payment is the
most important criterion of the website/online
shop selection

Expansion of the geographical presence for
faster delivery, or engagement with delivery
organizations for specific types of delivery
(and quality, for example, for medical goods);
Cooperation with banks and implementation
of their payment systems, and payment
services (Yandex.Pay, Qiwi, etc.);
Legal support in terms of financial transactions

Source: Consumer behavior patterns – Google, Ipsos and Kantar TNS, 2019; Firm’s (brand’s)
corresponding activities – developed by the authors
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regarding the possible development of e-commerce after the COVID-19 pandemic. The
further sequence of 10 interviews enriches prior findings with respect to the emerging
issues of caused by the ongoing pandemic.

Sampling. In-depth interviews contributed to identifying e-commerce limiting and driv-
ing factors from the firm perspective. The respondents were the managers, representing
strategic decision makers and/or responsible or related to the e-commerce activities in a
firm, were selected and interviewed. Purposive selection was used, following accepted
qualitative interview criteria. Respondents varied in age, gender and position in the com-
pany – from the marketing specialist or digital manager to the head of the project, CEO
or the owner of the firm.

The firms that composed the sample are different in size (SME and large firms)
and industry, segment (product or service) and location of the headquarters (Moscow
and St. Petersburg where 51.6% of e-commerce market sales proceeds are generated).
The operations sectors of the firms were diverse, as they covered educational, retail and
consulting agencies. The diversity of the sample guaranteed variety in the set of opinions,
identifying the variety of different e-commerce market barriers and drivers.

Sixty in-depth interviews were conducted from February 2016 to November 2016;
additional ten in-depth interviews were conducted in February 2021. The questions for
the semi-structure interviews covered the factors identified in the Fig. 1 and allowed for
further elaboration based on the nature of the companies.

Interview Procedure. All interviews with the respondents were conducted personally or
by Skype. The duration of interviews ranged from 30 to 60 min. The in-depth interviews
were conducted in Russian. The respondents were asked to give the interviewer their
permission to record the conversation and use some statements for citation purposes
in future. The guide for the in-depth interview was semi-structured and included ques-
tions about the firm’s profile, its marketing activities, and the specifics of e-commerce
development in Russia, including driving and limiting factors. If the respondents did not
answer the question in full, the interviewer suggested clarifying or additional questions.
The obtained data was analyzed using content analysis [23] for the data collected in
2016 and the preliminary results of the data collected in 2021.
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4 Results of the Empirical Research

Based on the content analysis of the interviews in 2016, 87 semantic items describing
obstacles of the e-commerce market development in Russia were identified and grouped
into 13 limiting factors, while analyzing of the first wave of collected data revealed 62
semantic items and 13 limiting factors. In 2021 the preliminary results focused on the
transition to the online environment, the difficulties associated with this transition and
potential further development.

Barriers connected with the customers, their perception of the online shopping in
general and online shops in particular are among factors that can adversely affect the e-
commerce market. For example, 20.9% of respondents in 2016 mention trust as the core
barrier. Respondents noted that the quality of the products, cashless payment and other
issues are jeopardizing consumer trust. The central role of trust is in line with existing
research [24–26]. Another core barrier is related to the overall economic situation in
Russia that has worsened over the year 2019, mainly due to a sharp weakening of the
ruble and accelerated inflation which has led to reduced demand in the consumer market.
The same topicswere identified in the interviews conducted in 2021, aswith the increased
penetration of new customers to the online segment, the issue of trust and appropriate
infrastructure became of high significance.

In general, the results of interviews provide overlaps with theoretically derived lim-
iting factors, e.g. inadequate logistics, weak legal and regulatory frameworks, prob-
lems with data protection. On the other hand, previous research does not reveal barriers
directly related to the company’s activities like marketing activity or problems inside
the company.

Interestingly, a small number of respondents in 2016 indicated that they did not see
any barriers. The construct “no barriers” was named with the frequency of 3.9%. As
one interviewee said, “We have difficulties, but not problems”. This view was echoed
by another respondent who stated that “there is no problem, there is a task. You simply
need to up and do something. Often the barriers are only in your head. Nothing prevents
the creation of online business; you just need to work”. Also, respondents pointed out
that they faced problems in the past, but now their interactions with partners, suppliers
and clients are completely adjusted. The same approach was in 2021, as the respondent
said that there are “no barriers, just nuances, specificities”.

Overall, these results indicate that the pressure of the market environment, espe-
cially from the consumer behavior, and the economic and market situation were the
most striking constraints of e-commerce market development in Russia. Infrastructural
and institutional challenges were also pointed out as the important barriers. They reduce
the overall motivation for this type of business, and also weaken the competitive position
of small companies compared to large contractors (suppliers and major competitors).
The COVID-19 pandemic influenced the Russian market even further, since it moved
the customers to the online environment within the introduced social distancing. The
infrastructural and institutional challenges remained; however, their impact was miti-
gated due to the increased motivation of the firms to keep their customers through the
online channels (“we learn how to address the customers through online channels”).
These challenges were also addressed by the governmental facilities through certain
financial waivers and financial support.
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Among the most frequently mentioned driving factors in 2016 were those that relate
to the overall market development. More than 30% of respondents said that despite the
fact that the year of 2015was difficult, they are optimistic due to significant growth of the
market during the following years. The increase in the number of buyers in conjunction
with changes in the internal activities of online stores (e.g., expansions of the range
of goods, the pricing policy review, the promotion effectiveness), and the increase in
the share of the regional sales creates favorable conditions for the e-commerce growth.
Moreover, every eighth respondent pointed out that firms are not using their potential in
a full measure and see a lot of opportunities to develop their business by making changes
in operating activities. This process was indeed fueled by the market changes in 2020
due to the COVID-19 pandemic as the firms begun to engage in more complex customer
communication and goods promotion (through the personalization tools, targeted and
contextual marketing, marketplaces, and viral marketing through the social media).

The second most popular driver is consumer behavior. Interviewees commented that
despite the economic crisis and reduced consumers’ willingness to pay, they do not
stop buying online, realizing the benefits of the online shopping. Still, consumers are
become more demanding, requiring better service and higher professionalism, this cre-
ates opportunities for more customer-oriented strategies. This trend was also recognized
during the COVID-19 pandemic, because even though the customers were forced to buy
online due to the social distancing, they were attentive to the quality of the products, the
variety of which was expanded due to the increased number of sellers. The penetration
of unscrupulous sellers to the online market and the limited digital literacy of new cus-
tomers in the e-commerce for quick recognition of untrustworthy deals led to the need
for more information to the customer about the sources of the products, characteristics
and the secure payment. The need for quick and careful delivery and return was also
identified based on the respondents’ replies.

The most significant growth opportunities in the respondents’ opinion are associated
with the development of technology and infrastructure. Moreover, offering innovative
and more customized products and services is considered as the important driver for the
e-commerce market in Russia.

5 Discussion and Managerial Implications

This study provides a theoretical analysis of driving and limiting e-commerce market
factors and identify limiting and driving factors of the e-commerce market development
in Russia particularly from the firm perspective. In reviewing a literature, we identify
different approaches to structuring the limiting and driving factors. We summarize the
proposed frameworks into such groups of factors as environmental, organizational/store-
related and product-related/service-related factors. Empirical investigation of the Rus-
sian e-commerce market contributes to the suggested framework by adding the market-
specific findings. Also, we found that issues concerning consumers, trust and security
are the sources of e-commerce market development. In terms of comparison of the
pre-COVID-19 pandemic state of e-commerce, current state and the possible future
developments, it is possible to notice that the factors remained the same, however, the
approach and the extent of their development have changed.



How has the COVID-19 Pandemic Transformed the E-Commerce Market 485

One of the main features that differ emerging markets from developed ones is inade-
quate infrastructure [27]. Infrastructure includes some elements, amongwhich a complex
logistics system for the distribution of goods; transport systems that provide customers
with easy access to point of sales; universal telecommunications services; financial ser-
vices, etc. [27]. While it creates the basic conditions for doing business, Russian firms
consider the infrastructure as one of the most significant barriers for the Russian e-
commerce market. Market participants even suppose that overcoming barriers related to
the infrastructure is the key to win the competition.

While it creates the basic conditions for doing business, Russian firms consider the
infrastructure as one of the most significant barriers for the Russian e-commerce market.
What is important, consumers also stress the importance of this factor, emphasizing the
delivery conditions as the driver for online purchasing.

Trust is one of the limiting factors for the Russian e-commerce markets from firm
perspective. At the same time trust is driving factor from the consumer perspective
and associated with the store-related group of factors – perceived transparency and
trustworthiness. Thus, it seems that revealed structuring of e-commerce market factors
are quite relevant to the emerging context because it can capture the specifics of the
market, can show its controversial nature and underdevelopment status.

This study also supports the proposition that content of the factors depends on the
perspective chosen for factors’ investigation. Results presented in the Table 2 detect
the evidence for this claim: factors content depends significantly on the investigated
perspective. Moreover, some factors have an ambiguous nature because in dependence
of the perspective they can be either external factors or internal ones. Organizational
factor exemplifies this idea. Firms consider organizational factor as internal and mention
here firm’s potential, financial capabilities or problems inside the firm, in contrast – for
consumers firms are the part of their external surrounding. In Table 2 themost commonly
mentioned factors are highlighted though the bold letters.

According to the Table 2, the indicated factors are evolving according to the customer
behavior and their needs, as well as the economic profitability and efficiency. The section
on the tentative predictions on the COVID-19 pandemic consequences based on the
Russian business representatives’ responses allows to indicate that the e-commerce has
a strong potential and the customers will continue to engage in the online environment.
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Table 2. Results of perspective study on the e-commerce market development in Russia through
the firm focus

Before the COVID-19 pandemic

Environmental – Average growth of e-commerce
– Availability of warehouses in the regions and offline shops is
beneficial
– Infrastructural fragmentation for delivery and customer
support

Organizational Firm perspective – High costs and limitations of delivery to
the regions
– High financial spending for online
payment systems’ utilization

Consumer perspective – Lack of trust to the online procurement
– Unwillingness to pay online and concerns
about payments’ security

Product-/service-related – Inclination to e-commerce for cheaper products compared with
offline prices
–Willingness to buy online good quality goods

During the COVID-19 pandemic

Environmental – Difficulties in keeping up with the trends of e-commerce due to
the rapid changes caused by emergence on new products and
services (medicines, online education, online entertainment,
online babysitters, etc.)
– Sharp and rapid growth of e-commerce due to the inclusion new
players and stakeholders
– Limitations of foreign payment systems’ availability in Russia (&
high commissions for using the existing ones)
– Lack of infrastructure in the Russian regions became the core issue
– High prices for the e-commerce infrastructure development
– Price war between online and offline and the limitations of access
to the latter
– Need for the investments due to better recognition of technological
and logistical needs (warehouses management and delivery control)

(continued)
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Table 2. (continued)

Before the COVID-19 pandemic

Organizational Firm perspective – Lack of control in delivery process and
its duration
– Increased attention at the average check to
avoid free delivery of cheap goods and,
hence, unworthy expenses
– High prices for online promotion
(including IT and software for data
allocation and processing)
– Expensive warehouse keeping (due to the
turbulence and, hence, difficulty of product
orders planning)
– Customer “banner blindness” during
promotion due to the increased intentions of
firms to promote themselves

Consumer perspective – Lack of competences for online
purchases due to the lack of experience
and knowledge about online purchase
process
– Inability to see the product before purchase
and test the quality and characteristics
– Unwillingness to learn new type of
purchase (online)
– Unwillingness to pay for delivery
– Unwillingness to use outdated formats of
internet-shops without filters and sorting
options

Product-/service-related – Mistrust to the quality of goods due to the increased rate of
penetration of low-quality and counterfeit
– Lack of information available for the customer about the
product, the seller and the online purchase process
– Mistrust to confidentiality regulations and payment security
– Less quality communication with customers due to increased sales
and lack of employees

After the COVID-19 pandemic

(continued)
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Table 2. (continued)

Before the COVID-19 pandemic

Environmental – Modification of business models to the necessity of inclusion of
online features
– Increase in importance of infrastructure for the growth during
pandemic
– Increased perception of lacking infrastructure by market
participants
– Increased potential for further investments due to the increased
awareness of the firms regarding e-commerce potential and increased
number of firms with online presence
– Redefined education towards the online platforms

Organizational Firm perspective – Engagement in the online promotion to
have enough competitiveness among other
firms
– Extensive implementation of distance work
to further avoid meeting other people in case
of sickness

Consumer perspective – Customer’ changed attitudes to the
online purchases and increased of the
levels of participation in online activities
– Strong online presence both as a customer
and within the social media
– Increased digital literacy and capabilities
due to the forced relocation to the online
environment

Product-/service-related – Rise of online consulting, education and services
– Opportunities for everyone who decides to engage in e-commerce
due to the better understanding for the e-commerce potential
– Increased speed of development of online promotion services, such
as personalisation tools, targeted and contextual marketing and all
other data-driven marketing tools
– Habitual online procurement of regular goods (food, medicines,
goods for pets) due to the recognised convenience and
well-functioning system
– Offline purchases as the entertainment rather than necessity due to
the unwillingness of the customers to stay at home
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6 Conclusion and Future Research

The findings from the in-depth interviews with respondents representing a firm perspec-
tive contribute to the deeper understanding of factors that have a negative and positive
impact on the development of the e-commerce market in Russia. The findings obtained
during the study are grounded on the evidence and opinions of real market participants,
who have the necessary experience and skills for objectively assessing the Russian
e-commerce market in today’s realities.

It was found that firms pay a lot of attention to such external factors as environmen-
tal, organizational and product-/service-related. In the e-commerce that was strongly
influences by the COVID-19 pandemic, the main factors remain the same from 2015,
however, their evolution and acceptance is evident.

Dependence of these factors on the external forces determine their dualistic nature:
all of them can be both barriers and drivers for firms. For example, firms notice the
government support, increase in the number of consumers, development of payment
system as driving e-commerce market factors, at the same time they point out weak
legislation regulation, low purchasing capacity or consumers’ unwillingness to pay by
card and pay for the product before getting it. The controversial content of these factors
corresponds with the initial stage of development of Russian e-commerce market that
was mentioned in the market analysis. It also reflects the emerging market context.

Funding. This research has been conducted within the fundamental research project “Digital-
ization as a driving force of open innovation and co-creation: Implications for value creation and
value capture” as a part of the HSE Graduate School of Business Research Program in 2021–2023
(Protocol No. 23 dd 22.06.2021 of the HSE GSB Research Committee).
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Abstract. The omnichannel business model is becoming increasingly popular
nowadays. The COVID-19 crisis has strongly influenced consumer behavior, with
the role of e-commerce becoming evermore important. The “newnormal” requires
that retailers adapt quickly in order to, on the one hand, satisfy consumer needs in
the most appropriate way and, on the other, maintain their competitive advantage
in the market. This study aims to identify and analyze the omnichannel activi-
ties of retailers in order to provide a concept of the development of a short-term
omnichannel business model under pressure of the crisis. The research found that
the COVID-19 crisis has boosted the development of the omnichannel model in
retail. The research suggests the following step-by-step measures for implementa-
tion of the omnichannel approach have been adopted: introduction and expansion
of online shops and delivery services; immediate response to customers’ needs and
purchase barriers; establishment of an automatization process inside the company;
alignment of company strategies with omnichannel model development; further
development of omnichannel strategy via collaborationmechanisms; and improve-
ment of category management & consumer-oriented factors. The study provides
retailers’ reflections on the newways of operating, and suggests how the omnichan-
nel development concept may be driven by external factors, as well as proposing
opportunities for further research in the development of the omnichannel con-
cept: detailed analysis of omnichannel strategies, or further steps in medium-term
omnichannel development after the pandemic period. This research offers practical
guidance to managers in retail companies, such as the step-by-step omnichannel
business model implementation approach.

Keywords: Omnichannel concept · Retail · COVID-19 · e-Commerce

1 Introduction

The COVID-19 pandemic has brought unexpected changes to the world that have had a
considerable impact on people’s everyday lives. People, businesses and economies have
faced many uncertainties and have had to be ready to confront them. Retailers were
among the first types of businesses to be faced with a new reality in the wake of the
pandemic. Populations have been under lockdown, shops have been closed; consumer
traffic has therefore decreased rapidly. New ways of living have changed consumer
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behavior. The FMCG sector has had to deal with the consequences of the pandemic and
has had to adapt to the new reality as quickly as possible. The purpose of this study is
to determine how Russian retailers have utilized the mechanisms of the omnichannel
business model in order to adapt to the COVID-19 crisis.

2 Literature Review

2.1 Omnichannel Strategy and Consumer Behavior

The retail industry has developed in a step-by-step fashion over the last several decades:
from mono- to multi- to the omnichannel approach to doing business [20]. Since the
first study of the omnichannel retail concept was conducted by Rigby, more than 100
papers, research documents & business reports have been compiled explaining the idea
[17]. Omnichannel is the business concept whereby retailers offer goods & services to
consumers for purchase seamlessly, via several channels[9]. The omnichannel model is
the embodiment of the key message from consumers: convenience is king, that is, goods
should be able to be purchased anytime, anywhere and from any device [6].

In terms of category management, omnichannel development involves creating and
managing categories in the right direction with consideration given to new “digitalized”
consumer behavior. Furthermore, it affords new opportunities for collaboration between
retailers and brands. Omnichannel seeks to create a holistic shopping experience by
merging various touchpoints, allowing customers to use whichever channel is best for
them at whatever stage of the customer journey they are in.

Figure 1 (left part) illustrates the key ideas of the omnichannel concept: the seamless
connection is experienced by the customer whichever touch point is used. On the other
hand, omnichannel strategy does not only involve the synergy of channels. Figure 1
(right part) shows that there are also various marketing tools in the “marketing mix” and
barriers that must be re-evaluated in terms of seamless consumer behavior, both online &
offline.

The omnichannel strategy is based on two tactical principles: showrooming and
webrooming. Showrooming is a way of product purchasing whereby consumers are
familiar with goods from viewing them in retail stores and then switch to e-commerce
to buy them.With the showrooming approach, the consumer tends to receive a favorable
price: before making a purchase, he or she wants to be aware about all the features of a
product [3]. On the other hand, webrooming is a kind of consumer journey, where he or
she searches for information about products online and then goes to the offline store to
make a purchase, armed with knowledge about features, prices, responses & ratings [2].
Webrooming allows consumers tomake awell-informed choice via comparative analysis
of the websites, taking into consideration prices and the reviews of other purchasers.
Smart shoppers tend to be those consumers who seek to minimize time, money and
energy costs while enjoying a pleasant and worthwhile shopping experience [3]. Using
the webrooming strategy, consumers consider themselves as smart shoppers more when
they behave as a showroomer. [6]. When they use an omnichannel approach, consumers
make a selection from a number of retailers, comparing them in both online and offline
stores [8]. In order maximize omnichannel strategy efficiency, so that borders between
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online & offline become smooth, it is very important to consistently implement and
follow the 4P marketing mix concept [8].

Fig. 1. Omnichannel retailing, overview of digitalization and omnichannel retailing. Source: [4].

2.2 Omnichannel Tactical and Factors for Concept Development

E-commerce demonstrates the highest growth rate among all channels due to the greater
opportunities presented for retailers and consumers to make the customer journey more
efficient [1]. Realizing consumer omnichannel behavior gives retailers an advantage over
others in terms of satisfying consumers’ needs in the most appropriate way and building
up their loyalty [23]. Webrooming is the fastest-growing behavioral strategy among
online users. Nearly half of all offline sales are influenced by web searches [11]. This
finding provides valuable insights to retailers into the importance of online searches,
in terms of not only purchasing goals but also convenience goals. It means retailers
must ensure that their web-based platforms provide all of the essential information for
users. Do their websites feature in the top search results? Does the retailer give full
consideration to 4P, make continuous improvements in these areas and actively respond
to consumers’ challenges?

For instance, a good product cart with high-quality, detailed images and descriptions
gives a comprehensive overview of the product but does not give a true understanding
of the product “in reality”.

Another very important element of 4P considerations is the reviews of current users:
positive reviews greatly increase the probability of a consumer making a purchase [20].
Online recommendations are a tool for making purchases, and consumers who follow
the showrooming approach usually make use of this tool.

Nearly 82% (Google research) of users make use of smartphones to make purchases
or to learn about the features of a product. To make the consumer journey more efficient,
retailers must consider this fact and facilitate the process for consumers, for example
by offering free WI-FI in shops. Besides this, the omnichannel approach requires that
retailers be more efficient with in-store merchandising.
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There are variousmechanisms for connecting e-commerce& offline sales. For exam-
ple, a sales assistant may help people to go online and buy products that are unavailable
or not in stock in the physical store. To give another example, a salesperson can assist
in navigating the consumer through the online purchase of non-marginal products [5].
In the second instance, both parties are beneficiaries; retailers avoid the need for surplus
non-marginal SKUs on the shelves, but do not lose customers, while consumers still
have the opportunity to purchase the required product, avoiding additional transactional
costs.

Table 1 demonstrates two modes of omnichannel research: retail-oriented and
consumer-oriented [16]. Omnichannel development requires retailers to reorganize their
businesses from two perspectives: inside (firm-oriented factors) and outside (consumer-
oriented factors). The table highlights the firm-oriented factors which should be given
particular consideration before implementing the new omnichannel mechanisms.

Table 1. Firm-oriented factors of multi- and omnichannel approaches. Source: author’s analysis
of literature

Firm-oriented factors Multichannel Omnichannel

Logistics & distribution [2] Separate logistics units for
offline & online stores,
responsibilities, separate return
& deliveries

Flexible & demand allocation,
common producers stock zone
[10], i.e. picking processes,
inventory holding, IT systems

Supply chain Each seller may sell different
number of SKUs, not aligned
with inventories

Highly similar across all
channels

Management Managed independently Single executive (mix of
people)

Two distinct approaches can be taken in the formulation of an omnichannel model:

• focusingon theprimary role of retail and the subsequent reciprocal consumer fractions,
or

• considering how changes in consumer behavior determine the behavior of retail in the
market [22].

In the wake of COVID-19, buyers’ behavior has changed due to quarantine mea-
sures being introduced in almost all countries of the world. Some retailers have changed
their strategies in response to the emergence of new players in the market; for exam-
ple, Marks and Spencer in India has adjusted its supply chain, while Ford has shifted
its production from automobiles to highly proprietary ventilators and hospital beds by
collaborating with local manufacturers [7]. The luxury industry has adapted to new emo-
tions, employment, and expectations (EEE) by providing the same customer experience
online as offline [13].
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2.3 Research Questions

The research literature describes the general changes that have taken place in the industry
in response to COVID-19 but does not consider which tactical and strategic steps have
been required by retailers to modify or introduce elements in order to adapt to the
new reality. A systematic review approach was implemented to analyze the literature for
outlining tools that retailers can use to overcome some issues in devising an omnichannel
approach.

This research proposes that:

• A shift in consumer behavior caused by COVID-19 has driven omnichannel develop-
ment in Russian retail since the onset of the pandemic and the subsequent introduction
of quarantine measures.

• Those retailers who developed delivery services, improved processes, and effectively
implemented collaborations in their businesses benefited from the new reality by
shifting to e-commerce in order to adapt to the customer journey.

3 Research Design: Method, Data, Methodology

The research is designed to identify how retailers in Russia have adapted their businesses
to a COVID-19 framework. Moreover, the paper demonstrates the step-by-step devel-
opment of, and adaptation to, the omnichannel concept in different kinds of shopping
outlets: hypermarkets, supermarkets & convenience stores.

There is no doubt that the COVID-19 pandemic and the subsequent lockdown mea-
sures have forced consumers and retailers to rethink & re-evaluate the purchasing pro-
cess. To maintain their competitive advantage and not lose customers, retailers have
had to work quickly and effectively in order to adapt to the new purchasing patterns. In
the quarantine scenario, e-commerce has become very popular. This is one of the rea-
sons why there has been rapid implementation of the omnichannel concept. In order to
highlight changes that have beenmade in retail, the research is based on a case study app-
roach. This method was chosen within a framework of critical realism. Cluster analysis
and quantitative methods have also been applied.

Business cases have been analyzed. From May 2020 onwards, when the first
responses from retailers were recorded, news from mass media & from ECR meet-
ings was gathered and was analyzed using quantitative methods. The cases selected for
analysis were news pieces and other articles describing innovations & modifications in
business structures among a chosen selection of retailers; Lenta represents hypermarkets,
Perekrestok was chosen for supermarkets, and Pyaterochka & Magnit for convenience
stores. The cases have been taken from business papers, magazines, and online busi-
ness & news resources, for example Kommersant, Vedomosti, Rbc.ru and Retail.ru,
among others.

The case study approach is the most appropriate method for this research, for the
following reasons:

• The object of analysis (i.e., FMCG retail) is very dynamic and, for assessment to be
effective, it is very important to examine real cases in order to analyze changes that
have had to be made due to the COVID-19 crisis.
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• The subject of analysis (i.e., the tactical steps of retailers) is also reflected in real cases
that can be selected accordingly.

• Real cases allow for the accumulation of practical tools for building knowledge that
could be applied to further research in FMCG retail.

The case study method comprises three stages: providing a description, generating
a theory, and testing that theory [25].

To identify how retailers have adapted to the new reality, and to construct a theory of
omnichannel development in FMCG retail under crisis conditions, analysis of retailers’
tactical steps was conducted and, based on this analysis, a timeline was drawn up. Retail-
ers’ initiatives were analyzed from two different perspectives: retailers’ self-positioning
(retailers’ self-reflections, cases being derived fromECRmeetings throughout 2020) and
their input in omnichannel development; and media reflections on initiatives of retailers
(with cases being derived from mass-media).

The first step was to analyze cases of retailer initiatives in ECR meetings. 57 sep-
arate cases of retailers’ and manufacturers’ initiatives to improve the consumer jour-
ney in terms of omnichannel development were examined. The cases mostly involve
e-commerce & cross-channel projects but also include some purely offline schemes.

The following methodology was used. All cases were analyzed and categorized into
several groups according to the answers to the following research questions:

• Who was the prime mover of the initiative implementation? Was it the producer or
the retailer who was more prepared to promote a new way of doing business and offer
the best experience to the consumer?

• Which toolsweremore useful for retailers, andwhichweremore useful for producers?
(This helps to recognize opportunities for further development.)

• What are the current trends of the retail & manufacturing industries? (This is useful
in making assumptions for future trends.)

• Are manufacturers more focused on consumer retail factors?

The next step was to gather news articles in which retailers have been highlighted.
There was a total of 148 news articles under analysis. The following methodology was
applied:

1. Four of the largest retailers—representing different market formats—were cho-
sen: Lenta (hypermarkets); Perekrestok (supermarkets); Pyaterochka and Magnit
(convenience stores).

2. Trading and marketing news items fromMay to December 2020—gathered from the
internet and from business mass-media—which mentioned retailers were analyzed.

3. In the next step, the articles were synthesized into different groups based on their
main idea: omnichannel development, online development or offline development.
In the case of omnichannel development, news was clustered into the following
subgroups: offline, online, or both.

4. The articles were further categorized based on context; each item was put into a rel-
evant category (e.g., automatization, distribution extension, collaborations, delivery
extensions, etc.).
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5. In the building of this hierarchy, two principleswere applied: news directly belonging
to a group (due to name, words from article, mentions of created category and article
wording), and context analysis based on critical estimation.

4 Research Results of Omnichannel Concept Development
in Russian Retail Under Covid-19 Framework

Case analysis reveals that in 2020, nearly 70% of all initiatives were developed solely
by retailers, manufacturers or agencies, while just 30% of e-commerce & omnichannel
initiatives were driven by collaborations between the above. The data can be observed
in Fig. 2. However, it is very important to note that, by the end of 2020, the quantity of
collaboration initiatives had increased.

Furthermore, manufacturers and retailers, along with marketplaces, built up their
ecommerce initiatives in equal proportion. This answers the question about which sec-
tor wasmore interested in building a new type of business strategy. It could be interpreted
that retailers & manufacturers have prepared the ground (improving processes, elimi-
nating unnecessary processes) for cross-industry correlation. As proof of this, closer
collaboration was observed at the end of 2020.

Fig. 2. Cases of initiatives in e-commerce & omnichannel concept development clustered by
initiator. Source: author’s analysis

The following motivational factors can be assumed: an omnichannel synergy of
retailers & brands started to be actively developed immediately after manufacturers and
retailers adjusted their processes. The paper’s suggestion thatmanufacturerswill bemore
focused on consumer retail factors driven by the coronavirus was partially approved.

Manufacturers have mostly started to work with analytic data, building supply chain
and distribution processes: the main goal of analytics is to gain a deeper understanding
of consumer behavior. Firm-driven factors allow manufacturers to cut unnecessary costs
and improve processes.

On the other hand, retailers & marketplaces have been more concerned with
consumer-oriented factors since the start of COVID-19. It was crucially important to
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build up high-quality content regarding the product in online platforms (products cart,
reviews, quality of pictures, ratings & responses, rearrangement of price and promo).

The second tool to be implemented by retailers has been online delivery. Retailers
have addressed various consumer barriers and devisedways to overcome them as quickly
as possible, for example, expansion of the express-delivery service to save time for
consumers.

News research analysis yielded the following results. 54% of all news was related
to omnichannel tactical steps, while 46% merely highlighted changes made offline or
online. Furthermore, due to the development of the omnichannel concept, the emphasis
has been on mechanisms and strategies concerned mostly with online channels, or those
related to both online & offline. In terms of development, offline channels have seen
four times as many changes as online ones. Omnichannel detailed analysis reveals that
the top 5 steps that have been made by retailers in the period under analysis are:

• process automatization
• express-delivery concept development
• online delivery expansion
• consumer satisfaction tools (e.g. promos, specials clubs, personalized discounts, etc.)
• collaborations with manufacturers, other retailers, restaurants, delivery companies,
etc.

Most of the initiatives (approximately 2/3) were implemented either at the start of
the COVID-19 pandemic or at the beginning of the second wave (see Fig. 3).

Fig. 3. Cases of initiatives in e-commerce & omnichannel concept development clustered by
initiators. Source: author’s analysis

Figure 4 illustrates which tactics were most often implemented by retailers. The
research reveals that both hypermarkets and convenience stores mostly introduced,
improved and extended delivery services in response to the crisis, while supermar-
kets focused—in equal proportion—on delivery extension, process automatization, and
consumer-oriented and collaborative schemes. These results may be explained by the
following factors:
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• Hypermarkets addressed consumers’ fears around visiting crowded places, and in
order to satisfy consumer needs, while at the same time handling huge costs & capac-
ities, retailers had to devise and develop new methods of selling products as quickly
as possible.

• Convenience stores usually sell goods at a price lower than themarket price. Due to the
coronavirus, a significant proportion of people either lost their jobs or suffered salary
cuts. Retailersmostly concentrated on overcoming the disposable income barrier. This
is why they not only developed their delivery services, but also implemented many
promotional campaigns and social initiatives; for example, Payterochka & Magnit
extended the range of goods for sale without premium during the first wave of the
pandemic.

• Supermarkets were balanced in their range of initiatives and, in general, tended to
improve their processes, perhaps highlighting that the crisis helped them to realize
their disadvantages. They actively participated in collaborative activities; for example,
Perekrestok sells restaurant dishes in their outlets. Through such initiatives, retailers
could, on the one hand, enable consumers to eat restaurant-quality food and, on the
other hand, help restaurants by supporting their businesses.

Fig. 4. News clustered into relevant groups, by month. Source: author’s analysis

5 Conclusions and Discussions

Based on case analysis up to the end of 2020, it can be concluded that the retail and
manufacturing industries have shifted from reorganizing their processes separately to
collaborating with one another.

The direction of collaboration between industries is more consumer-oriented. The
main goal of this is to satisfy consumers’ needs via the following tools & mechanisms:

• collaboration in consumer analytics based on data and exchange of insights.
• building effective promotional strategies (personalized promo, cross-channel
promo—for example, if a product is not available in the shop, the consumer may
order it online).
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• category management both online & offline, strong relationship with partners.

In addition, the COVID crisis revealed certain disadvantages or limitations in
the retail industry and caused businesses to address these issues. The research has
also demonstrated that the crisis forced retailers to develop an omnichannel strat-
egy, with many of them working effectively to satisfy consumers’ needs, introducing
express-delivery services and lower prices, for example. The FMCG sector realized that
customers’ journeys tended towards omnichannel behavior.

Considering all of this, and as shown by the research, the implementation and
development of omnichannel strategies in Russia was based on the following stages:

• reactively responding to consumers’ needs, online channel development, introduction
and extension of delivery services (due to lockdown constraints).

• maintaining prices in terms of disposable revenue (quick reduction, boosting new
purchasing channels with prices lower than, or equivalent to, offline), introducing
promotional offers for some purchases where delivery has been specified

• considering the needs of consumers and working with them effectively: introduction
of express delivery, implementation of no-contact delivery services.

• automatization of processes and optimization of capacities (for example, Payterochka
has opened dark stores in order to optimize delivery time and to have sufficient capacity
for increased click and collect services).

• effective promo introduction: price campaigns, or cross-channel activation (with the
seamless campaign introduced by Payterochka, for example, the consumer receives a
sticker in the store, goes online, uploads a video and receives a gift in the store).

After these tactical steps were realized, retailers changed their strategies to fit in
with e-commerce development (for example, at the start of 2020, Payterochka wanted
to extend their distribution network, but their resources were rearranged to prioritize
e-commerce development).

From the end of 2020 onwards, it can be seen that retailers have tended to work
mostly with quality: launching seamless online & offline campaigns, collaborating with
manufacturers & agencies to improve e-commerce services (for example, improving
content, launching promotional strategies, and managing assortments and categories
both online and offline).

Thus, the research has supported the proposition that retailers’ behavior has tended
toward the development of omnichannel strategies; indeed, they have made huge steps in
these developments. From the accumulation of data presented, the research proves that
the COVID crisis, or indeed other crises, can actually be advantageous for development,
but in order for a business to preserve a good position in the market, a swift response to
consumers’ needs—even without a set of strategies—is fundamentally important. As an
extension of the research, Fig. 5 presents a series of omnichannel developmental steps
(from a short-term perspective) that could be used in further research as a model of
omnichannel development for businesses in the face of crises such as COVID-19.

This scheme of development will be useful for retail managers whose companies are
suitable for the development of omnichannel strategies in the frame of crisis-factors. The
model could also be useful in helping managers to realize which stage they are at now
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and what their next steps should be in the short term. This step-by-step omnichannel
development concept could be especially practical for countries in which a common
multichannel business approach is already in use in the FMCG market.

In addition to this research, the following steps for further analysis and proposition
testing are suggested:

• continuing to follow up retailers’ behavior in the post-COVID period in order to
develop and improve the theories.

• conducting deeper research into which tools and drivers could help retailers to follow
the consumer-centric approach (researching the characteristics of showrooming &
webrooming behavior, realizing what consumers want).

• researching category management tools—both online and offline—that help make the
purchase journey seamless for the consumer and evaluating the roles of manufacturers
and retailers in the collaborative development of an omnichannel business model).

Fig. 5. Timeline of omnichannel concept implementation in retail from a short-term perspective.
Source: author’s analysis
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23. Deimantė, V.: Popular 30 Ecommerce Trends for 2021. https://searchnode.com/blog/ecomme
rce-trends/

24. Rana, A., Shankar, R.: Crisis or opportunity: Marks and Spencer’s tryst with Indian retail.
CASE J. 16(6), 671–690 (2020)

25. Ridder, H.G., Hoon, C., McCandless, A.: The theoretical contribution of case study research
to the field of strategy and management. Res. Methodol. Strat. Manag. 4, 137–175 (2009)

https://doi.org/10.1108/IJLM-11-2020-0448
https://scholar.google.ru/citations%3Fview_op%3Dview_citation%26hl%3Dsv%26user%3DKTPzxIQAAAAJ%26citation_for_view%3DKTPzxIQAAAAJ:zYLM7Y9cAGgC
https://elnews.com.ua/ru/shou-rumyng-y-veb-rumyng-revolyuczyya-v-torgovle/
https://doi.org/10.1108/IJRDM-03-2020-0108
https://doi.org/10.7195/ri14.v15i2.1070
https://doi.org/10.4337/9781786430281.0003
https://www.bcg.com/publications/2014/supply-chain-management-sourcing-procurement-omnichannel-retail-still-about-detail
https://searchnode.com/blog/ecommerce-trends/


Fast-Growing eCommerce and Omnichannel Concept Development 505

26. Truong, T.H.H.: The drivers of omni-channel shopping intention: a case study for fashion
retailing sector in Danang, Vietnam. J. Asian Bus. Econ. Stud. 28(2) (2021)

27. Xi, L., Huazhong, Z.: Digitalization and Omnichannel Retailing. The Oxford Handbook of
Supply Chain Management. Wagner (2019)



Using Triple Exponential Smoothing
and Autoregressive Models to Mining
Equipment Details Sales Forecast

Kirill Kashtanov1(B), Alexey Kashevnik2, and Nikolay Shilov2

1 ITMO University, Saint-Petersburg, Russia
2 SPC RAS, Saint-Petersburg, Russia

{alexey.kashevnik,nick}@iias.spb.su

Abstract. Stock planning is an essential part of supply management. Mistaken
planning can lead to high costs and expenses. So, the correct plans are required,
which should satisfy sales demand at any time. Forecasting is one of the planning
techniques. This paper aims to present the sales forecasting models for the mining
equipment details based on the historical sales data for two years. To this end, the
triple exponential smoothing (Holt-Winters) and integrated autoregressive mov-
ing average (ARIMA) methods are used. To create periodic time-series for each
detail the original data set is grouped by month. Defined time series are segregated
into training and test data sets. Models for each detail are built using automated
parameters selection in a such way to make absolute percentage error (APE) of the
model minimized. Each model is followed by visualized plot graphs, which sim-
plify the model and original data comparison. Achieved results demonstrate high
average performance (95% for Holt-Winters, 93% for ARIMA). Built algorithms
can be used in practical conditions for equipment forecasting.

Keywords: Triple exponential smoothing · Holt-winters · ARIMA · Forecasting

1 Introduction

Management of large enterprises is a very complex process that can include an enormous
number of subprocesses, each of which is aimed to optimize andmaximize the efficiency
of the enterprise. One of the most important parts of them is supply management. This
is not surprising since competent inventory management can result in maximization
of economic efficiency due to minimization of costs, related to inventory support and
maintenance [1].

However, the bigger is enterprise, themore nonreactive its processes become, includ-
ing supply planning. Made approved plans are very difficult to change on the run, which
can result in high costs and expenses. This is why every enterprise requires proper plans
that could satisfy sales demand at any time.

Supply and inventory forecast is one of the planning approaches. Based on the his-
torical data future predictions can be made. Modern tendencies of digital transformation
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require methods and technologies that would support the automatization of forecast
modeling, which is applicable in a wide variety of human activity including business.

The purpose of this paper is to build forecasting models for supplies of the mining
and metallurgical inventory, basing on historical data of sales. In order to achieve the
described goal, the following tasks have been set:

• review of the related work;
• examination of used forecasting methods;
• analysis and pre-processing of the historical data;
• building forecasting models;
• review and analysis of the achieved results.

2 Related Work

There are several commercial solutions that provide agile forecasting functionality. They
provide diverse functionality for demand and supply forecasting with many criteria,
which allows creating the most accurate forecasts, according to solutions distributors.
However, those solutions are expensive and provide excessive functionality, regard-
ing mining and metallurgical equipment – as an example, it is an uncommon situation
for such equipment to have an expiration date, special transportation, or maintaining
conditions. The following table collects information about such solutions (Table 1).

Considering the above, it was decided to implement basic forecasting functionality,
that would consider information about previous sales only.

Generally, the problem of supply forecasting basing on historical data is the problem
of time series forecasting. So it was decided to review several research papers related to
time series forecasting to find the best applicable forecastingmethod consideringmining
and metallurgical equipment (Table 2).

The triple exponential smoothing method (TES, Holt-Winters method) is one of the
most used forecasting models, which has been studied and applied in many areas. This
method is considered one of the most effective models due to its low operating costs
and simplicity [7]. For example, it can be used for transportation dynamics forecasting
[8]. Jiang and others apply improved TES by using the fruit fly optimization algorithm,
which allowed finding the best possible parameters for theHolt-Wintersmodel regarding
electricity consumption [9].

Different variations of autoregressive models are also widely used. For example, the
autoregressive moving average (ARMA)model can be applied for forecasting stationary
time series such as taxi demand [10]. Sahai with co-authors states that the autoregres-
sive integrated moving average model (ARIMA) can be used both for stationary and
non-stationary time series, such as detecting and forecasting outbreaks of infectious dis-
eases [11]. Moreover, ARIMA models can be used for demand and sales predictions by
forecasting trend movement and seasonal fluctuations [12].

On the other hand, Dissanayake with co-authors states that ARIMAmodels are weak
and inefficient in terms of forecasting non-stationary time series.

In their work authors examine other prediction models such as ARIMAX, vector
autoregressive model (VAR), and long short-term memory model (LSTM) in order to
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Table 1. Commercial solutions

Name Subscription price (rub,
thousands/month)/Box (rub, thousands)

Forecasting criteria

Forecast now! [2] 55-225/950-4950 · Dates
· Expiration date
· Seasonality
· Cannibalization

Net stock [3] 18/- · Actual demand
· Demand changes
· Seasonality
· Product alternativity
· Actual budget

GoodForecast [4] - · Promotions and holidays
· Noise filtering
· Supply schedules

Inventor [5] - · Warehouse bandwidth
· Suppliers ratings
· Credit and debit

Stock-m [6] 80/- · Transportation conditions
· Seasonality
· Sales & promotions
· Multi-currency
· Product alternativity

Table 2. Research papers

Paper Method(s) Applying area Results

[7] Triple exponential
smoothing (TES), ANNs

Weather forecast (wind) up to 81% accuracy

[8] TES Transportation planning 94.41% accuracy

[9] TES with fruit fly
optimization algorithm

Electricity consumption 96.42% accuracy

[10] ARMA Taxi demand -

[11] ARIMA Decease spreading 96–99% accuracy

[12] ARIMA Retail sales -

[13] ARIMAX, VAR, LSTM Traffic 91.46% accurate for VAR
model

[14] ANNs Power consumption 92–98% accurate model

[15] Croston method Equipment inventory -

[16] Bayesian Network Demand for spare parts -
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build traffic forecasts [13]. Using mentioned models allowed to consider the correlation
between traffic and snow volumes. As the result, they achieved a forecast model with
91.46% accuracy.

Runge andothers apply artificial neural networks to develop amulti-step-ahead short-
term forecasting model, which predicts power consumption of supply fans in industrial
buildings [14]. They propose a solution to the automated search of the ANN architec-
ture based on exploring all possible combinations for the number of input neurons and
selecting the minimized RMSE. The results of their study show that such an approach
allows building forecasts with 92.7–98.2% accuracy.

Moreover, probabilistic approaches can be used in terms of time series forecasting.
For example, the Croston method can be applied for forecasting intermittent demands
[15]. Also, according to Boutselis and McNaught, Bayesian Networks can be very
efficient in terms of manipulating probability distributions [16].

3 Historical Data Description

Historical data of sales have been provided by the company, which specializes in the
trading of mining and metallurgical equipment details. Originally, data has been given
as a table sheet (see Fig. 1), which contains data about done equipment sales structured
by Deal ID, purchased detail (Element ID) per deal, the number of purchased details
within the deal, and date of the deal. The table includes data of deals within the period
from November 2018 till October 2020.

Within this paper, only the following columns have been included for the analysis:
‘Element ID’, ‘Q-ty’, ‘Created’. Additionally, each of the details sales have been taken
not by the exact dates but grouped by months. This is done in order to create periodical
time series with a length of 12 months. So, only 24 periods have been provided by the
company, i.e. two complete seasons (two years).

Fig. 1. Historical data sample

4 Methodology

Since the historical data of equipment sales include time series of a wide variety
(seasonal/non-seasonal, stationary/non-stationary), it was decided to build forecasting
models based on the triple exponential smoothing (Holt-Winters model) and ARIMA
model, due to its expected simplicity and applicability for a wide variety of time series.
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4.1 Triple Exponential Smoothing Model

Single exponential smoothing is a useful tool, which allows to reduce the noise of the
series and forecast future values using a weighted average of all previous values of the
time series. However, simple exponential smoothing (SES) uses values itself, without
any additional information about the nature and behavior of the original time series. It
does not allow to consider the impact of other time series parameters such as trend and
seasonality.

Holt-Winters method is the improvement of the original SES method and it allows
to build forecasts taking into account seasonality and trend components of the original
time series. This can result in more accurate future predictions [7].

There are two possible variations for triple exponential smoothing, which differ by
the behavior of the seasonality component [17]:

• Multiplicative seasonality – when amplitude of the seasonal oscillations is likely to
change in time,

• Additive seasonality – when amplitude of the seasonal oscillations does not tend to
change in time.

Holt-Winters Multiplicative Model. The multiplicative form of the triple exponential
smoothing is defined by the following Eqs. (1–4):

Li = α · Yi
Si−s

+ (1 − α) · (Li−1 + Ti−1) (1)

Ti = β · (Li − Li−1) + (1 − β) · Ti−1 (2)

Si = γ · Yi
Li−1 + Ti−1

+ (1 − γ )Si−s (3)

Fi+m = (Yi + Ti · m) · Si+m−s (4)

where

– Yi – actual value of the time series in period i,
– Li – overall (level) smoothing for the period i (for the initial period L1 = Y1),
– Li-1 – overall (level) smoothing for the previous period,
– Ti – trend exponential smoothing for the period i,
– Ti-1 – trend exponential smoothing for the previous period,
– Si – seasonal exponential smoothing for the period i,
– Si-s – seasonal exponential smoothing for the previous period,
– Fi+m – forecast value for m periods ahead regarding last actual value,
– Si+m-s – seasonal exponential smoothing for the last the forecasting period in the last
actual season,

– α – level smoothing factor,
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– β – trend smoothing factor,
– γ – seasonal smoothing factor.

In fact,α,β,γ determines howmuchweight is given to the past values of the smoothed
arrays. These factors can be defined as memory decay rate – the bigger the factor is, the
more forecast depends on the recent data.

Holt-Winters Additive Model. The component form for the additive triple exponential
smoothing method is the following (5–8):

Li = α · (Yi − Si−s) + (1 − α) · (Li−1 + Ti−1) (5)

Ti = β · (Li − Li−1) + (1 − β) · Ti−1 (6)

Si = γ · (Yi − Li−1 − Bi−1) + (1 − γ )Si−s (7)

Fi+m = Yi + Ti · m + Si+m−s (8)

Computing Initial Trend Values. In order to increase the accuracy of the forecast, it
is necessary to compute the initial value for the trend. It can be computed for the time
series with one complete season using the following formula (9):

T1 = 1

L
·
∑L

i=1

YL+i − Yi
L

(9)

where

– L – number of periods in the season (season length),
– YL+i – time series value for a similar period in the next season.

Computing Initial Seasonality Values. To compute the initial values for the seasonal
components, it is required to find the average value for each period through all observed
seasons, considering each season average. Firstly, the season average should be found for
each season (10), after which the average value of identical periods through all seasons
is taken for each initial period (11):

As =
∑L

i=1Yi+(s−1)·L
L

(10)

Ii = 1

L
·
∑k

s=1

Yi+(s−1)·L
As

(11)
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4.2 Integrated Autoregressive Moving Average Model

Auto-Regressive Integrated Moving Average (ARIMA) is a class of models that
combines a list of components, which are the following:

• Autoregression (AR) refers to a model that shows a changing variable that regresses
on its own lagged, or prior, values,

• Integrated (I) represents the differencing of raw observations to allow for the time
series to become stationary, i.e., data values are replaced by the difference between
the data values and the previous values,

• Moving average (MA) incorporates the dependency between an observation and a
residual error from a moving average model applied to lagged observations.

ARIMA model can be characterized by 3 terms, each of which represents each
ARIMA model component described above. These parameters are the following:

• p – the number of lag observations in the model,
• d – the number of times that the raw observations are differenced,
• q – the size of the moving average window.

The ARIMA (p, d, q) can be presented in the following form (12):

�dYi = c +
∑p

j=1
aj · �dY i−j +

∑q

j=1
bj · εi−j + εi (12)

where

– �dYi – value of observation in the period i differenced d times,
– c – constant,
– ai – autoregressive parameter for the period i,
– εi – white noise in the period i,
– bi – moving average coefficients for the period i.

Within this paper ARIMA method has been implemented using python library
‘statsmodels.tsa.arima_model’, which automatically computes forecasting values based
on given time series based on model parameters (p, d, q).

4.3 Modeling and Evaluation Methods

Time series of the historical data have been divided into training and test data sets in
the ratio of 75% to 25% (first 18 periods for model training, last 6 periods for testing).
However, within this paper, it was decided to use 100% of the historical data set for
computing of initial trend and seasonality for the triple exponential smoothing models.
It has been done to use a larger number of periods for the initial analysis since the
historical time series is already short (there are only two complete seasons).

Parameters for eachmodel (α, β, γ, and additivity/multiplicativity – for Holt-Winters
models; p, d, q – for ARIMA models) have been computed so that the error would be



Using Triple Exponential Smoothing and Autoregressive Models 513

minimum. Since the historical data may contain 0 values, the mean absolute error cannot
be used. So it has been decided to evaluate model performance by the average percentage
error (APE) for the whole testing period (13):

APE =
∑end

i=start (Y i − Fi)∑end
i=start Yi

· 100% (13)

where

– start – period number when the testing period starts (19th period),
– end – period number when the testing period ends (24th period).

Also, to evaluate the deviation of the model the mean square error (MSE) can be
used. Such metric allows giving weight to differences depending on their value. MSE
can be presented in the following form (14):

MSE = 1

n
·
∑end

i=start
(Yi − Fi)

2 (14)

However, MSE by itself is difficult to use for comparison of forecasting models
performance for different details since the scale of sales can be different. For comparison,
percentage values are more applicable. So it was decided to use rooted MSE, divided
by the average number of actual time series values, which allows computing model
percentage deviation (RMSPE) (15):

RMSPE =
√
MSE

1
n · ∑end

i=start Yi
· 100% (15)

For the Holt-Winters models, each of α, β, and γ has been iterated from 0,1 to 0,9
with step 0,1. For each set of these factors both additive and multiplicative models have
been built.

For ARIMA models, parameters p and q have been iterated from 0 to 4 with step 1.
For parameter d, the following values have been taken: 0, 1, 2.

5 Results

Analysis and predictions have been performed for the ten most tradable details (within
this paper each detail has been given an identification label from ‘A’ to ‘J’). Figures
below capture line graphs of built models for every detail (Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13, 14, 15, 16, 17, 18, 19, 20 and 21) according to the calculated parameters (see
Table 3). The vertical axis defines quantity of sold/forecasted elements; the horizontal
axis defines a period number in the format ‘year.month’ (e.g., ‘18.11’ – November of
2018). Red line graph represents actual time series; green – modeled training part of the
data set; blue – built forecast based on modeled training part. The built forecast includes
6 periods of testing part and additional 4 periods, which exceed the original number of
periods. It is done to visualize the overall future behavior of the model (additional 4
periods are not used for performance evaluation).
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The following table collects information about parameters for Holt-Winters and
ARIMA models for each detail, where ‘a’ stands for ‘additivity’ model, and ‘m’ stands
for ‘multiplicity’ model (Table 3).

Fig. 2. Detail ‘A’ plots: Holt-Winters model.

Fig. 3. Detail ‘A’ plots: ARIMA model.

Fig. 4. Detail ‘B’ plots: Holt-Winters model.

6 Analysis

As can be observed from the graphs above, Holt-Winters models build forecasts with a
more precise reproduction of the nature and patterns of the original data than ARIMA
models. For example, for detail with id ‘A’ (see Figs. 2, 3) TES model repeats the
original peaks anddrops at periods 20.6, 20.9, 20.10,while theARIMAmodel reproduces
increasing trend only. Additionally, Holt-Winters models reproduce the training part of
the data set with more accuracy, as it is for details ‘B’ (see Fig. 4), ‘C’ (see Fig. 6), ‘D’
(see Fig. 8), ‘F’ (see Fig. 12).
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Fig. 5. Detail ‘B’ plots: ARIMA model.

Fig. 6. Detail ‘C’ plots: Holt-Winters model.

Fig. 7. Detail ‘C’ plots: ARIMA model.

Fig. 8. Detail ‘D’ plots: Holt-Winters model.
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Fig. 9. Detail ‘D’ plots: ARIMA model.

Fig. 10. Detail ‘E’ plots: Holt-Winters model.

Fig. 11. Detail ‘E’ plots: ARIMA model.

Fig. 12. Detail ‘F’ plots: Holt-Winters model.
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Fig. 13. Detail ‘F’ plots: ARIMA model.

Fig. 14. Detail ‘G’ plots: Holt-Winters model.

Fig. 15. Detail ‘G’ plots: ARIMA model.

Fig. 16. Detail ‘H’ plots: Holt-Winters model.
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Fig. 17. Detail ‘H’ plots: ARIMA model.

Fig. 18. Detail ‘I’ plots: Holt-Winters model.

Fig. 19. Detail ‘I’ plots: ARIMA model.

Fig. 20. Detail ‘J’ plots: Holt-Winters model.
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Fig. 21. Detail ‘J’ plots: ARIMA model.

Table 3. Models’ parameters

Detail Holt-Winters
parameters

APE MSE RMSPE ARIMA
parameters

APE MSE RMSPE

A α = 0.5; β =
0.3; γ = 0.1;
(a)

0.01% 171.5 38% p = 2; d = 2;
q = 0;

14.1% 533 69.84%

B α = 0.6; β =
0.4; γ = 0.1;
(m)

2.6% 17.1 59% p = 4; d = 0;
q = 0;

0.16% 28.65 76.46%

C α = 0.7; β =
0.4; γ = 0.1;
(m)

0.15% 920.9 105% p = 4; d = 1;
q = 4;

5.03% 316.4 61.68%

D α = 0.2; β =
0.3; γ = 0.2;
(a)

0.11% 3.9 21% p = 2; d = 1;
q = 4;

2.1% 4.42 22.37%

E α = 0.7; β =
0.9; γ = 0.9;
(m)

0.12% 859.4 67% p = 1; d = 0;
q = 0;

10.5% 350.9 43.06%

F α = 0.1; β =
0.7; γ = 0.8;
(a)

0.01% 3682 97% p = 2; d = 1;
q = 0;

16.9% 2859 86.32%

G α = 0.4; β =
0.9; γ = 0.6;
(m)

0.04% 6192 165% p = 0; d = 0;
q = 4;

0.69% 1835 90.2%

H α = 0.1; β =
0.1; γ = 0.9;
(a)

42.2% 191 94% p = 3; d = 0;
q = 1;

0.11% 179.8 91.86%

I α = 0.3; β =
0.1; γ = 0.1;
(a)

0.52% 990 35% p = 4; d = 1;
q = 0;

11.4% 4584 75.79%

J α = 0.6; β =
0.3; γ = 0.4;
(a)

0.02% 285 56% p = 0; d = 1;
q = 0;

0.1% 520.4 76.045

Average 4.6% 1331 74% 6.12% 1127 69.4%
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As can be seen from the table, the average APE for Holt-Winters models is lesser
than the average APE for the ARIMA model. Additionally, after a direct comparison of
both APEs for every detail, it can be stated that Holt-Winters models are much more
accurate than the ARIMA models (except for details with ids ‘B’, ‘H’).

But on the other hand, Holt-Winters models perform worse in terms of MSE and
RMSPE in comparison with ARIMAmodels. It indicates that TES models forecast with
greater dispersion of values.

The higher accuracy of the Holt-Winters models in terms of seasons and trends repli-
cation can be explained by the fact that the whole data set has been used for computing
the initial trend and seasonality. But for the ARIMA model only the training data set
has been used as input data. So ARIMA builds models with information about a lesser
number of periods, which could impact the accuracy of the models. So, the hypothesis
made in the ‘Analysis and Modelling Approach’ section has been confirmed.

7 Conclusion

In conclusion, in the course of this work time series forecasting has been examined. Two
forecasting methods have been reviewed and applied for forecasting supply inventory of
themining and themetallurgical equipment based on the historical data – triple exponen-
tial smoothing (Holt-Winters) and ARIMA. Mentioned methods have been successfully
implemented using python.

Considering the small number of periods of historical data, APE for the whole
testing period is small for the most of Holt-Winters model. Which would mean, that
triple exponential smoothing is more applicable for short-term forecasting of the mining
and metallurgical supplies time series.

However, the limitation should be noted. Analyzed time series are extremely short
since the historical data includes only 24 periods (i.e. 2 complete seasons). So, time
series have been divided into ratio 18 training periods and 6(+4) forecasting periods,
which is the most optimal solution – moving forecasting range to the left to the start of
data (increasing testing periods by decreasing the training set), will worsen the forecast
accuracy (lesser the training – lesser the accuracy); moving forecasting range to the right,
out of the original data ending (decreasing testing set), will worsen the performance
evaluation since a lesser number of forecasted and original values could be compared.

The built forecasting algorithms are ready to be used and applied for metallurgical-
mining inventory predictions in practical conditions.

As a continuation of this paper, a solution will be built to enhance the usage of
additional forecasting methods. They would allow strategy and plan control by consid-
ering additional factors and parameters, which can affect the overall forecast model. For
future work the following methods can be studied: Bayesian network, neural network,
and machine learning.
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Abstract. Currently there is a lot of research that stresses the importance of cus-
tomer relationship management based on the development of e-commerce plat-
forms. However, when we make the transition to the b2b market we are faced with
problems of customer adoption of such systems. Even though we live in a digital
era with the recent pandemic forcing the shift to online processes, many compa-
nies still prefer to deal with real people and company representatives. The aim of
the present research is to reveal and analyze factors that contribute to adoption of
e-commerce systems in b2b markets and give recommendations on how to engage
partners in it without losing revenues and clients. The methodology includes an
analysis of answers of 329 respondents who have used the e-commerce b2b plat-
form in the last 6 months. Data analysis was done with structural modeling that
helped to understand the main drivers of e-commerce system adoption.

Keywords: e-Commerce platform · B2B · Factors of adoption

1 Introduction

Global B2B e-commerce volume has been showing an almost threefold growth over the
past decade [10]. The Russian e-commerce market is significantly behind the world,
growing at a rate of 23%, behind the market leaders USA and China. However, this
accounts for less than 1% of the global e-commerce investment market [9]. The reasons
for the rapid growth of B2B e-commerce are changes in customer behavior, the recent
pandemic and the fact that B2B e-commerce platforms are becoming a crucial market-
ing channel for many businesses. According to the recent research implementation of
e-commerce platforms can significantly reduce costs, increase competitive advantage,
improve customer experience [14] and become a factor of business growth [8]. Many
Russian companies (Severstal, Sberbank, Yandex) are making significant investments
in b2b e-commerce platforms. In the current research we will focus on the experience
of Heineken platform that was launched in 2018. Despite the fact that introducing e-
commerce platforms is the current trend, many companies are still facing problems in
engaging their partners in it: low level of platform use, negative feedback from the users,
and unwillingness of customers to switch from the traditional channels of dealing with
company representatives. Therefore, understanding the factors that facilitate the adop-
tion of e-commerce platforms is of crucial importance for companies. More precisely it
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can help increase return on investments in the development, improve customer engage-
ment, and optimize costs for managing company representatives. The aim of the present
study is to reveal factors that contribute to adoption of e-commerce systems in b2b mar-
kets and give recommendations on how to engage partners with the platforms without
losing revenues and clients. The research is based on data obtained from the partner
engagement in b2b e-commerce platform of the leading beer company in the Russian
market. The 329 respondents are the representatives of retail outlets, which used the
e-commerce platform to order goods over the past 6 months. The main tool for conduct-
ing the study was an online questionnaire that is widely used in e-commerce adoption
studies [26]. The study was conducted between January and April 2020. Data analysis
was performed using structural equation modeling that helped reduce the number of
factors under consideration and identified latent and dependent variables in the research.

2 Literature Review

2.1 Review of Technology Adoption Models

In the present paper, we examine theoretical models for the adoption of information
technologies, which can be defined as the use of computer equipment, programs, and
applications to support business operations [25]. Researchers use several theoretical
models to explain factors influencing innovation adoption. including e-commerce. We
consider some of them, that are more appropriate for the research goal, summarize all
the mentioned determinants and develop research model that will test in the quantitative
research.

In the technology organizational-environmentalmodel [26] there arementioned tech-
nological, organizational, and environmental factors. Technological factors include inter-
nal ones (existing technologies within the company) and external (the pool of available
technologies in the market). Organizational factors include the size of the company;
scope of application; centralization; formalization and complexity of the management
structure; quality of human resources (staff qualifications); the number of available
resources. External factors are the firm’s industry, competitive environment, access to
resources and relations with the government.

Rogers’ theory of innovation diffusion (DOI) [22] is based on the fact that innovation
adoption occurs in several stages, including understanding, persuasion, decision-making,
implementation, and confirmation. Also, he mentioned the influence of technological
characteristics (innovative attributes) that can affect the level of acceptance and dis-
semination of innovations: relative advantage, compatibility, complexity, suitability for
testing, observability of innovation [22]. This theory of innovation diffusion is one of
the popular theoretical models in researches of B2B e-commerce adoption [1, 2].

1. The relative advantage is the degree to which innovation is perceived better than the
one that preceded it.

2. Compatibility is the degree to which innovation is perceived as relevant (not
contradicting) existing values, needs, and past experiences of potential receivers.

3. Complexity is the degree to which innovation is perceived as complex to use.
4. Test suitability is the degree to which innovation can be tested before use.
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5. The observability of innovation is the degree to which the results of an innovation
are visible to the company.

Another widely used concept is the Technology Acceptance Model, which was pro-
posed by Davis [7]. The model takes into account perceived attributes such as “per-
ceived utility” and “perceived ease of use,” which affect the adoption of information
technologies. The study model is shown in Fig. 1.

External 
factors

Intention 
to use Usage

Attitude to 
innovation 

Perceived
Simplicity of 

use 

Perceived
Utility

Fig. 1. Technology adoption model [7].

Perceived utility is interpreted as the degree to which a person “believes that using
a certain system can increase its performance,” and perceived ease of use is “the degree
to which a person believes that using a system will not require much effort.“ All this
affects the potential user’s attitude to the use of a new system, which is directly related
to the intention to use new technology within that system.

The remaining studies mention factors related to internal organization, software
costs, complexity, and cost of software and also highlight a set of attributes, like network
security [8] launch costs [28], the cost of software aimed at integrating e-commerce.

2.2 The Research Model

During the literature review it became clear that the adoption of innovations in the
B2B market is influenced by a range of factors related to both the innovation itself and
the characteristics of the organization and decision-making agents, as well as external
factors, such as the competitor pressure and the level of technological progress [16].

Innovation Characteristics
The factors related to the characteristics of the innovation itself most often include the
perceived benefits that a company receives from operating an e-commerce platform and
the perceived costs that a company will incur if it decides to use the innovation. Such
costs include additional expertise and the need to train the staff, and therefore the time
it will take to adapt to a new way of interacting with a partner [14]. Perceived benefits
refer to the company’s important benefits that it could gain only through the use of an
online store [28]. Benefits mean the likelihood that using the platform will increase
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performance in the organizational context [7]. In other words, if an organization does
not realize or see the benefits of the new technology, it will be less predisposed to use it.

Another important characteristic of innovation that either promotes or impedes its
adoption is the perceived complexity of its use [21]. Obviously, less complex innovations
aremore likely to be adopted than those that seem too complex anddifficult to understand.
That is the degree towhich a potential user expects that using the platformwill not require
additional effort.

Decision-Maker Characteristics
A study byMirchandani andMotwani [19] found that a number of decision-maker char-
acteristics determine the likelihood of using e-commerce platforms. Other researchers
argued that technical skills of the user, experience of using e-commerce for personal
purposes, and their attitudes to online purchases that affect the success of information
technology adoption [17]. In other words, small companies, which include traditional
trade enterprises, the circle of decision-makers is limited to a small number of people,
and their experience with online stores in everyday life. The decision-makers in this
case, are worried about leaks of information, lost data about their orders, etc., or if they
had some negative online shopping experience, they are definitely less inclined to use
e-commerce platforms for business purposes. In addition, Internet skills, as well as the
level of competence with electronic devices, can either foster or hinder the adaptation
of e-commerce platforms [20].

External Factors
External factors in the literature most often include pressure from buyers, suppliers, and
competitors, as well as the level of support from the integrator (organization introducing
a new platform) [21]. In the context of B2B e-commerce, many scholars have identified
competitive pressures as an important factor in platform adoption [23, 29] if companies
see such adoption as a competitive edge that will help them get better positions in the
market.

In the present study, by external factors, we mean the degree of awareness by tradi-
tional commercial companies of the use of e-commerce platforms to replenish the stock
of goods by other outlets, as well as the influence of the integrator’s sales representa-
tive on the facilitation of the use of the online store. According to research, the success
of e-commerce implementation depends on the pressure of trading partners to use for
business [16].

The integrators’ sales representatives can provide training to the staff of outlets to
operate the new platform, as well as talk about the benefits of its use. At the same
time, the study suggests that the commercial enterprise staff are usually not interested
in promoting innovation, as they understand that one of the goals it is reducing the cost
of their labor. Because the communication of sales representatives with customers is not
under the company’s supervision, the only way to verify the validity of our assumption
is by including questions regarding the work of sales agents in a survey for a field study.

Based on the literature review we identify hypotheses for further research:

Hypothesis 1: There is a negative correlation between perceived complexity and level
of B2B e-commerce adoption.
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Hypothesis 2: There is a negative correlation between technical flaws and level of B2B
e-commerce adoption.
Hypothesis 3: There is a positive correlation between perceived benefits and level of
B2B e-commerce adoption.
Hypothesis 4: There is a negative correlation between perceived costs and level of B2B
e-commerce adoption.
Hypothesis 5: There is a positive correlation between the technical skills of decision-
makers and the adoption level of B2B e-commerce.
Hypothesis 6:There is a negative correlationbetween thepast online shopping experience
and level of B2B e-commerce adoption.
Hypothesis 7: There is a positive correlation between sales representatives’ impact on
enterprise and level of B2B e-commerce adoption.
Hypothesis 8: There is a positive correlation between competitor’s pressure and level of
B2B e-commerce adoption.

Thus, the research model is illustrated in Fig. 2.

Fig. 2. The research framework ( source: compiled by the authors).
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3 Methodology

Data were obtained from answers of corporate users of e-commerce b2b platform of
leading beer producer in the Russian market that have ordered products over the past
six months. The study was conducted between January and April 2020. There are 329
responses have been received from online questionnaire and analyzed by structural equa-
tion modeling (SEM). The general population is 40,000 retail outlets who have access
to the b2b e-commerce platform. SEM is the main method of analysis which is widely
used in the academic environment to study the implementationof electronic technologies,
their acceptance, and the conditions under which they can be achieved [18].

3.1 Respondent Profile

The respondents are the representatives of traditional retail outlets. Their profile can be
found in the Table 1.

Table 1. The respondents profile.

Var. Average Median Mode St.dev

Number of orders per month 4 4 4 2

Monthly beer turnover, rub 259 958 198 725 192 301 271 000

Number of purchased SKU 66 62 60 37

Weekly purchase volume, boxes 39 30 20 37

N 329 329 329 329

The average age of respondents is 38 (st.dev. = 8.81), they live mainly in Ulan Ude
(29%), Ekaterinburg (25%), Vladivostok (13%), St. Petersburg (12%). 84% of respon-
dents had the online purchase experience. Most respondents mentioned that platform
helped them save time on placing orders (Fig. 3).
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Fully agree

Fig. 3. Using e-commerce platform allows faster to place an order

3.2 Data Analysis

Initially, indicator questions were compiled based on the study of the theoretical part to
identify latent variables affecting the level of innovation adoption (Table 2).

As part of the preparatory phase, the KMO (Kaisera- Mayera- Olken) -0.849 and
Bartlett’s Test of Sphericity were performed, where the significance was Sig = 0.000,
which showed that the data could be used for the principal component method. Five
latent variables were constructed using a metric analysis of the main components with
the Varimax rotation method, relating to the experience of respondents interacting with
e-commerce platforms. According to the Kaiser criterion, latent variables explain 60.5%
of the total variance, the remaining 17 variables have eigen numbers less than one.

According to the matrix of factor loadings, the general structure turned out to be
similar to the original theoretical model. Indicators such as Online Shopping Experience
and Technical skills have been categorized as well as Perceived expenses and Perceived
Benefits. The main reason why latent variables are grouped is the relationship in the
eyes of the company’s customers, and the method of the main components cannot build
correlating factors. The total number of factors turned out to be less than in the theoretical
model.

The variables related to online shopping experienceweremergedwith technical skills
of the user into one. This is possible due to the close value in the eyes of respondents since
they relate to the decision-maker characteristics. Also, the variables “Perceived costs”
and “Perceived Benefits” related to the characteristics of innovation have become one
factor, as they are of close importance in terms of complexity, time costs, and platform
convenience. The structure of factors was hence to build a measuring and structural
model. The hypotheses will be adjusted according to the structural model.
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Table 2. Variables that reflect the experience of using B2B e-commerce platform.

Constructs Variable indicators Indicators

Past online shopping experience I like to shop online Ex_1

I shop online regularly Ex_2

Overall, I can describe my online
shopping experience as positive

Ex_3

Technical skills I always use the Internet for personal
purposes, including to communicate
with friends and family

Techusage_1

I am good with various technical
devices (computer, phone and tablet)

Techusage_2

I regularly use the internet to get
up-to-date information

Techusage_3

Perceived costs Ordering through planform seems to be
more time-consuming than ordering
through a sales representative

Cost_1

To use the platform, I need to purchase
some extra technical equipment

Cost_2

Learning to use the platform was
difficult for me

Cost_3

Perceived benefits Using the platform allows me to place
an order at a convenient time for me

Benefit_1

Using the platform saves me time Benefit_2

With the use of SS, it became easier for
me to get the necessary information
about the goods and their prices

Benefit_3

Environmental I am sure that rival stores are already
using SS to order Heineken goods

External_1

Sales representatives motivate me to use
the platform

External_2

I am aware of the need to use the
platform to stay competitive with other
stores

External_3

Sales representatives explain to me in
detail the benefits of using the platform

External_4

Technical flaws When placing an order through the
platform, errors often occur in the
assembly of orders (wrong number of
articles, errors in the invoice, etc.)

Problems_2

(continued)
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Table 2. (continued)

Constructs Variable indicators Indicators

The platform often contains
non-descriptive information about
goods or their prices

Problems_3

Intention to use How likely is it that you will use the
platform for placing orders in the future?

Intention

Preferences Would prefer to use the platform to
order an item instead of an order
through a sales representative?

Preference

Structural model parameters are evaluated on the same sample of 329 respondents.
The quality of approximation of the correlation matrix according to the chi-square cri-
terion (¼ 2) = 442.197, two absolute approximation quality indices, GFI = 0.9 and CFI
= 0.93, exceeding the required threshold values, also indicate the acceptability of the
model. Absolute index RMSEA = 0.057. SRMR = 0.053 which does not exceed the
limit for validity. The indicators are within acceptable limits for validity, which allows
us to move on to the model interpretation (Table 3).

Table 3. Structural model quality indices

Index Model data Standard value

GFI 0.90 1

AGFI 0.86 1

SRMR 0.053 ≤0.09

RMSEA 0.057 ≤0.08

NFI 0.87 ≥0.9

NNFI 0.91 ≥0.9

CFI 0.93 ≥0.9

TLI 0.914 1

PGFI 0.691 1

PNFI 0.733 1

The final model is performed in the Fig. 4.
So, almost all correlations between model constructs are statistically significant,

except for Perceived Complexity, which has a weak negative effect on the adoption of
B2Be-commerce.Although the impact of this variable is small, it is negative and can play
a role in the customer’s decision to shift to the platform. Here you need to pay attention
to web platform navigation and its functionality. As for variable expenses which reflect
potential benefits from use, it has a weak positive influence on B2B e-commerce. The
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External factors

Perceived com-
plexity

Technical flaws

Perceived cost

Online shopping 
experience

B2B E-com 
Adoption

Intention to 
use the plat-
form

Preferences 

0.284**

0.216** 

-0.416 **

-0.104*

0.139**

0.816**

0.798**

p**<=0.01, p*<=0.05

Fig. 4. The final structural model of B2B e-commerce adoption

variable of B2B e-commerce Adoption itself is formed from the potential Intention to
use and Preferences to this platform by respondents who, in general, as far as they say
about how much customers are ready to try a new way to interact with the company and
place an order on the site.

According to the results of the analysis, the following hypotheses were confirmed:
H1 was supported: there is a negative correlation between perceived complexity and

level of B2B e-commerce adoption in traditional trade.
H2 was supported: there is a negative correlation between technical flaws and level

of B2B e-commerce adoption in traditional trade.
H4 was rejected, because the model proved a positive correlation between perceived

costs and level of B2B e-commerce adoption in traditional trade.
H6 was supported: there is a positive correlation between the online shopping

experience and level of B2B e-commerce adoption in traditional trade.
The variables mentioned in hypothesis 7 (sales representative impact) and 8 (com-

petitors pressure) were combined in a single factor – the external factors, that has a
positive correlation with the level of B2B e-commerce adoption. Variables from the
hypothesis 3 (perceived benefits) and 5 (technical skills) didn’t show the significant
influence to e-commerce adoption factor.
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4 Discussion and Managerial Implications

According to the final research model special attention in development of b2b e-
commerce platforms should be paid to variables that have the greatest impact on the
transition of customers to B2B e-commerce platform:

• Technical flaws, which have the largest negative impact, reflect the reliability of infor-
mation on the platform and the presence of any errors with orders when working with
the platform. There are indeed negative reviews from customers. Based on the signif-
icance of this variable, company managers should pay more attention to the quality
of the platform and eliminate all technical problems on the site. This is consistent
with previous research which indicated impact of platform features and benefits to
adoption level of b2b e-commerce [3, 22].

• Online shopping experience has the largest positive impact and expresses the ability
to use the Internet and technical devices, as well as the attitude to online shopping,
including for personal purposes. In particular, the adoption of B2B e-commerce is
influenced by the technical skills of the decision-maker. The main components are
the frequency of using the Internet to obtain information, proficiency with various
devices, and a positive attitude to purchases on the Internet. This in line with research
which find influence IT experience and knowledge on b2b e-commerce adoption [12,
27].

• External factors have the second-largest positive influence and refers to pressure
from competitors and sales representatives of the company. It reflects an awareness
of the need for transition and the benefits of using the platform. The main factor
here is the influence of the sales representative and the awareness of the need to use
the platform to maintain the competitiveness of the company. This fact supported by
earlier research which agreed that competitive pressure a significant factor of B2B
e-commerce adoption. The findings of this study support earlier investigations [13,
14].

The conducted research allowed us to formulate the following recommendations:
Firstly, it isworth paying attention toTechnical flaws of the platform, since it has been

identified as one of the factors with the greatest negative impact. Therefore, to increase
customer satisfaction with the platform interaction experience, it is recommended to
create test groups of stores and outlets that will be used to identify all technical problems
before introducing innovations. Particular attention should be paid to errors in putting
together the orders, setting KPIs to the employees of the logistics department on the
number of correctly assembled orders. This is consistent with many negative reviews on
the experience of ordering goods through the platform.

Secondly, it is worth revising the goals of the sales team and developing a new app-
roach aimed at connecting new outlets that are not permanently covered and previously
did not have experience in interacting with the company. This could be one of the key
elements of the strategy aimed at increasing the share of e-commerce in the company’s
sales. You can expect an increase in the positive impact of the ‘external factors’ on the
intention to use the system leading to the adoption of e-commerce if you join forces with
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other FMCG companies. Follow the concept of open innovation by concluding partner-
ship agreements, increasing the influence of an external factor - pressure from a trading
partner. This will help to take the first step towards additional profit from the platform, as
well as provide an opportunity to reduce the cost of developing technology by dividing
them among all partners. Expanding the range with the products of other companies
will increase the attractiveness of the platform, as it potentially carries time savings for
communication with various sales representatives. As practice has shown, customers do
not hurry to switch to the e-commerce platform, so it is necessary to make the transi-
tion of existing customers smoother, leaving them the opportunity to interact with sales
representatives through additional communication channels (online chat), without the
physical presence of sales representatives at the outlet. This will give them more time
to explore the platform and understand the benefits of its use. This is an unconditional
benefit for the company too, as it will have a large reserve to improve new processes of
interaction with customers through the platform and adapt to the new business model.

Thirdly, pay attention of the experience of online purchases of customers, as this can
become the main indicator when deciding on the transfer of the client to the platform and
calculating the required investments in their training and motivation. Customers with
more experience in buying through e-commerce platforms, and proficient with various
technical devices, require less investment.

It is also worth reducing the expenses of using the platformwith the help of exclusive
promotions, personalized offers, and unique types of services, to differentiate the b2b e-
commerce channel from the standard experience of purchasing products through a sales
representative. Increase the perceived benefits of this factor by creating trainingmaterials
that explain the functionality of the platform and demonstrate interactive “tutorials”
on the site, which will help to guide newcomers around the site and make an order
faster. Consider providing free technical equipment to retail outlets to provide access
to the site. Also, pay special attention to the perceived complexity of the platform. It is
worth considering the possibility of developing a simplified registration mechanism for
customerswithout interactingwith a sales representative (self-registration). For example,
create a mobile application that provides simplified access to the site through a mobile
phone and does not require special technical equipment. But all this does not need to
replace personal interaction, which can convey the benefits of use and increase the speed
of training. Therefore, the company could provide training materials and faster customer
service to provide a positive impression on the interaction with the digital channel and
the company as a whole in the future.

5 Limitations

The respondents of the research were corporate representatives of only one e-commerce
b2b platform, so the significance of the identified factors may differ if we add the
experience ofworking in other b2b e-commerce platforms.Additionally, it is the possible
influence cultural characteristics and level of country development on the adoption of the
platformsmentioned earlier [1], in the current researchwehave investigated onlyRussian
users’ experience of current customers who were already using the platform. This is
consistent with previous research of b2b e-commerce adoption [5, 11]. Also noteworthy
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fact is the positive correlation between perceived costs (cost_1, cost_2, cost_3 indicator)
and level of b2b platform adoption, probably that is because the spending more time
on learning the more positive I perceived the platform, but this fact requires additional
interviews with the respondents.
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Abstract. The analysis of the crowdsourcing platform Yandex Toloka started
from the investigation text reviews about the work on the platform. Ed text reviews
were analysed using the Structural Topic Modelling approach and Biterm Topic
Modelling. Performed text analysis of negative and positive reviews revealed that
microworkers deliver their attention to the underpayment problem, to the problems
connected with not enough working experience, lacking the skills or personal
characteristics such as lacking the patience or assiduity.

Keywords: Crowdsourcing platforms · Topic modelling · Reviews

1 Introduction

For the past 10 years, the opportunities for the distant work via Internet increased dramat-
ically. That have happened due to the several reasons. One of the reasons is developing
of the new technologies in the sphere of machine learning, that are now widely used for
market research and advertisement and require large amounts of manual classification
work to trainmodels on and verify their quality. Such development lead to the emergence
of crowdsourcing platforms for online work that use human resources for the improving
artificially based algorithms. Workers on such platforms perform various tasks after the
quick guide and training. The tasks itself presents searching for actual information about
the organization, sorting of the images, copywriting, analyzing search results, moder-
ating comments, and publications. Such category of workers on online platforms are
called microworkers. The basic problem of such platforms is that the level of rewards
for the tasks that demand enough time and effort for their performance can be very
low [6], and may create and reinforce poverty traps for some social groups, instead
of alleviating them. The increasing interest of user’s participation in the crowdsourced
project has heightened the amount of studies that explore the workers behavior on such
platforms that presents new types of online work service. Most works in this sphere
of scientific research are based on the exploration of the American based platforms,
Amazon Mechanical Turk, which is spread across USA and India; other platforms like
Clickworker, Onespace are less common to be stated in the scientific articles. One of
the common interests among researchers is investigating the behavioral patterns of the
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microworkers, their motivations for engagement, planning strategies, task preferences
and coping with existing problems in the new niche of the work via the Internet.

The latest works about the big crowd labor platforms consider that “crowdsourcing
represents an early manifestation of fluid fair, on laisser-demand workforce” [8]. In that
way, authors speaking about the crowdsources in a gig economy, assume microworkers
as a part of contingent workforce that have no contract for the long-term employment.
Whereas, the survey of the AMT workers proves the statement about the income incon-
sistency in crowdsourcing, that is a part of the precarious employment. The limited
practical regulation, low paid work with unstable conditions lead to the changes in
workers behaviour and psychology, that makes difficult long-term employment on the
various crowdsourcing platforms.

In platformeconomy, designof the particular platform, localmarket ofwork suppliers
and task performers can dramatically influence worker financial outcomes and work
experience. That is why building on the previous research on crowdsourcing the goal
of this paper is to understand: how workers evaluate and interpret their subjective
experiences with the platform.

In this paper the focus would be on the research question studied through performing
a text analysis of the reviews:

• how socio-economic structure of worker’s population on Russian crowdsourcing
platform Yandex.Toloka is organized

2 Literature Review

What we know about the working experience on the crowdsourcing platforms is largely
based upon empirical studies that investigate how the microworkers perform on the
platforms and cope with existing problems and specificities. However, there is lack of
information about the place of the microworker in the gig economy and theoretical
interpretation. The possible explanation of the worker-requester relationships on the
crowdsourcing platforms could be taken from the case of freelance workers.

The sphere of crowdsourcing earning systems is close to the freelance industry,
where the employer and employee do not participate in standard relationship of hiring.
Apart from the communication that is held through the online informational technologies
like in freelance, the overall communication is totally anonymized in crowdsourcing [8].
According to that specificity, the employeemay have difficulties in communication about
the working conditions, but the platform administration partly takes control over that
issues. From the side of the employee, the control measures over the task put the worker
into the strict limits. In the crowdsourcing, it is common, that instead of the solving
working problems with the one employee, the employer can distribute the task to others
that constantly put pressure on the initial worker.

The crowdsourced work on the online platforms as and freelance can be described by
the process of employment destandartization. From the one side, new types of employ-
ment gives freedom in the time andwork distribution, planning strategies and opportunity
of self-realization in various spheres. The other side of that flexible employment brings
several problems, including lack of self-organization and self-management. As stated



538 E. Danilova

by Castell the so-called “self-programmed” labour present not only opportunities, but
also many risks connected to unstable employments conditions [3].

Basically, empirical research field is concentrated on the use of behavioral data
from crowdsourcing platforms about the users completed tasks on the platform and the
requesters of the tasks. Researcher pay enough attention in their studies on the evaluation
of the monetary reward and the problem of underpayment or minimizing the non-paid
activities on the platform [2, 6], that is directly connected to the spent effort and time, that
in proved by the rational decisions of microworkers [5]. Speaking about the motivation,
some attempts were made by Liu and Sundar in 2018. In their study, they apply the
concept of cognitive dissonance for the understanding the difference in the perception
between effort on task performing and low paid monetary reward [10]. They stated that
when the subjective perception of the user about the completed tasks is positive and the
level of engagement in the activity is high, then the actual low payment for completing
the work, demanding enough concentration would present an inconsistent perception or
cognitive dissonance [10]. The other researchers alsowere conducting experiments about
the quality of crowdsourcing work performed by user. For example, Kittur demonstrates
that the crowdsource workers can complete the quite difficult tasks such as writing the
rating of theWikipedia articles very professional, in comparison with the local company
experts [9]. Therefore, to perform on the platforms successfully a microworker should
have some specific skills and qualities.

The classification of factors that can influence the user’s motivation on the American
crowdsourcing platforms can be found in the article written by Ye and Kankanhalli.
Authors explore that such factors as monetary reward, skill enhancement and work
autonomy do have an impact of the user’s performance [11]. More than that, the factor
of enjoinment is also valuable, because some microworkers stated that engaging in the
platform for them is a good and fruitful spending of a time [4, 11].

During the analysis of text reviews, the main point is to focus on the subjective per-
ception of the worker’s experience in task performance, estimation of the faced problems
and the factors that are important to overcome them.

3 Data and Methods

3.1 Data

For the estimation of how workers evaluate and interpret their subjective experiences
about the work on the platform the detailed text reviews from the cite Irecommend
(https://irecommend.ru/content/sait-yandeks-toloka) were collected with the use of the
R Studio special packages (rvest, html, tidyr) for parsing(gathering) the data from html
web pages. In total 404 full text reviews were collected in the spring of 2019 and 44
more reviews for the period of March-April 2020, including the metadata about the date
of the publication and the rating of the review (scaled from 1 to 5).

3.2 Text Analysis of the Reviews

The aimof the reviews analyseswas to investigate towhat extend themicroworkers expe-
rience common problems existing on the platform, connected to the low payment, task

https://irecommend.ru/content/sait-yandeks-toloka
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rejection and other problems, influencing the users’ motivation of future engagement in
the platform. The structural topic modelling text analysis approach was implemented in
the study to analyze the reviews of themicroworkers. According to previous studies using
STMmethod, this method is appropriate to use for the topic identification of the detailed
reviews of workers. The methods of topic modelling such as LDA (Latent Dirichlet
Allocation), LSA (Latent Semantic Analysis) and STM was highly used in identifying
topics of the reviews and comments in the sphere of tourism, especially hotel industry,
such articles reveal the benefits of using these methods [1]. LDA and STM are Bayesian
generative topic models, which assume that each topic is a distribution over words and
each document is a mixture of corpus-wide topics. The benefits of STM over LDA
in the that the document-level structure information is introduced to influence topical
prevalence and topic content, thereby emphasizing the suitability of investigating how
covariates affect text content [7],. The previous studies, which estimates the topics of
the hotel reviews, mostly concentrate their STM analysis on the distinguishing between
the negative and positive comments, using this variable as the main covariate [7]. This
approach provides the better results interpretation due to the valuable comparison the
document structure. In this case, it is essential to have a possibility to explore the differ-
ence in topics according to covariates, such as negative and positive rating of the review.
That method would help to identify the content of topics and significance of used words
that is essential for identifying issues connected to motivation.

Apart from the STM, the Biterm Topic Modelling method for short texts, which
finds topics by explicitly modelling word-word co-occurrences, was used to explore the
reviews collected in March-April 2020.

4 Analysis and Results

4.1 Perceived Microworkers Experience and Faced Problems Through
the Analysis of Text Reviews (Structural Topic Modelling)

Topic Summary and Validation
One of basic topics that can be mentioned through almost all topics is the set of words
connected to the type of task and its evaluation. The trend there is the description of
popular type of tasks that does not require the special skills and the whole instruction
and training are not so difficult. These are tasks with picture filtering and classification,
sometimes including the material with “forbidden” content, copywriting and translating
tasks and “field” tasks, aimed to gather the relevant information about the building, shops
and organization. The last task requires using the smartphonewith camera and gps system
to put the geolocation on photos, that are the only tasks that are performed outside, that
is why the payment for that type of task is higher. There is the entire amount of topics
mentioning using smartphone and mobile app; in addition, the word “geo” collocates
with these words.

From the reviews about the work of system of Yandex Toloka, let move to some
social characteristics that can be recognized in the selected words from the topic. They
are “maternity decree, children, husband”. That characteristics shows that the platform
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is used by the mothers on the maternity vacation, the topics that include such word are
highly correlated.

One of the topics reveal the word that shows the identification of the workers of
Yandex Toloka, the word “tolokep” states for all the workers of the platform, exactly
like the “turkers” in Amazon Mechanical Turk.

Problems Experienced by Users of Yandex Toloka
The topic of payment to the users,which alsomentioned inmany documents, includes not
only the type of used payment system (PayPal, YandexWallet) but also some difficulties
connected with it, delays of getting money and other problems. In addition, the word
money in other topics are expressed as different currencies, it happened because all
values for tasks are in dollars; however, theRussianmicroworkers are used to the national
currency (rubles). A curious finding is that the word “kopek” is often identified in topics
with relatively high frequency (51 reviews include thisword), this can be explained either
because of the small payment sums, lower than the ruble or that the Russian often use
such expression as “work for kopeks”, which states that for the low paid work. Looking
for the collocations (bigrams) with the word “kopek” it that this word is mostly used in
a negative sense with such descriptive words as: “existing”, “excess”, “first”, “spend»,
that prove the not serious and negative worker relationship to the platform. This can be
proved by the citation from one of the negative reviews: “Toloka is a resource that pays
literally a kopek for work from which your eyes literally go blind and there is not a
single intellectual task.“. There user complains not only for the low payment condition,
but also to the content of tasks and the sufficient time spent on them.

Themes of task rejection, moderation and banning of the user or rating reducing also
presents in the corpus. The word “mistake” always appears with the word about rejection
and moderation or the word “ban”. The reviews with such topic are more detailed and
the users can be defined as more experienced.

In contrast to the topic of mistakes and rejection, some defined topics are quite posi-
tive and demonstrates the good evaluation of the work on the platform. Somewrite about
the beneficial opportunity for part time job and use the word “recommend”, “affordable
earnings”, “flexible schedule”, that can be seen in the reviews: “Let’s start with the pros:
payment in dollars, convenient withdrawal of funds, no work experience, no special
skills, free work schedule”. These words demonstrate the low barriers of engaging in
the platform.

Positive and Negative Evaluation of User’s Experience
The estimate effect of STMmodel with the prevalence of covariate “star”, that states for
the rating of the review and split the data on negative and positive reviews, STM reveal
more descriptive words that express some emotionality.

From the negative side of the comments, the most frequent words were: “regret”,
“long”, “small”, “little”, “difficult”, that shows the some complains of the users that are
dissatisfied. However, from the other side, the positive word also presented among the
highly frequent word: “favorite”, “interesting”, “fast”, which represents some interest
of the microworkers in the task performing and having some favorite tasks.

According to the covariate with positive and negative comments, the topics are
divided into two categories that make the comparison possible. Some of the negative
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or positive topics cannot be truly distinguished, whereas others are clearly defined. The
positive topics mostly present the similar words distribution and topic coherence. They
raise the topics of easy and fast online earning, favorite tasks and some issues connected
with banks and themoneywithdrawal. From the other side the negative comments consist
of more different topics. The topics relate to the direct problems that users face such as
blocking of the user or task reputation (39th topic) and some user complains about the
low rewards (29th topic), monotonous task performing process and inappropriate content
in the tasks. The reviews of users-beginners sometimes suppose that the problems of
underpayment and value of tasks depends on their lack of skills of lack of luck, that
is why they work with the significant time breaks trying to get fully engaged into the
platform activity: “Yes, I sat almost every day for an hour a day, despite the meager
pennies, because I’m not used to giving up right away”, “Sometimes, of course, Toloka
pisses me off, but I still come back to it.”. The examples of the negative and positive
topics comparison are presented in the graphs below.

Fig. 1. Comparison of negative and positive topics content (Topic 40 and 39)

Speaking about the problem’s interpretation, in comparison with foreign-based plat-
forms, the users describe not only issues connected to the low payment and task submit-
ting, but also the issues connected with the aim of the tasks and the personal interest.
Many people are concerned in some degree about their interest in task managing and
the content of the task. The possible reason of such situation is that most Yandex Toloka
users that wrote a post see the platform as a part-time job or even some kind of the
spending free time usefully, that is why their perception about value of labour on the
platform can be specific.

Looking at the distribution of positive and negative topic words within one topic,
there can be mentioned that in the topics with the higher positive covariate proportion,
the negative side is mostly identified by the topics of learning skills on the platform
and training. The positive side there is presented by the valuable characters that the
microworker needs “attentive”, “logical”, “assiduous"”). The users there speak about
the qualities they need to participate and make money of the platform: “Someone more
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Fig. 2. Comparison of negative and positive topics content (Topic 46 and 29)

diligent probably can earn a million here.“ The negative topics shows the same ten-
dency as described previously, highlighting with the same problems with low payment
conditions (Fig. 3).
Perceived working situation during the period of quarantine measures in the
reviews of March-April 2020
The theme of the work during the quarantine was revealed in the texts of the addi-
tionally scrapped text reviews during the period of March-April 2020. Apart from the
previously revealed topic with the help of Structural Topic Modeling, now some new
themes have appeared. The newly got reviews were analyzed using the Biterm Topic
Modelling method for short texts, which finds topics by explicitly modelling word-word
co-occurrences. The microworkers in reviews are concerned about the work during
Covid19 pandemic and the self-isolation period in Russia, mention lack of money and
tasks on the platform nowadays.

Overall, the after the performing STM analysis of the reviews, there were revealed
some common practices of using the platform efficiently. Workers mention the qualities
that the “Toloker” should have, to perform well at the platform; among them is patience
and great concentration. That qualities suggested that for the beginner, as was stated
in the reviews, it would be difficult to stay long at the platform from the first attempt,
because of the specific training for the task performing, the scale of the task evaluation
and mainly the initial low reward. Through the analyses of reviews, it was shown that
users deliver their attention to the underpayment problem, to the problems connected
with not enough working experience, lacking the skills or personal characteristics such
as lacking the patience or assiduity. As the microworkers in the reviews stated that the
online work is often for the them is a hobby or only additional source of earning money.
The revealed topics put on a question on the estimating extinct and instinct motivations
of the users to perform well on the platform and their ability to distribute task and time
workload.
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Perceived working situation during the period of quarantine measures in the 
reviews of March-April 2020

Fig. 3. Biterm text model of the microworker’s reviews about the Yandex Toloka, scrapped for
the period of March–April 2020

5 Discussion and Conclusion

The results of this study support evidence from previous observations [4, 11] that such
factors as monetary reward, skill enhancement and work autonomy have an impact on
the perceived worker’s motivations and planning strategies. The ability to work online is
perceived not only as a hobby or additional way of earning money, but also as the work
opportunity for people unable to be currently employed due to reasons of lack of the
work on the market or during the crisis period. The user experience of problems on the
Yandex Toloka differ from AMT. The common problems such as low reward system of
tasks, that involve high concentration and sufficient time and the task rejection presents
on both platforms. Such topics are mostly raised in the negative reviews, that can be sign
that the user that posted the review is dissatisfied with the work conditions and either
waits for the current improvement or quit the platform and is warning others about the
problematic situation. The difference in user’s perception of value ofmoney and time can
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be a sign of experiencing the cognitive dissonance, while the problems often connected
by user to the dispositional factor such as lack of experience or concentration.
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