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Preface

This book is dedicated to two topics that, up to the recent times, were believed
incompatible. In fact, infinities and infinitesimals for centuries were consid-
ered within highly theoretical research areas whereas optimization is a part
of applied mathematics and deals with algorithms and codes implemented
on computers. The possibility to join these two topics under the same cover
is a consequence of the fact that infinities and infinitesimals considered here
are not traditional symbolic entities but numerical ones, namely, they can
be represented on a new supercomputer patented in several countries and
called the Infinity Computer. This computer is able to execute numerical
(i.e., floating-point) operations with numbers that can have different infinite,
finite, and infinitesimal parts represented in the positional numeral system
with an infinite base called grossone expressed by the numeral➀. The numer-
ical character of these infinite and infinitesimal numbers is one of the key
differences with respect to traditional theories of infinity and infinitesimals.
This novel point of view opens completely new horizons not only in pure
mathematics but also in computer science and applied mathematics.

During the last years there was an increasing interest in this new computa-
tional paradigm. In 2013, 2016, and2019 therewere international conferences
“NUMTA—Numerical Computations: Theory and Algorithms” where the
Infinity Computer and its applications were among the main topics. Several
special issues in leading scientific journals have been published. The last
NUMTA conference in 2019 had more than 200 participants from 30 coun-
tries. Three special issues and proceedings in volumes 11973 and 11974 of
the Springer book series “Lecture Notes in Computer Science” have been
published.

The interest of the international scientific community to this paradigm is
also due to the fact that, for the first time, infinities and infinitesimals were

vii



viii Preface

involved not only in scientific fields related to puremathematics such as foun-
dations of mathematics, logic, and philosophy but also in computer science
and appliedmathematics.Moreover, there exist several software simulators of
the Infinity Computer that are actively used by researchers in their work with
numerical methods. Nowadays among the fields of application of the new
computational paradigm we find: numerical differentiation and numerical
solution of ordinary differential equations, game theory, probability theory,
cellular automata, Euclidean and hyperbolic geometry, percolation, fractals,
infinite series and theRiemann zeta function, the first Hilbert problem, Turing
machines, teaching, etc. A huge bulk of results using the Infinity Computer
paradigm in optimization (linear, non-linear, global, and multi-criteria) is
collected in this volume co-authored by 22 leading experts working in these
fields. Thus, the reader will have a unique opportunity to find in the same
book the state-of-the-art knowledge and practices in optimization using the
Infinity Computing methodology.

The first two chapters of the book written by the editors have an intro-
ductory character and describe the Infinity Computer methodology (Chapter
“A New Computational Paradigm Using Grossone-Based Numerical Infini-
ties and Infinitesimals”, written by Yaroslav D. Sergeyev) and some of
the most important results in unconstrained and constrained optimization
(Chapter “Nonlinear Optimization: A Brief Overview”, written by Renato
De Leone). Chapter “The Role of grossone in Nonlinear Programming
andExact PenaltyMethods”, alsowritten byRenatoDeLeone, is dedicated to
exact penalty methods for solving constrained optimization problems. Using
penalty functions, the original constrained optimization problem can be trans-
formed in an unconstrained one. The chapter shows how ➀ can be utilized
in constructing exact continuously differentiable penalty functions for the
case of only equality constraints, the general case of equality and inequality
constraints, and quadratics problems. It is also discussed how these new
penalty functions allow one to recover the exact solution of the unconstrained
problem from the optimal solution of the unconstrained problem. Moreover,
Lagrangian duals associated to the constraints can also be automatically
obtained thanks to the ➀-based penalty functions.

Chapter “Krylov-Subspace Methods for Quadratic Hypersurfaces:
aGrossone–basedPerspective” iswritten byGiovanni Fasanowho studies the
role of➀ to deal with two renownedKrylov-subspacemethods for symmetric
(possibly indefinite) linear systems. First, the author explores a relationship
between the Conjugate Gradient method and the Lanczos process, along
with their role of yielding tridiagonal matrices which retain large infor-
mation on the original linear system matrix. Then, he shows that coupling
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➀ with the Conjugate Gradient method provides clear theoretical improve-
ments. Furthermore, reformulating the iteration of this algorithm using this
➀-based framework allows the author to encompass also a certain number
of Krylov-subspace methods relying on conjugacy among vectors. The last
generalization remarkably justifies the use of a ➀-based reformulation of the
Conjugate Gradient method to solve also indefinite linear systems. Finally,
pairing this method with the algebra of grossone easily provides relevant
geometric properties of quadratic hypersurfaces.

Marco Cococcioni, Alessandro Cudazzo, Massimo Pappalardo, and
Yaroslav D. Sergeyev show in Chapter “Multi-objective Lexicographic
Mixed-Integer Linear Programming: An Infinity Computer Approach” how
a lexicographic multi-objective linear programming problem can be trans-
formed into an equivalent single-objective problem by using the grossone
methodology. Then, the authors provide a simplex-like algorithm, called
GrossSimplex, able to solve the original problem using a single run of the
algorithm. In the second part of the chapter, the authors tackle the mixed-
integer lexicographic multi-objective linear programming problem and solve
it in an exact way, by using a ➀-version of the Branch-and-Bound scheme.
After proving the theoretical correctness of the associated pruning rules and
terminating conditions, they present a few experimental results executed on
an Infinity Computer simulator.

In Chapter “The Use of Infinities and Infinitesimals for Sparse Classi-
fication Problems”, Renato De Leone, Nadaniela Egidi, and Lorella Fatone
discuss the use of grossone in determining sparse solutions for special classes
of optimization problems. In fact, in various optimization and regression
problems, and in solving overdetermined systems of linear equations it is
often necessary to determine a sparse solution, that is a solution with as many
as possible zero components. The authors show how continuously differen-
tiable concave approximations of the pseudoâe“norm can be constructed
using ➀ and discuss properties of some new approximations. Finally, the
authors present some applications in elastic net regularization and Sparse
Support Vector Machine.

Chapter “The Grossone-Based Diagonal Bundle Method” written by
Manlio Gaudioso, Giovanni Giallombardo, and Marat S. Mukhametzhanov
discusses a fruitful impact of the InfinityComputing paradigmon the practical
solution of convex nonsmooth optimization problems. The authors consider
a class of methods based on a variable metric approach: the use of the Infinity
Computing techniques allows them to numerically deal with quantities which
can take arbitrarily small or large values, as a consequence of nonsmoothness.
In particular, by choosing a diagonal matrix with positive entries as a metric,
the authors modify the well-known Diagonal Bundle algorithm by means
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of matrix updates based on the Infinity Computing paradigm and provide
computational results obtained on a set of benchmark test problems.

Chapter “On the Use of Grossone Methodology for Handling Priorities
in Multi-objective Evolutionary Optimization” written by Leonardo Lai,
Lorenzo Fiaschi, Marco Cococcioni, and Kalyanmoy Deb describes a new
class of problems, called mixed Pareto-lexicographic multi-objective opti-
mizationproblems, a suitablemodel for scenarioswhere someobjectives have
priority over some others. Two relevant subclasses of this problem are consid-
ered: priority chains andpriority levels. It is shown that the InfinityComputing
methodology allows one to handle priorities efficiently. It is remarkable that
this technique can be easily embedded in most of the existing evolutionary
algorithms, without altering their core logic. Three algorithms are described
and tested on benchmark problems, including some real-world problems.
The experiments show that the algorithms using the Infinity Computing
methodology are able to produce more solutions and of higher quality.

Chapter “Exact Numerical Differentiation on the Infinity Computer
and Applications in Global Optimization” written by Maria Chiara Nasso
and Yaroslav D. Sergeyev shows how exact numerical differentiation can
be executed on the Infinity Computer and efficiently applied in Lipschitz
global optimization for computingderivatives.Optimization algorithmsusing
smooth piece-wise quadratic support functions to approximate the global
minimum are also discussed and their convergence conditions are provided.
It is shown that all the methods can be implemented both in the tradi-
tional floating-point arithmetic and in the novel Infinity Computing frame-
work.Numerical experiments confirm thatmethods using analytic derivatives
and derivatives computed numerically on the Infinity Computer exhibit the
identical behavior.

Chapter “Comparing Linear and Spherical Separation Using
Grossone-Based Numerical Infinities in Classification Problems” authored
by Annabella Astorino and Antonio Fuduli investigates the role played
by the linear and spherical separations in binary supervised learning and
in Multiple Instance Learning (MIL), in connection with the use of the
grossone-based numerical infinities. While in classical binary supervised
learning the objective is to separate two sets of samples, a binary MIL
problem consists in separating two different type of sets (positive and nega-
tive), each of them constituted by a finite number of samples. The authors
focus on the possibility to construct binary spherical classifiers characterized
by an infinitely far center adopting the Infinity Computing methodology.
They show that this approach allows them to obtain a good performance in
terms of average testing correctness and to manage very easily numerical
computations without any tuning of the “big M” parameter.
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In Chapter “Computing Optimal Decision Strategies Using the Infinity
Computer: TheCase ofNon-ArchimedeanZero-SumGames”,MarcoCococ-
cioni, Lorenzo Fiaschi, and Luca Lambertini investigate non-Archimedean
zero-sumgames allowing payoffs to be infinite, finite, and infinitesimal. Since
any zero-sum game is associated to a linear programming problem, the search
for Nash equilibria of non-Archimedean games requires optimization of a
non-Archimedean linear programming problem whose peculiarity is to have
the constraints matrix populated by both infinite and infinitesimal numbers.
The authors implement and test a grossone-based version of the Simplex
algorithm called Gross-Matrix-Simplex method and stress the advantages
of numerical computations with respect to symbolic ones. Some possible
applications related to such games are also discussed in the chapter.

Chapter “Modeling Infinite Games on Finite Graphs using Numerical
Infinities” written by Louis D’Alotto studies infinite games played on finite
graphs. A new model of infinite games played on finite graphs using the
grossone paradigm is presented. It is shown that the new grossone-based
model provides certain advantages such as allowing for draws, which are
common in board games, and a more accurate and decisive method for
determining the winner. Numerous examples and illustrations are provided.

Chapter “Adopting the Infinity Computing in Simulink for Scien-
tific Computing” authored by Alberto Falcone, Alfredo Garro, Marat S.
Mukhametzhanov, and Yaroslav D. Sergeyev describe a software simulator
of the Infinity Computer written in the visual programming environment
Simulink. Since this environment is adopted in many industrial and research
domains for addressing important real-world issues (in particular, handling
problems in control theory and dynamics), the appearance of the Infinity
Computer Simulink-based solution is very important.

Chapter “Addressing Ill-Conditioning in Global Optimization Using
a Software Implementation of the Infinity Computer” addressing some
aspects of ill-conditioning in global optimization is written by Marat S.
Mukhametzhanov and Dmitri E. Kvasov. One of the desirable properties of
global optimization methods is strong homogeneity meaning that a method
produces the same sequences of points at which the objective function is
evaluated both for the original function and a scaled one. It is shown in the
chapter that even if a method possesses this property theoretically, numeri-
cally very small and large scaling constants can lead to ill-conditioning of the
scaled problem. In these cases the usage of numerical infinities and infinitesi-
mals can avoid ill-conditioning produced by scaling. Numerical experiments
illustrating theoretical results are reported.

In conclusion, it is obligatory to mention that all the chapters have been
peer-reviewed by two reviewers each and by the editors. It is our pleasant duty
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to thank the reviewers for their meticulous work. The editors of the present
volume thank the editors of the Springer series “Emergence, Complexity
and Computation” Andrew Adamatzky, Guanrong Chen, and Ivan Zelinka
as well as the Springer Editorial Director Thomas Ditzinger for their friendly
support. Special thanks go to Marco Cococcioni and Lorenzo Fiaschi who
not only co-authored several chapters but also greatly helped the editors with
the Latex compilation of the book.

The editors hope that this book presenting the power of the Infinity
Computing methodology in optimization will become a source of further
interesting developments in this field and not only.

Rende, Italy
Camerino, Italy

Yaroslav D. Sergeyev
Renato De Leone
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A New Computational Paradigm Using
Grossone-Based Numerical Infinities
and Infinitesimals

Yaroslav D. Sergeyev

Abstract This Chapter surveys a recent computational methodology allow-
ing one to work with infinities and infinitesimals numerically on a supercom-
puter called the Infinity Computer that has been patented in several countries.
This methodology applies the principle The whole is greater than the part to
all numbers (finite, infinite, and infinitesimal) and to all sets and processes
(finite and infinite). It is shown that, from the theoretical point of view, the
methodology allows one to consider infinite and infinitesimal quantitiesmore
accurately w.r.t. traditional approaches such as Cantor’s cardinals and non-
standard analysis of Robinson. On the other hand, the methodology has a
pronounced numerical character that gives an opportunity to construct algo-
rithms of a completely new type and run them on the Infinity Computer
(there already exist numerous applications not only in optimization but also
in numerical differentiation, ODEs, game theory, etc.). In this Chapter, some
key aspects of themethodology are described and several examples are given.
Due to the breadth of the subject, the main attention is limited to method-
ological and practical aspects required to grasp applications in optimization
contained in the other Chapters of the book. The material is presented in an
accessible form that does not require any additional knowledge exceeding
the first year university course of mathematical analysis.
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4 Y. D. Sergeyev

1 Introduction

The point of view on infinitesimals and infinities accepted nowadays (see,
e.g., [5, 14, 17, 34, 43, 52]) takes its origins from the fundamental ideas of
Leibniz, Newton, and Cantor (see [10, 48, 56]). More recently, in the late
fifties of the 20th century, Robinson (see [63]) has introduced his symbolic
non-standard analysis approach showing that non-archimedean ordered field
extensions of the reals contained numbers that could serve as infinitesimals
and their reciprocals as infinities.However, since he used in his approachCan-
tor’s mathematical tools and terminology (cardinal numbers, countable sets,
continuum, one-to-one correspondence, etc.), his methodology has incorpo-
rated advantages and disadvantages of Cantor’s ideas. Among their disadvan-
tages we find numerous paradoxes that go against our every day experience.
Is it true that they are inevitable? Is it possible to propose an alternative view-
point that would allow us to avoid some of them and to work with the infinite
in a more precise and, especially, numerical way?

In this Chapter, we describe a recent methodology (see a comprehensive
survey in [75] and a popular presentation in [67]) that, on the one hand, allows
us to avoid numerous classical paradoxes related to infinity and infinitesimals
and, on the other hand, gives the possibility to solve numerically1 problems
involving quantities of this kind (see patents [70]). In effect, this book collects
results where this methodology has been applied in optimization. Before we
start a technical consideration let us mention that numerous papers study-
ing consistency of the new methodology and its connections to the historical
panorama of ideas dealing with infinities and infinitesimals have been pub-
lished (see [29, 50, 51, 53, 55, 71, 76, 81]). In particular, in [76] it is stressed
that it is not related to non-standard analysis. However, the methodology that
will be discussed here is not a contraposition to the traditional views. In con-
trast, it can be viewed as an applied evolution of the intuition of Cantor and
Robinson regarding the existence of different infinities and infinitesimals.
Traditional approaches and the methodology described here do not contra-
dict one another, they can be considered just as different tools having different
accuracies and used for observations of certain mathematical objects dealing
with infinities and infinitesimals.

1 Recall that numerical computations operate with floating point numbers on a computer
where results of arithmetical operations are approximated in order to store them in the
computer memory. In their turn, symbolic computations are the exact manipulations with
mathematical expressions containing variables that have not any given value and are thus
manipulated as symbols. For instance, non-standard analysis is symbolic (see [63]), it is
not possible to assign any value to non-standard infinities and infinitesimals.
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The new methodology has been successfully applied in several areas of
pure and applied mathematics and computer science (more than 60 papers
published in international scientific journals can be found at the dedicated
web page [37]). We provide here just a few examples of areas where this
methodology is useful. First of all, we mention applications in local, global,
andmultiple criteria optimization covered in this book (see [4, 11–13, 20–24,
30, 46, 79, 85]). Then, we can indicate game theory and probability (see, e.g.,
[9, 19, 27, 28, 58, 61, 62]), hyperbolic geometry and percolation (see [41,
42, 54]), fractals (see [3, 7, 8, 68, 69, 72, 74]), infinite series (see [65, 66,
75, 84]), Turing machines, cellular automata, ordering, and supertasks (see
[18, 60, 62, 73, 77, 78]), numerical differentiation and numerical solution
of ordinary differential equations (see [1, 25, 26, 39, 80]), etc. In addition,
successful applications of this methodology in teaching mathematics should
be mentioned (see [2, 38, 40]). The dedicated web page [36], developed at
the University of East Anglia, UK, contains, among other things, a compre-
hensive teachingmanual and a nice animation related to the Hilbert’s paradox
of the Grand Hotel.

This Chapter is structured as follows. First, in Sect. 2 some traditional
numeral systems used to express finite and infinite quantities are studied
and compared. Then, in Sect. 3 the main principles of the new computa-
tional methodology are described whereas Sect. 4 discusses a new way of
counting implementing these principles. After that, in Sect. 5 it is shown
how different finite, infinite, and infinitesimal numbers can be represented
in a unique framework allowing one to execute numerical operations on the
Infinity Computer. Section 6 considers some classical paradoxes of infinity in
the traditional and the new frameworks. Section 7 concludes the Chapter that
contains numerous examples and a continuous comparison with traditional
views on infinity is performed.

2 Numeral Systems Used to Express Finite and Infinite
Quantities

A numeral is a group of symbols (which can also be one symbol only) that
represents a number that is a concept. For example, symbols ‘5’, ‘five’, ‘IIIII’,
and ‘V’, are different numerals, but they all represent the same number. A
numeral system is defined as a set of certain basic numerals, rules used to
write downmore complex numerals using the basic ones, and algorithms that
are executed to perform arithmetical operations with these numerals. Thus,
numbers can be considered as objects of an observation that are represented
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(observed) by instruments of the observation, i.e., by numerals and, more
general, by numeral systems.

In our everyday activities with finite numbers the same finite numerals are
used for all purposes where we need to express the quantity we are interested
in. In contrast, when we need to work with infinities and/or infinitesimals,
different numerals are used in different situations. For instance, we use the
symbol ∞ in mathematical analysis, symbol ω for working with Cantor’s
ordinals, symbols ℵ0, ℵ1, ... for dealing with Cantor’s infinite cardinals, etc.
Moreover, different arithmetics with different rules should be used to operate
with infinities in different situations. Let us give some examples:

– There exist undetermined operations (∞ − ∞, ∞
∞ , etc.) that are absent

when we work with finite numbers.
– Arithmetic with ∞ does not satisfy Euclid’s Common Notion no. 5 saying
‘The whole is greater than the part’ that holds when we work with finite
quantities. In fact, it follows that, e.g., ∞ − 1 = ∞ whereas clearly for
any finite x it follows x − 1 < x .

– Addition and multiplication with Cantor’s ordinals are not commutative
(e.g., 1 + ω = ω andω + 1 > ω), moreover, there does not exist an ordinal
γ such that γ + 1 = ω, etc.

It is well known that traditional computers work numerically only with
finite numbers and situations where the usage of infinite or infinitesimal
quantities is required are studied mainly theoretically (see [10, 16, 31, 33,
35, 48, 49, 63, 82] and references given therein). The fact that numerical
computations with infinities and infinitesimals have not been implemented
so far on computers can be explained by difficulties mentioned above. There
exist also practical troubles that preclude an implementation of numerical
computations with infinities and infinitesimals. For example, it is not clear
how to store an infinite quantity in a finite computer memory.

In order to understand how one can change his/her view on infinity, let us
consider in a historical perspective some numeral systems used to express
finite numbers. Through the centuries, numeral systems (see, e.g., [16, 17])
became more and more sophisticated allowing people to express more and
more numbers. Since new numeral systems appear very rarely, in each con-
crete historical period people tend to think that any number can be expressed
by the current numeral system and the importance of numeral systems for
mathematics is very often underestimated (especially by puremathematicians
who often write phrases of the kind ‘Let us take any x from the interval [0, 1]’
and do not specify how this operation of taking can be executed). However,
if we think about, we can immediately see limitations that various numeral
systems induce. It will become clear that due to practical reasons different
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numeral systems can express different limited sets of numbers and they can
be more or less suitable for executing arithmetical operations.

In fact, people in different historical periods used different numeral sys-
tems to count and these systems: (a) can bemore or less suitable for counting;
(b) can express different sets of numbers. For instance, Roman numeral sys-
tem is not able to express zero and negative numbers and such expressions as
II – VII or X – X are indeterminate forms in this numeral system. As a result,
before the appearance of positional numeral systems and the invention of zero
mathematicians were not able to create theorems involving zero and nega-
tive numbers and to execute computations with them. The positional numeral
system not only has allowed people to execute new operations but has led
to new theoretical results, as well. Thus, numeral systems not only limit us
in practical computations, they induce boundaries on theoretical results, as
well.

It should be stressed that the powerful positional numeral system also has
its limitations. For example, nobody is able to write down a numeral in the
decimal positional system having 10100 digits (see a discussion on feasible
numbers in [57, 64]). In fact, suppose that one is able to write down one
digit in one nanosecond. Then, it will take 1091 s to record all 10100 digits.
Since in one year there are 31.556.926≈ 3.2 · 107 s, 1091 s are approximately
3.2 · 1083 years. This is a sufficiently long time since it is supposed that the
age of the universe is approximately 1.382 · 1010 years.

As we have seen above, Roman numeral system is weaker than the posi-
tional one. However, it is not the weakest numeral system. There exist very
poor numeral systems allowing their users to express very few numbers and
one of them is illuminating for our story. This numeral system is used by a
tribe, Pirahã, living in Amazonia nowadays. A study published in Science in
2004 (see [32]) describes that these people use an extremely simple numeral
system for counting: one, two, many. For Pirahã, all quantities larger than
two are just ‘many’ and such operations as 2+2 and 2+1 give the same result,
i.e., ‘many’. Using their weak numeral system Pirahã are not able to see,
for instance, numbers 3, 4, and 5, to execute arithmetical operations with
them, and, in general, to say anything about these numbers because in their
language there are neither words nor concepts for that.

It is worthy of mention that the result ‘many’ is not wrong. It is just
inaccurate. Analogously, when we observe a garden with 547 trees, then
both phrases: ‘There are 547 trees in the garden’ and ‘There are many trees in
the garden’ are correct. However, the accuracy of the former phrase is higher
than the accuracy of the latter one. Thus, the introduction of a numeral system
having numerals for expressing numbers 3 and 4 leads to a higher accuracy
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of computations and allows one to distinguish results of operations 2+1 and
2+2.

The poverty of the numeral system of Pirahã leads also to the following
results

‘many’ + 1 = ‘many’, ‘many’ + 2 = ‘many’, ‘many’ + ‘many’ = ‘many’
(1)

that are crucial for changing our outlook on infinity. In fact, by changing in
these relations ‘many’ with ∞ we get relations used to work with infinity in
the traditional calculus

∞ + 1 = ∞, ∞ + 2 = ∞, ∞ + ∞ = ∞. (2)

Analogously, if we consider Cantor’s cardinals (where, as usual, numeral
ℵ0 is used for cardinality of countable sets and numeral c for cardinality of
the continuum, see, e.g., [83] for their definitions and related discussions) we
have similar relations

ℵ0 + 1 = ℵ0, ℵ0 + 2 = ℵ0, ℵ0 + ℵ0 = ℵ0, (3)

c + 1 = c, c + 2 = c, c + c = c. (4)

It should be mentioned that the astonishing numeral system of Pirahã is
not an isolated example of this way of counting. In [15], more than 20 lan-
guages having numerals only for small numbers are mentioned. For example,
the same counting system, one, two, many, is used by the Warlpiri people,
aborigines living in the Northern Territory of Australia (see [6]). The Pit-
jantjatjara people living in the Central Australian desert use numerals one,
two, three, big mob (see [47]) where ‘big mob’ works as ‘many’. It makes
sense to remind also another Amazonian tribe—Mundurukú (see [59]) who
fail in exact arithmetic with numbers larger than 5 but are able to compare
and add large approximate numbers that are far beyond their naming range.
Particularly, they use the words ‘some, not many’ and ‘many, really many’
to distinguish two types of large numbers. Their arithmetic with ‘some, not
many’ and ‘many, really many’ reminds the rules Cantor uses to work with
ℵ0 and c, respectively. In fact, it is sufficient to compare

‘some, not many’+ ‘many, really many’ = ‘many, really many’ (5)

with
ℵ0 + c = c (6)

to see this similarity.



A New Computational Paradigm Using Grossone-Based … 9

Let us compare now the weak numeral systems involved in (1), (5) and
numeral systems used to work with infinity. We have already seen that rela-
tions (1) are results of the weakness of the numeral system employed. More-
over, the usage of a stronger numeral system shows that it is possible to pass
from records 1+2 = ‘many’ and 2+2 = ‘many’ providing for two different
expressions the same result, i.e., ‘many’, to more precise answers 1+2 = 3
and 2+2 = 4 and to see that 3 �= 4. In these examples we have the same
objects—small finite numbers—but results of computations we execute are
different in dependence of the instrument—numeral system—used to repre-
sent numbers. Substitution of the numeral ‘many’ by a variety of numerals
representing numbers 3, 4, etc. allows us both to avoid relations of the type
(1), (5) and to increase the accuracy of computations.

Relations (2)–(4), (6) manifest a complete analogy with (1), (5). Canoni-
cally, symbols∞, ℵ0, and c are identified with concretemathematical objects
and (2)–(4), (6) are considered as intrinsic properties of these infinite objects
(see e.g., [63, 83]). However, the analogy with (1), (5) suggests that relations
(2)–(4), (6) do not reflect the nature of infinite objects. They are just a result
of weak numeral systems used to express infinite quantities. As (1), (5) show
the lack of numerals in numeral systems of Pirahã, Warlpiri, Pitjantjatjara,
and Mundurukú for expressing different finite quantities, relations (2)–(4),
(6) show shortage of numerals in mathematical analysis and in set theory for
expressing different infinite numbers. Another hint leading to the same con-
clusion is the situation with indeterminate forms of the kind III-V in Roman
numerals that have been excluded from the practice of computations after
introducing positional numeral systems.

Thus, the analysis made above allows us to formulate the following key
observation that changes our perception of infinity:

Our difficulty in working with infinity is not a consequence of the nature of
infinity but is a result of weak numeral systems having too little numerals to
express the multitude of infinite numbers.

The way of reasoning where the object of the study is separated from
the tool used by the investigator is very common in natural sciences where
researchers use tools to describe the object of their study and the used instru-
ments influence the results of the observations and determine their accuracy.
The same happens in mathematics studying natural phenomena, numbers,
objects that can be constructed by using numbers, sets, etc. Numeral systems
used to express numbers are among the instruments of observation used by
mathematicians. As we have illustrated above, the usage of powerful numeral
systems gives the possibility to obtain more precise results in mathematics in
the samewayas the usageof a goodmicroscopegives the possibility of obtain-
ing more precise results in Physics. Traditional numeral systems have been
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developed to express finite quantities and they simply have no sufficiently
high number of numerals to express different infinities (and infinitesimals).

3 Three Methodological Postulates

In this section, we describe the methodology that will be adopted hereinafter.
In contrast to themodernmathematical fashion that tries tomake all axiomatic
systemsmore andmore precise (decreasing so degrees of freedomof the stud-
ied part ofmathematics), wewould like to bemore flexible and just to define a
set of general rules describing howpractical computations should be executed
leaving as much space as possible for further changes and developments dic-
tated by practice of the introduced mathematical language. Notice also that
historically human beings started to count without any help of axiomatic sys-
tems (and nowadays children learn to count by practice, without studying,
e.g., Peano axioms for natural numbers). The spirit of this Chapter is the
same, namely, it shows how to count and gives examples where this way of
counting is useful and more precise with respect to traditional ways of count-
ing dealing with infinity. We start by introducing three Postulates that will fix
our methodological positions with respect to infinite and infinitesimal quan-
tities and mathematics, in general. Then, in the subsequent section, there will
be described practical rules required to execute computations implementing
the ideas expressed in the Postulates.

After this preamble, let us start with the first Postulate. Usually, when
mathematicians deal with infinite objects (sets or processes) it is supposed
that humanbeings are able to execute certain operations infinitelymany times.
For example, in a fixed numeral system it is possible to write down a numeral
withany number of digits.However, this supposition is an abstraction because
we live in a finite world and all human beings and/or computers are doomed
to finish operations they have started. In the methodology to be introduced,
this abstraction is not used and the following Postulate is adopted.

Methodological Postulate 1. We postulate existence of infinite and
infinitesimal objects but accept that human beings and machines are able
to execute only a finite number of operations.

Thus,we accept thatwe shall never be able to give a complete (in any sense)
description of infinite objects due to our finite capabilities. In particular, this
means that we accept that we are able to write down only a finite number of
symbols to express numbers. This Postulate has a practical meaning because
we need to write down numbers and to see results of operations we execute.
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The second Postulate is adopted following the way of reasoning used in
natural sciences where researchers use tools to describe the object of their
study and the used instruments influence the results of the observations.When
a physicist uses a weak lens A and sees two black dots in his/her microscope
he/she does not say: “The object of the observation is two black dots”. The
physicist is obliged to say: “The lens used in the microscope allows us to
see two black dots and it is not possible to say anything more about the
nature of the object of the observation until we replace the instrument—the
lens or the microscope itself—with a more precise one”. Suppose that he/she
changes the lens and uses a stronger lens B and is able to observe that the
object of the observation is viewed as ten (smaller) black dots. Thus, we have
two different answers: (i) the object is viewed as two dots if the lens A is
used; (ii) the object is viewed as ten dots by applying the lens B. Which of
the answers is correct? Both. Both answers are correct but with the different
accuracies that depend on the lens used for the observation. The answers are
not in opposition one to another, they both describe the reality (or whatever is
behind the microscope) correctly with the precision of the used lens. In both
cases our physicist discusses what he/she observes and does not pretend to
say what the object is.

The same happens in mathematics studying natural phenomena, numbers,
and objects that can be constructed by using numbers. Numeral systems
used to express numbers are among the instruments of observations used by
mathematicians. The usage of powerful numeral systems gives the possibility
to obtain more precise results in mathematics in the same way as usage of
a good microscope gives the possibility of obtaining more precise results in
physics. However, even for the best existing tool the capabilities of this tool
will be always limited due to Postulate 1 (we are able to write down only a
finite number of symbols when we wish to describe a mathematical object)
and due to the following Postulate 2we shall never tell, what is, for example, a
number but we shall just observe it through numerals expressible in a chosen
numeral system.

Methodological Postulate 2.We shall not tell what are the mathematical
objects we deal with; we just shall construct more powerful tools that will
allow us to improve our capacities to observe and to describe properties of
mathematical objects.

This Postulate is important for our study because it emphasizes that the
triad—object of a study, instrument of the study, and a researcher executing
the study—introduced in physics in the 20th century exists inmathematics, as
well. With this Postulate we stress that mathematical results are not absolute,
they depend on mathematical languages used to formulate them, i.e., there
always exists an accuracy of the description of a mathematical result, fact,
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object, etc. imposed by the mathematical language used to formulate this
result. For instance, the result of Pirahã 2 + 2 = ‘many’ is not wrong, it is
just inaccurate. The introduction of a stronger tool (in this case, a numeral
system that contains a numeral for a representation of the number four) allows
us to have a more precise answer. Postulates 1 and 2 impose us to think
always about the possibility to execute a mathematical operation by applying
a numeral system. They tell us that there always exist situations where we are
not able to express the result of an operation (people working with numerical
codes on computers understand this fact very well).

Numerals thatwe use towrite down numbers, functions, etc. are among our
tools of investigation and, as a result, they strongly influence our capabilities
to study mathematical objects. This separation (having an evident physical
spirit) of mathematical objects from the tools used for their description is
crucial for our study but it is used rarely in contemporary mathematics. In
fact, the idea of finding an adequate (absolutely the best) set of axioms for
one or another field of mathematics continues to be among themost attractive
goals for many contemporary mathematicians whereas physicists perfectly
understand the impossibility of any attempt to give a final description of
physical objects due to limitations of the instruments of study.

Instruments (numeral systems in this case) not only bound our practical
capabilities to compute, they can influence theoretical results inmathematics,
as well. We illustrate this statement by considering the following simple
phrase ‘Let us consider all x ∈ [1, 2]’. For Pirahã, Warlpiri, Pitjantjatjara,
and Mundurukú all numbers are just 1 and 2. For people who do not know
irrational numbers (or do not accept their existence) all numbers are fractions
p
q where p and q can be expressed in a numeral system they know. If both p
and q can assume values 1 and 2 (as it happens for Pirahã), all numbers in this
case are: 1, 1 + 1

2 , and 2. For persons knowing positional numeral systems
all numbers are those numbers that can be written in a positional system.
Thus, in different historical periods (or in different cultures) the phrase ‘Let
us consider all x ∈ [1, 2]’ has different meanings. As a result, without fixing
the numeral system we use to express numbers we cannot fix the numbers
we deal with and an ambiguity arises.

Let us now introduce the last Postulate. We have already seen in the previ-
ous section that situations of the kind (2)–(4), (6) are results of the weakness
of numeral systems used to express infinite quantities. Thus, we should treat
infinite and infinitesimal numbers in the same manner as we are used to deal
with finite ones, i.e., by applying the Euclid’s Common Notion no. 5 ‘The
whole is greater than the part’. In our considerations, its straight reformula-
tion ‘The part is less than the whole’ will be used for practical reasons that
will become clear soon. This principle, in our opinion, verywell reflects orga-
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nization of the world around us but is not incorporated in many traditional
theories of the infinite where it is true only for finite numbers. As the analysis
made in the previous section suggests, the reason of this discrepancy is in the
low accuracy of traditional numeral systems used to work with infinity.

Methodological Postulate 3.We adopt the principle ‘The part is less than
the whole’ to all numbers (finite, infinite, and infinitesimal) and to all sets
and processes (finite and infinite).

As was already discussed in connection with the numerals of Pirahã,
Warlpiri, Pitjantjatjara, andMundurukú, the traditional point of view on infin-
ity accepting such results as ∞ − 1 = ∞ should be substituted in such way
that subtraction of 1 from an infinite quantity Q can be registered, i.e., it
should be Q − 1 < Q, as it happens with finite quantities. The Postulate 3
fixes this desire.

It can seem at first glance that Postulate 3 contradicts Cantor’s one-to-
one correspondence principle for infinite sets. However, as it will be shown
later, this is not the case. Instead, the situation is similar to the example from
physics described above where we have considered two lenses having differ-
ent accuracies. Analogously, we have two different lenses having different
accuracies used to observe the same infinite objects: Cantor’s approach and
the new one based on Postulates 1–3.

The adopted Postulates impose also the style of exposition of results in
this Chapter: we first introduce new mathematical instruments, then show
how to use them in several areas of mathematics giving some examples and
introducing each item as soon as it becomes indispensable for the problem
under consideration. In order to proceed, we need to consider an example
arising in practice where there is the necessity to count extremely large finite
quantities. This example will help us to develop a new mathematical intu-
ition required to compute with finite, infinite, and infinitesimal quantities in
accordance with Postulates 1–3.

Imagine that the owner of a granary asks us to count how much grain he
has inside it. Obviously, it is possible to answer that there are many seeds in
the granary. This answer is correct but its accuracy is low. In order to obtain a
more precise answer it would be necessary to count the grain seed by seed but
since the granary is huge, it is not possible to do this due to practical reasons.
To overcome this difficulty and to obtain a more precise answer, people take
sacks, fill them with seeds, and count the number of sacks. In this situation,
it is supposed that: (i) all the seeds have the same measure and all the sacks
also; (ii) the number of seeds in each sack is the same and is equal to K1 but
the sack is so big that we are not able to count how many seeds it contains
and to establish the value of K1; (iii) in any case the resulting number K1
would not be expressible by available numerals.
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Then, if the granary is huge and it becomes difficult to count the sacks, then
trucks or even big train wagons are used. As it was for the sacks, we suppose
that all trucks contain the same number K2 of sacks, and all train wagons
contain the same number K3 of trucks, however, the numbers Ki , i = 1, 2, 3,
are so huge that it becomes impossible to determine them. At the end of the
counting of this type we obtain a result in the following form: the granary
contains 27 wagons, 32 trucks, 56 sacks, and 134 seeds of grain. Note, that
if we add, for example, one seed to the granary, we not only can see that the
granary has more grain but also quantify the increment: from 134 seeds we
pass to 135 seeds. If we take out two wagons, we again are able to say how
much grain has been subtracted: from 27 wagons we pass to 25 wagons.

In the example it is necessary to count a large quantity that is finite but so
huge that it becomes impossible to count it directly by using the elementary
unit of measure, let us say u0—seeds. Therefore, people are forced to behave
as if the quantity was infinite. To solve the problem of ‘infinite’ quantity, new
units of measure, u1—sacks, u2—trucks, and u3—wagons, are introduced.
The new units have an important feature: all the units ui+1 contain a certain
number Ki of units ui but these numbers, Ki , i = 1, 2, 3, are unknown. Thus,
the quantity that it was impossible to express using only the initial unit of
measure, u0, are perfectly expressible in the new units ui , i = 1, 2, 3, that
we have introduced in addition to u0. Notice that, in spite of the fact that the
numbers Ki , i = 1, 2, 3, are unknown, the accuracy of the obtained answer
is equal to one seed.

This key idea of counting by introduction of new units of measure with
unknown but fixed values Ki , i ≥ 1,will be used in what follows to deal with
infinite quantities together with the relaxation allowing one to use negative
digits in positional numeral systems.

4 A New Way of Counting and the Infinite Unit
of Measure ①

The way of counting described in the previous section suggests us how to
proceed: it is necessary to extend the idea of the introduction of new units
of measure from sets and numbers that are huge but finite to infinite sets and
numbers. This can be done by extrapolating from finite to infinite the idea
that n is the number of elements of the set {1, 2, 3, . . . , n − 1, n}.
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Thus, the infinite unit of measure is introduced as the number of elements
of the set, N, of natural numbers2 and expressed by the numeral ① called
grossone.Using the granary example discussed abovewe canoffer the follow-
ing interpretation: the set N can be considered as a sack and ① is the number
of seeds in the sack. Following our extrapolation, the introduction of① allows
us to write down the set of natural numbers as N = {1, 2, 3, . . . , ① − 1, ①}.
Recall that the usage of a numeral indicating the totality of the elements we
deal with is not new in Mathematics. It is sufficient to mention the theory of
probability (see axioms of Kolmogorov in [45]) where events can be defined
in two ways. First, as unions of elementary events; second, as a sample space,
�, of all possible elementary events (or its parts) from which some elemen-
tary events have been excluded (or added in case of parts of �). Naturally,
the latter way to define events becomes particularly useful when the sample
space consists of infinitely many elementary events.

Grossone is introduced by describing its properties postulated by the Infi-
nite Unit Axiom (IUA) consisting of three parts: Infinity, Identity, and Divis-
ibility. Similarly, in order to pass from natural to integer numbers a new
element—zero—is introduced, a numeral to express it is chosen, and its
properties are described. The IUA is added to axioms for real numbers (that
are considered in sense of Postulate 2). Thus, it is postulated that associa-
tive and commutative properties of multiplication and addition, distributive
property of multiplication over addition, existence of inverse elements with
respect to addition and multiplication hold for grossone as they do for finite
numbers.

Let us introduce the axiom and then give some comments upon it. Notice
that in the IUA infinite sets will be described in the traditional form, i.e., with-
out indicating the last element. For instance, the set of natural numbers will
be written as N = {1, 2, 3, . . .} instead of N = {1, 2, 3, . . . , ① − 1, ①}. We
emphasize that in both cases we deal with the samemathematical object—the
set of natural numbers—that is observed through two different instruments.
In the first case traditional numeral systems do not allow us to express infinite
numbers whereas the numeral system with grossone offers this possibility.
Similarly, Pirahã are not able to see finite natural numbers greater than 2
but these numbers (e.g., 3 and 4) belong to N and are visible if one uses a
more powerful numeral system. A detailed discussion will follow shortly to
show how to use grossone to calculate and express the number of elements
of certain infinite sets.

2 Notice that nowadays not only positive integers but also zero is frequently included in
N. However, since historically zero has been invented significantly later with respect to
positive integers used for counting objects, zero is not include in N in this Chapter.
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The Infinite Unit Axiom. The infinite unit of measure is introduced as
the number of elements of the set, N, of natural numbers. It is expressed by
the numeral ① called grossone and has the following properties:

Infinity. Any finite natural number n is less than grossone, i.e., n < ①.
Identity. The following relations link ① to identity elements 0 and 1

0 · ① = ① · 0 = 0, ① − ① = 0,
①

①
= 1, ①0 = 1, 1① = 1, 0① = 0.

(7)
Divisibility. For any finite natural number n sets Nk,n, 1 ≤ k ≤ n, being

the nth parts of the set, N, of natural numbers have the same number of

elements indicated by the numeral ①
n where

Nk,n = {k, k + n, k + 2n, k + 3n, . . .}, 1 ≤ k ≤ n,

n⋃

k=1

Nk,n = N.

(8)
Let us comment upon this axiom. Its first part—Infinity—is quite clear.

In fact, we want to describe an infinite number, thus, it should be larger than
any finite number. The second part of the axiom—Identity—tells us that ①
interacts with identity elements 0 and 1 as all other numbers do. In reality,
we could even omit this part of the axiom because, due to Postulate 3, all
numbers should be treated in the same way and, therefore, at the moment
we have stated that grossone is a number, we have fixed the usual properties
of numbers, i.e., the properties described in Identity, associative and com-
mutative properties of multiplication and addition, distributive property of
multiplication over addition, etc. The third part of the axiom—Divisibility—
is the most interesting, since it links infinite numbers to infinite sets (in many
traditional theories infinite numbers are introduced algebraically, without any
connection to infinite sets) and is based on Postulate 3. Let us first illustrate
it by an example.

Example 1 If we take n = 1, then it follows that N1,1 = N and Divisibility
says that the set, N, of natural numbers has ① elements. If n = 2, we have
two sets N1,2 and N2,2, where

N1,2 = {1, 3, 5, 7, . . . },

N2,2 = { 2, 4, 6, . . . }
(9)

and they have ①
2 elements each. Notice that the sets N1,2 and N2,2 have the

samenumber of elements not because they are in a one-to-one correspondence
but due to the Divisibility axiom. In fact, we are not able to count the number
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of elements of the setsN,N1,2, andN2,2 one by one because due to Postulate 1
we are able to execute only a finite number of operations whereas all these
sets are infinite. To define their number of elements we use Divisibility and
implement Postulate 3 in practice by determine the number of the elements
of the parts using the whole.

Then, if n = 3, we have three sets

N1,3 = {1, 4, 7, . . . },

N2,3 = { 2, 5, 8, . . . },

N3,3 = { 3, 6, 9, . . . }

(10)

and they have ①
3 elements each. Note that in formulae (9), (10)we have added

extra spaceswriting down the elements of the setsN1,2,N2,2,N1,3,N2,3,N3,3
just to emphasize Postulate 3 and to show visually that N1,2 ∪ N2,2 = N and
N1,3 ∪ N2,3 ∪ N3,3 = N. �

In general, to introduce ①
n we do not try to count elements k, k + n, k +

2n, k + 3n, . . . one by one in (8). In fact, we cannot do this due to Postulate 1.
By using Postulate 3, we construct the sets Nk,n, 1 ≤ k ≤ n, by separating
the whole, i.e., the setN, in n parts and we affirm that the number of elements

of the nth part of the set, i.e., ①
n , is n times less than the number of elements

of the entire set, i.e., than ①.
As was already mentioned, in terms of our granary example ① can be

interpreted as the number of seeds in the sack. In that example, the num-
ber K1 of seeds in each sack was fixed and finite but it was impossible to
express it in units u0, i.e., seeds, by counting seed by seed because we had
supposed that sacks were very big and the corresponding number would not
be expressible by available numerals. In spite of the fact that K1, K2, and
K3 were inexpressible and unknown, by using new units of measure (sacks,
trucks, etc.) it was possible to count more easily and to express the required
quantities. Now our sack has the infinite but again fixed number of seeds. It
is fixed because it has a strong link to a concrete set—it is the number of
elements of the set of natural numbers. Since this number is inexpressible by
existing numeral systems with the same accuracy afforded to measure finite
small sets3, we introduce a new numeral, ①, to express the required quantity.

3 First, this quantity is inexpressible by numerals used to count the number of elements
of finite sets because the setN is infinite. Second, traditional numerals existing to express
infinite numbers do not have the required high accuracy (recall that we would like to
be able to register the variation of the number of elements of infinite sets even when
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Then, we apply Postulate 3 and say that if the sack contains ① seeds, then,
even though we are not able to count the number of seeds of the nth part of
the sack seed by seed, its nth part contains n times less seeds than the entire

sack, i.e., ①
n seeds. Notice that the numbers ①

n are integer since they have
been introduced as numbers of elements of sets Nk,n .

The new unit of measure allows us to express a variety of infinite numbers
(including those larger than ① that will be considered later) and calculate
easily the number of elements of the union, intersection, difference, or product
of sets of type Nk,n . Due to our accepted methodology, we do it in the same
way as these measurements are executed for finite sets. Let us consider two
simple examples showing how grossone can be used for this purpose.

Example 2 Let us determine the number of elements of the set Ak,n =
Nk,n\{a, b}, a, b ∈ Nk,n, n ≥ 1. Due to the IUA, the set Nk,n has ①

n ele-
ments. The set Ak,n has been constructed by excluding two elements from

Nk,n . Thus, the set Ak,n has ①
n − 2 elements. The granary interpretation can

be also given for the number ①
n − 2: the number of seeds in the nth part of the

sack minus two seeds. For n = 1 we have ① − 2 interpreted as the number
of seeds in the sack minus two seeds. �

Divisibility and Example 2 show us that in addition to the usual way of
counting, i.e., by adding units, that has been formalized in the traditional
mathematics, there exists also the way to count by taking parts of the whole
and by subtracting units or parts of the whole. The following example shows
a slightly more complex situation (other more sophisticated examples will
be given later after the reader gets accustomed to the concept of ①).

Example 3 Let us consider the following two sets

B1 = {3, 8, 13, 18, 23, 28, 33, 38, 43, 48, 53, 58, 63, 68, 73, 78,
83, 88, 93, 98, 103, 108, 113, 118, . . . }, (11)

B2 = {3, 14, 25, 36, 47, 58, 69, 80, 91, 102, 113, 124, 135, . . . } (12)

and determine the number of elements in the set

B = (B1 ∩ B2) ∪ {3, 4, 5, 113}.

one element has been excluded or added). For example, by using Cantor’s Alephs we
say that cardinality of the sets N and N \ {1} is the same—ℵ0. This answer is correct
but its accuracy is low. Using Cantor’s cardinals we are not able to register the fact that
one element was excluded from the set N even though we ourselves have executed this
exclusion. Analogously, we can say that both the sets have many elements. Again, the
answer ‘many’ is correct but its accuracy is also low.
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It follows immediately from the IUA that B1 = N3,5 and B2 = N3,11. From
(11) and (12) we can see that their intersection is

B1 ∩ B2 = N3,5 ∩ N3,11 = {3, 58, 113, . . .} = N3,55.

Thus, due to the IUA, the set N3,55 has ①
55 elements. Finally, since 3 and 113

belong to the set N3,55 and 4 and 5 do not belong to it, the set B has ①
55 + 2

elements. The granary interpretation is the following: ①
55 + 2 is the number

of seeds in the 55th part of the sack plus two seeds. �

The IUA introduces ① as the number of elements of the set of natural
numbers and, therefore, it is the last natural number. We can also talk about
the set of extended natural numbers indicated as N̂ and including N as a
proper subset

N̂ = {1, 2, . . . , ① − 1, ①︸ ︷︷ ︸
Natural numbers

, ① + 1, ① + 2, . . . , 2① − 1, 2①, 2① + 1, . . .

①2 − 1, ①2, ①2 + 1, . . . 3①① − 1, 3①①, 3①① + 1, . . .}. (13)

The extended natural numbers greater than grossone are also linked to infinite
sets of numbers and can be interpreted in the terms of grain. For example,
① + 1 is the number of elements of a set B3 = N ∪ {a}, where a is integer
and a /∈ N. In the terms of grain, ① + 1 is the number of seeds in a sack plus
one seed.

The extended natural numbers greater than grossone are also linked to sets
of numbers and can be interpreted in the terms of grain.

Example 4 Let us determine the number of elements of the set

Cm = {(a1, a2, . . . , am−1, am) : ai ∈ N, 1 ≤ i ≤ m}, 2 ≤ m ≤ ①.

The elements of Cm are m-tuples of natural numbers. It is known from com-
binatorial calculus that if we have m positions and each of them can be filled
in by one of l symbols, the number of the obtained m-tuples is equal to lm .
In our case, since N has grossone elements, l = ①. Thus, the set Cm has ①m

elements. In the particular case, m = 2, we obtain that the set

C2 = {(a1, a2) : ai ∈ N, i ∈ {1, 2}},
being the set of couples of natural numbers, has ①2 elements. This fact is
illustrated below
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(1, 1), (1, 2), . . . (1, ① − 1), (1, ①),

(2, 1), (2, 2), . . . (2, ① − 1), (2, ①),

. . . . . . . . . . . . . . .

(① − 1, 1), (① − 1, 2), . . . (① − 1, ① − 1), (① − 1, ①),

(①, 1), (①, 2), . . . (①, ① − 1), (①, ①).

�

Let us consider now how the principle ‘The part is less than the whole’
included in Postulate 3 and the IUA can be reconciled with traditional views
on infinite sets. At first sight it seems that there is a contradiction between
the twomethodological positions. For instance, traditionally it is said that the
one-to-one correspondence can be established between the set, N, of natural
numbers and the set, O, of odd numbers. Namely, odd numbers can be put
in a one-to-one correspondence with all natural numbers in spite of the fact
that O is a proper subset of N

odd numbers: 1, 3, 5, 7, 9, 11, . . .

� � � � � �
natural numbers: 1, 2, 3, 4 5, 6, . . .

(14)

The traditional conclusion from (14) is that both sets are countable and they
have the same cardinality ℵ0.

Let us see now what we can say from the new methodological position, in
particular, by using Postulate 2. The separation of the objects of study which
are two infinite sets from the instrument used to compare them, i.e., from
the bijection, suggests that another conclusion can be derived from (14): the
accuracy of the used instrument is not sufficiently high to see the difference
between the sizes of the two sets.

We have already seen that when one executes the operation of counting,
the accuracy of the result depends on the numeral system used for counting. If
one asked Pirahã to measure sets consisting of four apples and five apples the
answer would be that both sets of apples have many elements. This answer
is correct but its precision is low due to the weakness of the numeral system
used to measure the sets.

Thus, the introduction of the notion of accuracy for measuring sets is
very important and should be applied to infinite sets also. As was already
discussed, since for cardinal numbers it follows

ℵ0 + 1 = ℵ0, ℵ0 + 2 = ℵ0, ℵ0 + ℵ0 = ℵ0,
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these relations suggest that the accuracy of the cardinal numeral system of
Alephs is not sufficiently high to see the differencewith respect to the number
of elements of the two sets from (14).

In order to look at the record (14) using the newmethodology let us remind
that due to the IUA the sets of even and odd numbers have ①/2 elements
each and, therefore, ① is even. It is also necessary to recall that numbers
that are larger than ① are not natural, they are extended natural numbers. For
instance, ① + 1 is odd but not natural, it is the extended natural, see (13).
Thus, the last odd natural number is ① − 1. Since the number of elements of
the set of odd numbers is equal to ①

2 , we can write down not only the initial
(as it is usually done traditionally) but also the final part of (14)

1, 3, 5, 7, 9, 11, . . . ① − 5, ① − 3, ① − 1
� � � � � � � � �
1, 2, 3, 4 5, 6, . . . ①

2 − 2, ①
2 − 1, ①

2

(15)

concluding so (14) in a complete accordance with the principle ‘The part is
less than the whole’. Both records, (14) and (15), are correct but (15) is more
accurate, since it allows us to observe the final part of the correspondence
that is invisible if (14) is used.

Inmanyother cases the①-basedmethodology allows us tomeasure infinite
sets better with respect to Cantor’s cardinals. We conclude this section by
Table 1 that illustrates this fact and collects results proved in [75].

5 Positional Numeral System with the Infinite Base ①

We have already started to write down simple infinite numbers and to execute
arithmetical operations with themwithout concentrating our attention upon a
general form we wish to use to write down different infinite and infinitesimal
numbers. We also did not describe yet algorithms for executing arithmetical
operationswith these numbers. Let us explore these two issues systematically.

Different numeral systems have been developed to describe finite numbers.
In positional numeral systems, fractional numbers are expressed by the record

(anan−1 . . . a1a0.a−1a−2 . . . a−(q−1)a−q)b (16)

where numerals ai , −q ≤ i ≤ n, are called digits, belong to the alphabet
{0, 1, . . . , b − 1}, and the dot is used to separate the fractional part from
the integer one. Thus, the numeral (16) expresses the quantity obtained by
summing up
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Table 1 Cardinalities and the number of elements of some infinite sets, see [75]

Description of sets Cantor’s cardinalities Number of elements

The set of natural numbers
N

Countable, ℵ0 ①

N \ {3, 5, 10, 23, 114} Countable, ℵ0 ① − 5

The set of even numbers E
(the set of odd numbers O)

Countable, ℵ0
①
2

The set of integers Z Countable, ℵ0 2①+1

Z \ {0} Countable, ℵ0 2①

Squares of natural numbers
G = {x : x = n2, x ∈
N, n ∈ N}

Countable, ℵ0 �√①�

Pairs of natural numbers
P = {(p, q) : p ∈ N, q ∈
N}

Countable, ℵ0 ①2

The set of numerals
Q1 = { p

q : p ∈ Z, q ∈
Z, q �= 0}

Countable, ℵ0 4①2 + 2①

The set of numerals
Q2 = {0,− p

q ,
p
q : p ∈

N, q ∈ N}

Countable, ℵ0 2①2 + 1

The power set of the set of
natural numbers N

Continuum, c 2①

The power set of the set of
even numbers E

Continuum, c 20.5①

The power set of the set of
integers Z

Continuum, c 22①+1

The power set of the set of
numerals Q1

Continuum, c 24①2+2①

The power set of the set of
numerals Q2

Continuum, c 22①2+1

Numbers x ∈ [0, 1)
expressible in the binary
numeral system

Continuum, c 2①

Numbers x ∈ [0, 1]
expressible in the binary
numeral system

Continuum, c 2① + 1

Numbers x ∈ (0, 1)
expressible in the decimal
numeral system

Continuum, c 10① − 1

Numbers x ∈ [0, 2)
expressible in the decimal
numeral system

Continuum, c 2 · 10①
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anb
n + an−1b

n−1 + . . . + a1b
1 + a0b

0 + a−1b
−1 + . . . + a−(q−1)b

−(q−1) + a−qb
−q . (17)

Record (16) uses numerals consisting of one symbol each, i.e., digits ai ∈
{0, 1, . . . , b − 1}, to express how many finite units of the type bi belong to
the number (17). Quantities of finite units bi are counted separately for each
exponent i and all symbols in the alphabet {0, 1, . . . , b − 1} express finite
numbers.

To express infinite and infinitesimal numbers we shall use records that are
similar to (16) and (17) but have some peculiarities. In order to construct a
number C in the numeral positional system with the base ①, we subdivide C
into groups corresponding to powers of ①:

C = cpm①pm + . . . + cp1①
p1 + cp0①

p0 + cp−1①
p−1 + . . . + cp−k①

p−k .

(18)
Then, the record

C = cpm①pm . . . cp1①
p1cp0①

p0cp−1①
p−1 . . . cp−k①

p−k (19)

represents the number C , where all numerals ci are called grossdigits. They
are not equal to zero and belong to a traditional numeral system. Grossdigits
express finite positive or negative numbers and show how many correspond-
ing units ①pi should be added or subtracted in order to form the number C .
Grossdigits can be expressed by several symbols using positional systems,
can be written in the form Q

q where Q and q are integers, or in any other
numeral system used to express finite quantities.

Numbers pi in (19) called grosspowers can be finite, infinite, and infinites-
imal (the introduction of infinitesimal numbers will be given soon), they are
sorted in the decreasing order

pm > pm−1 > . . . > p1 > p0 > p−1 > . . . p−(k−1) > p−k

with p0 = 0.
In the traditional record (16), there exists a convention that a digit ai

shows how many powers bi are present in the number and the radix b is
not written explicitly. In the record (19), we write ①pi explicitly because
in the ①-based positional system the number i in general is not equal to
the grosspower pi . This gives the possibility to write, for example, such a
number as 3.6①44.5 134①32.1 having grosspowers p2 = 44.5, p1 = 32.1 and
grossdigits c44.5 = 3.6, c32.1 = 134 without indicating grossdigits equal to
zero corresponding to grosspowers smaller than 44.5 and greater than 32.1.
Note also that if a grossdigit cpi = 1 then we often write①pi instead of 1①pi .
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The term having p0 = 0 represents the finite part of C because, due to (7),
we have c0①

0 = c0. The terms having finite positive grosspowers represent
the simplest infinite parts of C . Analogously, terms having negative finite
grosspowers represent the simplest infinitesimal parts of C . For instance, the
number ①−1 = 1

①
is infinitesimal. It is the inverse element with respect to

multiplication for ①:
①−1 · ① = ① · ①−1 = 1. (20)

Note that all infinitesimals are different from zero. Particularly, 1
①

> 0
because it is a result of division of two positive numbers. It also has a clear
granary interpretation. Namely, if we have a sack containing ① seeds, then
one sack divided by the number of seeds in it is equal to one seed. Vice versa,
one seed, i.e., 1

①
, multiplied by the number of seeds in the sack, ①, gives one

sack of seeds.
All of the numbers introduced above can be grosspowers, as well. This

gives a possibility to have various combinations of quantities and to construct
terms having a more complex structure.

Example 5 The left-hand expression below shows how to write down num-
bers in the new numeral system and the right-hand shows how the value of
the number is calculated:

4.1①50.3①(−7.2)①2.14.6①01.8①−7.4 = 4.1①50.3① − 7.2①2.1 + 4.6①0 + 1.8①−7.4.

The number above has one infinite part with an infinite grosspower, one
infinite part having a finite grosspower, a finite part, and an infinitesimal
part. �

Finally, numbers having a finite and infinitesimal parts can be
also expressed in the new numeral system, for instance, the number

3.6①0−5.2①−3.711①−16.5①+0.3 has a finite and two infinitesimal parts, the
second of them has the infinite negative grosspower equal to −16.5① + 0.3.
In case a finite number has no infinitesimal parts it is called purely finite. This
definition will play an important role in a number of applications described
in the subsequent Chapters.

Let us now describe arithmetical operations with the ① -based positional
numeral system that can be executed on the Infinity Computer. This is a
new supercomputer able to work with numbers (19) numerically. It has been
patented in several countries (see [70, 75]). A working software simulator of
the Infinity Computer has been implemented and the first application—the
Infinity Calculator—has been realized. Figure 1 shows operation of multi-
plication executed on the Infinity Calculator that works using the Infinity
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Fig. 1 Operation of multiplication executed on the Infinity Calculator

Fig. 2 Operation of division executed on the Infinity Calculator

Computer technology. Both operands have one infinite and one infinitesimal
part whereas the result of multiplication has two infinite and two infinitesi-
mal parts. Figure 2 shows division where the first operand has two infinite
and two infinitesimal parts and the second operand has one finite and one
infinitesimal part. The result is the number having two infinite parts.

Let us give now a general description of operations providing other exam-
ples.
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We start by discussing the operation of addition (subtraction is a direct
consequence of addition and is thus omitted). Let us consider numbers A, B,
and C , where

A =
K∑

i=1

aki ①
ki , B =

M∑

j=1

bm j ①
m j , C =

L∑

i=1

cli ①
li , (21)

and the result C = A + B is constructed by including in it all items aki ①
ki

from A such that ki �= m j , 1 ≤ j ≤ M, and all items bm j ①
m j from B such

that m j �= ki , 1 ≤ i ≤ K . If in A and B there are items such that ki = m j ,
for some i and j , then this grosspower ki is included in C with the grossdigit
bki + aki , i.e., as (bki + aki )①

ki .

Example 6 (Addition)We consider two infinite numbers A and B, where

A = 15①332①7.3(−2)①−4.5, B = 25①33345.1①6(−3)①−2.

Their sum C is calculated as follows:

C = A + B = 15①33 + 2①7.3 + (−2)①−4.5 + 25①33 + 345.1①6 + (−3)①−2

= 40①33 + 2①7.3 + 345.1①6 + (−3)①−2 + (−2)①−4.5

= 40①332①7.3345.1①6(−3)①−2(−2)①−4.5.

The operation of multiplication of two numbers A and B in the form (21)
returns, as the result, the infinite number C constructed as follows:

C =
M∑

j=1

C j , C j = bm j ①
m j · A =

K∑

i=1

aki bm j ①
ki+m j , 1 ≤ j ≤ M.

(22)

Example 7 (Multiplication)We consider two following numbers

A = 1①14(−2.5)①−3, B = −1①12①−4(−5)①−5

and calculate the product C = A · B. The first partial product C1 is equal to

C1 = (−2.5)①−3 · B = (−2.5)①−3(−①1 + 2①−4 − 5①−5)

= 2.5①−2 − 5①−7 + 12.5①−8.

The second partial product, C2, is computed analogously
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C2 = ①14 · B = ①14(−①1 + 2①−4 − 5①−5)

= −①15 + 2①10 − 5①9.

Finally, the product C is equal to

C = C1 + C2 = −①152①10(−5)①92.5①−2(−5)①−712.5①−8.

In the operation of division of a number C by a number B from (21), we
obtain a result A and a reminder R (thatmay equal zero), i.e.,C = A · B + R.
The number A is constructed as follows. The first grossdigit akK and the
corresponding maximal exponent kK are established from the equalities

akK = clL/bmM , kK = lL − mM . (23)

Then the first partial reminder R1 is calculated as

R1 = C − akK ①kK · B. (24)

If R1 �= 0 then the number C is substituted by R1 and the process is repeated
with a complete analogy. The grossdigit akK−i , the corresponding grosspower
kK−i and the partial reminder Ri+1 are computed by formulae (25) and (26)
obtained from (23) and (24) as follows: lL and clL are substituted by the
highest grosspower ni and the corresponding grossdigit rni of the partial
reminder Ri that, in turn, substitutes C :

akK−i = rni /bmM , kK−i = ni − mM . (25)

Ri+1 = Ri − akK−i ①
kK−i · B, i ≥ 1. (26)

The process stops when a partial reminder equal to zero is found (this means
that the final reminder R = 0) or when a required accuracy of the result is
reached.

Example 8 (Division) Let us divide the number C = 135①272①09①−2 by
the number B = 9①23①0. For these numbers we have

lL = 2, mM = 2, clL = 135, bmM = 9.

It follows immediately from (23) that akK ①kK = 15①0. The first partial
reminder R1 is calculated as

R1 = 135①272①09①−2 − 15①0(9①23①0)
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= 135①272①09①−2 − 135①245①0 = 27①09①−2.

By a complete analogy we should construct akK−1①
kK−1 by rewriting (23)

for R1. By doing so we obtain equalities

27 = akK−1 · 9, 0 = kK−1 + 2

and, as the result, akK−1①
kK−1 = 3①−2. The second partial reminder is

R2 = R1 − 3①−2 · 9①23①0 = 27①09①−2 − 27①09①−2 = 0.

Thus, we can conclude that the reminder R = R2 = 0 and the final result of
division is A = 15①03①−2.

Let us now substitute the grossdigit 9 by 7 inC and divide this new number
C̃ = 135①272①07①−2 by the same number B = 9①23①0. This operation
gives us the same result Ã2 = A = 15①03①−2 (where subscript 2 indicates
that two partial reminders have been obtained) but with the reminder R̃ =
R̃2 = −2①−2. Thus, we obtain C̃ = B · Ã2 + R̃2. If we want to continue
the procedure of division, we obtain Ã3 = 15①03①−2 (−2

9

)
①−4 with the

reminder R̃3 = 2
3①−4. Naturally, it follows C̃ = B · Ã3 + R̃3. The process

continues until a partial reminder R̃i = 0 is found orwhen a required accuracy
of the result will be reached.

6 Some Paradoxes of Infinity Related to Divergent
Series

The①-basedmethodology allows one to avoid numerous classical paradoxes
related to the notion of infinity (for example, Galileo’s paradox, Hilbert’s
paradox of the Grand Hotel, Thomson’s lamp paradox, the rectangle para-
dox of Torricelli, etc., see [66] and the references therein) and provides the
first foundations for a mathematical analysis allowing one to work without
indeterminate forms and divergences (see [71]). It is interesting that this anal-
ysis allows one to operate with functions assuming infinite and infinitesimal
values over infinite and infinitesimal domains.

Let us consider just a couple of paradoxes dealing with divergent series
first in the traditional fashion and then in the ① -based framework. We shall
show that a very simple chain of equalities including addition of an infinite
number of summands can lead to a paradoxical result.
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Suppose that we have

x = 1 + 2 + 4 + 8 + . . . (27)

Then we can multiple both parts of this equality by 2:

2x = 2 + 4 + 8 + . . .

By adding 1 to both parts of the previous formula we obtain

2x + 1 = 1 + 2 + 4 + 8 + . . . (28)

It can be immediately noticed that the right hand side of (28) is just equal to
x and, therefore, it follows

2x + 1 = x

from which we obtain
x = −1

and, as a final paradoxical result, the following equality follows

1 + 2 + 4 + 8 + . . . = −1. (29)

The paradox here is evident: we have summed up an infinite number of
positive integers and have obtained as the final result a negative number.

The second paradox considers the well known divergent series of Guido
Grandi S = 1 − 1 + 1 − 1 + 1 − 1 + . . . (see [44]). By applying the tele-
scoping rule, i.e., by writing a general element of the series as a difference,
we can obtain two different answers using two general elements, 1–1 and
–1+1:

S = (1 − 1) + (1 − 1) + (1 − 1) + . . . = 0,

S = 1 + (−1 + 1) + (−1 + 1) + (−1 + 1) + . . . = 1.

In the literature there exist many other approaches giving different answers
regarding the value of this series (see, e.g., [44]). Some of them use various
notions of average (for instance, Cesàro summation assigns the value 0.5 to
S, see [44, 84]).

Let us consider now these two paradoxes in the new fashion starting from
the definition of x in (27). Thanks to ①, we have different infinite integers
and, therefore, we can consider sums having different infinite numbers of
summands. Thus, with respect to the new methodology, (27) is not well
defined because the number of summands in the sum (27) is not explicitly
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indicated. Recall that to say just that there are ∞ many summands has the
same meaning of the phrase ‘There are many summands’ (see (1), (2)).

Thus, it is necessary to indicate explicitly an infinite number of addends,
k, (obviously, it can be finite, as well). After this (27) becomes

x(k) = 1 + 2 + 4 + 8 + . . . + 2k−1

and multiplying both parts by two and adding one to both the right and left
sides of the above equality gives us

2x(k) + 1 = 1 + 2 + 4 + 8 + . . . + 2k−1 + 2k .

Thus, when we go to substitute, we can see that there remains an addend,
2k , that is infinite if k is infinite, and that was invisible in the traditional
framework:

2x(k) + 1 = 1 + 2 + 4 + 8 + . . . + 2k−1
︸ ︷︷ ︸

x(k)

+2k .

The substitution gives us the resulting formula

x(k) = 2k − 1

that works for both finite and infinite values of k giving different results for
different values of k (exactly as it happens for the cases with finite values
of k). For instance, x(①) = 2① − 1 and x(3①) = 23① − 1. Thus, the paradox
(29) does not take place.

Let us consider now Grandi’s series. To calculate the required sum, we
should indicate explicitly the number of addends, k, in it. Then it follows that

S(k) = 1 − 1 + 1 − 1 + 1 − 1 + 1 − . . .︸ ︷︷ ︸
k addends

=
{
0, if k = 2n,

1, if k = 2n + 1,
(30)

and it is not important whether k is finite or infinite. For example, S(①) = 0
since ① is even. Analogously, S(① − 1) = 1 because ① − 1 is odd.

As it happens in the cases where the number of addends in a sum is
finite, the result of summation does not depend on the way the summands
are rearranged. In fact, if we know the exact infinite number of addends and
the order the signs are alternated is clearly defined, we know also the exact
number of positive and negative addends in the sum. Let us illustrate this
point by supposing, for instance, that we want to rearrange addends in the
sum S(2①) as follows
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S(2①) = 1 + 1 − 1 + 1 + 1 − 1 + 1 + 1 − 1 + . . .

Traditional mathematical tools used to study divergent series give an impres-
sion that this rearrangement modifies the result. However, in the ①-based
framework we know that this is just a consequence of the weak lens used to
observe infinite numbers. In fact, thanks to ① we are able to fix an infinite
number of summands. In our example the sum has 2① addends, the number
2① is even and, therefore, it follows from (30) that S(2①) = 0. This means
also that in the sum there are ① positive and ① negative items. As a result,
addition of the groups 1 + 1 − 1 considered above can continue only until
the positive units present in the sum will not finish and then there will be
necessary to continue to add only negative summands. More precisely, we
have

S(2①) = 1 + 1 − 1 + 1 + 1 − 1 + . . . + 1 + 1 − 1︸ ︷︷ ︸
① positive and ①

2 negative addends

−1 − 1 − . . . − 1 − 1︸ ︷︷ ︸
①
2 negative addends

= 0,

(31)
where the result of the first part in this rearrangement is calculated as (1 +
1 − 1) · ①

2 = ①

2 and the result of the second part summing up negative units is
equal to− ①

2 giving so the same final result S(2①) = 0. It becomes clear from
(31) the origin of the Riemann series theorem. In fact, the second part of (31)
containing only negative units is invisible if one works with the traditional
numeral ∞.

7 Conclusion

In this Chapter, a recently introduced computational methodology allowing
one to work numerically with different infinite and infinitesimal numbers has
been described. The expositionwas limited to basic rules and ideas that would
allow the reader to execute his/her own computations. In order to learn more
about this fascinating new opportunity for computing we suggest to refer
to a comprehensive technical survey [75] and the popular book [67]. The
subsequent Chapters of this book describe a number of striking applications
in optimization whereas the list of references includes numerous results in
different fields of computer science and pure and applied mathematics (many
of them are available at the web page [37]). People interested in teaching this
methodology will benefit from the dedicated web page [36] developed at the
University of East Anglia, UK.
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Nonlinear Optimization: A Brief
Overview

Renato De Leone

Abstract In this chapter some of the most important results for uncon-
strained and constrained optimization problems are discussed. This chapter
does not claim to cover all the aspects in nonlinear optimization that will
require more than one complete book. We decided, instead, to concentrate
our attention on few fundamental topics that are also at the basis of the new
results in nonlinear optimization using grossone introduced in the successive
chapters.

1 Introduction

The aim of this chapter is to introduce the reader to the most important results
and algorithms in unconstrained and constrained optimization. However, it
would be impossible to discuss the wide range of results in this area. We
decided to concentrate the attention on few fundamental topics that are also at
the basis of the new results obtained using① and introduced in the successive
chapters. The interested reader can refer to various classical and recent books
to deepen his/her knowledge.We also omitted almost all proofs of the results,
but complete references are always provided.

After introducing the concepts of convex set and functions, in Sect. 3 opti-
mality conditions for unconstrained optimization are presented as well as the
most important algorithmic techniques: gradient method, conjugate gradient
method, Newton’s andQuasi-Newton’s methods. In the successive Sect. 4 we
concentrate the attention on optimality conditions for constrained optimiza-
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tion and the construction of the dual of nonlinear optimization problems.
Finally, some important algorithms for constrained nonlinear optimization
problems are presented.

Three important aspects in optimization are not presented here: global
optimization, multi–objective optimization, and non–smooth optimization.
In this chapter we only discuss first and second order optimality conditions
for local optima, and all algorithms will compute a local minimum, or a sta-
tionary point (for the unconstrained case) or a Karush–Kuhn–Tucker point
(for the constrained case). Global optimization is an important area, theo-
retically and practically, for which several different approaches have been
suggested: space covering methods, trajectory methods, random sampling,
random search, etc. A basic reference on various aspects of global optimiza-
tion is [40], while practical applications are discussed in [51]. Finally, a
comprehensive archive of online information can be found at the web page
http://www.globaloptimization.org/.

Many optimization problems are multi–objective in nature, and different
techniques have been proposed to deal with this important aspect of opti-
mization. In general, due to the presence of conflicting objectives, there is no
single solution that simultaneously optimizes all the objectives, and, hence,
the aim is to determine non–dominated, Pareto optimal solutions [16, 23].
Two general approaches to multiple-objective optimization are present: com-
bine the individual objective functions into a single function, or move all but
one objective to the constraint set. More recently algorithms based on differ-
ent meta-heuristics have also been proposed in literature [41].

Non–smooth optimization problems arise in many important practical
applications. Here it is assumed that the function is continuous, but not differ-
entiable. The methods for non–smooth optimization can be roughly divided
into twomain classes: subgradientmethods and bundlemethods. Both classes
ofmethods are based on the assumption that, at each point, the objective func-
tion value and one subgradient can be computed. A classical book on this
topic is [43]. A survey on different numerical methods for non–smooth opti-
mization and the most recent developments presented in [5]. Finally, a recent
compact survey on non–smooth optimization can be found in [28].

We briefly describe our notation now. All vectors are column vectors and
will be indicated with lower case Latin letter (x , y, . . .). Subscripts indicate
components of a vector, while superscripts are used to identify different vec-
tors. Matrices will be indicated with upper case roman letter (A, B, . . .). For a
m × n matrix A, Ai j is the element in the i th row, j th column, A. j is the j–th
column of A, while Ai. is its i–th row. The set of real numbers and the set
of nonnegative real numbers will be denoted by IR and IR+ respectively. The
space of the n–dimensional vectors with real components will be indicated

http://www.globaloptimization.org/
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by IRn and IRn+ is an abbreviation for the nonnegative orthant in IRn . The
symbol ‖x‖ indicates the norm of the vector x . In particular, the Euclidean
norm is denoted by ‖x‖2, and ‖x‖22 = xT x . Superscript T indicates transpose.
The scalar product of two vectors x and y in IRn will be denoted by xT y.
The space of the m × n matrices with real components will be indicated by
IRm×n . The rank of a matrix A will be indicated by rankA. A square matrix
A ∈ IRn×n is positive semidefinite if xT Ax ≥ 0 for all x ∈ IRn and posi-
tive definite if xT Ax > 0 for all 0 �= x ∈ IRn . If f : S ⊆ IRn → IR∪{±∞},
dom f is the set of points x for which f (x) is defined and f (x) ∈ IR. The gra-
dient∇ f (x) of a continuously differentiable function f : IRn → IR at a point
x ∈ IRn is a column vector with components [∇ f (x)] j = ∂ f (x)

∂x j
. For a twice

differentiable function f : IRn → IR, the Hessian ∇2 f (x) belongs to IRn×n

and
[∇2 f (x)

]
i j = ∂2 f (x)

∂xi∂x j
. If F : IRn → IRm is a continuously differentiable

vector–valued function, then∇F(x) ∈ IRm×n denotes the Jacobian matrix of
F at x ∈ IRn . Here and throughout the symbols := and =: denote definition
of the term on the left and the right sides of each symbol, respectively.

2 Convex Sets and Functions

Definition 1 ([56]) A set C ⊆ IRn is a convex set if

x1, x2 ∈ C, λ ∈ [0, 1] =⇒ (1 − λ)x1 + λx2 ∈ C.

Therefore, for a convex set C the segment joining any two distinct points in
C is all contained in C .

Definition 2 A point x ∈ IRn is a convex combination of x1, x2, . . . , xk ∈
IRn if there exist scalars λ1, λ2, . . . , λk such that

x = λ1x
1 + λ2x

2 + . . . + λk x
k with λ1 + λ2 + . . . + λk = 1, λ j ≥ 0, j = 1, . . . , k.

The concept of convex hull of a set is extremely important in optimization.

Definition 3 ([46, Definition 3.1.16]) Given S ⊆ IRn the convex hull of S is
defined as

conv S :=

⎧
⎪⎪⎨

⎪⎪⎩

x ∈ IRn : x = λ1x1 + λ2x2 + . . . + λk xk

x1, . . . , xk ∈ S
λ j ∈ [0, 1], j = 1, . . . , k
λ1 + λ2 + . . . + λk = 1

⎫
⎪⎪⎬

⎪⎪⎭
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Clearly, if S is a convex set, then S = conv S.
Hyperplanes

H :=
{
x ∈ IRn : pT x = μ

}
,

and halfspaces

S :=
{
x ∈ IRn : pT x ≤ μ

}

are examples of convex sets (here 0 �= p ∈ IRn , and μ ∈ IR). The set of sym-
metric positive semidefinite matrices is a convex subsets of IRn×n the set of
square matrices of dimension n. Another interesting example of convex set
is the norm cone

C :=
{[

x
t

]
∈ IRn+1 : ‖x‖2 ≤ t

}
⊆ IRn+1.

Definition 4 ([46,Definition 4.1.1]) Let f : IRn → IR∪{+∞}, f is a convex
function if dom f is a convex set and

f
[
(1 − λ)x + λy

]
≤ (1 − λ) f (x) + λ f (y) ∀x, y ∈ dom f, λ ∈ [0, 1]

(1)

The following propositions provide necessary and sufficient conditions for
convexity for differentiable and twice differentiable functions.

Proposition 1 ([8, 3.1.3], [46, Theorem 6.1.2]) Let f : IRn → IR∪{+∞}
be a differentiable function. The function f is convex if and only if dom f is
convex and

f (y) ≥ f (x) + ∇ f (x)T (y − x) ∀x, y ∈ dom f. (2)

Proposition 2 ([8, 3.1.4], [46, Theorem 6.3.1]) Let f : IRn → IR∪{+∞},
be twice differentiable. The function f is convex if and only if dom f is convex
and ∇2 f (x) is positive semidefinite ∀x ∈ dom f .

Finally, let introduce two additional weaker classes of functions whose
importance will be clear when necessary optimality conditions for uncon-
strained optimization problems will be introduced.

Definition 5 ([46, Definition 9.3.1]) Let f : IRn → IR∪{+∞} be a differ-
entiable function. The function f is pseudo–convex if

x, y ∈ dom f, ∇ f (x)T (y − x) ≥ 0 ⇒ f (y) ≥ f (x)

A convex function is also pseudo–convex.
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Definition 6 ([8, 3.4.1], [46, Definition 9.1.1]) Let f : IRn → IR∪{+∞}.
The function f is quasi–convex if

x, y ∈ dom f, f
(
(1 − λ)x + λy

) ≤ max
{
f (x), f (y)

}
for λ ∈ [0, 1]

Clearly, a convex function is also quasi–convex.Moreover, a differentiable
pseudo-convex function is also quasi–convex. The opposite is not true.

For simplicity, in the sequel,wewill only consider functionswhose domain
is IRn .

3 Unconstrained Optimization

In this section we will present optimality conditions and algorithms for the
unconstrained optimization problems

min
x∈F

f (x) (3)

where f : IRn → IR is the objective function and the feasible set F ⊆ IRn is
an open subset of IRn (note that F may coincide with IRn).

First, let introduce the following definitions.

Definition 7 ([6, Definition 3.4.1]) Let x̄ ∈ F . The point x̄ is a global min-
imum of Problem (3) if

f (x̄) ≤ f (x), ∀x ∈ F .

The point x̄ is a strict global minimum of Problem (3) if

f (x̄) < f (x), ∀x ∈ F , x �= x̄ .

Definition 8 ([6, Definition 3.4.1]) Let x̄ ∈ F . The point x̄ is a local mini-
mum of Problem (3) if ∃ γ > 0 such that

f (x̄) ≤ f (x) ∀x ∈ F and ‖x − x̄‖ ≤ γ.

The point x̄ is a strict local minimum if ∃ γ > 0 such that

f (x̄) < f (x) ∀ x ∈ F : 0 < ‖x − x̄‖ ≤ γ.

The point x̄ is a strong or isolated local minimum if ∃ γ > 0 such that x̄ is
the only local minimum in {x ∈ IRn : ‖x − x̄‖ ≤ γ } ∩ F .
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If x̄ is a strong local minimum, then it is also a strict local minimum. On
the other hand, a strict local minimum may not be necessarily a strong local
minimum. For example, the function [7, p. 21]

f (x) =
{
x2
(√

2 − sin
(
4
3π − √

3 ln(x2)
))

if x �= 0

0 otherwise

has in x = 0 a strict local minimum that is not a strong (isolated) local mini-
mum. In the remaining of the section, without loss of generality, we assume
that F = IRn

3.1 Necessary and Sufficient Optimality Conditions

Consider the nonlinear optimization problem (3) where f : IRn → IR is a
continuously differentiable function. The directional derivatives [3, Chap. 8]
of f at x̄ along the direction d is given by

lim
t→0+

f (x̄ + td) − f (x̄)

t
= ∇ f (x̄)T d.

A direction d ∈ IRn is a descent direction for f (x) at x̄ if

∃ δ > 0 : f (x̄ + td) < f (x̄) ∀ 0 < t ≤ δ (4)

If f is continuously differentiable, then d is a descent direction at x̄ if and
only if ∇ f (x̄)T d < 0.

A point x∗ is a local minimum if at x∗ there are no descent directions.
The following theorems provide first and second order necessary optimality
conditions for a point x∗.

Theorem 1 Let f : IRn → IR be a continuously differentiable function and
let x∗ ∈ IRn. If x∗ is a local minimum then

∇ f (x∗) = 0. (5)

The above result can be easy proved by contradiction; in fact, if∇ f (x∗) �= 0,
then d = −∇ f (x∗) is a descent direction. This observation is the basis of
the most used technique for function minimization: the gradient method.

Theorem 2 ([35, Proposition 2.5]) Let f : IRn → IR be twice continuously
differentiable and let x∗ ∈ IRn. If x∗ is a local minimum then
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Algorithm 1: Generic Minimization Algorithm

1 Choose x0 ∈ IRn , Set k = 0;
2 if xk ∈ � then Stop;
3 Compute a search direction dk ∈ IRn ;
4 Compute a stepsize αk > 0 along dk ;
5 Set xk+1 = xk + αkdk , k = k + 1, return to 2;

∇ f (x∗) = 0 (6)

∇2 f (x∗) is positive semidefinite. (7)

The above conditions cannot exactly be reversed to obtain sufficiency
optimality conditions. In fact, positive definiteness of the Hessian matrix is
required to obtain a strict local minimum.

Theorem 3 ([35, Proposition 2.6]) Let f : IRn → IR be twice continuously
differentiable and let x∗ ∈ IRn. Suppose that:

∇ f (x∗) = 0 (8)

∇2 f (x∗) is positive definite. (9)

Then x∗ is a strict local minimum.

Conditions for global optima are much more complex to obtain. How-
ever, if f : IRn → IR is a differentiable pseudo–convex function, then a local
minimum is also a global minimum [46, Theorem 9.3.7].

3.2 Algoritms for Unconstrained Optimization

A very general minimization algorithm is presented in Algorithm 1 where

� := {x ∈ IRn : ∇ f (x) = 0
}

(10)

is the set of stationary points. The algorithm, starting from the initial point
x0, constructs either a finite sequence terminating in a stationary point or an
infinite sequence which, under adequate conditions, converges to a stationary
point, or, has at least an accumulation point that is also a stationary point.

Given the current point xk and a search direction dk , the new point xk+1

is obtained by moving along dk with a stepsize αk .
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The following general theorem establishes conditions on the direction dk

and the stepsize αk ensuring that, in the case an infinite sequence is obtained
by Algorithm 1, the sequence has at least one accumulation point and each
accumulation point is a stationary point. Before stating the theorem, it is
necessary to introduce the concept of forcing function.

Definition 9 ([50, Definition 14.2.1]) A function σ : IR+ → IR+ is a forcing
function if

∀ sequence {tk} ⊆ IR+

lim
k

σ(tk) = 0

⎫
⎪⎬

⎪⎭
=⇒ lim

k
tk = 0.

Note that any non–decreasing function σ : IR+ → IR+ such that σ(0) = 0
and σ(t) > 0 when t > 0 is a forcing function. The functions

σ(t) = t, σ (t) = ctq , with c > 0, q > 0

are examples of forcing functions.

Theorem 4 Let {xk} be obtained by Algorithm 1 and assume that

(i) the level set
L0 := {x ∈ IRn : f (x) ≤ f (x0)

}

is compact,
(ii) dk �= 0 when ∇ f (xk) �= 0,
(iii) f (xk+1) ≤ f (xk),
(iv) if ∇ f (xk) �= 0 for all k then

lim
k

∇ f (xk)
T
dk

∥
∥dk
∥
∥ = 0,

(v) when dk �= 0
|∇ f (xk)

T
dk |

∥∥dk
∥∥ ≥ σ

(∥∥
∥∇ f (xk)

∥∥
∥
)

for some forcing function σ .

Then, either the algorithm terminates after a finite number of iterations in
a stationary point or an infinite sequence {xk} is generated that satisfies the
following properties:

(a) the sequence {xk} remains inL0 and has at least one accumulation point;
(b) each accumulation point of {xk} belongs to L0;
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(c) the sequence of real numbers
{
f (xk)

}
converges;

(d) lim
k

∥
∥∥∇ f (xk)

∥
∥∥ = 0;

(e) each accumulation point x∗ of the sequence {xk} is a stationary point.
With reference to Theorem 4,

• Conditions (iii) and (v) can be guaranteed by choosing an opportune descent
direction dk and a line–search along this direction. In particular, using the
Euclidean norm and choosing σ(t) = ct (with c > 0), Condition (v) can
be written as

∇ f (xk)
T
dk ≤ −c

∥∥
∥dk
∥∥
∥
2

∥∥
∥∇ f (xk)

∥∥
∥
2
,

that is, when xk is not a stationary point, a direction dk must be chosen
such that

∇ f (xk)
T
dk

∥
∥dk
∥
∥
2

∥
∥∇ f (xk)

∥
∥
2

≤ −c.

Geometrically, the above condition requires that the cosine of the angle
between the direction dk and the direction −∇ f (xk) (the “antigradient”)
must be greater than a constant independent of k. This implies that dk and
the gradient direction cannot be orthogonal as k goes to infinity.
If σ(t) = ctq (with c > 0), Condition (v) becomes, instead,

∇ f (xk)
T
dk

∥∥dk
∥∥ ≤ −c

∥∥
∥∇ f (xk)

∥∥
∥
q
.

• Condition (iv) can be guaranteed using specific safeguard rules on the line–
search along the direction dk .

From the above considerations, it is clear the importance of inexact line–
search procedures for determining the stepsize αk .

A simple, but also very effective, line–search procedure is the Armijo
Backtracking method [4, 7, p. 29]. Given xk and a descent search direction
dk , the algorithm starts with a fixed large value of α and decreases it (that is,
the new values of α is obtained by multiplying the current value of α by a
constant δ < 1) until the stopping criterion

f (xk + αdk) ≤ f (xk) + γα∇ f (xk)
T
dk (11)

is satisfied, where γ ∈ (0, 1
2 ). In other words, the Armijo procedures chooses

as αk the maximum value of α in the set

S =
{
α : α = δlαinit, l = 0, 1, . . .

}
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for which Condition (11) holds.
The following proposition demonstrates that, if the search direction dk

is opportunely chosen, and the stepsize is obtained according to the Armijo
rule, then conditions (iii) and (iv) in Theorem 4 are automatically satisfied.

Proposition 3 Let f : IRn → IR be continuously differentiable. Suppose
that:

(i) L0 is a compact set;

(ii) ∇ f
(
xk
)T

dk < 0. ∀k;
(iii) there exists a forcing function σ : IR+ → IR+ such that

∥
∥
∥dk
∥
∥
∥ ≥ σ

(
|∇ f
(
xk
)T

dk |
∥
∥dk
∥
∥

)

.

Then, if αk is chosen according to the Armijo procedure, and xk+1 = xk +
αkdk

(a) f
(
xk+1
)

< f
(
xk
)
;

(b) lim
k

|∇ f
(
xk
)T

dk |
∥
∥dk
∥
∥ = 0.

A different line–search stopping criterion was proposed by Goldstein [31]
considering two lines

f (xk) + γ1α∇ f (xk)T dk = 0,

f (xk) + γ2α∇ f (xk)T dk = 0

where 0 < γ1 < γ2 < 1
2 . The chosen stepsize αk > 0 must satisfy, instead of

(11), the following conditions:

f (xk + αkd
k) ≤ f (xk) + γ1αk∇ f (xk)

T dk, (12a)

f (xk + αkd
k) ≥ f (xk) + γ2αk∇ f (xk)

T dk . (12b)

From a geometrical point of view, this corresponds to choose a value for
αk for which f (xk + αkdk) is between the two straight lines with slopes
γ1∇ f (xk)T dk and γ2∇ f (xk)T dk , and passing through the point (0, f (xk)).

Moreover, let γ1 and γ2 such that 0 < γ1 < γ2 < 1. The step length αk
satisfy the Wolfe conditions [62] if the following conditions are satisfied:

f (xk + αkd
k) ≤ f (xk) + γ1αk∇ f (xk)

T
dk, (13a)
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∇ f (xk + αkd
k)

T
dk ≥ γ2∇ f (xk)

T
dk . (13b)

It is possible to show that, when dk is an opportune descent direction, then
using both the Goldstein and the Wolfe line–search methods, similar results
to those in Proposition 3 can be obtained.

Various other line–search procedures have been proposed in literature,
including line–search procedures that do not use information on the gradient
of the function [15, 44] and/or non–monotone line–search procedures [33,
34, 63] for which themonotonicity of the objective function for the generated
sequence is not required.

3.3 The Gradient Method

In the gradientmethod (also known as the steepest descentmethod) the search
direction is given by

dk = −∇ f (xk). (14)

For this choice of the search direction, both Condition (iii) and Condi-
tion (v) in Theorem 4 are trivially satisfied with σ(t) = t and, therefore, the
method is globally convergent when one of line–search procedures outlined
in the previous subsection is applied. However, the gradient method, even
when applied to the minimization of a strictly convex quadratic function

min
x

1

2
xT Mx + qT x

(M ∈ IRn×n positive definite, and q ∈ IRn) and exact line–search is utilized,
exhibits linear rate of convergence.The theorembelowshows that the gradient
method has at least linear rate of convergence.

Theorem 5 ([45, Sect. 7.6, p. 218]) Let M ∈ IRn×n be a symmetric positive
definite matrix and let 0 < λ1 ≤ λ2 ≤ . . . ≤ λn be the eigenvalues of M, let
q ∈ IRn and let f (x) := 1

2 x
T Mx + qT x. Let {xk} be obtained by the gradient

method with exact line–search:

xk+1 = xk −
(
Mxk + q

)T (
Mxk + q

)

(
Mxk + q

)T
M
(
Mxk + q

)
(
Mxk + q

)
.

Then1

1 Here ‖x‖2M := xT Mx .
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∥
∥∥xk+1 − x∗

∥
∥∥
M

≤ λn − λ1

λn + λ1

∥
∥∥xk − x∗

∥
∥∥
M

(15a)

and
∥
∥∥xk+1 − x∗

∥
∥∥
2

≤
(

λn

λ1

) 1
2 λn − λ1

λn + λ1

∥
∥∥xk − x∗

∥
∥∥
2

(15b)

where x∗ = −M−1q is the unique minimum point.

Moreover, it is not difficult to construct an examples (see [8, Example
9.3.2, p. 469]) of quadratic problems where the inequalities (15) above are
satisfied as equality, demonstrating that, in fact, the gradient method has
linear rate of convergence.

3.4 The Newton’s Method

As stated before the gradientmethod exhibits a slow rate of convergence.Here
we consider a method that, instead, has quadratic rate of convergence at the
expenses of a higher cost per iteration, requiring, in addition to calculate the
gradient at each point, also the calculation of the Hessian function.Moreover,
only local convergence can be established, that is convergence is guaranteed
only if the initial point x0 is chosen sufficiently close to the stationary point
x∗.

Let f : IRn → IR be twice continuously differentiable. From Taylor’s
series expansion we have that

f (x + s) = f (x) + ∇ f (x)T s + 1

2
sT∇2 f (x)s + β(x, s)

where

lim
s→0

β(x, s)

‖s‖2 = 0.

In Newton’s method, at each iteration a quadratic approximation of the func-
tion f around the current point xk is constructed:

qk(s) := f (xk) + ∇ f (xk)
T
s + 1

2
sT∇2 f (xk)s,

and the new point xk+1 is obtained as xk+1 = xk + sk where

sk ∈ argmin
s

qk(s).
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The following theorem provides conditions for local convergence of the
Newton’s method for minimization problems.

Theorem 6 ([25, Theorem 3.1.1] [35, Proposizione 7.2]) Let f : IRn → IR
be a twice continuously differentiable function, and assume that

(a) there exists x∗ ∈ IRn: ∇ f (x∗) = 0,
(b) ∇2 f (x∗) is non singular,
(c) ∇2 f (x) is a Lipschitz–continuous function, i.e.,

∃ L > 0 : ∀x, y ∈ IRn
∥∥∇2 f (x) − ∇2 f (y)

∥∥ ≤ L ‖x − y‖ .

Then, there exists B(x∗, ρ) := {x ∈ IRn : ‖x − x∗‖ ≤ ρ} with ρ > 0 such
that, if x0 ∈ B(x∗, ρ),

(i) the Newton’s iterate is well defined,
(ii) the sequence

{
xk
}
remains in B(x∗, ρ),

(iii) the sequence
{
xk
}
converges to x∗ with at least a quadratic rate of

convergence

∥
∥∥xk+1 − x∗

∥
∥∥ ≤ α

∥
∥∥xk − x∗

∥
∥∥
2
, for some α > 0.

3.5 The Conjugate Gradient Method

The slow convergence of the gradient method and the heavy requirements of
the fast converging Newton’s method where, at each iteration, it is necessary
to calculate the Hessian matrix, set the stage for new classes of methods that
only require to compute the gradient of the function to minimize, and, at the
same time, exhibit q–superlinear rate of convergence [50]. In this section the
important class of conjugate gradient methods is introduced, while the next
section is devoted to Quasi-Newton’s methods.

Definition 10 Let M ∈ IRn×n be a symmetric positive define matrix. The n
nonzero vectors d0, d1, . . . , dn−1 in IRn are conjugate directions with respect
to the matrix M if

di
T
Md j = 0 ∀ i, j = 0, 1, . . . , n − 1, i �= j. (16)

Consider the quadratic function

f (x) = 1

2
xT Mx + qT x (17)
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Algorithm 2: Generic Conjugate Direction Method for Quadratic Prob-
lems
1 Choose x0 ∈ IRn ;
2 Choose d0, d1, . . . , dn−1 nonzero conjugate directions with respect to M ;
3 for k=0 to n-1 do

4 Set αk = −(Mxk + q)
T
dk

dkT Mdk
;

5 Set xk+1 = xk + αkd
k

6 end

where M is a symmetric positive matrix, M ∈ IRn×n and q ∈ IRn; the follow-
ing algorithm utilizes n conjugate directions to determine the unique point
minimizing f (x).

One important result for this algorithm is that for quadratic strictly convex
problems, when conjugate directions are utilized as search directions, then
convergence is achieved in a finite number of iterations.

Theorem 7 Consider the quadratic function f (x) = 1
2 x

T Mx + qT x where
M is a symmetric positive matrix, M ∈ IRn×n and q ∈ IRn. Starting from any
x0 ∈ IRn apply Algorithm 2. Then xk+1 is the minimizer of f (x) over the
affine set

Sk :=
⎧
⎨

⎩
x ∈ IRn : x = x0 +

k∑

j=0

λ j d
j , λ j ∈ IR

⎫
⎬

⎭

for k = 0, 1, . . . , n − 1. Moreover, xn = −M−1q is the unique minimizers
of f (x) over IRn.

The above Algorithm 2 allows different choices for the set of conjugate
directions. A interesting choice is to link these conjugate directions to the
gradient of the function f (x). Algorithm 3 explores this possibility.

Theorem 8 ([25, Theorem 4.1.1]) Consider the quadratic function f (x) =
1
2 x

T Mx
+ qT x where M ∈ IRn×n is a symmetric positive matrix, and q ∈ IRn. The
Conjugate Gradient Algorithm 3 terminates after m < n iterations and for
all i = 0, . . . ,m

di
T
Md j = 0, j = 0, . . . , i − 1, (18a)
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Algorithm 3: Conjugate Gradient Algorithm
1 Choose x0 ∈ IRn , Set k = 0;
2 while xk /∈ � do
3 if k = 0 then
4 Set dk = −∇ f (xk);
5 else

6 Set βk−1 = ∇ f (xk)
T
Mdk−1

dk−1T Mdk−1
;

7 Set dk = −∇ f (xk) + βk−1dk−1;
8 end

9 Set αk = −∇ f (xk)
T
dk

dkT Mdk
;

10 Set xk+1 = xk + αkdk ;
11 Set k = k + 1;
12 end

∇ f (xi )
T∇ f (x j ) = 0, j = 0, . . . , i − 1, (18b)

∇ f (xi )
T
di = −∇ f (xi )

T∇ f (xi ). (18c)

The theorem above shows that the directions generated by Algorithm 3
are conjugate directions with respect to the matrix M , and, therefore, finite
termination of algorithm follows from Theorem 7.

It is important to note that

αk = −∇ f (xk)
T
dk1

dkT Mdk
= ∇ f (xk)

T∇ f (xk)

dkT Mdk
> 0. (19)

Moreover, from xk = xk−1 + αk−1dk−1 it follows that

αk−1Mdk−1 = Mxk − Mxk−1 = ∇ f (xk) − ∇ f (xk−1)

and hence

∇ f (xk)
T
Mdk−1 = 1

αk−1
∇ f (xk)

T
(
∇ f (xk) − ∇ f (xk−1

)
= 1

αk−1
∇ f (xk)

T∇ f (xk).

Now, from (19), αk−1dk−1T Mdk−1 = ∇ f (xk−1)
T∇ f (xk−1), and hence
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βk−1 = ∇ f (xk)
T
Mdk−1

dk−1T Mdk−1
= 1

αk−1

∇ f (xk)
T∇ f (xk)

dk−1T Mdk−1

= ∇ f (xk)
T∇ f (xk)

∇ f (xk−1)
T∇ f (xk−1)

=: βFR
k−1

(20)

This formula was first proposed by Fletcher and Reeves [27]. Alternative
choices, all equivalent in the case of strictly convex quadratic problems, for
βk−1 are

βPRP
k−1 =

∇ f (xk)
T
[
∇ f (xk) − ∇ f (xk−1)

]

∇ f (xk−1)
T∇ f (xk−1)

. (21a)

βHS
k−1 = −

∇ f (xk)
T
[
∇ f (xk) − ∇ f (xk−1)

]

dk−1T
[
∇ f (xk) − ∇ f (xk−1)

] (21b)

proposed, respectively, by Polak and Ribiére [52] and Polyak [53] and
Hestenes and Stiefel [39].

For general non–quadratic functions, there is no guarantee that the conju-
gate gradient method will terminate in a finite number of steps. Moreover, it
is extremely difficult to exactly solve the one–dimensional subproblem and
inexact line–search methods such as Armijo or Goldstein or Wolfe methods
must be utilized.Moreover, each n iterations or when a non–descent direction
is generated, a reset step should be performed using as search direction the
negative gradient direction. Computational results, however, show that the
use of a restarting procedure is not convenient and is better to opportunely
modify the formula for βk−1 and to choose specific line-search procedure to
globalize the overall scheme.

The first global convergence result of the Fletcher-Reeves method with
inexact line searchwas given byAl-Baali [2]. Under strongWolfe conditions,
he demonstrated that the method generates sufficient descent directions and,
therefore, global convergence can be established.

For the Polak-Ribiére-Polyak method the convergence for general non-
linear function is uncertain. While global convergence can be proved in the
case of strongly convex functions, there are examples of not strongly convex
functions, for which the method may not converge, even with an exact line
search. Instead, convergence can be proved when

βPRP+
k−1 = min{βPRP

k−1 , 0}
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is utilized [29]. Additional information on conjugate gradient method for
general nonlinear functions can be found in [35, 38, 54].

3.6 Quasi-Newton’s Methods

As already noted earlier, the Newton’s method is locally convergent at
quadratic rate and requires, at each iteration, to compute theHessian function.
On the other hand, the gradient method for which global convergence can be
established, only requires to compute the gradient of the function; however,
its convergence can be quite slow (at most linear, in some cases).

The aim of Quasi-Newton’s methods is to define procedures that

• will not require to compute the Hessian function,
• exhibits q–superlinear rate of convergence.

Two classes of Quasi–Newton methods have been studied in literature:

• direct methods for which
⎧
⎨

⎩

xk+1 = xk − [Bk
]−1 ∇ f (xk),

Bk+1 = Bk + �Bk, Bk+1 ≈ ∇2 f (xk+1);
• inverse methods where

⎧
⎨

⎩

xk+1 = xk − Hk∇ f (xk),

Hk+1 = Hk + �Hk, Hk+1 ≈ [∇2 f (xk+1)
]−1

.

In order to derive updating formulas for Bk and Hk , consider again the
quadratic function

f (x) = 1

2
xT Mx + qT x

whereM ∈ IRn×n is a symmetric positivematrix, andq ∈ IRn . Let now x, y ∈
IRn , then

∇ f (y) = ∇ f (x) + M(y − x)

or equivalently
M−1 (∇ f (y) − ∇ f (x)) = y − x .

Therefore, since Bk+1 (resp. Hk+1) must be an approximation of M (resp.
M−1), it is reasonable to require that
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Algorithm 4: Generic (Direct) Quasi–Newton Method
1 Choose x0 ∈ IRn , Choose B0 ∈ IRn×n , Set k = 0;
2 while xk /∈ � do
3 Set dk = − (Bk

)−1 ∇ f (xk);
4 Compute αk using a line–search procedure;
5 Set xk+1 = xk + αkdk ;
6 Compute Bk+1 = Bk + �Bk Set k = k + 1;
7 end

∇ f (xk+1) − ∇ f (xk) = Bk+1
(
xk+1 − xk

)
(22a)

or
Hk+1

(
∇ f (xk+1) − ∇ f (xk)

)
= xk+1 − xk . (22b)

After defining γ k := ∇ f (xk+1) − ∇ f (xk) and δk := xk+1 − xk the above
conditions become

γ k = Bk+1δk (23a)

and
Hk+1γ k = δk . (23b)

These conditions are known as “secant conditions”. Furthermore, it is
reasonable to require that Bk+1 (resp. Hk+1) be symmetric and as close as
possible to Bk (resp. Hk) imposing that Bk+1 (resp. Hk+1)) differs from
Bk (resp. Hk by a matrix of rank 1 or 2 and a minimality condition in some
norm, for example in Frobenius norm2[18]. The generic directQuasi–Newton
method is reported in Algorithm 4.

A similar algorithm can be easily constructed for a Quasi–Newton generic
inverse method.

2 For a matrix A ∈ IRm×n , the Frobenius norm ‖A‖F of A is defined as [48]

‖A‖F :=
√√√√

m∑

i=1

n∑

j=1

A2
i j =

√√√√
m∑

i=1

‖Ai.‖22 =
√√√√

n∑

j=1

∥∥A. j
∥∥2
2

=
√
trace

(
AT A
) =
√
trace

(
AAT
)
.
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In the sequel, unless strictly necessary we will drop the superscripts k and
k + 1; the current matrix will be indicated simply by B (resp. H ) while the
updated matrix will be indicated by B̄ (resp. H̄ ). A similar rule will be used
for γ k and δk .

The simplest updating direct formula for B is a rank-1 updating formula

B̄ = B + ρuvT (24)

where ρ ∈ IR and u, v ∈ IRn , u, v �= 0.
For the symmetric case (i.e., u = v), we have

B̄ = B + ρuuT (25)

and, imposing the secant condition B̄δ = γ either B̄ = B (which happens if
already Bδ = γ ) or, under the hypothesis that (γ − Bδ)T δ �= 0, the following
formula, known as Symmetric Rank-1 updating formula (SR1), is obtained

B̄ = B + (γ − Bδ) (γ − Bδ)T

(γ − Bδ)T δ
. (26)

This formula was first proposed by Davidon [14] and later rediscovered by
Broyden [10].

Using H = B−1 and the Sherman–Morrison–Woodbury [32, 37] formula,
it is possible to derive the inverse Symmetric Rank–1 updating scheme:

H̄ = H + (δ − Hγ )(δ − Hγ )T

(δ − Hγ )T γ
. (27)

Note that in this case the secant condition completely determines the updat-
ing formula under the hypothesis that (γ − Bδ)T δ �= 0 (resp. (Hγ − δ)T γ �=
0). However, it must be noticed that there is no guarantee that the search direc-
tion that is obtained is a descent direction.

The symmetric rank–1 updating formula (27) has a very interesting
behaviour when applied to a quadratic function.

Theorem 9 ([17, Theorem 7.1]) Let A ∈ IRn×n be symmetric and non-
singular. Let {s0, s1, . . . , sm} be m vectors spanning IRn and let yk =
Ask, k = 0, . . . ,m. Again, let H0 be a symmetric n × n real matrix and
for k = 0, . . . ,m let

Hk+1 = Hk +
(
sk − Hk yk

)(
sk − Hk yk

)T

(
sk − Hk yk

)T
yk
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assuming that
(
sk − Hk yk

)T
yk �= 0. Then

Hm+1 = A−1.

The theorem above shows that, given a nonsingular matrix A, the inverse
A−1 can be calculated using the SR1 formula which only involves matrix–
vector multiplications

For general nonlinear functions, under specific assumptions, including that
∣∣
∣∣
(
γ k − Bkδk

)T
δk
∣∣
∣∣ ≥ c

∥∥
∥γ k − Bkδk

∥∥
∥
2

∥∥
∥δk
∥∥
∥
2

and that the sequence {xk} has at least one accumulation point x∗, then [13,
Theorem 2]

lim
k

∥
∥∥Bk − ∇2 f (x∗)

∥
∥∥ = 0.

In the non–symmetric case (mostly utilized for solving systemof nonlinear
equations) the updating formula require to choose both vectors u and v and
the secant condition does not define uniquely both vectors. Therefore, the
new matrix B̄ is required to be as close as possible to the current matrix B.
The following lemma shows that a rank-1 updating formula is obtained when
the closest matrix (in Frobenius norm) to the current matrix B is calculated
among all matrices for which the secant condition is satisfied.

Theorem 10 ([17, Theorem 4.1], [18, Lemma 8.1.1]) Let B ∈ IRn×n and let
γ, δ ∈ IRn. Then, the solution of the minimization problem

min
A

‖A − B‖F
∗subject to γ = Aδ

(28)

is given by

B̄ = B + (γ − Bδ) δT

δT δ
. (29)

Using again the Sherman–Morrison–Woodbury formula, it possible (under
the hypothesis that γ T Hδ �= 0) to derive the inverse updating formula:

H̄ = H + (δ − Hγ ) δT H

δT Hγ
(30)

The updating formula (30) was first proposed by Broyden [9] in the con-
text of solving systems of nonlinear equations. Locally q–superlinear con-
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vergence for this method was then proved by Broyden, Dennis and Morè in
[12], see also [19, Theorem 3.3.3] and [19, Theorem 8.2.2].

The generic rank–2 updating formula is given by

B̄ = B + auuT + bvvT

where a, b ∈ IR and u, v ∈ IRn; similar rank–2 updating formulas can be
defined for H̄ .

The use of a rank–2 updating formula allows to imposes important con-
ditions, in addition to the secant property, on the updated matrix such as
symmetry and positive definiteness. Theorem 11 show that the closest matrix
to B for which symmetry and secant condition are satisfied can be obtained
via a rank–2modification. Here a weighted Frobenius norm is utilized, where
W is the weight matrix:

‖A − B‖W,F := ‖W (A − B)W‖F .

Theorem 11 ([17, Theorem 7.3]) Let B ∈ IRn×n be a symmetric matrix and
let c, δ, γ ∈ IRn with cT δ > 0. Let W ∈ Rn×n be a symmetric nonsingular
matrix such that Wc = W−1δ. Then, the unique solution of

min
A

‖A − B‖W,F
∗subject to Aδ = γ

A symmetric
(31)

is given by

B̄ = B + (γ − Bδ) cT + c (γ − Bδ)T

cT δ
− (γ − Bδ)T δ

(
cT δ
)2 ccT . (32)

The above theorem leaves space for opportune choices of the matrix W
and the vector c, which can be utilized to impose positive definiteness of the
updating formula, i.e., conditions that ensure that the matrix B̄ be positive
definite, provided that the same property holds for B. Positive definiteness of
the matrix B̄ ensures that the search direction utilized in the Quasi–Newton
method (see Algorithm 4) is a descent direction.

In view of the fact that B̄δ = γ , if B̄ is positive definite then 0 < δT B̄δ =
δT γ . It is not difficult to show that this condition is also necessary for the
positive definiteness of B̄ [17, Theorem 7.5].
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A simple, but extremely interesting, choice for the vector c is c = γ . This
specific choice leads to the updating formula

B̄ = B + (γ − Bδ) γ T + γ (γ − Bδ)T

γ T δ
− (γ − Bδ)T δ

(
γ T δ
)2 γ γ T . (33)

Again, using the Sherman–Morrison–Woodbury formula, it is possible to
compute the corresponding inverse updating formula (here H = B−1 and
H̄ = B̄−1)

H̄ = H + δδT

γ T δ
− Hγ γ T H

γ T Hγ
. (34)

These formulas, known as direct and inverse DFP formulas, were firstly
proposed by Davidon [14] and later rediscovered by Fletcher and Powell that
also clarified and improved them [26].

Moreover, it is also possible to construct updating formulas directly for H
similarly requiring that H̄ be symmetric, that the secant condition be satisfied
and H̄ be as close as possible to H in a specific norm as shown in the theorem
below, in a similar way as done for the direct updating formula.

Theorem 12 Let H ∈ IRn×n be a symmetric matrix and let d, δ, γ ∈ IRn

with dT γ > 0. Let W ∈ Rn×n be a symmetric nonsingular matrix such that
Wd = W−1γ . Then, the unique solution of

min
A

‖W (A − H)W‖F
∗subject to Aγ = δ

A symmetric
(35)

is given by

H̄ = H + (δ − Hγ ) dT + d (δ − Hγ )T

dT γ
− (δ − Hγ )T γ

(
dT γ
)2 ddT . (36)

Similarly to what done in the direct case, it is possible to impose that the
new matrix H̄ be positive definite. Moreover, the choice d = δ brings to the
following updating formula

H̄ = H + (δ − Hγ ) δT + δ (δ − Hγ )T

δT γ
− (δ − Hγ )T γ

(
δT γ
)2 δδT . (37)

Using theSherman–Morrison–Woodbury formula the correspondingdirect
updating formula can be obtained



Nonlinear Optimization: A Brief Overview 59

Algorithm 5: Quasi–Newton method (Broyden class updating scheme)

1 Choose x0 ∈ IRn , Choose H0 ∈ IRn×n , Set k = 0;
2 while xk /∈ � do
3 Set dk = −Hk∇ f (xk);
4 Compute αk using a line–search procedure;
5 Set xk+1 = xk + αkdk ;
6 Set δ = xk+1 − xk , γ = ∇ f (xk+1) − ∇ f (xk),

v =
(
γ T Hkγ

) 1
2
(

δ

γ T δ
− Hkγ

γ T Hkγ

)
;

7 Choose φk ≥ 0 ;

8 Compute Hk+1 = Hk + δδT

γ T δ
− Hkγ γ T Hk

γ T Hkγ
+ φkvv

T
;

9 Set k = k + 1;
10 end

B̄ = B + γ γ T

δT γ
− BδδT B

δT Bδ
. (38)

The above formulas are known as (inverse and direct) BFGS updating
formulas from Broyden [11], Fletcher [24], Goldfarb [30] and Shanno [57]
that discovered them.

Starting from the DFP and BFGS updating formulas a whole class (known
as Broyden class) of updating methods can be constructed:

H̄φ = (1 − φ)H̄DFP + φ H̄BFGS

where H̄DFP and H̄BFGS are given by (34) and (37) respectively, and φ ∈ IR.
Note that H̄φ can be easily rewritten as

H̄φ = H̄DFP + φvvT

where

v =
(
γ T Hγ

) 1
2
(

δ

γ T δ
− Hγ

γ T Hγ

)

clearly showing the relationship between H̄φ and H̄DFP.
The generic Quasi–Newton algorithm using the Broyden updating scheme

is reported in Algorithm 5 (here we return to use again the index k).

For quadratic strictly convex problems
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min f (x) := 1

2
xT Mx + qT x

where M ∈ IRn×n is a positive definite matrix and q ∈ IRn , finite termina-
tion is guaranteed when φk ≥ 0 and αk is obtained via exact line–search
[17, Theorem 8.1], [59, Theorem 5.2.1]. Finite termination follows from the
observation that for all k = 0, . . . , n

(
xk+1 − xk

)T
M
(
xi+1 − xi

)
= 0, ∀i < k

i.e., the directions δ0 = x1 − x0, δ1 = x2 − x1, . . . , δk=xk+1 − xk are M-
conjugate and xk+1 minimizes f (x) in the affine space the affine set

Sk :=
⎧
⎨

⎩
x ∈ IRn : x = x0 +

k∑

j=0

σ jδ
j , σ j ∈ IR

⎫
⎬

⎭

The following theorem, originally due to Powell, shows global conver-
gence for rank–2 symmetric updating schemes for generic convex optimiza-
tion problems.

Theorem 13 ([17, Theorem 8.2]) Let f : IRn → IR be twice differentiable
and convex. Let x0 ∈ IRn and assume the level set L0 be bounded. Let H0

be symmetric and positive definite and let {xk} be generated by Algorithm 5
with either

• φk = 0 (DFP updating formula) and exact line–search, or
• φk = 1 (BFGS updating formula) and inexact line–search satisfying the
Wolfe condition.

Then, for any ε > 0 there exists k such that
∥∥∇ f (xk)

∥∥ < ε.

Dixon [22] demonstrated that in case of exact line–search, the sequence {xk}
is independent of φk ≥ 0. Furthermore, in [24], it is shown that, for stability
reasons, it is better to choose φk ∈ [0, 1]. However, from a computational
point of view the choice φk = 1 appears better than φk = 0.

Finally,q–superlinear convergenceof rank–2updatingmethods is obtained
in the case φk = 0 or φk = 1 [17, Theorem 8.9] if the stepsize αk is chosen
according to the Wolfe rule (in which case it is possible to show that αk = 1

for k ≥ k0) provided that
+∞∑

k=1

∥∥
∥xk − x∗

∥∥
∥ < +∞.

We refer the interested reader to [35, 59] for additional insight on Quasi–
Newton methods.
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4 Constrained Optimization

In this section we concentrate our attention on the constrained optimization
problem

min
x

f (x)

∗subject to ci (x) ≤ 0 i = 1, . . . ,m
ci (x) = 0 i = m + 1, . . . ,m + h

(39)

where f : IRn → IR is the objective function and ci : IRn → IR, i = 1, . . . ,m + h
are the constraints defining the feasible region X

X := {x ∈ IRn : ci (x) ≤ 0, i = 1, . . . ,m and ci (x) = 0, i = m + 1, . . . ,m + h
}
.

For simplicity, we will always assume that all the functions are at least twice
continuously differentiable.

Definition 11 A feasible point x̄ is a local minimum if ∃ γ > 0 such that

f (x̄) ≤ f (x) ∀x ∈ X and ‖x − x̄‖ ≤ γ.

More generally, a point x̄ is a local minimum if ∃ I neighborhood of x̄ such
that

f (x̄) ≤ f (x) ∀ x ∈ X ∩ I.

A point x̄ is a strict local minimum if ∃ I neighborhood of x̄ such that

f (x̄) < f (x) ∀ x ∈ X ∩ I, x �= x̄ .

A point x̄ is a strong or isolated local minimum if ∃ I neighborhood of x̄
such that x̄ is the only local minimum in X ∩ I.

For the above minimization problem, the Lagrangian function is defined
as follows:

L(x, λ) := f (x) +
m+h∑

i=1

λi ci (x) (40)

where λ ∈ IRm+h . First and second order necessary and sufficient optimality
conditions will be expressed in terms of the above Lagrangian function.

Another important concept in constrained optimization is the concept of
active constraints.

Definition 12 Let x̄ be a feasible point for the constrained optimization prob-
lem (39), i.e., , x̄ ∈ X . The set of active constraints at x̄ is
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A (x̄) :=
{
i : 1 ≤ i ≤ m : ci (x̄) = 0

}
∪
{
m + 1, . . . ,m + h

}
.

4.1 Necessary and Sufficient Optimality Conditions

In order to derive optimality conditions for the constrained optimization prob-
lem (39), two sets must be introduced: the tangent cone and the set of lin-
earized feasible directions.

Definition 13 Let x̄ ∈ X . A direction d ∈ IRn is tangent to the set X at x̄ if
there exists a sequence

{
zk
} ⊆ X with limk zk = x̄ and a sequence {θk} of

positive scalars with limk θk = 0 such that

lim
k

zk − x̄

θk
= d. (41)

The set of all tangent vectors to X at x̄ is called the tangent cone at x̄ and
is denoted by TX (x̄).

Definition 14 Let x̄ ∈ X and let A (x̄) be the set of indices of active con-
straints. The set of linearized feasible directions F (x̄) is the set

F (x̄) :=
{
d ∈ IRn : ∇ci (x̄)T d ≤ 0, i = 1, . . . ,m, i ∈ A (x̄) ,

∇ci (x̄)T d = 0, i = m + 1, . . . ,m + h

}
.

Clearly, if d ∈ F (x̄) also αd ∈ F (x̄) for all nonnegative α and hence also
the set F (x̄) is a cone.

These two sets can be viewed as local approximations of the feasible region
X around x̄ .

Note that, while the tangent cone only depends on the geometry of the
feasible region, the set of linearized feasible directions depends on the specific
formulation of the constraints utilized to define the feasible region.Moreover,
for all x̄ ∈ X , TX (x̄) ⊆ F (x̄).

A fundamental question is under which conditions the two sets coincide,
that is TX (x̄) = F (x̄) or, to be more precise, under which conditions the
dual cones of the two sets coincide.3 Since the seminal work of Kuhn and
Tucker [42], a number of different (inter–related) Constraint Qualification

3 Give a cone K , the dual cone of K is the set

K ∗ :=
{
d ∈ IRn : dT x ≥ 0,∀ x ∈ K

}
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conditions have been proposed in literature both for the case of only inequality
constraints and for the more general case of equality of inequality constraints
(see [60] and references therein, including the two schemes showing the
relationships between the different Constraint Qualification conditions, and
[46]).

In [60] the various Constraint Qualification conditions are partitioned in
4 different levels with weakest (less stringent) conditions being at level 1
and strongest (more stingent) conditions at level 4. In the following, we state
some of the most common Constraint Qualification conditions.

Definition 15 (Guignard’s Constraint Qualification, GCQ) [36] Let x̄ ∈ X .
The Guignard’s Constraint Qualification conditions are satisfied at x̄ if
F (x̄) = cl
(conv (TX (x̄))).4

The GCQ is considered the weakest possible Constraint Qualification.

Definition 16 (Abadie’s Constraint Qualification, ACQ) [1] Let x̄ ∈ X . The
Abadie’s Constraint Qualification conditions are satisfied at x̄ if TX (x̄) =
F (x̄).

The Abadie’s Constraint Qualification requires that TX (x̄) be a convex
cone. Hence this condition is stronger than Guignard’s Constraint Qualifica-
tion.

Definition 17 (Slater’s Constraint Qualification, SCQ) [58] Let x̄ ∈ X . The
Slater’s Constraint Qualification conditions are satisfied at x̄ if

• ci (x) is pseudo–convex at x̄ for all 1 ≤ i ≤ m and i ∈ A (x̄),
• ci (x) is both quasi–convex and quasi–concave5 at x̄ for all m + 1 ≤ i ≤
m + h,

• the vectors
{∇ci (x̄) , m + 1 ≤ i ≤ m + h

}
are linearly independent,

• there exists x̂ such that ci
(
x̂
)

< 0, for all 1 ≤ i ≤ m and i ∈ A (x̄) and
ci
(
x̂
) = 0 for all m + 1 ≤ i ≤ m + h.

Definition 18 (Mangasarian–Fromovitz’sConstraintQualification,MFCQ)
[47, 3.4–3.6] Let x̄ ∈ X . The Mangasarian–Fromovitz’s Constraint Qualifi-
cation conditions are satisfied at x̄ if

• the vectors
{∇ci (x̄) , m + 1 ≤ i ≤ m + h

}
are linearly independent,

• there exists d such that ∇ci (x̄)T d < 0, for all 1 ≤ i ≤ m and i ∈ A (x̄)
and ∇ci (x̄)T d = 0 for all m + 1 ≤ i ≤ m + h.

4 For a set S, cl (S) indicates its closure.
5 A generic function g is quasi–concave if and only if −g is quasi–convex.
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Definition 19 (Linear Independence Constraint Qualification, LICQ) [60,
5.4.6] Let x̄ ∈ X . Linear Independence Constraint Qualification (LICQ) con-
ditions are satisfied at x̄ if the vectors
{
∇ci (x̄) , 1 ≤ i ≤ m, i ∈ A (x̄)

}
∪
{
∇ci (x̄) ,m + 1 ≤ i ≤ m + h

}

are linearly independent.

Both LICQ and SCQ imply MFCQ. Moreover, MFCQ implies ACQ.
Therefore, if any of these Constraint Qualification conditions hold at a fea-
sible point x̄ , then TX (x̄) = F (x̄).

The following lemma provides necessary conditions for a local optimal
solution.

Lemma 1 Let x∗ be a local optimal solution of Problem (39). Then

∇ f (x∗)T d ≥ 0 ∀ d ∈ TX
(
x∗) (42)

Proof Suppose, by contradiction, that at x∗ there is a direction d ∈ TX (x∗)
such that

∇ f (x∗)T d < 0.

Then, there exists a sequence
{
dk
}
converging to d and a sequence {θk}

of positive scalars converging to zero with zk = x∗ + θkdk ∈ X for all k.
Therefore,

f (zk) = f (x∗ + θkd
k) = f (x∗) + ∇ f (x∗)T

(
zk − x∗)+ o

(∥∥∥zk − x∗
∥
∥∥
)

= f (x∗) + θk∇ f (x∗)T dk + o(θk).

But
lim
k

∇ f (x∗)T dk = ∇ f (x∗)T d < 0,

and hence
f (zk) − f (x∗) = θk∇ f (x∗)T dk + o(θk) < 0

for k sufficiently large. Therefore, for each neighborhood of x∗, there exists a
sufficiently large index k such that the point zk belongs to such neighborhood
and, hence, x∗ is not a local minimum.

In case that Constraint Qualification conditions are satisfied, the necessary
optimality conditions can be expressed in a more convenient way, in terms of
theKarush–Kuhn–Tucker conditions. This results utilizesMotzkin’s theorem
of the alternative, see [46, Chap. 2].
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Theorem 14 ([46, 7.3.7][49, Theorem 12.1]) Let x∗ be a local minimum for
the constrained optimization Problem (39) and assume that at x∗ some Con-
straint Qualification conditions are satisfied. Then there exists a Lagrange
multiplier vector λ∗ such that the following conditions, known as Karush–
Kuhn–Tucker (or KKT) conditions, hold:

∇x L(x∗, λ∗) = 0, (43a)

ci (x
∗) ≤ 0 ∀i = 1, . . . ,m, (43b)

ci (x
∗) = 0 ∀i = m + 1, . . . ,m + h, (43c)

λ∗
i ≥ 0 ∀i = 1, . . . ,m, (43d)

λ∗
i ci (x

∗) = 0 ∀i = 1, . . . ,m, (43e)

where L(., .) is the Lagrangian function (40).

Note that Condition 43a can be rewritten as

∇ f (x∗) +
m+h∑

i=1

λ∗
i ∇ci (x

∗) = 0.

Conditions (43e) are called complementarity conditions and they impose
that for all i = 1, . . . ,m either λ∗

i = 0 or ci (x∗) = 0 or both.
In order to derive second order necessary and sufficient conditions, we

need to introduce first the concept of critical cone.

Definition 20 Let x∗ be a local minimum for the constrained optimization
Problem (39) and suppose that the pair (x∗, λ∗) satisfies the Karush–Kuhn–
Tucker conditions (43) for some λ∗ ∈ IRm+h . The Critical Cone is defined
as:

C (x∗, λ∗) :=
{
d ∈ F (x∗) : ∇ci (x∗)T d = 0,

for all i = 1, . . . ,m, i ∈ A (x̄) with λ∗
i > 0

}
.

(44)

Equivalently, d ∈ C (x∗, λ∗) if only if

∇ci (x
∗)T d = 0 i = 1, . . . ,m, i ∈ A (x̄) with λ∗

i > 0 (45a)

∇ci (x
∗)T d ≤ 0 i = 1, . . . ,m, i ∈ A (x̄) with λ∗

i = 0 (45b)

∇ci (x
∗)T d = 0 i = m + 1, . . . ,m + h (45c)

Note that the Hessian of the Lagrangian function L (x, λ) is given by
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∇2
xx L (x, λ) = ∇2 f (x) +

m+h∑

i=1

λi∇2ci (x).

This Hessian is of fundamental importance in the second order necessary and
sufficient conditions.

Theorem 15 ([25, Theorem 9.3.1] [49, Theorem 12.5]) Let x∗ be a local
minimum for the constrained optimization Problem (39) and assume that
at x∗ some Constrained Qualification Conditions are satisfied. Then, there
exists a Lagrange multiplier vector λ∗ such that the Karush–Kuhn–Tucker
conditions (43) are satisfied and

dT∇2
xx L
(
x∗, λ∗) d ≥ 0, for all d ∈ C

(
x∗, λ∗) . (46)

Theorem 16 ([25, Theorem 9.3.2] [49, Theorem 12.6]) Let x∗ be a feasible
point for the constrained optimization Problem (39) and assume that there
exists a vector λ∗ such that the pait (x∗, λ∗) satifies the Karush–Kuhn–Tucker
conditions (43). Furthermore, suppose that

dT∇2
xx L
(
x∗, λ∗) d > 0, for all 0 �= d ∈ C

(
x∗, λ∗) . (47)

Then, x∗ is a strict local minimum of the constrained optimization Problem
(39)

As for the unconstrained case, also here there is a significative difference
between necessary and sufficient optimality conditions. In fact, for neces-
sary optimality condition the Hessian of the Lagrangian must be positive
semidefinite in the Critical Cone. Instead, for sufficient optimality condition,
the Hessian of the Lagrangian must be positive definite in the same Critical
Cone.

4.2 Duality in Constrained Optimization

The concept of duality is central in constrained optimization as well as in
other fields of Operations Research (e.g., in Linear programming) and, in
general, in mathematics. Let

f ∗ = inf
x∈X f (x). (48)

The dual function is given by
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q(λ) := inf
x

L(x, λ) (49)

where L(x, λ) is the Lagrangian function (40). Note that this dual function
is a concave function (i.e., −q(λ) is a convex function) and its domain D is
a convex set. The dual problem is defined as

max
λ

q(λ)

subject to λi ≥ 0, i = 1, . . . ,m.
(50)

Moreover, let
q∗ = sup

λ

q(λ)

λi ≥ 0, i = 1, . . . ,m.
. (51)

It is not difficult to show that (Weak Duality), if λ̄ ∈ IRm+h with λ̄i ≥ 0,
i = 1, . . . ,m (that is, λ̄ is dual feasible), and x̄ ∈ X (that is, x̄ is primal
feasible), then

q(λ̄) = inf
x

L(x, λ̄) ≤ L(x̄, λ̄) = f (x̄) +
m+h∑

i=1

λ̄i ci (x̄)

= f (x̄) +
m∑

i=1

λ̄i ci (x̄) ≤ f (x̄)

and hence

q∗ ≤ f ∗. (52)

A more convenient form for the dual problem can be derived for convex
problems. The theorem below shows the relationship between points sat-
isfying Karush–Kuhn–Tucker conditions and optimal solutions of the dual
problem. Moreover, it shows that in convex optimization there is no duality
gap.

Theorem 17 ([49, Theorem 12.12]) Let x∗ be an optimal solution of the con-
vex optimization problem (39) where f : IRn → IR and ci : IRn → IR, i =
1, . . . ,m are convex functions and ci : IRn → IR, i = m + 1, . . . ,m + h are
linear functions. Assume, further, that at x∗ some Constraint Qualification
conditions are satisfied. Then, there exists λ∗ such that the pair (x∗, λ∗) satis-
fies the Karush–Kuhn–Tucker conditions (43) and λ∗ solves the dual problem
(50), i.e.,
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q(λ∗) = max
λ

q(λ)

λi ≥ 0, i = 1, . . . ,m.
(53)

Moreover,
f ∗ = f (x∗) = L(x∗, λ∗) = q(λ∗) = q∗

In order to revert, at least partially, this condition, strict convexity is
required.

Theorem 18 ([49, Theorem 12.13]) Let x∗ be an optimal solution of the con-
vex optimization problem (39) where f : IRn → IR and ci : IRn → IR, i =
1, . . . ,m are convex functions and ci : IRn → IR, i = m + 1, . . . ,m + h are
linear functions. Assume, further, that at x∗ some Constraint Qualification
conditions are satisfied. Moreover, suppose that λ̄ is a solution of the dual
problem (50) and that the function L(x, λ̄) is strict convex in x and

L(x̄, λ̄) = inf
x

L(x, λ̄).

Then x∗ = x̄ and f (x∗) = L(x∗, λ̄).

The two theorems above are the basis for a different, more convenient,
form for the dual problem, known as Wolfe dual [61]:

max
x,λ

L(x, λ)

subject to ∇x L(x, λ) = 0
λi ≥ 0, i = 1, . . . ,m.

(54)

For this dual optimization problem it is possible to show that, if x∗ is
a local minimum at which Constraint Qualification conditions are satisfied,
there existsλ∗ ∈ IRm+h such that the pair (x∗, λ∗) satisfies theKarush–Kuhn–
Tucker conditions (43) and, furthermore, solves theWolfe dual problem (54).

4.3 Penalty and Augmented Lagrangian Methods

An important and well studied class of methods for solving nonlinear opti-
mization problems is based on the idea of replacing the original constrained
problem by a single or a sequence of unconstrained problems. For these prob-
lems the new objective function will contain terms penalizing the violation
of the original constraints.

An important issue, both from a theoretical and a practical point of view,
is to determine if the minimizer of the penalty function and the solution of
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the original optimization problem coincide. This property is called exactness
of the penalty function [20].

The simplest approach is to use a quadratic term to penalize the violation
of the constraints. For the constrained problem (39), the quadratic penalty
function is given by

ψ(x, μ) := f (x) + μ

[ m∑

i=1

max{0, ci (x)}2 +
m+h∑

i=m+1

ci (x)
2
]
, (55)

where μ > 0 is the penalty parameter. If the original functions f (x) and
ci (x), i = 1, . . . ,m + h are sufficiently smooth, the function ψ(x, μ) is
differentiable (and continuously differentiable, if m = 0, i.e., there are only
equality constraints) and, hence, standard algorithms for unconstrained min-
imization can be applied to calculate its minimizer.

However, when quadratic penalty terms are utilized, it is necessary to drive
the penalty term to +∞. A general scheme require to:

• choose a priori a sequence {μk} → +∞,
• for each value of μk , calculate xμk , a minimizer of ψ(x, μk).

The procedure terminates when the violation of the constraints at xμk is
sufficiently small.

For this simple scheme it is possible to show [25, Theorem 12.1.1] [49,
Theorem 17.1] that

1. {ψ(xμk , μk)} is non–decreasing,
2. { f (xμk )} is non–increasing,
3. the constraints violation is non–increasing,
4. every accumulation point x∗ of the sequence {xμk } is a solution of Problem

(39).

Another widely used penalty function is the 1–norm penalty function
defined as

φ(x, μ) := f (x) + μ

[ m∑

i=1

max{0, ci (x)} +
m+h∑

i=m+1

|ci (x)|
]
. (56)

This penalty function is exact in the sense that there exists a finite μ∗ > 0
such that for all values of μ ≥ μ∗, if x∗ is a strict local solution of the
nonlinear problem (39) at which first-order necessary optimality conditions
are satisfied, then x∗ is a local minimizer of φ(x, μ) [49, Theorem 17.3].
However, the 1–norm penalty function is non–smooth and, therefore, specific
algorithms must be utilized and convergence is in many cases quite slow.
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Continuously differentiable exact penalty functions can also be con-
structed [20] by using an Augmented Lagrangian function that includes addi-
tional terms penalizing the violation of the Karush–Kuhn–Tucker conditions.
Under specific assumptions, stationary point, local and global minimizers of
the Augmented Lagrangian function exactly correspond to Karush–Kuhn–
Tucker points, local and global solutions of the constrained problem [21].

4.4 Sequential Quadratic Programming

A very effective method for solving constrained optimization problems is
based on sequentially solving quadratic subproblems (Sequential Quadratic
Programming, SQP). The idea behind the SQP approach is to construct, at
each iteration, a quadratic approximation of Problem (39) around the current
point xk , and then use the minimizer of this subproblem as the new iterate
xk+1 [49, Chap. 18].

More specifically, at the current point xk we construct a quadratic approxi-
mation of the problemby a quadratic approximation for the objective function
using the Hessian of the Lagrangian function with respect to the x variables
and linear approximation of the constraints:

min
d

f (xk) + ∇ f (xk)
T
d + 1

2d
T∇2

xx L(xk, λk)d

∗subject to ∇ci (xk)
T
d + ci (xk) ≤ 0, i = 1, . . . ,m

∇ci (xk)
T
d + ci (xk) = 0, i = m + 1, . . . ,m + h.

(57)
Very fast and efficient algorithms exist for solving the above problem that

produce the vector dk , multipliers associated to the linearized constraints
λk+1, and an estimate of the active constraints.6 Then the newpoint is obtained
as xk+1 = xk + dk .

Under specific assumptions, it is possible to show that if x∗ is a local solu-
tion of Problem (39), if, at x∗ and some λ∗, Karush–Kuhn–Tucker conditions
are satisfied, and if (xk, λk is sufficiently close to (x∗, λ∗), then there is a local
solution of the subproblem (57) whose active set is the same as the active set
of the nonlinear optimization problem (39) at x∗ [55].

6 One of the most important technique for solving convex quadratic programming prob-
lems with equality and inequality constraints is based on Active Set strategy where, at
each iteration, some of the inequality constraints, and all the equality constraints, are
imposed as equalities (the “Working Set”) and a simpler quadratic problem with only
equality constraints is solved. Then the Working Set is update and a new iteration is
performed. For further details refer to [25, 10.3] and [49, 16.5].
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The correct identification of the active constraints when xk is sufficiently
close to x∗ is at the basis of the proof of local convergence for the SQP
method.

Acknowledgements The author wants to express his gratitude to prof. Nadaniela Egidi
for reading a first version of the manuscript and providing many useful suggestions.
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New Computational Tools
in Optimization



The Role of grossone in Nonlinear
Programming and Exact Penalty
Methods

Renato De Leone

Abstract Exact penalty methods form an important class of methods for
solving constrained optimization problems.Using penalty functions, the orig-
inal constrained optimization problem can be transformed in an “equivalent”
unconstrained problem. In this chapter we show how grossone can be uti-
lized in constructing exact differentiable penalty functions for the case of only
equality constraints, the general case of equality and inequality constraints,
and quadratic problems. These new penalty functions allow to recover the
solution of the unconstrained problem from the finite term (in its grossone
expansion) of the optimal solution of the unconstrained problem. Moreover,
Lagrangian duals associated to the constraints are also automatically obtained
from the infinitesimal terms. Finally a new algorithmic scheme is presented.

1 Introduction

Penalty methods represent an important class of methods for solving con-
strained optimization problems. These functions, in their simplest form, are
composed of two parts: the original objective function and a penalty func-
tion, usually multiplied by a positive scalar called penalty parameter, which
penalize the violation of the constraints. Using penalty functions, the origi-
nal constrained optimization problem can be transformed in an “equivalent”
unconstrained problem. Two major issues must be taken into account when
constructing such penalty functions: exactness and differentiability. Roughly
speaking, exactness requires that the global or local solution of the uncon-
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strained problem or a stationary point of it, must correspond to a global or
local minimum of the constrained problem or to a point satisfying Karush–
Kuhn–Tucker conditions. Using the Euclidean norm, it is quite simple to
construct continuously differentiable, or at least differentiable penalty func-
tions, as long as the functions in the original problem are sufficiently smooth.
However, in these cases the penalty parameter must be driven to +∞, thus
generating numerical instability. Using the 1–norm, instead, it is possible to
construct penalty functions that are exact, that is they do not require that the
penalty parameter goes to +∞. The difficulty in this case arises from the
non–differentiability of the function.

Recently, Sergeyev introduced a new approach to infinite and infinitesi-
mals. The proposed numeral system is based on ①, the number of elements
of IN, the set of natural numbers. We refer the reader to Chap.1 for insights
on the arithmetic of infinity and the properties of ①. Here we want to stress
that ① is not a symbol and is not used to make symbolic calculation. In
fact, the new numeral ① is a natural number, and it has both cardinal and
ordinal properties, exactly as the “standard”, finite natural numbers. More-
over, the new proposed approach is far apart from non–Standard Analysis, as
clearly shown in [30]. A comprehensive description of the grossone–based
methodology can also be found in [29].

In this chapter we discuss the use of ① in constructing exact differentiable
penalty functions for the case of only equality constraints, the general cases of
equality and inequality constraints, and quadratic problems. Using this novel
penalty function, it is possible to recover the solution of the unconstrained
problem from the finite term (in its① expansion) of the optimal solution of the
unconstrained problem. Moreover, Lagrangian duals are also automatically
and at no additional cost obtained just considering the ①−1 grossdigits in
their expansion in term ①.

While this chapter only concentrates the attention on the use of① to define
novel exact penalty functions for constrained optimization problems, it must
be noted that the use of ① has been beneficial in many other areas in opti-
mization. Already in [8], the authors demonstrated how the classical simplex
method for linear programming can be modified, using ① to overcome the
difficulties due to degenerate steps. Along this line of research, more recently
in [4], the authors proposed the Infinitely-Big-M method, a re–visitation of
the Big–M method for the Infinity Computer. Various different optimization
problems have been successfully tackled using this new methodology: mul-
tiobjective optimization problems [3, 5, 6, 21], the use of negative curvature
directions in large-scale unconstrained optimization [11, 12], variable met-
ric methods in nonsmooth optimization [16]. Recently, this computational
methodology has also been also utilized in the field of Machine Learning

http://dx.doi.org/10.1007/978-3-030-93642-6_1
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allowing to construct new spherical separations for classification problems
[2], and novel sparse Support Vector Machines [10]. Furthermore, the use
of ① has given rise to a variety of applications in several fields of pure and
applied mathematics, providing new and alternative approaches. Here we
only mention numerical differentiation [26], ODE [1, 20, 31], hyperbolic
geometry [23], infinite series and the Riemann zeta function [25, 27], biol-
ogy [28], and cellular automata [7].

We briefly describe our notation now. All vectors are column vectors and
will be indicated with lower case Latin letter (x , y, . . .). Subscripts indicate
components of a vector, while superscripts are used to identify different vec-
tors. Matrices will be indicated with upper case roman letter (A, B, . . .). The
set of real numbers and the set of nonnegative real numbers will be denoted
by IR and IR+ respectively. The space of the n–dimensional vectors with real
components will be indicated by IRn . Superscript T indicates transpose. The
scalar product of two vectors x and y in IRn will be denoted by xT y. The
norm of a vector x will be indicated by ‖x‖. The space of them × n matrices
with real components will be indicated by IRm×n . Let f : S ⊆ IRn → IR, the
gradient ∇ f (x) of f : IRn → IR at a point x ∈ IRn is a column vector with
[∇ f (x)] j = ∂ f (x)

∂x j
.

For what is necessary in this chapter, in this new positional numeral system
with base ① a value C is expressed as

C = C (1)① + C (0) + C (−1)①−1C (−2)①−2 + · · ·
Here and throughout the symbols := and =: denote definition of the term on
the left and the right sides of each symbol, respectively.

2 Exact Penalty Methods

In this section we will utilize the novel approach to infinite and infinitesimal
numbers proposed by Sergeyev1 to construct exact differentiable penalty
functions for nonlinear optimization problems.

Consider the constrained optimization problem

1We refer the reader to Chap.1 for an in–depth description of this new applied approach
to infinite and infinitesimal quantities and the arithmetics of infinity.

http://dx.doi.org/10.1007/978-3-030-93642-6_1
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min
x

f (x)

subject to
ci (x) ≤ 0 i = 1, . . . ,m
ci (x) = 0 i = m + 1, . . . ,m + h

(1)

where f : IRn → IR is the objective function and ci : IRn → IR, i = 1, . . . ,m + h
are the constraints defining the feasible region X

X := {
x ∈ IRn : ci (x) ≤ 0, i = 1, . . . ,m and ci (x) = 0, i = m + 1, . . . ,m + h

}
.

For simplicity, we will assume that all the functions are at least twice con-
tinuously differentiable.

Let x̄ be a feasible point for the above problem. The set of active constraints
at x̄ is defined as

A (x̄) :=
{
i : 1 ≤ i ≤ m, ci (x̄) = 0

}
∪

{
m + 1, . . . ,m + h

}
.

In nonlinear optimization a key role is played by the Constraint Qualifi-
cation conditions that ensure that the tangent cone and the cone of linearized
feasible directions coincide and allow to express necessary and sufficient
optimality conditions in terms of the well known Karush–Kuhn–Tucker con-
ditions.2 For reader’s easiness we recall here the fundamental Linear Inde-
pendence Constraint Qualification that will be heavily utilized in this form
or in a modified form in this chapter.

Definition 1 Linear independence constraint qualification (LICQ) condition
is said to hold true at x̄ ∈ X if the gradients of the active constraints at x̄ are
linearly independent.

Note that weaker Constraint Qualification conditions can be imposed [32].
In [34] various Constraint Qualification conditions are stated and categorized
into four levels by their relative strengths from weakest (less stringent) to
strongest (more stringent, but easier to check).

The Lagrangian function associated to Problem (1) is given by

L(x, λ) := f (x) +
m+h∑

i=1

λi ci (x). (2)

Necessary and sufficient optimality conditions can be written in terms of
the Lagrangian function. If x∗ ∈ X is a local minimum of Problem (1) at
which LICQ condition holds true, then, there exist a vector λ∗ such that the
pair (x∗, λ∗) is a Karush–Kuhn–Tucker point.

2 For further details we refer the reader to Chap.2 and references therein.

http://dx.doi.org/10.1007/978-3-030-93642-6_2
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Different algorithms have been proposed in literature for finding a local
minimum of Problem (1). Among the most effective methods, penalty meth-
ods play a crucial role, obtaining the solution of the constrained problem by
solving a single or a sequence of unconstrained optimization problems.

Let δ : IRn → IR+ be a function, when possible continuously differentiable,
such that

δ(x)

{= 0 if x ∈ X
> 0 otherwise.

Then the constrained optimization problem (1) can be replaced by the
following unconstrained problem

min
x

ψ(x, μ). (3)

where
ψ(x, μ) := f (x) + μδ(x), (4)

andμ is a positive real number.Different choices for the function δ(x) conduct
to different penalty methods. A convenient, highly utilized, choice is

δ(x) = 1

2

m∑

i=1

max
{
ci (x), 0

}2 + 1

2

m+h∑

i=m+1

(ci (x))
2 (5)

which is differentiable but not twice differentiable. Therefore, this choice for
δ(x) does not allow to utilize some of the most effective algorithms available
for unconstrained optimization.

One key issue in exterior penalty methods is exactness. Roughly speaking,
the penalty function is exact if, for somefinite value of the parameterμ, a local
(global) minimum of it corresponds to a local (global) minimum point of the
constrainedproblem.Asnoted in [14] this characterization is satisfactory only
when both the constrained problemand the penalty function are convex,while
in the non–convex case a more precise definition of exactness is necessary
[13, 14].

Unfortunately, for the penalty function (5) this exactness property does not
hold, not even in the case of only equality constraints, that is whenm = 0. In
[15, p. 279] a simple 1–dimensional counter-example is reported, showing
that the solution of the constraint problem is only obtained when μ → +∞.
Exact penalty functions can be constructed using 1-norm instead of the 2-
norm utilized in (5) to penalize the violation of the constraints. However, in
these cases the resulting function is nondifferentiable, and ad-hoc methods
must be utilized for which convergence is often quite slow. Furthermore,
exact differentiable penalty functions can be constructed [13] by introducing
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Algorithm 1: Generic Sequential Minimization Algorithm

1 Choose x0 ∈ IRn . Let {μk} be a monotonically increasing sequence of positive real
values, Set k = 0, xμ0 = x0;

2 while δ(xμk ) > ε do
3 Set k = k + 1;
4 Compute xμk an optimal solution of the unconstrained differentiable problem

min
x

ψ(x, μk).

5 end

in the objective function additional terms related to first order optimality
conditions, thus making the objective function more complicate to manage.

Sequential penalty methods require to solve a sequence of minimization
problems with increasing values of the parameter μ as shown in Algorithm
1.

In the algorithm above, the point xμk obtained at iteration k can be used as
starting point for the minimization problem at iteration k + 1. Note that Step
4 cannot be, in general, completed in a finite number of steps and, hence, the
algorithm must be modified requiring to calculate, at each iteration, only an
approximation of the optimal solution.

In [8] a novel exact differentiable penalty method is introduced using
the numeral grossone. In the next three sections, the equality constraints,
the general equality and inequality constraints and quadratics case will be
discussed. Finally, a simple new non–monotone algorithmic scheme is also
proposed for the solution of penalty functions based on ①.

3 Equality Constraints Case

Consider the constrained optimization problemwith only equality constraints
(that is m = 0):

min
x

f (x)

subject to ci (x) = 0 i = 1, . . . , h.
(6)

Let

δ(x) = 1

2

h∑

i=1

(ci (x))
2
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and let ψ(x, μ) be given by (4). In this case, it is possible to show [15,
Theorem 12.1.1] that for the sequence constructed by Algorithm 1

1. {ψ(xμk , μk)} is monotonically non–decreasing,
2. {δ(xμk )} is monotonically non–increasing,
3. { f (xμk )} is monotonically non–decreasing.

Moreover, lim
k

ci (x
μk ) = 0, i = 1, . . . , h and each accumulation point x∗

of the sequence {xμk }k solves Problem (6).
For the equality constrained case, the penalty function proposed in [8] is

defined as follows:

min
x

ψ(x) := f (x) + ①

2

h∑

i=1

(ci (x))
2 . (7)

Under the hypothesis that any generic point x , the function value f (x),
and the generic constraint ci (x) as well as the gradient ∇ f (x) and ∇ci (x)
have a finite part (i.e., grossdigits corresponding to grosspower 0) and only
infinitesimal terms, it is possible to show that [8, Theorem 3.3] if x∗ is a sta-
tionary point for (7) then

(
x∗(0), λ∗) is a KKT point for (6), where x∗(0) is the

finite term in the representation of x∗, and for i = 1, . . . , h,λ∗
i = c(−1)

i (x∗(0))

where c(−1)
i (x∗) is the grossdigit corresponding to the grosspower -1 in the

representation of ci (x∗).
The above result strongly relies on the fact that at x∗ the LICQ condition

is satisfied. The proof is based on the observation that grossdigits “do not
mix”, that is, they are kept well separated in the computations. Therefore,
setting to 0 a grossnumber is equivalent to set to zero all grossdigits in its
representation.

The fundamental aspect of this result is that, by solving the unconstrained
optimization problem (where the objective function is twice continuously
differentiable), an optimal solution of the constrained problem is obtained.
Moreover, the multipliers associated to the equality constraints are automat-
ically recovered at no additional cost, just from the representation of ci (x∗)
in terms of powers of ①.

In [9] two simple examples are discussed, showing the importance of
constraint qualification conditions.Here,we propose a novel example, similar
in spirit to the first example discussed in [9]. The problem is originally studied
in [15, pp. 279–280] to show the effectiveness and weakness of sequential
penalty method.

Consider the problem



84 R. De Leone

Fig. 1 Feasible region
and optimal solution for
Problem (8)

min
x

−x1 − x2

subject to x21 + x22 − 1 = 0.
(8)

The feasible region and the optimal solution for this problem is shown in
Fig. 1.

The Lagrangian function is given by

L(x, λ) = −x1 − x2 + λ
(
x21 + x22 − 1

)

and the optimal solution is x∗ =
⎡

⎢
⎣

1√
2
1√
2

⎤

⎥
⎦. Moreover, it is not difficult to show

that the pair

(
x∗, λ∗ = 1√

2

)
satisfies the KKT conditions.

In Fig. 2 the contour plots for the function ψ(x, μ) for different values of
μ are shown.

The penalty function we construct is:

ψ (x, ①) := −x1 − x2 + ①

2

(
x21 + x22 − 1

)2
. (9)

The First–Order Optimality Conditions ∇ψ (x, ①) = 0 are:
⎧
⎨

⎩

−1 + 2①x1
(
x21 + x22 − 1

) = 0,

−1 + 2①x2
(
x21 + x22 − 1

) = 0.
(10)

By symmetry,

x∗
1 = x∗

2 = R = R(0) + ①−1R(−1) + ①−2R(−2) + . . .
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Fig. 2 Contour plots of ψ(x, μ) for μ = 0.1, 1, 5, 20

and from (10) we have that

− 1 + 4①R

[
R2 − 1

2

]
= 0. (11)

From (11), by equating the term of order ① to 0, we obtain:

4R(0)
[(

R(0)
)2 − 1

2

]
= 0

fromwhich either R(0) = 1√
2
or R(0) = − 1√

2
or R(0) = 0. The first choice for

R(0) corresponds to a minimum of the unconstrained problem (and also for
the constrained problem (8)), while the second corresponds to a maximum.
Finally, the third choice of R(0) corresponds to a spurious solution whose

presence is due to the fact that, for this point x̂ =
[
0
0

]
, LICQ are not satisfied.

In fact ∇h(x̂) =
[
0
0

]
. Fixing now R(0) = 1√

2
, and equating to 0 the finite

terms in (11), i.e., the term corresponding to ①0, we obtain:
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−1 + 4
1√
2
2

1√
2
R(−1) = 0,

from which R(−1) = 1
4 and hence

x∗
1 = x∗

2 = R = 1√
2

+ 1

4
①−1 + · · ·

where all remaining terms are infinitesimal of higher order.
Moreover,

(
x∗
1

)2 + (
x∗
2

)2 − 1 = 2R2 − 1 = 2

[
1

2
+ 2

4
√
2

①−1 + 1

16
①−2 + · · ·

]
− 1

= 1√
2

①−1 + · · ·

where again we neglect infinitesimal of higher order than ①−1.
As expected from the theory, the ①−1 terms in the representation of the

(unique) constraint provides automatically, and at no additional costs, the
value of the Lagrangian multiplier.

Here we want to stress the importance of Constraint Qualification condi-
tions that, when not satisfied, could bring to spurious results, as shown by
this example.

This situation is even better clarified in the second example from [9]:

min
x

x1 + x2

subject to
(
x21 + x22 − 2

)2 = 0.
(12)

Here the objective function and the feasible region are the same as in the

first example in [9] and the optimal solution is x∗ =
[−1

−1

]
with Lagrangian

multiplier λ∗ = 1
2 . However, in this case

∇c1(x) =
⎡

⎣
2x1

(
x21 + x22 − 2

)

2x1
(
x21 + x22 − 2

)

⎤

⎦

which, calculated at the optimal solution, gives:

∇c1

([−1
−1

])
=

[
0
0

]
.
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Therefore, the LICQ condition is not satisfied and the Karush–Kuhn–Tucker
conditions ⎧

⎨

⎩

1 − 4λx1
(
x21 + x22 − 2

) = 0
1 − 4λx2

(
x21 + x22 − 2

) = 0
(
x21 + x22 − 2

)2 = 0
(13)

have no solution. In this case (see [9]) the optimal solution x∗ =
[
c − 1
−1

]
of

Problem (12) cannot be recovered from the exact penalty function

ψ(x, ①) = x1 + x2 + ①

2

(
x21 + x22 − 2

)4

using first order optimality conditions.

4 Equality and Inequality Constraints Case

Consider now the more general nonlinear optimization problem (1) that
includes equality and inequality constraints. In this case, the exact penalty
function proposed in [8] is given by

ψ(x, ①) = f (x) + ①

2

m∑

i=1

max{0, ci (x)}2 + ①

2

m+h∑

i=m+1

ci (x)
2. (14)

In order to derive the correspondence between stationary points of (14)
and KKT points for Problem (1) a Modified LICQ condition is introduced in
[8].

Definition 2 Let x̄ ∈ IRn . The Modified LICQ (MLICQ) condition is said to
hold true at x̄ if the vectors
{
∇ci (x̄), i : 1 ≤ i ≤ m and ci (x̄) ≥ 0

}
∪

{
∇ci (x̄), i = m + 1, . . . ,m + h

}

are linearly independent.

If the above conditions are satisfied, and x∗ is a stationary point for the
unconstrained problem

min
x

ψ(x, ①)

then, it possible, again, to show [8, Theorem 3.4] that the pair
(
x∗(0), λ∗) is a

KKT point for Problem (1), where x∗(0) is the finite term in the representation
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of x∗, and for i = 1, . . . ,m + h, λ∗
i = c(−1)

i (x∗(0)) where c(−1)
i (x∗) is the

grossdigit corresponding to the grosspower -1 in the representation of ci (x∗).

5 Quadratic Case

In this section we apply the new exact penalty function to the quadratic
problem

min
x

1
2 x

T Mx + qT x

subject to Ax = b
x ≥ 0

(15)

where M ∈ IRn×n is positive definite, A ∈ IRm×n with rank(A) = m, q ∈ IRn ,
and b ∈ IRm . We assume that the feasible region is not empty.

For this linearly constrained problem, Constraint Qualification conditions
are always satisfied and the Karush–Kuhn–Tucker conditions [22] are:

Mx + q − AT u − v = 0,
Ax − b = 0,

x ≥ 0,
v ≥ 0,

xT v = 0.

(16)

For this quadratic problem, the new exact penalty function using① is given
by:

ψ(x, ①) := 1

2
xT Mx + qT x + ①

2
‖Ax − b‖22 + ①

2
‖max{0, −x}‖22 (17)

and the corresponding unconstrained problem is:

min
x

ψ(x, ①). (18)

The first order optimality conditions can be written as follows

0 = ∇ψ(x, ①) = Mx + q + ①AT (Ax − b) − ①max{0, −x}. (19)

Lemma 1 in [9] shows that the function

δ(x) = 1

2
‖Ax − b‖22 + 1

2
‖max{0, −x}‖22
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is convex, and ∇δ(x) = 0 if and only if Ax = b and x ≥ 0.
Based on this lemma it is possible to show that, if x∗ is a stationary point

for the unconstrained problem (18), then
(
x∗(0), π∗, μ∗) is a Karush–Kuhn–

Tucker points for Problem (15), where again x∗(0) is the finite term in the
representation of x∗, and, taking into account the linearity of the original
constraints,

• π∗ = Ax∗(−1) + b(−1), where x∗(−1) (resp. b(−1)) is the grossdigit corre-
sponding to the grossterm ①−1 in the representation of x∗ (resp. b), and

• μ∗
j = max{0, −x∗(−1)}.

Once again, the proof is based on the fact that during the computation
grossdigits do not mix. Then, the results follow from (19)

• by setting first to 0 the terms with grosspower ①, in this way the feasibility
of x∗(0) is provided (second and third Karush–Kuhn–Tucker conditions in
(16)),

• equating to zero the finite terms (that is the terms with grosspower ①0)
thus obtaining the first, fourth and last Karush–Kuhn–Tucker conditions in
(16).

6 A General Scheme for the New Exact Penalty
Function

In the previous sections, we have shown how the solution of the constrained
minimization problem (1) can be obtained by solving an unconstrained min-
imization problem that uses ①. Then, any standard optimization algorithm
can be utilized to obtain a stationary point for these problems from which
the solution of the constrained problems as well the multipliers can be easily
obtained.

In this section a simple novel general algorithmic scheme is proposed to
solve the unconstrained minimization problem arising from penalizing the
constraints using ①, as constructed in the previous sections. The algorithms
belongs to the class of non–monotone descend algorithms [17–19, 33, 35],
and does not require that the new calculated points be necessary better than
the current one. This property is necessary since for a descent algorithm,
when applied to determine the minimum of ψ(x, ①), once a feasible point is
obtained, then all remaining points generated by the algorithm should remain
feasible. This, in general, could be quite complicate to ensure in practice.

For simplicity, consider the generic minimization problem:
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min
x

f (x)

where f is continuously differentiable and

f (x) = ① f (1)(x) + f (0)(x) + ①−1 f (−1)(x) + . . . (20)

∇ f (x) = ①∇ f (1)(x) + ∇ f (0)(x) + ①−1∇ f (−1)(x) + . . . (21)

The proposed algorithm utilizes (as customary in non–monotone algo-
rithms) two sequences {tk}k and {lk}k of positive integers such that

t0 = 0, tk+1 ≤ max {tk + 1, T } ,

l0 = 0, lk+1 ≤ max {lk + 1, L} ,

where T and L are two fixed positive integers.
At the generic iteration k, having xk , it is necessary first to verify if the

stopping criterion

∇ f (1)(xk) = 0 and∇ f (0)(xk) = 0

is satisfied. Otherwise, the next iterate xk+1 is calculated in the following
way:

• if ∇ f (1)(xk) 
= 0, choose xk+1 such that

f (1)(xk+1) ≤ f (1)(xk) + σ
(∥∥∥∇ f (1)(xk)

∥∥∥
)

,

and
f (0)(xk+1) ≤ max

0≤ j≤lk
f (0)(xk− j ) + σ

(∥∥∥∇ f (0)(xk)
∥∥∥
)

;

• If ∇ f (1)(xk) = 0, choose xk+1 such that

f (0)(xk+1) ≤ f (0)(xk) + σ
(∥∥∥∇ f (0)(xk)

∥∥∥
)

,

f (1)(xk+1) ≤ max
0≤ j≤tk

f (1)(xk− j )

where σ(.) is a forcing function [24].
In other words, when ∇ f (1)(xk) 
= 0 the infinite term cannot grow more

than a quantity that depends on the norm of ∇ f (1)(xk). For the finite term,
instead, the new value f (0)(xk+1) cannot be bigger than the worst value of
f (0)(xk− j ) at lk previous steps plus a quantity that depends on the norm of
∇ f (0)(xk).
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Instead, when∇ f (1)(xk) = 0, the finite term f (0)(xk+1) cannot grow big-
ger than a quantity that depends on the norm of ∇ f (0)(xk), and the infi-
nite term f (1)(xk+1) must be better than the worst of the previous tk values
f (1)(xk− j ).
In order to demonstrate convergence of the above scheme, we need to

consider two different cases.

Case 1: there exists k̄ such that ∇ f (1)(xk) = 0, for all k ≥ k̄. Then

f (1)(xk+1) ≤ max
0≤ j≤tk

f (1)(xk− j ), k ≥ k̄.

Therefore, in this case:

max
0≤i≤T

f (1)(xk̄+T j+i ) ≤ max
0≤i≤T

f (1)(xk̄+T ( j−1)+i )

and the sequence

{
max
0≤i≤T

f (1)(xk̄+T j+i )

}

j
is monotonically decreasing.

Moreover,

f (0)(xk+1) ≤ f (0)(xk) + σ
(∥∥∥∇ f (0)(xk)

∥∥∥
)

, k ≥ k̄.

Assuming that the level sets for f (1)(x0) and f (0)(x0) are compact sets,

the sequence

{
max
0≤i≤T

f (1)(xk̄+T j+i )

}

j
has at least one accumulation point

x∗ and any accumulation point (according to the second condition) satisfies
∇ f (0)(x∗) = 0 in addition to ∇ f (1)(x∗) = 0.
Case 2: there exists a subsequence jk such that ∇ f (1)(x jk ) 
= 0.
In this case we have that

f (1)(x jk+1) ≤ f (1)(x jk ) + σ
(∥∥∥∇ f (1)(x jk )

∥∥∥
)

.

Again, taking into account that it is possible that for some index i bigger
than jk , ∇ f (1)(xi ) = 0

max
0≤i≤M

f (1)(x jk+T j+i ) ≤ max
0≤i≤M

f (1)(x jk+T ( j−1)+i ) + σ
(∥∥∥∇ f (1)(x jk )

∥∥∥
)

and hence, assuming again that the level sets for f (1)(x0) and f (0)(x0) are
compact sets, we have that ∇ f (1)(x jk ) goes to 0.
Moreover,
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max
0≤i≤L

f (0)(x jk+L j+i ) ≤ max
0≤i≤L

f (0)(x jk+L( j−1)+i ) + σ
(∥∥∥∇ f (0)(x jk )

∥∥∥
)

and hence also ∇ f (0)(x jk ) goes to 0.

7 Conclusions

Penalty methods are an important and widely studied class of algorithms in
nonlinear optimization. Using penalty functions the solution of the original
constrained optimization problem could be obtained by solving an uncon-
strained problem. The main issues with this class of methods are exactness
and differentiability. In this chapter we presented some recent development
on penalty functions based on the use of ①. The solution of the proposed
unconstrained problem provides not only the solution of the original prob-
lem but also the Lagrangian dual variables associated to the constraints at no
additional cost, from the expansion of the constraints in terms of ①. Some
simple examples are also reported, showing the effectiveness of the method.
Finally a general non–monotone scheme is presented for the minimization
of functions that include ① grossterms.
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Krylov-Subspace Methods for
Quadratic Hypersurfaces: A
Grossone–based Perspective

Giovanni Fasano

Abstract We study the role of the recently introduced infinite number
grossone, to deal with two renowned Krylov-subspace methods for symmet-
ric (possibly indefinite) linear systems.We preliminarily explore the relation-
ship between the Conjugate Gradient (CG) method and the Lanczos process,
along with their specific role of yielding tridiagonal matrices which retain
large information on the original linear systemmatrix. Then, we show that on
one hand there is not immediate evidence of an advantage from embedding
grossone within the Lanczos process. On the other hand, coupling the CG
with grossone shows clear theoretical improvements. Furthermore, refor-
mulating the CG iteration through a grossone-based framework allows to
encompass also a certain number of Krylov-subspace methods relying on
conjugacy among vectors. The last generalization remarkably justifies the
use of a grossone-based reformulation of the CG to solve also indefinite
linear systems. Finally, pairing the CG with the algebra of grossone easily
provides relevant geometric properties of quadratic hypersurfaces.

1 Introduction

We consider the iterative solution of indefinite linear systems by Krylov-
subspace methods. After a preliminary analysis, where a couple of renowned
methods are briefly detailed and compared, we directly focus on those algo-
rithms based on the generation of conjugate vectors, and we disregard those
methods which rely on generating Lanczos vectors.
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More specifically, we analyze the behaviour of the Conjugate Gradient
(CG)method in case of degeneracy, since it yields relevant implicationswhen
solving symmetric linear systems within Nonconvex Optimization problems.
In this regard, the current literature on Krylov-subspace methods (see e.g.
[27]) reports plenty of applications in nonlinear programming, where the CG
is used and it can possibly prematurely halt on the solution of indefinite linear
systems (e.g. Newton’s equation for nonconvex problems).

We recall that the CG iteratively computes the sequence {xk}, where xk
approximates at step k the solution of the symmetric linear system Ax = b,
being A ∈ Rn×n . The stopping rule of the CG is based on a Ritz-Galerkin
condition, i.e. the norm of the current residual rk = b − Axk is checked, in
order to evaluate the quality of the current approximate solution xk . Unex-
pectedly, the unfortunate choice of the initial iterate x1 may cause a premature
undesired stop of theCGon specific indefinite linear systems.Aswell known,
the last drawback may have a direct dramatic impact on optimization frame-
works: a so called gradient-related direction cannot be computed and possibly
inefficient arrangements need to be considered. When a premature stop of
the CG occurs it corresponds to an unexpected numerical failure: namely a
division by a small quantity is involved. This situation is usually addressed
in the literature as a pivot breakdown, and corresponds to the fact that the
steplength along the current search direction selected by the CG tends to
be unbounded. As a consequence, the CG stops beforehand and the current
iterate xk may be far from a solution of the linear system (i.e. the quantity
‖rk‖ might be significantly nonzero).

This paper specifically addresses the pivot breakdown of the CG, from
a perspective suggested by the recent introduction of the numeral grossone
[37]. We urge to remark that a comprehensive description of the grossone-
based methodology can be found in [42], and it should be stressed that it is
not formally related to non-standard analysis (see [43]).
Our perspective is definitely unusual for the CG, since the literature of the
last decades has mainly focused on its performance and stability, rather than
on the way to recover its iteration in the indefinite case. Nevertheless, we are
convinced that a proper investigation of the ultimate reasons of CG degener-
acy might pursue a couple of essential tasks:

• to recover the degeneracy and provide gradient-related directions within
optimization frameworks;

• to generate negative curvature directions, that allow convergence of opti-
mizationmethods to solutions satisfying second order necessary optimality
conditions.

As regards the organization of the paper, in Sect. 2 we detail similarities
and dissimilarities of two well known Krylov-subspace methods: namely
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the CG and the Lanczos process. In Sect. 3 we describe one of the main
conclusions in the current paper, i.e. the use of grossone with the CG can
help overcoming problems of degeneracy in the indefinite case. Section 4
contains details on the second relevant contribution of this paper, namely the
use of grossone for the iterative computation of negative curvature directions
in large scale (unconstrained) optimization frameworks, where the objective
function is twice continuously differentiable. Finally, a section of conclusions
will complete the paper.

As regards the symbols adopted in the paper, we useRp to represent the set
of the real p-vectors, while for the sake of simplicity ‖x‖ is used to indicate
theEuclidean normof the vector x , in place of‖x‖2.Given then-real vectors x
and y, with xT y we indicate their standard inner product in Rn . The symbol
f ∈ C�(A) indicates that the function f is � times continuously differen-
tiable on the set A. The symbol B � 0 (respectively B � 0) indicates that
the square matrix B is positive definite (respectively semidefinite). Finally,
λM(A) (respectively λm(A)) represents the largest (respectively smallest)
eigenvalue of the square matrix A.

2 The CG Method and the Lanczos Process for Matrix
Tridiagonalization

Let us consider the solution of the symmetric linear system

Ax = b, A ∈ Rn×n, (1)

where the matrix A is possibly indefinite and nonsingular. As long as A in (1)
is positive definite, the CG method [26] iteratively provides a tridiagonaliza-
tion of it (see also [22]). A general description of the CG method for solving
(1) is reported in Table 1 [25], where rk+1 = b − Axk+1 and the sequences
{ri } and {pi } are such that after k + 1 iterations:

rTi r j = 0, i �= j ≤ k + 1, (orthogonality among {ri }),
rTi p j = 0, j < i ≤ k + 1,
pTi Ap j = 0, i �= j ≤ k + 1, (conjugacy among {pi }).

Assume that after m steps the CG stops and rm+1 = 0 (i.e. a solution to the
linear system (1) is found), then setting
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Table 1 The CG method for solving (1) when A � 0

Rm =
(

r1
‖r1‖ · · · rm

‖rm‖
)

∈ Rn×m, (2)

Pm =
(

p1
‖r1‖ · · · pm

‖rm‖
)

∈ Rn×m, (3)

along with

Lm =

⎛
⎜⎜⎜⎝

1 0

−√
β1

. . .

. . .
. . .

0 −√
βm−1 1

⎞
⎟⎟⎟⎠ ∈ Rm×m, (4)

and

Dm =

⎛
⎜⎜⎜⎜⎝

1
θ1

0
. . .

. . .

0 1
θm

⎞
⎟⎟⎟⎟⎠ ∈ Rm×m, (5)

after an easy computation we have from (2)–(5)

PmL
T
m = Rm, (6)

APm = RmLmDm, (7)

APmL
T
m = RmLmDmL

T
m =⇒ ARm = RmT

CG
m , (8)

being TCG
m = LmDmLT

m ∈ Rm×m the symmetric tridiagonal matrix
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TCG
m =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
θ1

−
√

β1
θ1

0

−
√

β1
θ1

(
1
θ2

+ β1
θ1

)
. . .

. . .
. . .

. . .

. . .
(

1
θm−1

+ βm−2
θm−2

)
−

√
βm−1

θm−1

0 −
√

βm−1
θm−1

(
1
θm

+ βm−1
θm−1

)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ Rm×m .

(9)

Remark 1 Relation (8) underlies a three-term recurrence among the resid-
uals {ri }, being

A
ri

‖ri‖ ∈ span{ri−1, ri , ri+1}, i ∈ {1, . . . ,m}. (10)

2.1 Basics on the Lanczos Process

Similarly to the previous section, let us now consider the Lanczos process
which is reported in Table 2. Unlike the CGmethod, it was initially conceived
to iteratively solve a symmetric eigenvalue problem in the indefinite case [29],
so that after m steps it allows to reduce (8) into relation

AQm = QmT
L
m , (11)

where A is the matrix in (1), Qm = (q1 · · · qm) and T L
m is again a tridiagonal

matrix, such that (Sturm sequence of tridiagonal matrices)

λm (A) ≤ λm

(
T L
m

)
≤ λm

(
T L
m−1

)
≤ · · · ≤ λM

(
T L
m−1

)
≤ λM

(
T L
m

)
≤ λM (A) .

Moreover, coupling the Lanczos process with a suitable factorization of the
matrix T L

m , the iterative solution of (1) can be pursued.
Indeed, given a symmetric indefinitematrix A, afterm ≥ 1 steps the Lanc-

zos process similarly to (2) generates the directions (the Lanczos vectors)
q1, . . . , qm satisfying the orthogonality properties

qTi q j = 0, i �= j ≤ m.

In particular at step k ≤ m of the iterative procedure, the basis {q1, . . . , qk} for
the Krylov subspaceKk(q1, A)

.= span{q1, Aq1, . . . , Ak−1q1} is generated.
Then, as for the CG, the Lanczos process provides a basis ofKk(q1, A)which
is used to solve the problem
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Table 2 The Lanczos process for the tridiagonalization of (1), when A is possibly indef-
inite

min
x∈Kk(q1,A)

‖Ax − b‖.

Hence, since

dim [K1(q1, A)] < dim [K2(q1, A)] < · · · ,

in at most n iterations of the CG or the Lanczos process a sufficient informa-
tion is available to compute the solution of (1).

Similarly to the CG (see (8)), in case at step m of the Lanczos process we
have qm+1 = 0 (i.e. Km(q1, A) ≡ Km+1(q1, A)), then relation (11) holds,
where T L

m ∈ Rm×m is the tridiagonal matrix

T L
m =

⎛
⎜⎜⎜⎝

α1 δ1 0

δ1
. . .

. . .

. . .
. . . δm−1

0 δm−1 αm

⎞
⎟⎟⎟⎠ ,

and a conclusion similar to (10) holds, replacing Rm by Qm and TCG
m by T L

m .
Moreover, at step k ≥ 1 of the Lanczos process we also have

T L
k = QT

k AQk,

so that in case the Lanczos process performs n steps, the square matrix Qn
turns to be orthogonal and its columns span Rn .

On the other hand, since A is nonsingular the problem (1) is equivalent to
compute the stationary point of the quadratic functional
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q(x) = 1

2
xT Ax − bT x, (12)

and the Lanczos method can be a natural candidate for its solution, too.
Indeed, if the Lanczos process stops at step m (i.e. δm = 0), then replacing
x = Qmz, with z ∈ Rm , into (12) and recalling that q1 = b/‖b‖, we obtain:

∇q(z) = QT
m AQmz − QT

mb = T L
m z − ‖b‖e1.

Hence, if the solution z∗ of the tridiagonal system

T L
m z − ‖b‖e1 = 0 , z ∈ Rm, (13)

is available, the point x∗ = Qmz∗ is both a solution of the original system
(1) and a stationary point of (12) over the Krylov subspace Km(b, A) =
span{q1, . . . , qm}.

2.2 How the CG and the Lanczos Process Compare: A Path
to Degeneracy

We urge to give some considerations about the comparison between the CG
and the Lanczos process, in the light of possibly introducing the issue of
degeneracy for both these algorithms:

• the Lanczos process properly does not solve the linear system (1); it rather
reformulates (1) into the tridiagonal one (13). This means that some further
calculations are necessary (i.e. a factorization for the matrix T L

m ) in order
to give the explicit solution of (13) and then backtracking to a solution of
(1). The CG (similarly for the CG-based methods in [14–16, 18] – see the
next sections) does not require the last two-step solution scheme, inasmuch
as at step k it at once decomposes the matrix TCG

k and computes xk+1 as

xk+1 ∈ argmin
x∈Kk(b,A)

{‖Ax − b‖} ;

• since the solution z∗ of (13) yields the solution x∗ = Qmz∗ of (1), for the
Lanczos process we apparently need to store the matrix Qm , in order to
calculate x∗. However, in case we are just interested about computing the
solution x∗, the storage of Qm can be avoided (see e.g. [27], the algorithm
SYMMLQ [35] and the algorithm SYMMBK [3]), by means of a suitable
recursion.On the other hand, in case the Lanczos processwere also asked to
provide information on negative curvature directions associated with q(x)
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in (12), at x∗, then the storage of the full rank matrix Qm seems mandatory
(see also [30]) or an additional computational effort is required (see the
more recent paper [6]). Both the CG and the CG-based schemes reported
in this paper avoid the last additional effort. Hence, our great interest for
specifically pairing grossone with conjugacy.

We also recall that the tridiagonal matrices TCG
m and T L

m are obtained in a
similar fashion, by the CG and the Lanczos process, respectively. However,
in general neither in case A � 0 nor in the indefinite case they coincide,
as extensively motivated in the paper [17]. Furthermore, the CG explicitly
performs the Cholesky-like factorization TCG

m = LmDmLT
m of TCG

m in (8),
in order to solve the linear system (1). The last matrix decomposition always
exists when A � 0; conversely, if A is indefinite this decomposition exists if
and only if no pivot breakdown occurs, i.e. none of the diagonal entries of
Dm is near zero (which causes a premature stop of the CG).

On the contrary, if the Lanczos process is applied it cannot stop beforehand
also when A is indefinite, because it does rely on any matrix factorization of
T L
m , meaning that no pivot breakdown can occur (see also [35]). Therefore,

the application of the Lanczos process is well-posed in the indefinite case,
too. In the next sections we show that the last conclusion motivates the use of
grossone to handle pivot breakdown for the CG. Conversely, no immediate
application of grossone algebra for the Lanczos process seems advisable,
inasmuch as no breakdown opportunity can take place.

3 Coupling the CG with Grossone: A Marriage
of Interest

Here we motivate the importance of pairing the CG with grossone, in case
the system matrix A in (1) is indefinite. We first give a geometric viewpoint
of the CG degeneracy (see the next section), then we detail how to recover
the last degeneracy using grossone: this yields a general framework, that is
used to describe the issue of degeneracy also for several CG-based methods,
as detailed in [12].

3.1 The Geometry Behind CG Degeneracy

When the CG is applied to solve (1), with A indefinite, by Sect. 2.2 a possible
degenerate or nearly degenerate situation may occur, namely pTk Apk ≈ 0,
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with pk �= 0. This implies a couple of results we report here, that will be
suitably reinterpreted in the next sections from an alternative standpoint,
using grossone.

Observe that when A is positive definite, at any Step k of the CG we
have 0 < λm(A)‖pk‖2 ≤ pTk Apk , so that pTk Apk is suitably bounded from
below. Conversely, in case A is indefinite (nonsingular), a similar bound does
not hold and possibly we might have pTk Apk = 0, for a nonzero vector pk .
Furthermore, in order to better analyze the (near) degenerate case, when A
is indefinite nonsingular and at Step k we have |pTk Apk | ≥ εk‖pk‖2, εk > 0,
with ‖pk‖, ‖pk+1‖ < +∞, then (see also [15]) the angle αk,k+1 between the
vectors pk and pk+1 satisfies

π

2
− arccos

(
εk

|λM(A)|
)

≤ |αk,k+1| ≤ π

2
+ arccos

(
εk

|λm(A)|
)

. (14)

The two side inequality (14) suggests that pk and pk+1 may not become
parallel as long as the constant value εk is sufficiently bounded away from
zero. Conversely when pk and pk+1 tend to be parallel, it implies from (14)
that εk is approaching zero. As special cases, we report in Figs. 1 and 2 the
geometry of the directions when A � 0 (Fig. 1) and A is indefinite (Fig. 2),
respectively. In Fig. 1, when the eccentricity of the ellipse increases, then a
(near) degeneracymayoccur, but since A � 0 nodegeneracy can be observed,
i.e. pk and pk+1 cannot become parallel. On the contrary, in Fig. 2 we have A
indefinite, so that at Step k of the CG we can experience a degeneracy, with
pTk Apk = 0 and aprematureCGhalt. Equivalently, the point xk+1 approaches
a point at infinity and the norm of ‖pk+1‖ becomes unbounded; moreover
(see [12]), pk and pk+1 tend to become parallel.

3.2 A New Perspective for CG Degeneracy Using Grossone

This section details how the recently defined extension of real numbers based
on grossone (see e.g. [1, 7, 21, 28, 32, 36–41, 45], along with the related
applications in optimization frameworks [2, 4, 5, 8–12, 23]), can be suitably
used to model the CG degeneracy. In particular, we show that:

• adopting grossone algebra within the CG allows to recover the CG degen-
eracy in the indefinite case;

• coupling the CG with grossone provides results which exactly match the
analysis carried on for the CG-based methods in [14, 31];
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Fig. 1 The geometry behind the conjugate directions pk and pk+1: when A � 0 in (1)
then without loss of generality in (14) we have εk ≥ λm(A) > 0

• our approach confirms the geometry behindCGdegeneracy in the indefinite
case, as underlined by polarity for quadratic hypersurfaces (see also Fig. 2
and [18]).

On this purpose, let us consider the computation of the steplength θk at Step
k of Table 1. Then, we set

pTk Apk = s①, (15)

where

• s = O(①−1) if the Step k is a non-degenerate CG step (i.e. if pTk Apk �= 0),
• s = O(①−2) if the Step k is a degenerate CG step (i.e. if pTk Apk = 0).

In the last setting, following the standard Landau-Lifsitz notation we indicate
with the symbol O(①−2) a term containing powers of① at most equal to−2.
Observe that in the last case, standard results for grossone imply that the finite
part of pTk Apk equals zero (or equivalently pTk Apk is infinitesimal). To large
extent, the grossone-based expression on the righthand side of (15) can be
further generalized; nevertheless, the setting (15) both seems simple enough
and adequate to prove that the axioms and the basic algebra of grossone are
well-suited to detail the behaviour of the CG, in the degenerate case.
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Fig. 2 The geometry of conjugate directions with A indefinite nonsingular in (1): since
|pTh Aph | is sufficiently bounded away from zero then ph and ph+1 are conjugate and
do not tend to become parallel. Conversely, when pTk Apk ≈ 0 then pk and pk+1 tend to
become parallel

In particular, a remarkable aspect of our approach is that using grossone
to cope with CG degeneracy does not require to alter the scheme in Table 1,
which is therefore almost faithfully applied ‘as is’. This represents an
undoubted advantage with respect to the CG-based methods (namely pla-
nar methods) in [14–16, 25, 31], that indeed need to suitably rearrange the
CG iteration in order to dodge degeneracy. The consequence of introducing
grossone in Table 1 is analyzed in the next Sect. 3.3, where in case of CG
degeneracy at Step k, the expressions of the coefficients and vectors at Step
k explicitly depend on ① and its powers.

3.3 Grossone for the Degenerate Step k of the CG

From Table 1, the position (15) and the properties of the CG, when A is
indefinite and the Step k is degenerate we have
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rk+1 = rk − θk Apk = rk − ‖rk‖2
s①

Apk, (16)

so that after a few arrangements (see [12])

pk+1 = rk+1 + βk pk = −βk−1 pk−1 − ‖rk‖2
s①

Apk + ‖rk‖2‖Apk‖2
s2①2 pk .

(17)
We highlight that the CG degeneracy implies s① to be infinitesimal, so that
‖pk+1‖ tends to be unbounded. The last resultmatches the geometric perspec-
tive reported in Sect. 3.1. Then, from (17) and the orthogonality/conjugacy
conditions among vectors generated by the CG we can also infer

rTi r j = 0, pTi Ap j = 0, ∀i �= j,

along with

pTk+1Apk+1 = ‖rk‖4
s2①2 (Apk)

T A(Apk) − ‖rk‖4‖Apk‖4
s3①3 + O(①), (18)

(we recall that O(①) in (18) sums up powers of ① equal to +1 and 0), and

rTk+1 pk+1 = −‖rk‖2 + ‖rk‖4‖Apk‖2
s2①2 . (19)

From (16), (18)–(19) and recalling that when pTk Apk is infinitesimal so does
s①, we obtain after some computation

rk+2 = rk − ‖rk‖2
‖Apk‖2 A(Apk) − βk−1

s①

‖Apk‖2 Apk−1 + O(①−1). (20)

A noteworthy consequence of (16)–(17) and (20) is that in practice

• r1, . . . , rk are independent of ①,
• rk+1 and pk+1 heavily depend on ①,
• rk+2 is independent of negative powers of s①.

Thus, the geometric drawback detailed in Sect. 3.1, i.e. the CG degeneracy
in the indefinite case, can be bypassed by exploiting the simple grossone
algebra and neglecting the (infinitesimal) term with s① in (20). This leaves
the steps in the CG scheme of Table 1 fully unchanged.

Similarly, as regards the computation of the search direction pk+2, by (16),
(17) and (20) we have after some arrangements
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pk+2 = rk − ‖rk‖2
‖Apk‖2 A(Apk) + ‖rk+2‖2

‖rk‖2 pk − βk−1
s①

‖Apk‖2 Apk−1 + O(①−1).

(21)
Thus, similarly to rk+2, in case of CG degeneracy also pk+2 is independent
of negative powers of ① (i.e. equivalently ‖pk+2‖ < +∞, so that grossone
algebra is able to bypass the degeneracy, recovering the CG iteration). After
some computations it is also not difficult to verify that the vectors rk+1, pk+1,
rk+2, pk+2 in (16), (17), (20) and (21) satisfy the standard CG properties

⎧⎨
⎩
rTk+2ri = 0, i = 1, . . . , k + 1,

pTk+2Api = 0, i = 1, . . . , k + 1.
(22)

An additional remarkable comment from (21) is that, neglecting the terms
which contain powers of s① larger or equal to 1 (i.e. neglecting infinitesi-
mals in (21)), the vector pk+2 coincides with the one obtained in Algorithm
CG_Plan of [14] (a similar result holds considering the algorithm by Luen-
berger in [31], too). Therefore, the use of grossone to cope with a CG degen-
eracy at Step k does not simply recover the theory and the results in [14,
31], but it also retrieves the same scaling of the generated search directions,
which is a so relevant issue for large scale problems.
Also note that the expression of pk+1 in (17) explicitly includes negative
powers of s①, showing that to large extent it can be assimilated to a vector
with an unbounded norm, in accordance with Fig. 2, where xk+1 is a point at
infinity.

Now, let us compute the iterate xk+2, to verify to which extent using
grossone may recover the CG iteration in case of degeneracy at Step k. By
Table 1 and [12], and using

xk+2 = xk + θk pk + θk+1 pk+1

we obtain the final expression

xk+2 = xk + ‖rk‖2
‖Apk‖2 Apk − ‖rk‖2

‖Apk‖4 (Apk)
T A(Apk)pk + O(①−1), (23)

which perfectly matches the expression of xk+2 computed in [14, 31], as
long as O(①−1) is neglected. Therefore, in case of CG degeneracy at Step k,
using grossone does not simply recover the residuals and search directions as
in (22), but it also recovers the iterate xk+2, since it is independent of grossone.
Table 3 gives a formal description of CG①, i.e. the CG method where ① is
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Table 3 The CG① algorithm for solving the symmetric indefinite linear system Ax = b.
In a practical implementation of Step k of CG①, the test pTk Apk �= 0 may be replaced
by the inequality |pTk Apk | ≥ εk‖pk‖2, with εk > 0 small

introduced in case of degeneracy, while Proposition 1 summarizes the results
in the current section.

Proposition 1 Let be given the indefinite linear system Ax = b, with A ∈
Rn×n and n large. Suppose the CG① method in Table 3 is applied for its
solution, using the position (15). In case at Step k ≤ n the quantity |pTk Apk |
is bounded away from zero, then the vectors generated by CG① exactly
preserve the same properties of the corresponding vectors generated by the
CG method in Table 1. Conversely, in case at Step k we have pTk Apk ≈ 0,
then the vectors xk+2 in (23) and pk+2 in (21) computed by the CG① differ
by infinitesimals from the corresponding vectors computed by the CG_Plan
in [14] (or by the algorithm in [31]).

4 Large Scale (unconstrained) Optimization Problems:
The Need of Negative Curvatures

The solution of indefinite linear systems like (1) is almost ubiquitous in both
constrained and unconstrained optimization frameworks. E.g. the iterative
solution of the following problem
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min
x∈Rn

f (x), (24)

where f is twice continuously differentiable and n is large, requires in a
unified framework (i) to solve the associated Newton’s equation (first order
methods)

∇2 f (x j ) s = −∇ f (x j ), (25)

and (ii) to identify those minima among the stationary points (second order
methods – see also [6]). The task (ii) is often accomplished by selecting
promising negative curvature directions for the function f at the current
iterate x j . In particular, for the sake of clarity here we restrict our attention to
the Truncated Newton methods, that represent an efficient class of iterative
methods to solve (24). Among them, the second order methods often rely
on the theory in the seminal papers [33, 34], in order to assess algorithms
generating negative curvature directions and converging to solutions where
the Hessian matrix is positive semidefinite.

4.1 A Theoretical Path to the Assessment of Negative
Curvature Directions

On the guidelines of the previous section, and with reference to [34], a
sequence {d j } of effective negative curvature directions can be generated
in accordance with the following assumption.

Assumption 1 Let us consider the optimization problem (24), with f ∈
C2(Rn); the nonascent directions in the sequence {d j } are bounded and sat-
isfy (see also [30])

(a) ∇ f (x j )T d j ≤ 0, dTj ∇2 f (x j )d j ≤ 0,

(b) if lim j→∞ dTj ∇2 f (x j )d j = 0 then lim j→∞ min
{
0, λm

[∇2 f (x j )
]} =

0. �
In practice, (a) in Assumption 1 claims that at x j the nonascent vector

d j cannot be a positive curvature direction for f . Conversely, condition (b)
prevents the asymptotic convergence of the iterative algorithm to a region of
concavity for the objective function. Evidently, on convex problems eventu-
ally the solutions of (24) both fulfill Newton’s equation and satisfy second
order stationarity conditions, without requiring the computation of negative
curvature directions.

We remark that even in case the current iterate x j is far from a station-
ary point, the use of the negative curvature direction d j may considerably
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enhance efficiency in Truncated Newton methods. The latter fact was clearly
evidenced in [19, 24, 30], and follows by considering at x j the quadratic
expansion along the vector d

q j (d) = f (x j ) + ∇ f (x j )
T d + 1

2
dT∇2 f (x j )d,

which implies for the directional derivative of q j (d)

∇q j (d)T d = ∇ f (x j )
T d + dT∇2 f (x j )d.

Thus, ∇q j (d)T d may strongly decrease both when d is of descent for f at
x j and is a negative curvature direction for f at x j .

On large scale problems, we highlight that computing effective negative
curvature directions for f at x j , fulfilling Assumption 1, is a challenging
issue, but it may become an easier task as long as proper factorizations
of ∇2 f (x j ) are available. Indeed, suppose at x j the nonsingular matrices
Mj ∈ Rn×k and C j , Q j , Bj ∈ Rk×k are available such that

MT
j ∇2 f (x j )Mj = C j , C j = Q j B j Q

T
j . (26)

Then, for y ∈ Rk and assuming thatw ∈ Rk is an eigenvector of Bj associated
with the negative eigenvalue λ < 0, relations (26) yield

(Mj y)
T∇2 f (x j )(Mj y) = yT

[
MT

j ∇2 f (x j )Mj

]
y = yTC j y

= (QT
j y)

T B j (Q
T
j y) = wT B jw = λ‖w‖2 < 0,

so that d j = Mj y represents a negative curvature direction for f at x j . Fur-
thermore, if λ is the smallest negative eigenvalue of Bj , then Mj y also rep-
resents an eigenvector of ∇2 f (x j ) associated to it.

The most renowned Krylov-subspace methods for symmetric indefinite
linear systems (i.e. SYMMLQ, SYMMBK, CG, Planar-CG methods [15–
17]) are all able to provide the factorizations (26) (i.e. they fulfill item (a)

in Assumption 1) when applied to Newton’s equation at x j . Nevertheless,
fulfilling also (b) and the boundedness of the sequence of negative curvature
directions is definitely a less trivial task (see e.g. the counterexample in Sect.
4 of [34]).

In this regard, we highlight that, under mild assumptions, by the use of
grossone (namely CG① in Table 3) we can easily yield an implicit Hessian
matrix factorization as in (26), fulfilling both (a) and (b), as well as the
boundedness of the negative curvature directions {d j } in Assumption 1. To
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accomplish this last task we need the next result (the proof follows from
Lemma 4.3 in [34] and Theorem 3.2 in [20]).

Lemma 1 Let problem (24) be given with f ∈ C2(Rn), and consider any
iterative method for solving (24), which generates the sequence {x j }. Let the
level set L0 = {x ∈ Rn : f (x) ≤ f (x0)} be compact, being any limit point
x̄ of {x j } a stationary point for (24), with

∣∣λ[∇2 f (x̄)]∣∣ > λ̄ > 0. Suppose
n iterations of a Newton-Krylov method are performed to solve Newton’s
equation (25) at iterate x j , so that the decompositions

RT
j ∇2 f (x j )R j = Tj , Tj = L j B j L

T
j (27)

are available. Moreover, suppose R j ∈ Rn×n is orthogonal, Tj ∈ Rn×n has
the same eigenvalues of ∇2 f (x j ), with at least one negative eigenvalue, and
L j , Bj ∈ Rn×n are nonsingular. Let z̄ be the unit eigenvector corresponding
to the smallest eigenvalue of B j , and let ȳ ∈ Rn be the (bounded) solution
of the linear system LT

j y = z̄. Then, the vector d j = R j ȳ is bounded and
satisfies Assumption 1.

However, three main insidious drawbacks arise from Lemma 1:

• both computing the eigenvector z̄ of Bj and solving the linear system
LT
j y = z̄ might not be considered easy tasks;

• the vector ȳ should be provably bounded (equivalently | det(L j )| should
be bounded away from zero, for any j ≥ 1);

• at iterate x j the Newton-Krylov method adopted to solve (25) possibly
does not perform exactly n iterations.

4.2 CG① for the Computation of Negative Curvature
Directions

Though the third issue raised in the end of the previous section remains of
great theoretical interest, in practice when the sequence {x j } is approaching
a stationary point, then we typically observe that Newton-Krylov methods
tend to perform a large number of iterations to solve (25). On the contrary,
the first two issues in the end of the previous section may be definitely more
challenging, since they can be tackled only by a few Krylov-subspace meth-
ods, due to the structure and the complexity of the generated matrices L j
and Bj in Lemma 1. In our approach (see also [11] for more complete jus-
tifications), we can provably show that the use of CG① can fruitfully fulfill
all the hypotheses of Lemma 1. In particular, in the current section we detail
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how to couple the Krylov-subspace method in [14] with CG①, in the light
of complying with the hypotheses of Lemma 1. Broadly speaking, observe
that the Krylov-subspace method in [14] is basically a CG-based algorithm
which performs exactly the CG iterations, as long as no degeneracy is experi-
enced. On the contrary, in case at Step k the breakdown condition pTk Apk ≈ 0
occurs, a so called planar step is carried on to equivalently replace the Steps
k and k + 1 of the CG. Hence the taxonomy of planar method.

Assume without loss of generality that the Krylov-subspace method in
[14] has performed n steps. Moreover, for the sake of simplicity hereafter in
this section we drop the dependency of matrices on the iterate subscript j .
After some computation the following matrices are generated by the method
in [14] (see also [13])

L =

⎛
⎜⎜⎝

L11 0 0

L21 L22 0

0 L32 L33

⎞
⎟⎟⎠ , B =

⎛
⎜⎜⎝

B11 0 0

0 B22 0

0 0 B33

⎞
⎟⎟⎠ ,

where

L11 =
⎛
⎜⎝

1

−√
β1

. . .

. . . 1

⎞
⎟⎠ , L21 =

(
0 · · · −√

βk−1

0 · · · 0

)
, L22 =

(
1 0

0 1

)
,

(28)

L32 =

⎛
⎜⎜⎜⎝

−√
βkβk+1 0

...
...

0 0

⎞
⎟⎟⎟⎠ , L33 =

⎛
⎜⎜⎜⎝

1

−√
βk+2

. . .

. . . 1
−√

βn−1 1

⎞
⎟⎟⎟⎠ , (29)

and

B11 =

⎛
⎜⎜⎜⎝

1

α1
0

. . .

0
1

αk−1

⎞
⎟⎟⎟⎠ , B22 =

(
0

√
βk

√
βk ek+1

)
, B33 =

⎛
⎜⎜⎜⎝

1

αk+2
0

. . .

0
1

αn

⎞
⎟⎟⎟⎠ ,

(30)
such that

AR = RT, T = LBLT , (31)

being the matrix R ∈ Rn×n orthogonal with
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R =
(

r1
‖r1‖ · · · rn

‖rn‖
)

, (32)

and rk+1 = Apk , while T ∈ Rn×n is tridiagonal. Moreover, the quantities
{αi }, {βi }, ek+1 in (28)–(30) are suitable scalars (being in particular ek+1 =
(Apk)T A(Apk)/
‖Apk‖2). We also recall that βi > 0, for any i ≥ 1.

Furthermore, to simplify our analysis, the above matrices L and B are
obtained applying themethod in [14], assuming that it performed allCGsteps,
with the exception of only one planar iteration (namely the k-th iteration),
corresponding to have indeed pTk Apk ≈ 0. Then, our approach ultimately
consists to introduce the numeral grossone, to exploit a suitable matrix fac-
torization in place of (31), such that Lemma 1 is fulfilled. To this purpose, let
us consider again the algorithm CG① in Table 3 (see also [12]), and assume
that at Steps k and k + 1 it generated the coefficients αk and αk+1. Thus, we
have1 ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1

αk
= s①

‖rk‖2

1

αk+1
= −‖Apk‖2

s①
.

(33)

Moreover, using the equivalence in Table 4 between the quantities computed
by the algorithm in [14] and CG①, we can compute the matrices

L̂ =

⎛
⎜⎜⎜⎜⎝

L11 0 0

L21 VkC
−1
k 0

0 L̂32 L33

⎞
⎟⎟⎟⎟⎠ , D̂ =

⎛
⎜⎜⎜⎜⎝

B11 0 0

0 B̂22 0

0 0 B33

⎞
⎟⎟⎟⎟⎠ , (34)

where L11, L21, are defined in (28), L33 in (29), B11, B33 in (30), and

L̂32 =

⎛
⎜⎜⎜⎜⎜⎝

(−√
βkβk+1 0

) · VkC−1
k

...

0

⎞
⎟⎟⎟⎟⎟⎠

, B̂22 =

⎛
⎜⎜⎜⎝

1

αks①
0

0
s①

αk+1

⎞
⎟⎟⎟⎠ ,

1 More correctly, we urge to remark that the expressions (33) are obtained neglecting in
the quantity αk+1 the infinitesimal terms, i.e. those terms containing negative powers of
s①, that are indeed negligibly small due to the degenerate Step k in CG①.
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Table 4 Correspondence between quantities/vectors computed by the algorithm in [14]
(left) and the algorithm CG① in [12] (right)

Algorithm in [14] CG① in [12]

ri , i = 1, . . . , k
ri , i = 1, . . . , k

rk+1

Apk

ri , i ≥ k + 2
ri , i ≥ k + 2 (neglecting the terms with
s①)

pi , i = 1, . . . , k
pi , i = 1, . . . , k

pk+1

Apk
‖Apk‖

pi , i ≥ k + 2
pi , i ≥ k + 2 (neglecting the terms with
s①)

αi , i = 1, . . . , k
αi , i = 1, . . . , k

αi , i ≥ k + 2
αi , i ≥ k + 2 (neglecting the terms with
s①)

βi , i = 1, . . . , k − 1
βi , i = 1, . . . , k − 1

βk

‖Apk‖2
‖rk‖2

βi , i ≥ k + 1
βi , i ≥ k + 1 (neglecting the terms with
s①)

with

VkC
−1
k =

⎛
⎜⎜⎜⎝

‖rk‖√βkλk√
βk+λ2k

√−βkλk+1

‖Apk‖
√

βk+λ2k+1

‖rk‖λk√λk√
βk+λ2k

λk+1
√−λk+1

‖Apk‖
√

βk+λ2k+1

⎞
⎟⎟⎟⎠

and λk, λk+1 are the eigenvalues of B22 in (30). Thus, in Lemma 1 we have
for matrix Tj the novel expression (see also (31))

Tj = LBLT = L̂ D̂ L̂T .

We are now ready to compute at iterate x j the negative curvature direction
d j which complies with Assumption 1, exploiting the decomposition Tj =
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L̂ D̂ L̂T from Lemma 1. The next proposition, whose proof can be found in
[11], summarizes the last result.

Proposition 2 Suppose n iterations of CG① algorithm are performed to
solve Newton’s equation (25), at iterate x j , so that the decompositions

RT∇2 f (x j )R = T, T = L̂ D̂ L̂T

exist, where R is defined in (32), and L̂ along with D̂ are defined in (34). Let
ẑ be the unit eigenvector corresponding to the (negative) smallest eigenvalue
of D̂, and let ŷ be the solution of the linear system L̂T y = ẑ. Then, the vector
d j = Rŷ is bounded and satisfies Assumption 1. In addition, the computation
of d j requires the storage of at most two n-real vectors.

Observe that the computation of the negative curvature direction d j
requires at most the additional storage of a couple of vectors, with respect to
the mere computation of a solution for Newton’s equation at x j . This con-
firms the competitiveness with respect to the storage required in [20]. Thus,
the approach in this paper does not only prove to be applicable to large-scale
problems, but it also simplifies the theory in [20]. We remark that the theory
in [20] is, to our knowledge, the only proposal in the literature of iterative
computation of negative curvature directions for large-scale problems, such
that

• it does not rely on any re-computation of quantities (as in [24]),
• it does not require any full matrix factorization,
• it does not need any matrix storage.

5 Conclusions

We propose an unconventional approach for a twofold purpose, within large-
scale nonconvex optimization frameworks. On one hand we consider the
efficient solution of symmetric linear systems. On the other hand, our pro-
posal is also able to generate negative curvature directions for the objective
function, allowing convergence towards stationary points satisfying second
order necessary optimality conditions. Our idea exploits the simplicity of
the algebra associated with the numeral grossone [37], which was recently
introduced in the literature.

The theory in this paper also guarantees that the iterative computation
of negative curvatures does not need any matrix storage, while preserving
convergence. In addition, the proposed approach is independent under mul-
tiplication of the function by a positive scaling constant or adding a shifting
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constant. This is an important property that is specially exploited in global
optimization frameworks (see e.g. [44, 45]), where strongly homogeneous
algorithms are definitely appealing.
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Abstract In this chapter we show how a lexicographic multi-objective lin-
ear programming problem (LMOLP) can be transformed into an equivalent,
single-objective one, by using the Grossone Methodology. Then we provide
a simplex-like algorithm, called GrossSimplex, able to solve the original
LMOLP problem using a single run of the algorithm (its theoretical correct-
ness is also provided). In the second part, we tackle a Mixed-Integer Lexi-
cographic Multi-Objective Linear Programming problem (LMOMILP) and
we solve it in an exact way, by using a Grossone-version of the Branch-and-
Bound scheme (called GrossBB). After proving the theoretical correctness
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of the associated pruning rules and terminating conditions, we show a few
experimental results, run on an Infinity Computer simulator.

1 Introduction

In this contribution we survey recent achievements in the field of lexico-
graphic linear programming by providing a coherent mathematical frame-
work for the main results obtained in [2, 6].

Lexicographic multi-objective optimization problem consists of finding
the solution that optimizes the first (most important) objective and, only if
there are multiple equally-optimal solutions, find the one that optimizes the
second most important objectives, and so on.

Lexicographic Multi-Objective Linear Programming (LMOLP) consists
of the solution of an optimization problem having multiple linear objective
function, sorted in order of priority (lexicographic property), over a region
defined by linear constraints. If the search region is closed, bounded and
not empty, then at least one solution exists. Sometimes the solution is also
unique, despite the fact the problem is multi-objective. This is due to the
lexicographic property. Indeed,while a ParetoMulti-Objective LP problem in
general admits multiple Pareto optimal solutions (non-dominated solutions),
the lexicographic attribute tends to reduce the number of solutions to a single
optimal one.

In this book chapter we present a technique, based on Grossone [26], to
transform an LMOLP problem into a single objective one (this technique is
known as scalarization). Then we present a generalization of the simplex
algorithm, that we have called GrossSimplex algorithm, which is able to
solve the Grossone-based and scalarized single-objective LP problem. After
showing an illustrative LMOLP problem, solved by the GrossSimplex algo-
rithm, we move to introduce the LMOMILP problem. Then we show how
to solve it by using a Grossone-based extension of the well-known Branch-
and-Bound method: we called this algorithm GrossBB. Finally we present
some test problems having a known solution, and then we demonstrate that
the GrossBB algorithm, coupled with the GrossSimplex, is able to correctly
solve all the considered problems.Before continuing, it is important to remind
that the Grossone Methodology is independent from non-standard analysis,
as discussed in [27].

Concerning relatedworks, itmust be acknowledged that the first successful
attempt to use Grossone Methodology within LP problems is due to [7]. The
same author together with his co-authors has proposed other applications of
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Grossone to optimization problems, in [8–10]. Concerning global optimiza-
tion, Grossone has been used in [28], while regarding convex non-smooth
optimization it has been used in [13]. As regard as evolutionary optimization,
four works have already been presented [15–18]. GrossoneMethodology has
also been applied to Game Theory [4, 11, 12], infinite decision processes sci-
ence [21–23], ordinary differential equations [1, 24, 29], among other fields.

The chapter is organized as follows. In next Section we introduce the
LMOLP problem, while in Sect. 3 we show its transformation into a sin-
gle objective problem using the Grossone Methodology. Within the same
Section, we prove that the original formulation and the Grossone-based one
are equivalent. Then in Sect. 4 we introduce the GrossSimplex algorithm
(an extension to the simplex algorithm able to work with Grossone-based
numbers) and we show an example of its execution. In Sect. 5 we introduce
the LMOMILP problem, and its reformulation usingGrossone, again proving
their equivalence. In Sect. 6 we provide a Grossone-based extension to a clas-
sical Branch-and-Bound algorithm. Section 7 is devoted to the experimental
results: it shows how theGrossBB algorithm (coupledwith theGrossSimplex
one) is able to solve three LMOMILP problems. Finally, Sect. 8 provides a
few conclusions.

2 Lexicographic Multi-objective Linear Programming

Given the LMOLP problem:

LexMax c1T x, c2T x, ..., crT x

s.t.
{
x∈R

n : Ax = b, x � 0
} P1

where x and ci , i = 1, ..., r , are column vectors∈R
n ,A is a full-rank matrix

∈R
m×n , b is a column vector∈R

m . LexMax in P1 denotes lexicographic
maximum and means that the first objective is much more important than the
second, which is, on its turn, much more important than the third one, and so
on. Sometimes in the literature this is denoted as c1T x � c2T x � ... � crT x.

As in any LP problem, the domain of P1 is a polyhedron:

S ≡ {
x ∈R

n : Ax = b, x � 0
}
. (1)

Notice that the formulation of P1 makes no use of Gross-numbers or Gross-
arrays involving ①, namely, it involves finite numbers only. Hereinafter we
assume that S is bounded and non-empty. In the literature (see, e.g., [14,
20, 30, 31]), there exists two approaches for solving the problem P1: the
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preemptive scheme and the nonpreemptive scheme. They are described in the
following two subsections.

2.1 The Preemptive Scheme

The preemptive scheme introduced in [30] is an iterative method that attacks
P1 by solving a series of single-objectiveLPproblems. It starts by considering
the first objective function alone, i.e., by solving the following problem:

Max c1T x

s.t.
{
x∈R

n : Ax = b, x � 0
}
.

P2.1

Since P2.1 is a canonical LP problem, it can be solved algorithmically using
any standardmethod (e.g., the simplex algorithm, the interior point algorithm,
etc.). Once they have been run, an optimal solution x∗1 with the optimal
value β1 = c1T x∗1 has been obtained. Then the preemptive scheme considers
the second objective of P1 and solves another single-objective LP problem,
where the domain has changed, due to the addition of the equality constraint
c1T x = β1:

Max c2T x

s.t.
{
x∈R

n : Ax = b, x � 0, c1T x = β1

}
.

P2.2

The same approach is reiterated, and the algorithm stops either when the
last problem has been solved, i.e., after considering the last objective crT x
or when a unique solution has been found in the current solved LP problem.
Clearly, this approach is time consuming.

2.2 The Nonpreemptive Scheme Based on Appropriate Finite
Weights

It has been shown in [30] that there always exists a finite scalar M ∈R such
that the solution of the LMOLP problem P1 can be found by solving only
one single-objective LP problem having the following form:

Max c̄T x

s.t.
{
x∈R

n : Ax = b, x � 0
} P3
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where

c̄ =
r∑

i=1

ci M−i+1. (2)

This is a powerful theoretical result. However, from the computational point
of view, finding the value of M is not a trivial task. Finding an appropriate
value of M and solving the resulting LP problem can be more time consum-
ing than solving the original problem P1 following the preemptive approach.
Indeed, the preemptive scheme requires solving r linear programming prob-
lems only in the worst case and, in addition, it does not require the computa-
tion of M .

In Sect. 3, we present a nonpreemptive approach based on infinitesimal
weights (constructed by using Grossone integer powers), that overcomes the
problem of computing M and still requires the solution of only one single-
objective LP problem. Such an LP problem is, however, not a standard one
and thus it will be called Gross-LP problem, to avoid any possible confusion
with its standard formulation involving finite numbers only.

3 Grossone-Based Reformulation of the LMOLP
Problem

In this Section we will introduce a nonpreemptive Grossone-based scheme
for addressing LMOLP problems. In order to introduce such scheme we need
the following definitions and notations. Hereinafter, an array made of Gross-
scalars is called Gross-array. In particular, a vector made of Gross-scalars is
called from here on Gross-vector. The definition of Gross-matrix is similar.
By extension, Gross-vectors and Gross-matrices are called purely finite iff
all of their entries are purely finite Gross-numbers (where we have defined
a purely finite Gross-number as a Gross-number involving a single power
of Grossone, and that power has zero as its exponent: examples are 3.56①0,
0.479, etc.). The used notation is summarized in Table 1.

Let us introduce now the nonpreemptive Grossone-based scheme follow-
ing the lexicographic ①-based approach introduced in [5, 6, 25]. It should be
stressed that it is supposed hereinafter that the original problem P1 has been
stated using purely finite numbers only. This assumption is not restrictive
from the practical point of view since all the LMOLP problems considered
traditionally are of this kind. However, since we are now in the framework
of ①-based numbers, this assumption should be explicitly stated.
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Table 1 Notation used in this work

Font style Example Quantity

Italics lowercase n Purely finite real scalar

Boldface lowercase x Purely finite real vector

Boldface uppercase A Purely finite real matrix

Italics lowercase with tilde c̃ Gross-scalar

Boldface lowercase with
tilde

ỹ Gross-vector

To state the problemP4,we reformulate P3 bymaking use ofGross-scalars
and Gross-vectors and is defined as follows:

Max c̃T x

s.t.
{
x∈R

n : Ax = b, x � 0
}
,

P4

where c̃ is a column Gross-vector having n Gross-scalar components:

c̃ =
r∑

i=1

ci①−i+1 (3)

and c̃T x is the Gross-scalar obtained by multiplying the Gross-vector c̃ by
purely finite vector x

c̃T x = (c1T x)①0 + (c2T x)①−1 + ... + (crT x)①−r+1, (4)

where (4) can be equivalently written in the extended form as:

c̃T x = (c11x1 + ... + c1nxn)①0 + (c21x1 + ... + c2nxn)①−1 + ... + (cr1x1 + ... + crn xn)①−r+1.

The fundamental difference between the definition of c̃ in (3) with respect
to the definition of c̄ in (2) is that c̃ does not involve any unknown. More pre-
cisely, it does not require the specification of a real scalar value, like the value
ofM in P3. However, this advantage leads to the fact that standard algorithms
(like the simplex algorithm or the interior point algorithm), traditionally used
for solving P3, can no longer be used in this case since ①-based numbers are
involved in the definition of the objective function. There will be shown in
the next section that it is still possible to obtain optimality conditions and to
introduce and implement a GrossSimplex algorithm (a generalization of the
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traditional simplex algorithm to the case of ①-based numbers) able to solve
problem P4.

In the rest of this section we will prove that problems P1 and P4 are
equivalent and then we will derive the optimality conditions. Before giving
the equivalence theorem, the following three lemmas are required.

The first lemma states that all the optimal solutions of P4 are vertices or
belong to the convex hull of vertices, where the set of all the optimal solutions
for a generic problem P is denoted, from hereafter, by the symbol �(P).

Lemma 1 Each x∗∈�(P4) is a vertex or lies on the convex hull of the optimal
vertices.

The proof of Lemma 1 can be found in the appendix.

The next lemma states that all the optimal solutions of P1 reach the same
(Gross-scalar) objective value for problem P4.

Lemma 2 Foranyx∗ ∈�(P1) it follows c̃T x∗ = ṽ (ṽ being a constantGross-
scalar).

Again, the proof of Lemma 2 is given in the appendix.
The third lemma is the last step in preparing the proof of the equivalence

between P1 and P4.

Lemma 3 For all x∗ ∈�(P1) and any vertex x̂ of S such that x̂ /∈ �(P1),
it follows

c̃T x̂ < c̃T x∗.

As before, the proof is reported in the appendix.
We are now ready to prove that any solution to P1 is also a solution to P4,

and vice-versa, as shown in next theorem.

Theorem 1 (Equivalence) x∗ ∈ �(P1) iff x∗ ∈ �(P4).

Proof ⇒ If x∗ is optimal for P1, then c̃T x∗ = ṽ due to Lemma 2. Therefore,
according to Lemmas 1 and 3, x∗ is also optimal for P4.

⇐ If x∗ is optimal for P4, then due to Lemma 1, it belongs to the convex
hull of some vertices. But from Lemma 3 it follows that all the vertices of
this kind are optimal solutions to problem P1.

4 The GrossSimplex Algorithm

The single-objective Gross-LP problem formulated in P4 using Grossone can
be solved using the GrossSimplex algorithm here described, provided that
the duality theory is extended to the case of Gross-scalars and Gross-vectors.
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The dual problem of P4 is the following

Min ỹTb

s.t.
{
ỹ : AT ỹ � c̃

}
,

P5

where ỹ = [ỹ1, ..., ỹm]T is an m-dimensional column Gross-vector, AT ỹ an
n-dimensional column Gross-vector, and ỹTb a Gross-scalar.
The domain of P5 is the Gross-polyhedron D̃ defined as:

D̃ ≡
{
ỹ : AT ỹ � c̃

}
.

In the following we will assume that D̃ is bounded and non-empty, as we
have assumed for S.

Since optimality conditions are the core of the simplex algorithm, we need
to prove optimality conditions in our context.

Definition 1 (Definition of optimality for the Gross-primal problem) A point
x∗ is optimal for the problem P4 iff c̃T x∗ � c̃T x ∀x∈S.

Definition 2 (Definition of optimality for the Gross-dual problem) A point
ỹ∗ is optimal for the problem P5 iff ỹ∗Tb � ỹTb ∀ỹ∈D̃.

We need now the following lemma, taken from [6].

Lemma 4 (Weak duality) ∀x∈S and ∀ ỹ∈D̃, it follows that ỹTb � c̃T x.

Proof Since x∈S, Ax = b. Pre-multiplying both by ỹT , we have

ỹTAx = ỹTb. (5)

Now, since ỹ∈D̃,we know that ỹTA � c̃T . By post-multiplying the latter
by x (being x � 0), we have:

ỹTAx � c̃T x.

By combining it with (5) we obtain ỹTb � c̃T x.

Theorem 2 (Optimality condition) If x∗ ∈S, ỹ∗ ∈ D̃ and c̃T x∗ = ỹ∗Tb, then
it follows that x∗ ∈�(P1) and ỹ∗ ∈�(P5).

Proof It is an immediate consequence of the weak duality Lemma 4.
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Algorithm 1: The GrossSimplex algorithm
Step 0. The user has to provide the initial set B of basic indices.
Step 1. Solve the system AT

B ỹ = c̃B (where AT
B is the sub-matrix obtained by AT by considering the columns indexed by B).

This can be easily calculated as ỹ = A−T
B c̃B where A−T

B is an abbreviation for
(
AT
B

)−1
, ỹ is a Gross-vector obtained

by linearly combining the Gross-vector c̃B using the purely finite scalar elements in A−T
B .

Step 2. Compute s̃ = c̃N − AT
N ỹ (where N is the complementary set of B) and then select the maximum (gradient rule). When

this maximum is negative (being it finite or infinitesimal), it means that we are done (the current solution is optimal)
and thus the algorithm STOPS. Otherwise, the position of the maximum in the Gross-vector s̃ is the index k of the
entering variable N(k).

Step 3. Solve the system ABd = AN(k) .
Step 4. Find the largest t such that x∗

B − td � 0. If there is not such a t , then the problem is unbounded (STOP); otherwise, at
least one component of x∗

B − td equals zero and the corresponding variable is the leaving variable. In case of ties,
use the Lexicographic Pivoting Rule [7] to break them.

Step 5. Update B and N and return to Step 1.

We are now ready to introduce the GrossSimplex algorithm (see Algo-
rithm 1) which exploits the theoretical results presented above. Notice that
the algorithmneeds a first feasible basis B. It can be found by solving the stan-
dard auxiliary problem analogously to the case where the objective function
is only one (no GrossSimplex required to solve it).

To illustrate the behaviour of the GrossSimplex algorithm we consider the
following problem:

LexMax 4x1 + 2x2, 2x2, x1 + x2
s.t. 2x1 + x2 ≤ 14

− x1 + 2x2 ≤ 8

2x1 − x2 ≤ 10

x1, x2 ≥ 0.

The polygon S associated to this problem is shown in Fig. 1. It can be seen
that the first objective vector c1 = [4, 2]T is orthogonal to segment [α, β]
(α = (6, 2), β = (4, 6)) shown in the same figure. Thus all the points laying
on this segment are optimal. Since the solution is not unique, there is the
chance to try to improve the second objective vector (c2 = [0, 2]T ) without
deteriorating the first one function. The point that maximizes the second
objective is β, associated to solution x∗ = [4, 6]T . Since now the solution is
unique, the third objective function can not be taken into account. Thus the
lexicographic optimal solution for the problem is x∗ = [4, 6]T .

Before running the GrossSimplex algorithmwe had to transform the prob-
lem into the following one, after converting the constraints into equality con-
straints by adding slack variables x3, x4, and x5:
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Fig. 1 An example in
two dimensions with three
objectives. All the points
in the segment [α, β] are
optimal for the first
objective, while point β is
the unique lexicographic
optimum for the given
problem (β = (4, 6))

LexMax 4x1 + 2x2, 2x2, x1 + x2
s.t. 2x1 + x2 + x3 = 14

− x1 + 2x2 + x4 = 8

2x1 − x2 + x5 = 10

xi ≥ 0 i = 1, ..., 5.

T0

The GrossSimplex algorithm has been run on problem T0, by using the
initial basis B = {3, 4, 5} (N is therefore {1, 2}). The initial solution associ-
ated to the initial basis is: x = [0, 0, 14, 8, 10]T , which corresponds to the
point (0, 0) in Fig. 1. Then the algorithm computes s̃ as c̃N − AT

N ỹ giving

s̃ =
[
4①0 + 0①−1 + 1①−2

2①0 + 2①−1 + 1①−2

]
.

Thus, according to the gradient rule for choosing the entering variable,
the one in N having the first index is selected, i.e., x1, which is the one
associated to the maximum constraint violation: 4①0 + 0①−1 + 1①−2. The
leaving index, computed according to the lexicographic pivoting rule is the
third, i.e., variable x5. Thus the second base used isB = { 3, 4, 1}. TheGross-
objective function is c̃T x = 20.00①0 + 0.00①−1 + 5.00①−2 and, of course,
coincides with that of the dual ỹTb (when ỹ will be also feasible, we will be
at the optimum and the algorithm will end).

The solution associated to this second base is x = [5, 0, 4, 13, 0]T ,while
the new value for s̃ is
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s̃ =
[−2①0 + 0①−1 − 0.5①−2

4①0 + 2①−1 + 1.5①−2

]
.

Again, according to the gradient rule, the next entering index is the second,
i.e., variable x2. The leaving index is the first and thus the leaving variable is
x3. Therefore, the next basis (the third) is B = {2, 4, 1}. The Gross-objective
function is equal to 28.00①0 + 4.00①−1 + 8.00①−2.

The solution associated to the third base is x = [6, 2, 0, 10, 0]T , while
the new value for s̃ is

s̃ =
[
0①0 + 1①−1 + 0.25①−2

−2①0 − 1①−1 − 0.75①−2

]
.

By following the same process, the next entering index is the first, i.e.,
variable x5. It is interesting to note that in this case the constraint violation
(a positive entry in s̃) is not finite, as in previous case, but infinitesimal:
+1①−1 + 0.25①−2 The leaving index is the second and thus the leaving
variable is x4.

At this point, the Gross-objective function is now equal to 28.00①0 +
12.00①−1 + 10.00①−2, the solution associated to the fourth base is x =
[4, 6, 0, 0, 8]T , and the s̃ is

s̃ =
[
0①0 − 0.8①−1 − 0.2①−2

−2①0 − 0.4①−1 − 0.6①−2

]
.

Since all the entries of s̃ are negative (one is infinitesimal and one
is finite), we are done. In fact, the solution found (once the slack vari-
ables are discarded), is the correct one, i.e., x∗ = [4, 6]T . Furthermore,
the Gross-objective function at the end equals to c̃T x = ỹTb = 28.00①0 +
12.00①−1 + 10.00①−2. This concludes the step-by-step illustration about
how the GrossSimplex works in a concrete example.

As a final note, observe how in [3] a parameter-less way to obtain the initial
basis is shown, based on the Big-M method with an infinitely big value for
M . The idea of that method is to use a numerical, infinitely big value for M ,
set equal to ①.

In the next section we present the Lexicographic Multi-Objective Mixed-
Integer Linear Programming problem and then, in the subsequent version,
how to solve it using a Grossone-based extension of the Branch-and-Bound
method.
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5 Lexicographic Multi-objective Mixed-Integer Linear
Programming

In this section we introduce the LMOMILP problem, which is formalized as:

LexMin c1 T x, c2 T x, ..., cr T x

s.t. Ax � b,

x =
[
p
q

]
p ∈ Z

k,q ∈ R
n−k

P

where ci , i = 1, ..., r , are column vectors∈R
n , x is a column vector∈R

n ,A
is a full-rank matrix∈R

m×n , b is a column vector∈R
m . LexMin in P denotes

the lexicographic minimum.
As in any MILP problem, from the problem P , we can define the polyhe-

dron defined by the linear constraints alone:

S ≡ {
x∈R

n : Ax � b
}
. (6)

Thuswe can define problem R, the relaxation of a lexicographic (mixed) inte-
ger linear problem, obtained from P by removing the integrality constraint
on each variable:

LexMin c1 T x, c2 T x, ..., cr T x

s.t. Ax � b.
R

Problem R is called LMOLP (Lexicographic Multi-Objective Linear Prob-
lem), and can be solved using the GrossSimplex algorithm shown in Sect. 4.
In addition, every thing we have said above for the MILP problem is still
valid for the LMOMILP.

Notice that the formulation of P makes no use of Gross-numbers or Gross-
arrays involving ①, namely, it involves finite numbers only. Hereinafter we
assume that S is bounded and non-empty. In the next we will reformulate
the LMOMILP problem P using Grossone, and then we will prove their
equivalence.

We present now an equivalent reformulation of the LMOMILP problem
P , based on Grossone Methodology.

First of all, let us introduce the new problem P̃ , formulated using Gross-
numbers, following the same approach shown in Sect. 3:



Multi-objective Lexicographic Mixed-Integer Linear … 131

Min c̃T x P̃

s.t. Ax � b,

x =
[
p
q

]
p ∈ Z

k, q ∈ R
n−k,

where c̃ is a column Gross-vector having n Gross-scalar components built
using purely finite vectors ci

c̃ =
r∑

i=1

ci①−i+1 (7)

and c̃T x is the Gross-scalar obtained by multiplying the Gross-vector c̃ by
the purely finite vector x:

c̃T x = (c1T x)①0 + (c2T x)①−1 + ... + (crT x)①−r+1. (8)

Observe how Eq. (7) is identical to Eqs. (3), and (8) is the same as Eq. (4).
In Theorem 2 we will prove that problem P̃ is equivalent to problem P

defined on Sect. 5.
What makes the new formulation P̃ attractive is the fact that its relaxed

version (from the integrality constraint) is a Gross-LP problem, and therefore
it can be effectively solved using a single run of the GrossSimplex algorithm
introduced in Sect. 4. This means that the set of multiple objective func-
tions is mapped into a single (Gross-) scalar function to be optimized. This
opens the possibility to solve the integer-constrained variant of the problem
using an adaptation of the BB algorithm (see Algorithm 2), coupled with the
GrossSimplex. Of course the GrossSimplex will solve the relaxed version of
P̃:

Min c̃T x

s.t. Ax � b.
R̃

Theorem 3 (Equivalence of problem P̃and problem P) Problem P̃ is equiv-
alent to the problem P. Thus the solutions of the two are the same.

Proof The basic observation is that the integer relaxation R of problem P
is an LMOLP problem, while the integer relaxation of problem P̃ , the R̃
problem defined above, is a Gross-LP problem. In Sect. 3 we have already
proved the equivalence of problems R and R̃. Now, since problems P and P̃
have equivalent relaxations, the two will also share the same solutions when
the same integrality constraints will be taken into account on both.
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In the next subsections we will provide the pruning rules, terminating
conditions and the branching rule, and then we will introduce the GrossBB
algorithm, a generalization of the BB algorithm able to work with Gross-
numbers.

6 A Grossone-Based Extension of the
Branch-and-Bound Algorithm

In this Section we introduce a Grossone-based extension of the Branch-and-
Bound algorithm, called GrossBB, to solve the Grossone-based formulation
of any
LMOMILP problem. As in any Branch-and-Bound algorithm, we have to
provide the pruning rules (and the proof of their correctness), the termination
conditions and the the branching rules.

6.1 Pruning Rules for the GrossBB

The pruning rules of a standard Branch-and-Bound algorithm (see [19]) can
be adapted to the case of a Grossone reformulated version of any LMOMILP
problem:

Theorem 4 (Pruning rules for the GrossBB) Let xopt be the best solution
found so far for P̃, and let ṽS(P̃) = c̃T xopt be the current upper bound.
Considering the current node (P̃c) and the associated problem P̃c:

1. If the feasible region of problem P̃c is empty the sub-tree with root (P̃c)
has no feasible solutions having values lower than c̃T xopt . So we can
prune this node.

2. If ṽI (P̃c) � ṽS(P̃), then we can prune at node (P̃c), since the sub-tree
with root (P̃c) cannot have feasible solutions having a value lower than
ṽS(P̃).

3. If ṽI (P̃c) < ṽS(P̃) and the optimal solution x̄ of the relaxed problem
R̃c is feasible for P̃, then x̄ is a better candidate solution for P̃, and
thus we can update xopt (xopt = x̄) and the value of the upper bound
(ṽS(P̃) = ṽI (P̃c)). Finally, prune this node according to the second rule.

The correctness of the above pruning rules taken from [2] and, for the con-
venience of the reader, is also provided below.
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Proof (Pruning Rule 1) If the feasible region of the current problem R̃c is
empty, then also the one of P̃c is too, since the domain of P̃c has additional
constrains (the integrality constraints). Furthermore, all the domain of the
problems in the leaves of the sub-tree having root in P̃c will be empty as
well, since the domains of the leaves have all additional constrains with
respect to R̃c. This proves the correctness of the first pruning rule.

Now let us prove the second pruning rule.

Proof (Pruning Rule 2) Let us consider the generic leaf Plea f of the sub-tree
having root P̃c. Let us indicate with ṽ(P̃c) the optimal value of the current
problem P̃c (the one with the integer constraints). Then the values at the
leaves below P̃c must be greater than or equal to ṽ(P̃c):

ṽ(P̃lea f ) � ṽ(P̃c) ∀ leaf in SubTree(P̃c).

In fact, the domain of P̃c includes the ones of all the P̃lea f , being each problem
P̃lea f obtained by enriching P̃c with additional constraints. On the other hand,

ṽ(P̃c) � ṽI (P̃c)

since ṽI (P̃c) is obtained as the optimal solution of R̃c, a problem having a
domainwhich includes the one of P̃c. Thus the following chain of inequalities
always old:

ṽ(P̃lea f ) � ṽ(P̃c) � ṽI (P̃c) ∀ leaf in SubTree(P̃c).

Now, if ṽI (P̃c) � ṽS(P̃), we can add an element to the chain:

ṽ(P̃lea f ) � ṽ(P̃c) � ṽI (P̃c) � ṽS(P̃) ∀ leaf in SubTree(P̃c)

from which we can conclude that

ṽ(P̃lea f ) � ṽS(P̃) ∀ leaf in SubTree(P̃c).

This means that all the leaves of the current node will contain solutions that
are worse (or equivalent) than the current upper bound. Thus the sub-tree
rooted in P̃c can to be pruned (i.e., not explicitly explored). This proves the
correctness of the second pruning rule.

Before proving the pruning rule 3, let us observe how the pruning rule
above prevents from solving multi-modal problems, in the sense that with
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such pruning rule we are only able to find a single optimum, not all the
solutions that might have the same cost function. In other words, the pro-
posed pruning rule does not allow to solve multi-modal problems, because
we are deciding not to explore the sub-tree at a given node that could contain
solutions having the same current optimal objective function value. To solve
multi-modal problems, that rule must be applied only when

ṽI (P̃c) > ṽS(P̃). (9)

Proof (Pruning Rule 3)
If ṽI (P̃c) < ṽS(P̃) and x̄ is feasible for P̃ , (i.e., if all the components of x̄

that must be integer are actually ε-integer), we have found a better estimate
for the upper bound of P̃ , and thus we can update it:

ṽS(P̃) = ṽI (P̃c).

As a result, now ṽI (P̃c) = ṽS(P̃), and thus:

ṽ(P̃lea f ) � ṽ(P̃c) � ṽI (P̃c) = ṽS(P̃) ∀ lea f in SubTree(P̃c)

then again we have that the sub-tree having root P̃c cannot contain better
solutions than x̄:

ṽ(P̃lea f ) � ṽS(P̃) ∀ leaf in SubTree(P̃c).

This proves the correctness of the third pruning rule.

6.2 Terminating Conditions, Branching Rules and the
GrossBB Algorithm

Let us now discuss the terminating conditions for the GrossBB algorithm.
The first two are exactly the same of the classical BB, while the third requires
some attention.

The terminating conditions are:

1. All the remaining leaves have been visited: if all the leaves have been
visited the GrossBB algorithm stops.

2. Maximum number of iteration reached: when a given maximum num-
ber of iterations (provided by the user at the beginning) has been reached,
the GrossBB stops.
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3. ε̃−optimality reached: when the normalized difference between the
global lower bound and the global upper bound at the i-th iteration is
close enough to zero, we can stop:

�̃i (P̃) = ṽS(P̃) − ṽI (P̃)

|ṽS(P̃)| � ε̃ (10)

The last terminating conditiondeserves additional attention. It first involves
the difference between two Gross-scalars. This intermediate result must be
divided by the absolute value of ṽS(P̃). While computing the absolute value
of a Gross-scalar is straightforward, computing the division requires the algo-
rithm described in [26]. The result of the Gross-division is a Gross-scalar that
must be compared with the Gross-scalar ε̃, which has the form:

ε̃ = ε0 + ε1①
−1 + ε2①

−2 + ... + εr−1①
−r+1.

Obviously, it is possible to chose ε0 = ε1 = ε2... = ε, to simplify the pre-
sentation.

Let see the example below. Suppose to have three objectives (r=3) and to
have selected ε = 10−6. Given the following �̃i (P̃)

�̃i (P̃) = 1.1 · 10−7 + 5 · 10−3①−1 + 1.7 · 10−8①−2

it is clear that
�̃i (P̃) � ε̃,

because its first-order infinitesimal component (5 · 10−3) is not less or equal to
ε. Thus in this case the GrossBB algorithm cannot terminate: it will continue,
trying to make all the components � ε.

Concerning the branching rule for the GrossBB algorithm, it works as
follows. When the sub-tree below P̃c cannot be pruned (because it could
contain better solutions), its sub-tree must be explored. Thus we have to
branch the current node into Pl and Pr and to add these two new nodes to
the tail of the queue of the sub-problems to be analyzed and solved by the
GrossSimplex.

We are now ready to provide the pseudo-code for the GrossBB (see Algo-
rithm 2). The GrossBB algorithm, firstly introduced in [2], is able to solve a
given P̃ LMOMILP problem, by internally using the GrossSimplex and the
GrossBB rules provided above (pruning, terminating, and branching) .

This would allow us to create a division-free variant of the GrossBB algo-
rithm. Anyway, we think that the use of the division is still interesting from
the theoretical point of view, because it allowed us to clarify the concept of
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Algorithm 2: The GrossSimplex-based GrossBB algorithm

1 Inputs: maxIter and a specific LMOMILP problem ˜|P|, to be put within the root
node (P̃)

2 Outputs: xopt (the optimal solution, a purely finite vector), f̃opt (the optimal value,
a Gross-scalar)

Step 0. Insert ˜|P| into a queue of the sub problems that must be solved. Put ṽS(P̃) = ①, xopt = [ ], and f̃opt = ①

or use a greedy algorithm to get an initial feasible solution.
Step 1a. If all the remaining leaves have been visited (empty queue), or the maximum number of iterations has been

reached, or the ε̃-optimality condition holds, then goto Step 4. Otherwise extract from the head of the
queue the next problem to solve and call it P̃c (current problem). Remark: this policy of insertion of new
problems at the tail of the queue and the extraction from its head leads to a breadth-first visit for the binary
tree of the generated problems.

Step 1b. Solve R̃c , the relaxed version of the problem P̃c at hand, using the GrossSimplex and get x̄ and f̃c ( = c̃T x̄):

[x̄, f̃c,emptyPolyhedron] ← GrossSimplex(R̃c).

Step 2a. If the LP solver has found that the polyhedron is empty, then prune the sub-tree of (P̃c) (according to Pruning
Rule 1) by going to Step 1a (without branching (P̃c)). Otherwise, we have found a new lower value for P̃c :

ṽI (P̃c) = f̃c .

Step 2b. If ṽI (P̃c) � ṽS (P̃), then prune the sub-tree under P̃c (according to Pruning Rule 2), by going to Step 1a
(without branching P̃c).

Step 2c. If ṽI (P̃c) < ṽS (P̃) and all components of x̄ that must be integer are actually ε-integer (i.e., x̄ is feasible),
then we have found a better upper bound estimate. Thus we can update the value of ṽS (P̃) as:

ṽS (P̃) = ṽI (P̃c).

In addition we set xopt = x̄ and f̃opt = ṽI (P̃c). Then we also prune the sub-tree under (P̃c) (according to
Pruning Rule 3) by going to Step 1a (without branching (P̃c)).

Step 3. If ṽI (P̃c) < ṽS (P̃) but not all components of x̄ that must be integer are actually ε-integer, we have to branch.
Select the component x̄t of x̄ having the greatest fractional part, among all the components that must be
integer. Create two new nodes (i.e., problems) with a new constraint for this variable, one with a new �
constraint for the rounded down value of x̄t and another with a new � constraint for the rounded up value of
x̄t . Let us call the two new problems P̃l and P̃r and put them at the tail of the queue of the problems to be
solved, then goto Step 1a.

Step 4. End of the algorithm.

when a Gross-number is “near zero”. Furthermore, the impact of the compu-
tation of the division of equation (10) on the overall computing time of the
algorithm is negligible, being the overall computing time mainly affected by
the time needed to compute the solutions of the relaxed LMOLP problems.
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7 Experimental Results

In this section we introduce three LMOMILP test problems having known
solution, then we verify that the GrossBB combined with the GrossSimplex
is able to solve them. Additional examples can be found in [2].

7.1 Test Problem 1: The “Kite” in 2D

This problem, taken from [2], is a little variant to problem T0 described
above. The main difference is the addition of the integrality constraint. In
addition, the second constraint 2x1 + 3x2 � 210 has been changed into 2x1 +
3x2 � 210 + 2.5). Finally observe how this formulation does not involve
slack variables:

LexMax 8x1 + 12x2, 14x1 + 10x2, x1 + x2
s.t. 2x1 + 1x2 � 120

2x1 + 3x2 � 210 + 2.5

4x1 + 3x2 � 270

x1 + 2x2 � 60

− 200 � x1, x2 � +200, x ∈ Z
n.

T1

The polygonS associated to problem T1 is shown in Fig. 2 (left sub-figure).
The integer points (feasible solutions) are shown as black spots, while in light
greywe have provided the domain of the relaxed problem (without the integer
constraints).
It can be seen that the first objective vector c1 = [8, 12]T is orthogonal
to segment [α, β] (α = (0, 70.83), β = (28.75, 51.67)) shown in the same
figure. All the nearest integer points parallel to this segment are optimal for
the first objective (see the right sub-figure in Fig. 2). Since the solution is not
unique, there is the chance to try to improve the second objective vector (c2

= [14, 10]T ).

Let see what happens when we solve this problem using the GrossSimplex-
based GrossBB algorithm.

Since the T1 problem is LexMax-formulated, we have to feed −c̃ to the
GrossSimplex-based GrossBB algorithm.
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Fig. 2 An example in two dimensions with three objectives. The black points on the
left figure are all the feasible solutions. All the nearest integer points parallel to the
segment [α, β] (there are many), are optimal for the first objective, while point (28, 52)
is the unique lexicographic optimum for the given problem (i.e., considering the second
objective too). The third objective plays no role in this case. On the right, a zoom around
point β is provided, with some optimal solutions for the first objective highlighted (the
ones with a bigger black spot)

Initialize ṽS(P̃) = ①, xopt = [ ], f̃opt = ① and insert T1 into a queue of the
sub-problems that must be solved.

Iteration 1 The GrossBB extracts from the queue of problems to be solved
the only one present, and denotes it as the current problem: P̃c ≡ T1).
Then the algorithm solves its relaxed version: the solution of R̃c is x̄ =
[28.7500, 51.6667]T ,with ṽI (P̃c) = −850①0 − 919.167①−1 − 80.4167①−2.
In this case we have to branch using the component having the highest frac-
tional part (among the variables with integer restrictions, of course). In this
case, it is the first component, and thus the new sub-problem on the left P̃l
will have the additional constraint x1 � 28, while the new on the right P̃r
will have the additional constraint x1 � 29. This split makes the current solu-
tion [28.7500, 51.6667]T not optimal neither for problems P̃l nor for P̃r (see
Fig. 3).
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Fig. 3 Situation at the
end of iteration 1, for
problem T1

Iteration 2At this step the queue is composed by [P̃l , P̃r ], the problems gen-
erated in the previous iteration. The GrossBB extracts now the next problem
from the top of the queue (breadth-first visit), namely [P̃l and denotes it as P̃c,
the current problem to solve. The optimal solution for the relaxed problem
R̃c is x̄ = [28.25, 52]T , with ṽI (P̃c) = −850①0 − 915.5①−1 − 80.25①−2.
We have to branch again, as we did on iteration 1, a thus a new left and right
problems will be generated and added to the queue. The new left problem
will have the additional constraint x1 � 28, while the new right problem will
have the additional constraint x1 � 29. The length of the queue is now 3.

Iteration 3 Extract the next problem from the top of the queue and denote
it as P̃c. The optimal solution of R̃c is x̄ = [29.25, 51]T and the associated
ṽI (P̃c) = −846①0 − 919.5①−1 − 80.25①−2. We have to branch, a new left
and right problemwill be generated, both will be added to the queue. The left
problem will have the additional constraint x1 � 29, while the new on the
right P̃r will have the additional constraint x1 � 30. The length of the queue
is now 4.

Iteration 4 Extract the next problem from the queue and indicate it as P̃c.
Solve R̃c, the relaxation of P̃c, using the GrossSimplex. Since R̃c has an
empty feasible region, prune this node by applying the first pruning rule. The
length of the queue is now 3.

Iteration 5 Extract the next problem from the top of the queue and denote it
as P̃c. The optimal solution of R̃c is x̄ = [28, 52.1667]T and the associated
ṽI (P̃c) = −850①0 − 913.6667①−1 − 80.1667①−2. We have to branch: a
new left and right problems will be generated and added to the queue. The
left problem will have the additional constraint x1 � 52, while the right one
will have the additional constraint x1 � 53. The length of the queue is now



140 M. Cococcioni et al.

4.

Iteration 6 Extract the next problem from the queue and indicate it as P̃c.
This time theGrossSimplex returns an integer solution, i.e., a feasible solution
for the LMOMILP initial problem T1:

x̄ = [30, 50]T and ṽI (P̃c) = −840①0 − 920①−1 − 80①−2.

Since ṽI (P̃c) < ṽS(P̃), thenwecanupdate ṽS(P̃) = ṽI (P̃c),xopt = x̄. Finally
we can prune this node, according to the third pruning rule.

Iteration 7 Extract the next problem from the queue and indicate it as P̃c.
Again the GrossSimplex returns an integer solution:

x̄ = [29, 51]T and ṽI (P̃c) = −844①0 − 916①−1 − 80①−2.

Since ṽI (P̃c) < ṽS(P̃), thenwecanupdate ṽS(P̃) = ṽI (P̃c),xopt = x̄. Finally
we can prune this node, according to the third pruning rule.

Iteration 8 Extract the next problem from the top of the queue and indi-
cate it as P̃c. The optimal solution of R̃c is x̄ = [26.75, 53]T , with ṽI (P̃c) =
−850①0 − 904.5①−1 − 79.75①−2. We have to branch: a new left and right
problems will be generated and added to the queue. The left problem will
have the additional constraint x1 � 26, while the new on the right P̃r will
have the additional constraint x1 � 27. The length of the queue is now 4.

Iteration 9 Extract the next problem from the queue and designate it as
the current problem P̃c. Solve its relaxation, using the GrossSimplex. In this
case the returned solution is feasible for the initial LMOMILP problem T1,
because it has all integral components:

x̄ = [28, 52]T and ṽI (P̃c) = −848①0 − 912①−1 − 80①−2.

Since ṽI (P̃c) < ṽS(P̃), then update both ṽS(P̃) = ṽI (P̃c) and xopt = x̄.
Finally prune this node by applying the third pruning rule.

Iteration 10 Extract the next problem from the queue and indicate it as P̃c.
Solve R̃c, the relaxation of P̃c, using the GrossSimplex. Since R̃c has an
empty feasible region, prune this node by applying the first pruning rule.
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Iterations 11–79 The GrossBB algorithm is not able to find a better solution
than the x̄ = [28, 52]T already found, but continues to branch and explore
the tree, until only two nodes remain in the queue. The processing of the last
two nodes is discussed in the last two iterations 80 and 81, below.

Iteration 80 Extract the next problem from the queue and indicate it as P̃c.
Solve R̃c using the GrossSimplex. Since R̃c has an empty feasible region,
prune this node by applying the first pruning rule.

Iteration 81 At this point there is one last unsolved problem from the queue.
Extract this problem and indicate it as P̃c. The optimal solution of R̃c is:

x̄ = [1, 70]T , with ṽI (P̃c) = −848①0 − 714①−1 − 71①−2.

Since ṽI (P̃c) ≥ ṽS(P̃), prune this last node according to the third pruning
rule. Being now the tree empty, the GrossBB algorithm stops according to
the first terminating condition and returns the optimal solution found so far:
xopt = [28, 52]T .

The optimal value of the objective function is ˜cT xopt = 848①0 + 912①−1 +
80①−2.

Table 2 provides a synthesis with the most interesting iterations performed
by the GrossBB.

7.2 Test Problem 2: The Unrotated “House” in 3D

This illustrative example is taken from [2] and is in three dimensions with
three objectives:

LexMax x1, −x2, −x3
s.t. − 10.2 � x1 � 10.2

− 10 � x2 � 10.2

− 10.2 � x3 � 10.2

− x1 − x2 � 2

− x1 + x2 � 2

− 20 � xi � 20, i = 1, ..., 3, x ∈ Z
3,

T2
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Table 2 Iterations performed by GrossSimplex-based GrossBB algorithm on problem
T1
Iteration Result at node (iteration)

Initialize – ṽS(P̃) = ①

– Queue len. 1 (add the root problem to the queue)

1 ṽI (P̃c): −850①0 − 919.167①−1 − 80.4167①−2. Queue length : 0

– No pruning rules applied, branch P̃c in two sub-problems. Queue length: 2

– �̃ = 100①0 + 100①−1 + 100①−2

2 ṽI (P̃c): −850①0 − 915.5①−1 − 80.25①−2. Queue length: 1

– No pruning rules applied, branch P̃c in two sub-problems. Queue length: 3

– �̃ = 100①0 + 100①−1 + 100①−2

3 ṽI (P̃c): −846①0 − 919.5①−1 − 80.25①−2. Queue length: 2

– No pruning rules applied, branch P̃c in two sub-problems. Queue length: 4

– �̃ = 100①0 + 100①−1 + 100①−2

4 Prune node: rule 1, empty feasible region. Queue length: 3

5 ṽI (P̃c): −850①0 − 913.667①−1 − 80.1667①−2. Queue length: 2

– No pruning rules applied, branch P̃c in two sub-problems. Queue length: 4

– �̃ = 100①0 + 100①−1 + 100①−2

6 ṽI (P̃c): −840①0 − 920①−1 − 80①−2. Queue length: 3

– A feasible solution has been found: xopt = [30, 50]T
– Update ṽS(P̃) = ṽI (P̃c), prune node: rule 3

– �̃ = 0.0119048①0 − 0.00688406①−1 + 0.00208333①−2

7 ṽI (P̃c): −844①0 − 916①−1 − 80①−2. Queue length: 2

– A feasible solution has been found: xopt = [29, 51]T
– Update ṽS(P̃) = ṽI (P̃c), prune node: rule 3

– �̃ = 0.354191①0 − 0.127528①−1 + 0.104058①−2

8 ṽI (P̃c): −850①0 − 904.5①−1 − 79.75①−2. Queue length: 1

– No pruning rules applied, branch P̃c in two sub-problems. Queue length: 3

– �̃ = 0.007109①0 − 0.00254731①−1 + 0.00208333①−2

9 ṽI (P̃c): −848①0 − 912①−1 − 80①−2. Queue length: 2

– A feasible solution has been found: xopt = [28, 52]T
– Update ṽS(P̃) = ṽI (P̃c), prune node: rule 3

– �̃ = 0.00235849①0 − 0.00822368①−1 − 0.003125①−2

10 Prune node: rule 1, empty feasible region. Queue length: 1

... ... ... ... ... ....

80 Prune node: rule 1, empty feasible region. Queue length: 1

81 ṽI (P̃c): −848①0 − 714①−1 − 71①−2. Queue length: 0

– ṽI (P̃c) � ṽS(P̃) prune node: rule 2

Result Iteration 81. Optimization ended. Optimal solution found:

xopt = [28, 52]T
f̃opt = −848①0 − 912①−1 − 80①−2

�̃ = 0①0 + 0①−1 + 0①−2
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Fig. 4 A 3D unrotated “house” problem

with the domain being the cube shown in Fig. 4. It can be immediately seen
that by considering the first objective alone (maximize x1), all the nearest
integer points parallel to square having vertices α, β, γ , δ (see Fig. 4) are
optimal for the first objective function. Since the optimum is not unique, the
second objective function can be considered in order to improve it without
deteriorating thefirst objective. Then, all the integer points near to the segment
[β, γ ] are all optimal for the second objective too (see Fig. 5, which provides
the plant-view of Fig. 4 with x3 = −10).

Again, the optimum in not unique, and thus we can consider the third
objective, which allows us to select the nearest integer point to γ as the
unique solution that maximizes all the three objectives. In particular, point
[10, −10, −10] is the lexicographic optimum to the given problem.

The problem can be solved with GrossBB algorithm, as shown in Table 3.
The solution xopt = [10, −10, −10]T is actually found after 5 iterations.
The optimal value of the objective function can be computed as c̃T xopt =
10①0 + 10①−1 + 10①−2.

7.3 Test Problem 3: the Rotated “House” in 5D

Algorithm 3 (firstly introduced in [2]) shows how to add a small rotation
along the axis perpendicular to the plane containing the first two variables x1
and x2, for the “house” problem seen in previous example, after generalizing
it to the n-dimensional case.

The problem considered here (again taken from [2]) consists of the lexi-
cographic optimization of x1, −x2, ..., −x5. The method used to generate a
randomly rotated benchmark is shown onAlgorithm 3 (the generated rotation
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Fig. 5 Section view of Fig. 4 with x3 = −10 (left) and its top-right zoom (right)

Table 3 Iterations performed by GrossBB algorithm on test problem T2
Iteration Result at node (iteration)

Initialize – ṽS(P̃) = ①

– Queue len. 1 (add the root problem to the queue)

1 ṽI (P̃c): −10.2①0 − 10①−1 − 10.2①−2. Queue length: 0

– no pruning rules applied, branch P̃c in two sub-problems. Queue
length: 2

– �̃ 100①0 + 100①−1 + 100①−2

2 prune node: rule 1, empty feasible region. Queue length: 1

3 ṽI (P̃c): −10①0 − 10①−1 − 10.2①−2. Queue length: 0

– no pruning rules applied, branch P̃c in two sub-problems. Queue
length: 2

– �̃ 100①0 + 100①−1 + 100①−2

4 ṽI (P̃c): −10①0 − 10①−1 − 10①−2. Queue length: 1

– A feasible solution has been found: xopt = [10,−10,−10]T
– update ṽS(P̃) = ṽI (P̃c), prune node: rule 3

– �̃: 0①0 + 0①−1 + 0.02①−2

5 prune node: rule 1, empty feasible region. Queue length: 0

Result Iteration 5. Optimization ended. Optimal solution found:

xopt = [10,−10,−10]T
f̃opt = −10①0 − 10①−1 − 10①−2

�̃ = 0①0 + 0①−1 + 0①−2
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matrixQ is reported in Appendix A of [2]). After the rotation, a lower bound
and an upper bound were added:

−2ρ � xi � 2ρ, i = 1, ..., 5.

Thus the following problem (A′,b′) has been generated:

LexMax x1, −x2, ..., −x5

s.t.
{
x′ ∈Z

5 : A′x′ � b′} T3

where C′, A′ and vector b′ are reported in Appendix A of [2].

The lexicographic optimum for this problem is:

xopt = [1000, −999, −1000, −1000, −1000]T .

The new problem can be solved with GrossBB algorithm. After 11 steps, the
GrossBB finds the correct lexicographic optimum (more details in [2], Table
3, Appendix B).

8 Conclusions

To conclude this chapter, let us recall that we have shown the application of
Grossone to solve lexicographic multi-objective linear programming prob-
lems and their mixed-integer counterparts. We have proved that the use of
Grossone allows to give an infinitely lower weights to lower-priority objec-
tives, without the need to specify the value of the finite weight M to use.
As a future work, we are planning to implement a Grossone-based Branch-
and-Cut algorithm, to speedup the convergence of the GrossBB algorithm
presented here.

Appendix

In this appendix we provide the proofs of Lemmas 1–3, taken from [6], and
reported also here for the sake of self-completeness of this exposition.

Proof (Lemma1)Since the objective function of problemP4 is linear inx, the
associated level sets (c̃T x = ṽ) are hyper-planes. Thus the maximum, for a
bounded and non-empty polyhedron S describing the domain of the problem
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Algorithm 3: Generation of a randomly rotated “house” problem in R
n

dimensions
Step 1. Let {Ax � b, x ∈ Z

n } be the initial, unrotated problem, in n-dimensions. The problems is formulated as
follow (ρ is a parameter that controls the size of the house):

LexMax x1, −x2, ..., −xn

s.t. − ρ + 0.2 � x1 � ρ + 0.2,

− ρ � x2 � ρ + 0.2

− ρ + 0.2 � xi � ρ + 0.2, i = 3, ..., n

− x1 − x2 � 2

− x1 + x2 � 2

x ∈ Z
n .

Step 2. Use as rotation matrix Q with a random little rotation:

rA = 0.0002;

rB = 0.0005;

φ = (rB-rA).*rand(1) + rA;

Q =

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

cos (φ) sin (φ) 0 0 .. 0
− sin (φ) cos (φ) 0 0 ... 0

0 0 1 0 ... 0
0 0 0 1 ... 0
... ... ... ... ... ...

0 0 0 0 ... 1

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

∈ R
n×n

Step 3. Rotate the polytope: A′ = AQ (b and C does not change under rotations: b′ = b and C′ = C) and then add
these additional constraints as lower and upper bound for every variables to A′ (they are twice the size of the
house, in order to fully contain it):

−2ρ � xi � 2ρ, i = 1, ..., n

Step 4 For the unrotated problem the optimal integer solution is xopt = [ρ, −ρ, −ρ, −ρ, ..., −ρ]T .
When a rotation is applied, if the rotation is between a sufficiently small range of angles the optimal solution
is: xopt = [ρ, 1 − ρ, −ρ, −ρ, ..., −ρ]T .
The optimal value is computed as: f̃opt = c̃T xopt , where c̃ is derived from C.

must be on a vertex (or belong to the convex hull of the optimal vertices),
for the same reasons for which the maximum of standard single-objective LP
problems is located on a vertex or in the convex hull of the optimal vertices.
In this case, similarly to standard LP, it follows that: (i) not all the vertices of
P4 are optimal, and (ii) not all the basic solutions are vertices.

The next lemma states that all the optimal solutions of P1 reach the same
(Gross-scalar) objective value for problem P4.

Proof (Lemma 2) Let x∗ be a generic optimal solution belonging to �(P1),
then from (4) we have that the objective value of the problem P4 associated
to it is:

c̃T x∗ = (c1T x∗)①0 + (c2T x∗)①−1 + ... + (crT x∗)①−r+1.
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We can observe that:

ciT x∗ = ki ∈R, i ∈{1, ..., r},
due to the fact that x∗ is optimal for P1 and this problem has been formulated
using purely finite numbers only. Thus we have

c̃T x∗ = k1①0 + k2①−1 + ... + kr①−r+1 = ṽ.

�
The next lemma is the last step in preparing the proof of the equivalence

between P1 and P4.

Proof (Lemma 3) Let x̂ be a vertex of S which is not optimal for P1. Thus,
there exists an index q∈{1, ..., r} such that

ciT x̂ = ciT x∗, ∀i ∈{1, ..., q − 1},
but

cqT x̂ < cqT x∗.

This implies that

c̃T x∗ − c̃T x̂ =
r∑

i=q

①−i+1(ciT x∗ − ciT x̂).

The expression above can be also expanded as follows

c̃T x∗ − c̃T x̂ = ①−q+1(cqT x∗ − cqT x̂) + ①−(q+1)+1(c(q+1)T x∗ − c(q+1)T x̂) + ...

+ ①−r+1(crT x∗ − crT x̂).

Since ①−q+1(cqT x∗ − cqT x̂) > 0, it follows that
(
c̃T x∗ − c̃T x̂

)
is strictly

positive too, since r is finite. Indeed, adding a finite number of infinitesimal
contributions of orders of ① higher than −q + 1 will keep the sum strictly
positive, even when these contributions are negative in sign, due to the prop-
erty of Grossone:

∣∣∣①−q+1(cqT x∗ − cqT x̂)
∣∣∣ >

∣∣∣①−q(c(q+1)T x∗ − c(q+1)T x̂)
∣∣∣ + ...+

∣∣∣①−r+1(crT x∗ − crT x̂)
∣∣∣ .
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The Use of Infinities and Infinitesimals
for Sparse Classification Problems

Renato De Leone, Nadaniela Egidi, and Lorella Fatone

Abstract In this chapterwediscuss the use ofgrossone and the newapproach
to infinitesimal and infinite proposed by Sergeyev in determining sparse solu-
tions for special classes of optimization problems. In fact, in various opti-
mization and regression problems, and in solving overdetermined systems
of linear equations it is often necessary to determine a sparse solution, that
is a solution with as many as possible zero components. Expanding on the
results in [16], we show how continuously differentiable concave approxima-
tions of the l0 pseudo–norm can be constructed using grossone, and discuss
the properties of some new approximations. Finally, we will conclude dis-
cussing some applications in elastic net regularization and Sparse Support
Vector Machines.

1 Introduction

In many optimization problems, in regression methods and when solving
over-determined systems of equations, it is often necessary to determine a
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sparse solution, that is, a solution with theminimum number of nonzero com-
ponents. This kind of problems are known as sparse approximation problems
and arise in different fields. InMachine Leaning, the Feature Extraction prob-
lem requires, for a given problem, to eliminate as many features as possible,
while stillmaintaining a good accuracy in solving the assigned task (for exam-
ple, a classification task). Sparse solutions are also required in signal/image
processing problem, for example in sparse approximation of signals, image
denoising, etc. [4, 12, 36].

In these cases the l0 pseudo-norm is utilized. This pseudo-norm counts the
number of nonzero elements of a vector. Problems utilizing the l0 pseudo-
norm have been considered by many researchers, but they seem “to pose
many conceptual challenges that have inhibited its widespread study and
application” [4]. Moreover, the resulting problem is NP–hard and, in order to
construct a more tractable problem, various continuously differentiable con-
cave approximations of the l0 pseudo-norm are used, or the l0 pseudo-norm
is replaced by the simpler to handle 1–norm. In [27] two smooth approxima-
tions of the l0 pseudo-norm are proposed in order to determine a vector that
has the minimum l0 pseudo-norm.

Recently, Sergeyev proposed a new approach to infinitesimals and infini-
ties1 based on the numeral ①, the number of elements of IN, the set of natural
numbers. It is crucial to note that ① is not a symbol and is not used to per-
form symbolic calculations. In fact, the ① is a natural number, and it has
both cardinal and ordinal properties, exactly as the “standard”, finite natu-
ral numbers. Moreover, the new proposed approach is different from non–
Standard Analysis, as demonstrated in [33]. A comprehensive description of
the grossone–based methodology can also be found in [32].

The use of ① and the new approach to infinite and infinitesimals has
been beneficial in several fields of pure and applied mathematics including
optimization [6–9, 14, 15, 17–19, 23], numerical differentiation [29], ODE
[1, 22, 34], hyperbolic geometry [25], infinite series and the Riemann zeta
function [28, 30], biology [31], and cellular automata [13].

Moreover, this new computational methodology has been also utilized in
the field ofMachine Learning allowing to construct new spherical separations
for classification problems [2], and novel sparse Support Vector Machines
(SSVMs) [16].

In this chapterwe discuss the use of① to obtain new approximations for the
l0 pseudo-norm, and two applications are considered in detail. More specifi-
cally, the chapter is organized as follows. In Sect. 2 some of the most utilized
smooth approximations of the l0 pseudo–norm proposed in the literature are

1 See Chap. 1 for an in–depth description of the properties of the new system and its
advantages
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discussed. Then, in the successive Sect. 3 it is shown how to utilize① for con-
structing approximations of the l0 pseudo-norm. Finally, in Sect. 4, mostly
based on [16], two relevant applications of the newly proposed approxima-
tion scheme for the l0 pseudo norm are discussed in detail: the elastic net
regulation problem and sparse Support Vector Machines.

We briefly describe our notation now. All vectors are column vectors and
will be indicatedwith lower caseLatin letter (i.e. x , y, . . .). Subscripts indicate
components of a vector, while superscripts are used to identify different
vectors. Matrices will be indicated with upper case Roman letter (i.e. A, B,
. . .). The set of natural and real numbers will be denoted, respectively, by IN
and IR. The space of the n–dimensional vectors with real components will
be indicated by IRn . Superscript T indicates transpose. The scalar product of
two vectors x and y in IRn will be denoted by xT y. Instead, for a generic
Hilbert space, the scalar product of two elements x and y will be indicated by
〈x, y〉. The Euclidean norm of a vector x will be denoted by ‖x‖. The space
of the m × n matrices with real components will be indicated by IRm×n . For
a m × n matrix A, Ai j is the element in the i th row, j th column.

In the new positional numeral system with base ①, a gross-scalar (or
gross–number) C has the following representation:

C = C (pm )①pm + · · · + C (p1)①p1 + C (p0)①p0 + C (p−1)①p−1 + · · · + C (p−k )①p−k ,

(1)
wherem, k ∈ IN, for i = −k, −k + 1, . . . , −1, 0, 1, . . . ,m − 1,m, the quan-
tities C (pi ) are floating-point numbers and pi are gross-numbers such that

pm > pm−1 > · · · > p1 > p0 = 0 > p−1 > · · · > p−k+1 > p−k . (2)

Ifm = k = 0 the gross-numberC is called finite; ifm > 0 it is called infinite;
if m = 0, C (p0) = 0 and k > 0 it is called infinitesimal; the exponents pi ,
i = −k, −k + 1, . . . , −1, 0, 1, . . . ,m − 1,m, are called gross-powers.

2 The l0 Pseudo-norm in Optimization Problems

Given a vector x = (x1, x2, . . . , xn)T ∈ IRn , the l0 pseudo-norm of x is
defined as the number of its components different from zero, that is:

‖x‖0 = number of nonzero components of x =
n∑

i=1

1xi , (3)
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where 1a is the characteristic (indicator) function, that is, the function which
is equal to 1 if a �= 0 and zero otherwise.

Note that ‖·‖0 is not a norm and hence is called, more properly, pseudo-
norm. In fact, for a non zero vector x ∈ IRn , and a not null constant λ ∈ IR,
we have:

‖λx‖0 = ‖x‖0 .

Consequently ‖λx‖0 = |λ| ‖x‖0, λ ∈ IR, if and only if |λ| = 1.
The l0 pseudo-norm plays an important role in several numerical analysis

and optimization problems, where it is important to get a vector with as few
non-zero components as possible. For example, this pseudo-norm has impor-
tant applications in elastic-net regularization, pattern recognition, machine
learning, signal processing, subset selection problem in regression and port-
folio optimization. For example, in signal and image processing many media
types can be sparsely represented using transform-domainmethods, and spar-
sity of the representation is fundamental in many highly used techniques of
compression (see [4] and references therein). In [20, 26] the cardinality-
constrained optimization problem is studied and opportunely reformulated.
In [5] the general optimization problem with cardinality constraints has been
reformulated as a smooth optimization problem.

The l0 pseudo-norm is strongly related to the l p norms. Given a vector
x = (x1, x2, . . . , xn)T ∈ IRn , the l p norm of x is defined as

‖x‖p :=
(

n∑

i=1

|xi |p
) 1

p

.

It is not too difficult to show that

‖x‖0 = lim
p→0

‖x‖p
p = lim

p→0

n∑

i=1

|xi |p .

In Fig. 1 the behavior of |σ |p (σ ∈ IR) for different values of p is shown (see
also [4]). Note that, as the figure suggests, for 0 < p < 1, the function ‖x‖p
is a concave function.

It must be noted that the use of ‖x‖0 makes the problems extremely com-
plicated to solve, and various approximations of the l0 pseudo-norm have
been proposed in the scientific literature, For example, in [27] two smooth
approximations of the l0 pseudo-norm are proposed in order to determine a
particular vector that has the minimum l0 pseudo-norm.

In [24], in the framework of elastic net regularization, the following
approximation of ‖x‖0 is studied:
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Fig. 1 The value of |σ |p
for different values of p

‖x‖0,δ :=
n∑

i=1

x2i
x2i + δ

, (4)

where δ ∈ IR, δ > 0, and a small δ is suggested in order to provide a better
approximation of ‖x‖0.

Instead, in the context of Machine Learning and Feature Selection [3], the
following approximation of ‖x‖0:

‖x‖0,α :=
n∑

i=1

(
1 − e−α|xi |

)
, (5)

where α ∈ IR, α > 0, is proposed, and the value α = 5 is recommended.
By using ①, in [16] a new approximation of ‖x‖0 has been suggested. In

the next section we discuss in detail this approximation and we also propose
other approximations that use the newnumeral system based on①.Moreover,
we provide the connections between ‖x‖0 and the new approximations.

Note that the approximation introduced in [16] has been used in connection
to two different applications. The first application is an elastic net regulariza-
tion. The second application concerns classification problems using sparse
Support Vector Machines. These two applications are extensively reviewed
in Sect. 4.
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3 Some Approximations of the l0 Pseudo-norm
Using ①

The first approximation of the l0 pseudo-norm in terms of ① was proposed
in [16], where, following the idea suggested in [24] of approximating the l0
pseudo-norm
by (4), the following approximation has been suggested:

‖x‖0,①,1 :=
n∑

i=1

x2i
x2i + ①−1 . (6)

In this case, we have that

‖x‖0,①,1 = ‖x‖0 + C①−1, (7)

for some gross-number C which includes only finite and infinitesimal terms.
Therefore, the finite parts of ‖x‖0 and ‖x‖0,①,1 coincide.

To this scope, let

ψ1(t) = t2

t2 + ①−1 , t ∈ IR. (8)

We have that ψ1(0) = 0 and ψ1(t) = 1 − ①−1S, when t �= 0, where S is a
gross-number such that

0 < S = 1

t2 + ①−1 <
1

t2
.

Therefore, S has only finite and infinitesimal terms. Moreover,

n∑

i=1

x2i
x2i + ①−1 =

n∑

i=1

ψ1(xi ) =
n∑

i=1,xi �=0

ψ1(xi ) = ‖x‖0 + C①−1, (9)

where

C =

⎧
⎪⎪⎨

⎪⎪⎩

−
n∑

i=1,xi �=0

Si , when ‖x‖0 �= 0,

0, otherwise,

and Si is a gross-number such that
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0 < Si = 1

x2i + ①−1 <
1

x2i
, xi �= 0, i = 1, . . . , n.

Hence C is a gross-number with only finite and infinitesimal terms and the
finite part of of ‖x‖0 and ‖x‖0,①,1 are the same.

A different proof of this result is provided in [16]. For i = 1, . . . , n, let
assume that

xi = x (0)
i + Ri①

−1,

where Ri includes only finite and infinitesimal terms.
When x (0)

i = 0:

ψ1(xi ) = R2
i ①−2

R2
i ①−2 + ①−1 = ①−1 R2

i

R2
i ①−1 + 1

= 0 ①0 + R′
i①

−1,

where R′
i includes only finite and infinitesimal terms.

When, instead, x (0)
i �= 0:

ψ1(xi ) =
(
x (0)
i + Ri①

−1
)2

(
x (0)
i + Ri①

−1
)2 + ①−1

= 1 − ①−1

(
x (0)
i + Ri①

−1
)2 + ①−1

= 1 + R′
i①

−1,

where, again, R′
i includes only finite and infinitesimal terms. Therefore,

‖x‖0,①,1 =
n∑

i=1

ψ1(xi ) = ‖x‖0 + S①−1

where S includes only finite and infinitesimal terms and hence ‖x‖0,①,1 and‖x‖0 coincide in their finite part.
Following the idea suggested in [3], we now propose three novel approx-

imation schemes of the l0 pseudo-norm all based on the use of ①. In [3] the
authors proposed to approximate the l0 pseudo-norm using (5) and suggest
to take a fixed value for α, i.e. α = 5, or an increasing sequence of values of
α.

Based on this idea, we propose the following approximation formula for
‖x‖0:

‖x‖0,①,2 :=
n∑

i=1

(
1 − ①−α|xi |

)
, α > 0. (10)
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Also in this case, the finite parts of ‖x‖0 and ‖x‖0,①,2 coincide. More pre-
cisely, let us show that

‖x‖0,①,2 = ‖x‖0 − ①−αmxC, (11)

where

mx =
{
min

{
|xi | : xi �= 0

}
, when x �= 0,

0, otherwise,
(12)

and C is a gross-number which is null when ‖x‖0 = 0 and, otherwise,
includes only finite and infinitesimal terms.

Let us define

ψ2(t) = 1 − ①−α|t |, t ∈ IR. (13)

Since ψ2(0) = 0, we have:

‖x‖0,①,2 =
n∑

i=1

(
1 − ①−α|xi |

)
=

=
n∑

i=1

ψ2(xi ) =
n∑

i=1,xi �=0

ψ2(xi ) =

= ||x ||0 −
n∑

i=1,xi �=0

①−α|xi | = ||x ||0 − ①−αmxC. (14)

It is easy to see that C = 0 when ‖x‖0 = 0. Instead, if ‖x‖0 �= 0 then C
has only finite and infinitesimal terms. This shows that ‖x‖0 and ‖x‖0,①,2
coincide in their finite part.

Another approximation of the l0 pseudo–norm is given by:

‖x‖0 ≈ ‖x‖0,①,3 :=
n∑

i=1

(
1 − e−①|xi |

)
. (15)

In this case, it is possible to show that

‖x‖0,①,3 = ‖x‖0 − e−①mxC, (16)

where, as in the previous cases, C is a gross-number which includes only
finite and infinitesimal terms and is null when ‖x‖0 = 0. Hence, also in this
case we have that the finite parts of ‖x‖0 and ‖x‖0,①,3 coincide.
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To prove the above result, let

ψ3(t) = 1 − e−①|t |, t ∈ IR. (17)

Since ψ3(0) = 0, we have:

‖x‖0,①,3 =
n∑

i=1

(
1 − e−①|xi |

)
=

=
n∑

i=1

ψ3(xi ) =
n∑

i=1,xi �=0

ψ3(xi ) =

= ||x ||0 −
n∑

i=1,xi �=0

e−①|xi | = ||x ||0 − e−①mxC, (18)

where mx is defined in (12) and C is a gross-number with only finite and
infinitesimal terms. Moreover, C is null when ‖x‖0 = 0.

Finally, another approximation of the l0 pseudo–norm, always in the spirit
of (5), is given by:

‖x‖0,①,4 :=
n∑

i=1

(
1 − ①−①|xi |

)
. (19)

In this last case, let

ψ4(t) = 1 − ①−①|t |, t ∈ IR. (20)

Since even in this circumstance ψ4(0) = 0, we have:

‖x‖0,①,4 =
n∑

i=1

(
1 − ①−①|xi |

)
=

=
n∑

i=1

ψ4(xi ) =
n∑

i=1,xi �=0

ψ4(xi ) =

= ||x ||0 −
n∑

i=1,xi �=0

①−①|xi | = ||x ||0 − ①−①mxC, (21)

where mx is again defined in (12) and C is a gross-number with only finite
and infinitesimal terms that is null when ||x ||0 = 0. As in the previous cases
we have that
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‖x‖0,①,4 = ‖x‖0 − ①−①mxC, (22)

and, therefore, the finite parts of ‖x‖0 and ‖x‖0,①,4 coincide.
We have presented a number of different approximation schemes for the

l0 pseudo-norm. We want to stress that in all the cases the value of ‖x‖0
and its approximation coincide in their finite part and may only differ for
infinitesimals quantities.

In the next section we will discuss some utilization of these approximating
schemes in two extremely important problems: regularization and classifica-
tion.

4 Applications in Regularization and Classification
Problems

In this section we review some interesting uses of the proposed l0 pseudo–
norm approximations in two classes of optimization problems: elastic net
regularization problems and sparse Support Vector Machine classification
problems. These two applications are deeply studied in [16].

4.1 Elastic Net Regularization

There aremany important applicationswherewewant to determine a solution
x ∈ IRn of a given linear system Ax = b, A ∈ IRm×n , b ∈ IRm , such that x
has the smallest number of nonzero components, that is

min
x

‖x‖0 ,

subject to Ax = b.

To this problem it is possible to associate the following generalized elastic
net regularization:

min
x

1

2
‖Ax − b‖22 + λ0 ‖x‖0 + λ2

2
‖x‖22 , (23)

where λ0 > 0 and λ2 > 0 are two regularization parameters (see [24] for
details).
In [24] a suitable algorithm for the solution of Problem (23) with ‖x‖0,δ
(defined in (4)) instead of ‖x‖0 is proposed. The corresponding solution
approximates the solution of (23) and depends on the choice of δ > 0 in (4).
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Following the idea suggested in [24], we look for the solution of the fol-
lowing minimization problem:

min
x

f1(x), (24)

where

f1(x) := 1

2
‖Ax − b‖22 + λ0 ‖x‖0,①,1 + λ2

2
‖x‖22 . (25)

Note that Problem (24)–(25) is obtained fromProblem (23) by substituting
‖x‖0,①,1 to ‖x‖0.

In [16] we proved that the corresponding solution coincides with the solu-
tion of the original Problem (23) apart from infinitesimal terms. In particular,
in [16], the following iterative scheme for the solution of Problem (24)–(25)
has been proposed: given an initial value x0 ∈ IRn , for k = 0, 1, . . ., compute
xk+1 by solving

(
AT A + λ2 I + λ0D(xk)

)
xk+1 = AT b, (26)

where I ∈ IRn×n is the identity matrix and D ∈ IRn×n is the following diag-
onal matrix:

Dii (x) = 2①−1

(
(xi )2 + ①−1

)2 , Di j (x) = 0, i �= j. (27)

The convergence of the sequence {xk} to the solution of Problem (24)–
(25) is ensured by Theorem 1 in [16]. In particular, when L := {x : f1(x) ≤
f1(x0)} is a compact set, the above constructed sequence {xk}k has at least
one accumulation point, xk ∈ L for each k = 1, . . . , and each accumulation
point of {xk}k belongs to L and is a stationary point of f1.

In [24] a similar algorithm was proposed, where ‖x‖0 was substituted by
(4). However, in this latter case, the quality of the final solution (in terms
of being also a solution of Problem (24)–(25) strongly depends on the value
of δ that is utilized. In our approach, instead, taking into account that ‖x‖0
and our approximation with ① only differ for infinitesimal terms, the final
solution solves also Problem (24)–(25).

The results presented here are relative to the first of the four approximation
schemes for ‖x‖0 discussed in Sect. 3.

Considering the minimization of the following functions
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fi (x) := 1

2
‖Ax − b‖22 + λ0 ‖x‖0,①,i + λ2

2
‖x‖22 , (28)

with i = 2 or i = 3 or i = 4, and computing the corresponding first order
optimality conditions, new iterative schemes similar to (26) can be obtained
and studied.

4.2 Sparse Support Vector Machines

The grossone ① and the different approximations of l0-pseudo norm can be
also used in Sparse Support Vector Machines.

Given empirical data (training set) (xi , yi ), i = 1, . . . , l, with inputs xi ∈
IRn, and outputs yi ∈ {−1, 1}, i = 1, . . . , l, we want to compute a vector
w ∈ IRn and a scalar θ (and hence an hyperplane) such that:

wT xi + θ > 0 when yi = 1,

wT xi + θ < 0 when yi = −1.

The classification function is

h(x) = sign
(
wT x + θ

)
.

Given
φ : IRn �→ E,

where E is an Hilbert space with scalar product 〈·, ·〉, the optimal hyperplane
can be constructed by solving the following (primal) optimization problem
(see [10, 11, 35] and references therein for details):

min
w,θ,ξ

1
2 〈w, w〉 + CeT ξ,

subject to yi
(〈
w, φ(xi )

〉 + θ
) ≥ 1 − ξi , i = 1, . . . , l,

ξi ≥ 0, i = 1, . . . , l,

(29)

where e ∈ IRl is a vector with all elements equal to 1 and C is a positive
scalar.

The dual of (29) is

min
α

1
2α

T Qα − eTα,

subject to yTα = 0,
0 ≤ α ≤ Ce,

(30)
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where

Qi j = yi y j Ki j , Ki j = K (xi , x j ) :=
〈
φ(xi ), φ(x j )

〉
, i, j = 1, . . . , l,

and K : IRn × IRn → IR is the kernel function.
We note that, this dual problem and the classification function depend only

on Ki j = 〈
φ(xi ), φ(x j )

〉
. In fact, from the Karush–Kuhn–Tucker conditions

we have

w =
l∑

i=1

αi yiφ(xi ), (31)

and the classification function reduces to

h(x) = sign
(
〈w, φ(x)〉 + θ

)
= sign

(
l∑

i=1

αi yi
〈
φ(xi ), φ(x)

〉
+ θ

)
.

In [21], the authors consider an optimization problem based on (29) where
1
2 〈w, w〉 is replacedwith ‖α‖0 (and, then, this term is approximated by 1

2α
α

for opportune values of a diagonal matrix 
) and use the expansion (31) of
w in terms of α.

Furthermore, in [16] the quantity ‖α‖0 is replaced by ‖α‖0,①,1, and the
following ①–Sparse SVM problem is defined:

min
α,θ,ξ

①
2 ‖α‖0,①,1 + CeT ξ,

subject to yi
[
Ki.

Tα + θ
]

≥ 1 − ξi , i = 1, . . . , l,

ξ ≥ 0,

(32)

where Ki. denotes the column vector that corresponds to the i th row of the
matrix K .

The algorithmic scheme, originally proposed in [21] and revised in [16],
starting from λ0r = 1, r = 1, . . . , l, requires, at each iteration, the solution
of the following optimization problem:

min
α,θ,ξ

1

2

l∑

r=1

λkrα
2
r + CeT ξ,

subject to yi
[
Ki.

Tα + θ
]

≥ 1 − ξi , i = 1, . . . , l,

ξ ≥ 0,

(33)
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and then the update of λk with a suitable formula.
From the Karush–Kuhn–Tucker conditions for Problem (32), it follows

that
1

(
α2
r + ①−1

)2αr = K̄ T
r. β, r = 1, . . . , l, (34)

where K̄r. is the r–th row of the matrix K̄ with K̄r j = y j K jr , for r, j =
1, . . . , l.

The Conditions (34) above suggest the more natural updating formula:

λk+1
r = 1

(
α2
r + ①−1

)2 , r = 1, . . . , l. (35)

Moreover, by considering the expansion of the gross-number α, it is easy
to verify that formula (35) well mimics the updating formulas for λk proposed
in [21], also providing a more sound justification for the updating scheme.

We note that the algorithm proposed in [16], and briefly described here, is
based on the first of the approximations of ‖α‖0 discussed in Sect. 3.Using the
other different approximations introduced in the same section, new different
updating formulas for λk+1 can be obtained.

5 Conclusions

The use of the l0 pseudo–norm is pervasive in optimization and numerical
analysis, where a sparse solution is often required. Using the new approach to
infinitesimal and infinite proposedbySergeyev, four different approximations
of the l0 pseudo–norm are presented in this chapter. In all cases, we proved
that the finite value of the l0 pseudo–normand and its approximation coincide,
being different only for infinitesimal terms. The use of such approximations
is beneficial in many applications, where the discontinuity due to the use of
the l0 pseudo–norm is easily eliminated, by using one of the four proposed
approaches presented in this chapter.
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The Grossone-Based Diagonal Bundle
Method

Manlio Gaudioso, Giovanni Giallombardo,
and Marat S. Mukhametzhanov

Abstract We discuss the fruitful impact of the infinity computing paradigm
on the practical solution of convex nonsmooth optimization problems. We
consider a class of unconstrained nonsmooth optimization methods based on
a variablemetric approach,where the use of the infinity computing techniques
allows one to numerically dealwith quantitieswhich can take arbitrarily small
or large values, as a consequence of nonsmoothness. In particular, choosing
a diagonal matrix with positive entries as a metric, we modify the so called
Diagonal Bundle algorithm by means of matrix updates based on the infinity
computing paradigm, and we provide the computational results obtained on
a set of benchmark academic test-problems.

1 Introduction

We address unconstrained optimization problems of the type

min
x∈Rn

f (x), (1)

where f : Rn �→ R is a real-valued not necessarily differentiable function
of several variables. It is well known that nonsmooth (or nondifferentiable)
optimization is about finding a local minimizer of f , and that even if nons-

M. Gaudioso · G. Giallombardo (B) · M. S. Mukhametzhanov
Università della Calabria, Rende, Italy
e-mail: giovanni.giallombardo@unical.it

M. Gaudioso
e-mail: manlio.gaudioso@unical.it

M. S. Mukhametzhanov
e-mail: m.mukhametzhanov@dimes.unical.it

© The Author(s), under exclusive license to Springer Nature Switzerland
AG 2022
Y. D. Sergeyev and R. De Leone (eds.), Numerical Infinities and Infinitesimals
in Optimization, Emergence, Complexity and Computation 43,
https://doi.org/10.1007/978-3-030-93642-6_7

167

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93642-6_7&domain=pdf
mailto:giovanni.giallombardo@unical.it
mailto:manlio.gaudioso@unical.it
mailto:m.mukhametzhanov@dimes.unical.it
https://doi.org/10.1007/978-3-030-93642-6_7


168 M. Gaudioso et al.

moothness occurs at a zero-measure set of the function domain, convergence
is not ensured when algorithms tailored to the smooth case are adopted. In
fact, in-depth research activities have been developed in last decades [6, 20],
and several proposals for dealing with nonsmoothness are offered in the lit-
erature (as for historical contributions, we mention here the books [14, 28,
45] and the seminal papers [8, 27]).

We particularly focus on the convex version of the nonsmooth problem (1),
for which two research mainstreams are active: subgradient methods (see the
classic version in [45] and, among the others, the more recent variants in [5,
17, 36]) and bundle methods. The latter stems from the seminal paper [31],
and benefits from both the cutting plane model [8, 27] and the conjugate sub-
gradient approach [46]. At each iteration of a bundlemethod [24] the solution
of a quadratic program is required in order to find a tentative displacement
from the current approximation of the minimizer. As a consequence of the
nonsmoothness, no matter if line-search techniques are adopted, a sufficient
reduction of the objective function may not be ensured. For such reason,
bundle methods are based on the so called null step, whenever no progress
toward the minimizer is achieved, with some additional information about
the local behavior of the objective function being collected in the bundle.

Literature on bundle methods is very rich. We cite here some contribu-
tions given in [4, 13, 18, 19, 29, 33], and those (see [22, 26, 34]) where
many features of the standard bundle approach are preserver, while trying
to simplify the displacement search, thus avoiding solution of a too burden-
some subproblem at each iteration. The latter ones exploit some ideas coming
from the vast literature on the variable metric approach applied to smooth
optimization, as they adopts variants of standard Quasi–Newton formulae in
order to determine an approximated Hessian matrix (see [15] for a classic
survey on Quasi–Newton methods and [6], with the references therein, for
the applications of the variable metric approach to nonsmooth optimization).

We recall that Quasi–Newton methods for finding a local minimizer of
a differentiable function f : Rn �→ R are iterative techniques where, at any
point xk ∈ R

n , a matrix Bk is generated as an approximation of the Hessian
matrix such that it satisfies the equation

Bksk = uk, (2)

where
sk � xk − xk−1 (3)

and
uk � ∇ f (xk) − ∇ f (xk−1). (4)

Sometimes Eq. (2) is replaced by



The Grossone-Based Diagonal Bundle Method 169

Hkuk = sk, (5)

where Hk is the inverse of Bk .
Methods extending theQuasi–Newton idea to the convex nondifferentiable

case still require at each iteration the Eq. (2) be satisfied, but the definition
of vector uk has to be updated. In fact, denoting by ∂ f (x) the subdifferential
and by g ∈ ∂ f (x) any subgradient of f at x, see [24], uk can be restated as

uk � gk − gk−1, (6)

with gk and gk−1 being subgradients of f at the points xk and xk−1, respec-
tively. In the case of nonsmooth functions, the search for a matrix Bk satisfy-
ing (2) is a problem naturally ill-conditioned, given the possible discontinu-
ities in the first order derivatives, which may return “large” uk corresponding
to “small” sk .

The latter remark is the main motivation underlying the approach intro-
duced in [21], where Eq. (2) is tackled by applying the grossone concept
[38] to handle infinite and infinitesimal numbers. Such methodology, that
is not related to the well known non-standard analysis framework [41], has
already been successfully applied in optimization [3, 11, 12, 16, 30, 44]
and numerical differentiation [10, 48], and in a number of other theoretical
and computational research areas such as cellular automata [9], Euclidean
and hyperbolic geometry [35], percolation [25], fractals [40], infinite series
and the Riemann zeta function [47], the first Hilbert problem [39], Turing
machines [42], and supertasks [37], numerical solution of ordinary differen-
tial equations [2, 43], etc.

In the rest of the chapter, we review in Sect. 2 the relevant details of
the grossone-based Quasi-Newton method for nonsmooth optimization pre-
sented in [21], and we report on the computational experience made on some
benchmark academic test-problems in Sect. 3.

2 Grossone-Based Matrix Updates in a Diagonal
Bundle Algorithm

We consider the Diagonal Bundlemethod (D-Bundle) introduced in [26] as
a variable-metric method applied to the nonsmooth problem (1). D-Bundle
is based on the limited-memory bundle approach [22], where ideas coming
from the variable-metric bundle approach [32, 34] are combined with the
extension to nonsmooth problems of the limited-memory approach intro-
duced in [7]. The method adopts the diagonal update formula of the variable-
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metric matrix presented in [23]. Recalling that D-Bundle can also deal
with nonconvexities, we however narrow our attention to the convex nons-
mooth case. This allows one to adopt an easier structure of D-Bundle, thus
sharpening the role of the infinity computing paradigm.

Assuming that at each point x ∈ R
n it is possible to calculate f (x) and

a subgradient g ∈ ∂ f (x), and letting xk be the estimate of the minimum at
iteration k, the search direction dk adopted to locate the next iterate is defined
as

dk = −Hkξ ka, (7)

where ξ ka is the current aggregate subgradient, and H
k is the inverse of Bk , the

positive definite variable-metric n × nmatrix, resembling the classic approx-
imation of the Hessian matrix adopted in the smooth case.

Once dk is available, a line search along dk is performed, which can return
two possible outcomes: serious-step, whenever a sufficient reduction of the
objective function is achieved, and null-step otherwise. In the serious-step
case, a new approximation xk+1 of a minimizer is obtained, while in the
null-step case an auxiliary point yk+1 is obtained along with a subgradient,
to enrich the function model around xk . Further details regarding formula
(7) are about the definition of the aggregate subgradient. In the serious-step
case (i.e., the new iterate xk+1 has been located) the aggregate subgradient
ξ k+1
a is any subgradient of f at xk+1. In the null-step case, no move from

the current estimate of the minimizer is made (that is xk+1 = xk), hence the
aggregate subgradient ξ k+1

a is obtained as a convex combination of the three
vectors gk ∈ ∂ f (xk), gk+1 ∈ ∂ f (yk+1), and ξ ka , with multipliers λ∗

1, λ
∗
2, and

λ∗
3, respectively, which minimize (see [34, Sect. 4]) the following function

φ(λ1, λ2, λ3) � 1

2

(
λ1gk + λ2gk+1 + λ3ξ

k
a

)�
Hk

(
λ1gk + λ2gk+1 + λ3ξ

k
a

)
+

+λ2α
k+1 + λ3α

k
a, (8)

where αk+1 is the standard (nonnegative) linearization error

αk+1 � f (xk) − f (yk+1) − (gk+1)�(xk − yk+1),

and αk
a is the aggregated linearization error. The following recursive equality

αk+1
a = λ∗

2α
k+1 + λ∗

3α
k
a,

is adopted to update the aggregated linearization error which is initialized to
zero every time a serious step takes place.

Focusing on the updating technique of matrix Bk , as in [26], matrix Bk

must be kept diagonal and positive definite. We consider an easier version
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of the technique described in [26]. At iteration k one can only store the
information about the previous iterate, and calculate two correction vectors
sk and uk , according to the definitions (3) and (6), respectively. Hence, matrix
Bk is obtained by solving the following optimization problem

min ‖Bsk − uk‖ (9)

s.t. Bii ≥ ε, ∀i ∈ {1, . . . , n}, (10)

Bi j = 0, ∀i �= j ∈ {1, . . . , n}, (11)

for some ε > 0, whose optimal solution can be expressed as

Bk
ii = max

(
ε,

uki
ski

)
, i = 1, . . . , n. (12)

Ill-conditioningof problem (9)–(11) is likely inducedbynonsmoothness of
f , as the matrix Bk may contain arbitrarily large elements and, consequently,
Hk may contain arbitrarily small elements, since

Hk
ii = (Bk

ii )
−1, i = 1, . . . , n. (13)

Hence, adopting the infinity computing paradigm in order to control ill-
conditioning [1], the correction vectors sk and uk are first replaced with
vectors δk and γ k , respectively, whose components are defined as follows

δki =
{
ski , if |ski | > ε,

①−1, otherwise,
(14)

and

γ k
i =

{
uki , if |uki | > ε,

①−1, otherwise.
(15)

Then, the ratio
γ k
i

δki
is possibly corrected by introducing the following update

rule

bki =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

①−1, if 0 <
γ k
i

δki
≤ ε

γ k
i

δki
, otherwise.

(16)

Finally, similar to the solution of problem (9)–(11), the elements of the diag-
onal matrix Bk are set according to the rule

Bk
ii = max

(
①−1,bki

)
, i = 1, . . . , n. (17)
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Note that matrix Bk may contain infinite and infinitesimal numbers. How-
ever, in order to calculatedk in a classical arithmetic framework, as in formula
(7), we need to get rid of the dependence on ① and ①−1 in the definition of
matrix Hk . Thus, we adopt the following scheme which, as far as finite num-
bers are involved, reflects the standard inverse calculation scheme:

Hk
ii =

⎧
⎪⎨
⎪⎩

(Bk
ii )

−1 if Bk
ii neither depends on ① nor on ①−1,

(Bk
ii )

−1 · ① if Bk
ii is of the type α①, α ∈ R

(Bk
ii )

−1 · ①−1 if Bk
ii is of the type α①−1, α ∈ R

(18)

Next we report in Algorithm 1 the formal statement of the Grossone
DBundle| method. The input parameters are: the sufficient decrease param-
eter m ∈ (0, 1), the matrix updating threshold ε > 0, the stepsize reduction
parameter σ ∈ (0, 1), the stopping parameter η > 0, and the null step param-
eter θ > 0. We observe that at Step 4, a search direction dk at the current
point xk is selected according to (7). Next, at Step 5, the desirable reduction
wk of the objective function is calculated, and the algorithm stops at Step 6
if wk is very close to zero.



The Grossone-Based Diagonal Bundle Method 173

Fig. 1 Test problems (x0 is the starting point, x∗ is the minimizer)

Otherwise, a line-search along dk is executed at Step 9, whose termination
depends on the sufficient decrease condition at Step 10. In case the suffi-
cient decrease condition is fulfilled, a serious step takes place along with the
grossone-based update of matrix Hk . If there is no sufficient decrease at Step
10, then the line-search is iterated at Step 21, unless the step size has become
very small. In the latter case a null step occurs, where the aggregate gradient
ξ ka and the linearization error αk

a are updated, but not the matrix Hk . For
further details, especially regarding convergence properties, the definition of
wk , and the calculation of ξ ka and αk

a in the null-step case, we refer the reader
to [26].
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Table 1 Results on Chained LQ with size n = 50 and ε = 10−2

N f f ∗ er NS N①
50 −66.7329331 3.65E-02 8 5

100 −67.1750430 3.02E-02 11 8

200 −68.1049532 1.69E-02 16 13

300 −68.4659193 1.18E-02 21 18

400 −68.4721827 1.17E-02 22 19

500 −68.4809312 1.16E-02 24 21

Table 2 Results on Chained LQ with size n = 100 and ε = 10−2

N f f ∗ er NS N①
50 −135.7207701 3.04E-02 8 6

100 −135.9990819 2.84E-02 10 8

200 −136.1352791 2.75E-02 12 10

300 −136.8200990 2.26E-02 15 13

400 −138.7923614 8.62E-03 20 18

500 −139.3581970 4.60E-03 24 22

3 Computational Experience

We have adopted three different classes of large-scale test problems (see
Fig. 1) taken from [6] to evaluate the computational behavior of D-Bundle.

Wehave selecteddifferent values of the spacedimensionn ∈ {50, 100, 200},
and we report the results obtained by stopping the algorithm after N f func-
tion evaluations, with N f ∈ {50, 100, 200, 300, 400, 500}. In particular, we

provide the objective function value f ∗, the relative error er = | f ∗− f (x∗)|
1+| f (x∗)| ,

the number of serious steps NS , and the number of Hk updates that involved
the use of grossone N①. We report the results obtained adopting ε = 10−2,
see Tables1, 2, 3, 4, 5, 6, 7, 8 and 9, and ε = 10−10, see Tables10, 11, 12,
13, 14, 15, 16, 17 and 18. The remaining parameters of the algorithms have
been set as follows: σ = 0.7, m = 0.1, η = 10−10 and θ = 10−4.

The results show that large values of the threshold ε for switching to the
use of grossone, imply an increased number of grossone-based steps, with
corresponding lack of accuracy. It can be seen that the ratio of grossone-
based steps over the total number of serious steps is smaller as ε decreases.
Hence, the use of grossonemay allow reasonable treatment of ill-conditioning
provided that the threshold ε is sufficiently small.
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Table 3 Results on Chained LQ with size n = 200 and ε = 10−2

N f f ∗ er NS N①
50 −276.9103190 1.60E-02 8 6

100 −277.4285342 1.42E-02 10 8

200 −277.4421523 1.41E-02 12 10

300 −277.5469159 1.37E-02 14 12

400 −277.5469159 1.37E-02 14 12

500 −277.5469159 1.37E-02 14 12

Table 4 Results on Chained CB3 I with size n = 50 and ε = 10−2

N f f ∗ er NS N①
50 142.0278332 4.45E-01 7 5

100 118.9363346 2.11E-01 10 8

200 113.6568233 1.58E-01 16 14

300 104.2485194 6.31E-02 20 18

400 102.7413588 4.79E-02 25 23

500 99.2882901 1.30E-02 30 28

The Grossone-D-Bundle approach has been also numerically com-
pared against its standard counterpart, namely, Algorithm 1 where at Step
14 formula (13) for calculating Hk replaces formula (18). The comparison is
made for different values of ε in (12) and by stopping the algorithm after a
given number N f of function evaluations. We report in Table19 the results
obtained for problemswith sizen = 100, and setting ε ∈ {10−2, 10−5, 10−10}
and N f ∈ {50, 100, 200}. In particular, we provide the relative errors ealgr =
| f ∗− f (x∗)|
1+| f (x∗)| , where alg = D and alg = G refer, respectively, to Bk = B① and

Bk = Bε . The results show that the Grossone-D-Bundle approach tends
to overperform the standard approach, especially as ε decreases.
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Table 5 Results on Chained CB3 I with size n = 100 and ε = 10−2

N f f ∗ er NS N①
50 276.0654964 3.92E-01 8 5

100 223.3313657 1.27E-01 11 8

200 218.4138518 1.03E-01 16 13

300 218.0286772 1.01E-01 20 17

400 200.6511044 1.33E-02 27 24

500 199.0866922 5.46E-03 31 28

Table 6 Results on Chained CB3 I with size n = 200 and ε = 10−2

N f f ∗ er NS N①
50 513.8191333 2.90E-01 7 5

100 411.7056803 3.44E-02 11 9

200 403.6445105 1.41E-02 16 14

300 400.5369972 6.36E-03 20 18

400 398.4287379 1.07E-03 24 22

500 398.1830522 4.59E-04 27 25

Table 7 Results on Chained CB3 II with size n = 50 and ε = 10−2

N f f ∗ er NS N①
50 125.5297664 2.78E-01 7 4

100 109.5757036 1.17E-01 10 7

200 105.7547185 7.83E-02 13 10

300 101.5635593 3.60E-02 17 14

400 100.9229376 2.95E-02 22 19

500 100.6930428 2.72E-02 24 21

Table 8 Results on Chained CB3 II with size n = 100 and ε = 10−2

N f f ∗ er NS N①
50 227.4325378 1.48E-01 7 4

100 203.0976658 2.56E-02 11 8

200 202.4957777 2.26E-02 12 9

300 202.4957777 2.26E-02 12 9

400 202.4957777 2.26E-02 12 9

500 202.4957777 2.26E-02 12 9
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Table 9 Results on Chained CB3 II with size n = 200 and ε = 10−2

N f f ∗ er NS N①
50 458.0950749 1.51E-01 8 5

100 428.6046364 7.67E-02 10 7

200 424.6396931 6.68E-02 12 9

300 424.6396931 6.68E-02 12 9

400 423.8254683 6.47E-02 14 11

500 409.6297910 2.91E-02 19 16

Table 10 Results on Chained LQ with size n = 50 and ε = 10−10

N f f ∗ er NS N①
50 −69.0981172 2.82E-03 10 4

100 −69.1800716 1.66E-03 13 7

200 −69.1801058 1.66E-03 14 8

300 −69.1801058 1.66E-03 14 8

400 −69.1801058 1.66E-03 14 8

500 −69.1801058 1.66E-03 14 8

Table 11 Results on Chained LQ with size n = 100 and ε = 10−10

N f f ∗ er NS N①
50 −139.4816288 3.73E-03 9 4

100 −139.7674121 1.70E-03 12 6

200 −139.7711371 1.67E-03 13 7

300 −139.7711371 1.67E-03 13 7

400 −139.7711371 1.67E-03 13 7

500 −139.7711371 1.67E-03 13 7

Table 12 Results on Chained LQ with size n = 200 and ε = 10−10

N f f ∗ er NS N①
50 −280.4361446 3.51E-03 9 4

100 −280.8968967 1.88E-03 11 5

200 −280.8968967 1.88E-03 11 5

300 −280.8968967 1.88E-03 11 5

400 −280.8968967 1.88E-03 11 5

500 −280.8968967 1.88E-03 11 5
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Table 13 Results on Chained CB3 I with size n = 50 and ε = 10−10

N f f ∗ er NS N①
50 100.6694475 2.70E-02 8 1

100 98.2901649 2.93E-03 13 3

200 98.2261786 2.28E-03 17 4

300 98.2022949 2.04E-03 18 5

400 98.2022949 2.04E-03 18 5

500 98.2022949 2.04E-03 18 5

Table 14 Results on Chained CB3 I with size n = 100 and ε = 10−10

N f f ∗ er NS N①
50 199.9535378 9.82E-03 9 3

100 199.9446641 9.77E-03 9 3

200 199.2083426 6.07E-03 14 8

300 198.5907641 2.97E-03 19 11

400 198.5907641 2.97E-03 19 11

500 198.5907641 2.97E-03 19 11

Table 15 Results on Chained CB3 I with size n = 200 and ε = 10−10

N f f ∗ er NS N①
50 400.6092141 6.54E-03 8 1

100 398.8440820 2.12E-03 10 3

200 398.4688649 1.18E-03 13 5

300 398.4288154 1.07E-03 17 8

400 398.2626085 6.58E-04 20 11

500 398.2282233 5.72E-04 23 14

Table 16 Results on Chained CB3 II with size n = 50 and ε = 10−10

N f f ∗ er NS N①
50 111.4655678 1.36E-01 9 5

100 106.0858985 8.17E-02 11 7

200 106.0858985 8.17E-02 11 7

300 106.0858985 8.17E-02 11 7

400 106.0858985 8.17E-02 11 7

500 106.0858985 8.17E-02 11 7
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Table 17 Results on Chained CB3 II with size n = 100 and ε = 10−10

N f f ∗ er NS N①
50 210.9095945 6.49E-02 9 5

100 201.9139633 1.97E-02 14 10

200 201.3641400 1.69E-02 18 14

300 201.3641400 1.69E-02 18 14

400 201.3641400 1.69E-02 18 14

500 201.3641400 1.69E-02 18 14

Table 18 Results on Chained CB3 II with size n = 200 and ε = 10−10

N f f ∗ er NS N①
50 440.0572743 1.05E-01 9 5

100 404.7495782 1.69E-02 12 8

200 404.7495782 1.69E-02 12 8

300 404.7495782 1.69E-02 12 8

400 404.7495782 1.69E-02 12 8

500 404.7495782 1.69E-02 12 8

Table 19 Comparisons between Chained LQ, Chained CB3 I, and Chained CB3 II, with
size n = 100

N f ε = 10−2 ε = 10−5 ε = 10−10

eGr eDr eGr eDr eGr eDr
Chained LQ 50 3.04E-02 4.75E-01 7.64E-03 7.54E-01 3.73E-03 7.54E-01

100 2.84E-02 2.13E-01 7.64E-03 7.49E-01 1.70E-03 7.54E-01

200 2.75E-02 5.73E-02 7.64E-03 6.88E-01 1.67E-03 7.54E-01

Chained CB3-
I

50 3.92E-01 7.43E-02 7.86E-03 1.05E-02 9.82E-03 1.05E-02

100 1.27E-01 7.43E-02 5.76E-03 1.05E-02 9.77E-03 1.05E-02

200 1.03E-01 1.36E-02 5.51E-04 1.05E-02 6.07E-03 1.05E-02

Chained CB3-
II

50 1.48E-01 1.16E+00 6.47E-02 3.31E+00 6.49E-02 3.31E+00

100 2.56E-02 5.47E-01 5.97E-02 1.42E+00 1.97E-02 2.98E+00

200 2.26E-02 3.49E-01 5.97E-02 2.30E-01 1.69E-02 2.98E+00



180 M. Gaudioso et al.

References

1. Amodio, P., Brugnano, L., Iavernaro, F., Mazzia, F.: A dynamic precision floating-
point arithmetic based on the infinity computer framework. In: Y.D. Sergeyev, D.E.
Kvasov (eds.) Numerical Computations: Theory and Algorithms. NUMTA 2019,
Lecture Notes in Computer Science, vol. 11974. Springer, Cham (2020)

2. Amodio, P., Iavernaro, F., Mazzia, F., Mukhametzhanov, M.S., Sergeyev, Y.D.: A
generalized Taylor method of order three for the solution of initial value problems
in standard and infinity floating-point arithmetic. Math. Comput. Simul. 141, 24–39
(2017)

3. Astorino, A., Fuduli, A.: Spherical separation with infinitely far center. Soft Comput.
24, 17751–17759 (2020)

4. Astorino, A., Gaudioso, M., Gorgone, E.: A method for convex minimization based
on translated first-order approximations. Numer. Algor. 76(3), 745–760 (2017)

5. Bagirov, A.M., Karasözen, B., Sezer, M.: Discrete gradient method: derivative-free
method for nonsmooth optimization. J. Optim. TheoryAppl. 137(2), 317–334 (2008)

6. Bagirov, A.M., Karmitsa, N., Mäkelä, M.M.: Introduction to Nonsmooth Optimiza-
tion: Theory, Practice and Software. Springer, Berlin (2014)

7. Byrd, R.H., Nocedal, J., Schnabel, R.B.: Representations of quasi-Newton matrices
and their use in limited memory methods. Math. Program. 63(1–3), 129–156 (1994)

8. Cheney, E.W., Goldstein, A.A.: Newton’s method for convex programming and
tchebycheff approximation. Numer. Math. 1(1), 253–268 (1959)

9. D’Alotto, L.: Cellular automata using infinite computations. Appl. Math. Comput.
218(16), 8077–8082 (2012)

10. De Cosmis, S., De Leone, R.: The use of grossone in mathematical programming
and operations research. Appl. Math. Comput. 218(16), 8029–8038 (2012)

11. De Leone, R., Egidi, N., Fatone, L.: The use of grossone in elastic net regularization
and sparse support vector machines. Soft. Comput. 24, 17669–17677 (2020)

12. De Leone, R., Fasano, G., Roma, M., Sergeyev, Y.D.: Iterative grossone-based com-
putationof negative curvature directions in large-scale optimization. J.Optim.Theory
Appl. 186, 554–589 (2020)

13. Demyanov, A.V., Fuduli, A., Miglionico, G.: A bundle modification strategy for
convex minimization. Eur. J. Oper. Res. 180(1), 38–47 (2007)

14. Demyanov, V.F., Malozemov, V.N.: Introduction to Minimax. Wiley, New York
(1974)

15. Dennis, J.E., Moré, J.J.: Quasi-Newton methods, motivation and theory. SIAM Rev.
19(1), 46–89 (1977)

16. Fiaschi, L., Cococcioni,M.: The big-Mmethodwith the numerical infiniteM.Optim.
Lett. 15, 2455–2468 (2021)

17. Frangioni, A., Gorgone, E., Gendron, B.: On the computational efficiency of subgra-
dient methods: a case study in combinatorial optimization. Math. Progr. Comput. 9,
573–604 (2017)

18. Fuduli, A., Gaudioso, M.: Tuning strategy for the proximity parameter in convex
minimization. J. Optim. Theory Appl. 130(1), 95–112 (2006)

19. Fuduli, A., Gaudioso, M., Giallombardo, G., Miglionico, G.: A partially inexact
bundle method for convex semi-infinite minmax problems. Commun. Nonlinear Sci.
Numer. Simul. 21(1–3), 172–180 (2015)

20. Gaudioso,M., Giallombardo, G.,Miglionico, G.: Essentials of numerical nonsmooth
optimization. 4OR 18(1), 1–47 (2020)



The Grossone-Based Diagonal Bundle Method 181

21. Gaudioso, M., Giallombardo, G., Mukhametzhanov, M.: Numerical infinitesimals in
a variable metric method for convex nonsmooth optimization. Appl. Math. Comput.
318, 312–320 (2018)

22. Haarala, N., Miettinen, K., Mäkelä, M.M.: Globally convergent limited memory
bundlemethod for large-scale nonsmooth optimization.Math. Program. 109(1), 181–
205 (2007)

23. Herskovits, J., Goulart, R.: Sparse quasi-Newton matrices for large scale nonlinear
optimization. In: Proceedings of the 6th Word Congress on Structural and Multidis-
ciplinary Optimization (2005)

24. Hiriart-Urruty, J.B., Lemaréchal, C.: Convex Analysis andMinimization Algorithms
I-II. Springer, Berlin (1993)

25. Iudin, D.I., Sergeyev, Y.D., Hayakawa, M.: Infinity computations in cellular automa-
ton forest-firemodel. Commun.Nonlinear Sci. Numer. Simul. 20(3), 861–870 (2015)

26. Karmitsa, N.: Diagonal bundle method for nonsmooth sparse optimization. J. Optim.
Theory Appl. 166(3), 889–905 (2015)

27. Kelley, J.E.: The cutting plane method for solving convex programs. J. SIAM 8(4),
703–712 (1960)

28. Kiwiel, K.C.:Methods ofDescent forNondifferentiableOptimization. LectureNotes
in Mathematics. Springer, Berlin (1985)

29. Kiwiel, K.C.: Proximity control in bundle methods for convex nondifferentiable
minimization. Math. Program. 46(1–3), 105–122 (1990)

30. Lai, L., Fiaschi, L., Cococcioni, M.: Solving mixed Pareto-lexicographic multi-
objective optimization problems: The case of priority chains. Swarm Evol. Comput.
55, 100687 (2020)

31. Lemaréchal, C.: An algorithm for minimizing convex functions. In: Rosenfeld, J.
(ed.) Proceedings IFIP ’74 Congress 17, pp. 552–556. North-Holland, Amsterdam
(1974)

32. Lemaréchal, C., Sagastizábal, C.: Variable metric bundle methods: from conceptual
to implementable forms. Math. Prog. Ser. B 76(3), 393–410 (1997)
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On the Use of Grossone Methodology for
Handling Priorities in Multi-objective
Evolutionary Optimization

Leonardo Lai, Lorenzo Fiaschi, Marco Cococcioni, and Kalyanmoy Deb

Abstract This chapter introduces a new class of optimization problems, called
Mixed Pareto-Lexicographic Multi-objective Optimization Problems (MPL-MOPs),
to provide a suitable model for scenarios where some objectives have priority over
some others. Specifically, this work focuses on two relevant subclasses of MPL-
MOPs, namely optimization problems having the objective functions organized as
priority chains or priority levels. A priority chain (PC) is a sequence of objectives
ordered lexicographically by importance; conversely, a priority level (PL) is a group
of objectives having the same importance in termsof optimization, but a lexicographic
ordering exists between the PLs. After describing these problems and discussingwhy
the standard algorithms are inadequate, an innovative approach to deal with them
is introduced: it leverages the Grossone Methodology, a recent theory that allows
handling priorities by means of infinite and infinitesimal numbers. Most interest-
ingly, this technique can be easily embedded in most of the existing evolutionary
algorithms, without altering their core logic. Three algorithms for MPL-MOPs are
shown: the first two, called PC-NSGA-II and PC-MOEA/D, are the generalization of
NSGA-II and MOEA/D, respectively, in the presence of PCs; the third, named PL-
NSGA-II, generalizes instead NSGA-II when PLs are present. Several benchmark
problems, including some from the real world, are used to evaluate the effectiveness
of the proposed approach. The generalized algorithms are compared to other famous
evolutionary ones, either priority-based or not, through a statistical analysis of their
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performances. The experiments show that the generalized algorithms are consistently
able to produce more solutions and of higher quality.

1 Introduction

Evolutionary algorithms [12] are known as one of the most effective strategies to
solve real problems requiring the simultaneous optimization of two or more func-
tions, thanks to their ability to produce a group of diverse trade-off solutions rather
than focusing on a single one. However, researchers have identified critical issues
that arise when the number of objectives grows, often over three or four [35, 42].
The most troublesome issues when dealing with these so-calledmany-objective opti-
mization problems include: (i) ineffectiveness of the standard Pareto dominance; (ii)
need for a significantly larger population, due to the possibly increased dimension-
ality of the efficient set; (iii) computational inefficiency of the diversity estimation
functions; and (iv) ineffectiveness of the canonical recombination operators. Many
proposals attempt to address andmitigate these problems: decomposition [53], Pareto
dominance alternatives [30], custom recombination operators [14], new diversity
management mechanisms [1] or even many-objective specific frameworks [13, 31,
52].

While the growth in dimension raises computational challenges, the multi- or
many-objective optimization problems originate from practical situations, so it’s
often the case that not all the objectives are of equal importance to decisionmakers. In
other words, some objectivesmay be likely organized on the basis of their preference,
e.g. as series of objectives ordered by priority or as multiple groups of objectives
ranked by importance. One important requirement of such real world scenarios is that
no objective shall be completely discarded already at the formulation stage because
of its preference level. As an example, a recent problem from an automobile industry
featuring six objectives clearly states—the weight objective was most important to
minimize, but designers were also interested in solutions having a trade-off in other
five objectives [21]. In situations like this, instead of treating all the given objectives
as equally important, which is the case of the most common evolutionary multi-
objective optimization (EMO) algorithms, the priority information should be taken
into account during the optimization phase. This allows to guide the optimization
search better, and make it more computationally efficient. Also, by focusing on
the trade-off between similar priority objectives, one can obtain more fine-grained
insights about the important objectives.

The domain of interest are thereforeMixed Pareto-Lexicographic Multi-objective
Optimization Problems (abbreviated as MPL-MOPs), a broad class of problems that
assume a structured precedence relationship among some objectives. Different pri-
ority structures map to different subclasses of MPL-MOPs. In this chapter, the focus
is on two of them: PC-MPL-MOPs, where the objectives are organized in chains
of priority [27], and PL-MPL-MOPs, where the objectives are grouped in levels of
priority [28, 29]. Their models are discussed extensively in Sects. 5–7 and 8–11,
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respectively. Sections2 and 4 introduce them briefly: the former is a brief recap of
EMO, while the second delves further into the nature of MPL-MOPs. Conclusions
are drawn in Sect. 12.

2 Multi-objective Optimization and Evolutionary
Algorithms

Multi-objective optimization problems (MOPs) are typically stated as:

min

⎡
⎢⎢⎢⎣

f1(x)
f2(x)

...

fm(x)

⎤
⎥⎥⎥⎦ s.t. x ∈ �

where � represents an arbitrary input space. Finding the Pareto optimal solutions
in MOPs is non-trivial, and many different methods exist, from mathematical-
programming ones to EMO algorithms. Being population-based, the latter are able
to deal with a large number of solutions at the same time, whereas other approaches
require the sameprocedure to be repeated over andover (often only changing the start-
ing point). Also, evolutionary algorithms proved to be effective to solve hard prob-
lems too, for instance those with many decision variables or local optima. Because
of this, EMO has acquired popularity: noteworthy examples are NSGA-II, SPEA2
and MOEA/D [15, 53, 55].

Recently, the research focus has shifted towards problems with a large number
of objectives, known as many-objective optimization problems (MaOPs) [32]. This
definition usually applies to any problem with more than three objectives, but it is
common to have ten or more. It has been observed that traditional EMO algorithms
designed for MOPs are often inadequate when facing MaOPs, for a variety of rea-
sons. First, when the number of objectives grows, a larger fraction of the population
becomes nondominated, slowing down the optimization process significantly. This is
a very serious issue, which has to do with the ineffectiveness of the Pareto dominance
definition; alternatives have been proposed, for instance in [19]. Second, the conflict
between convergence and diversity assessment exacerbates in a large-dimensional
space, making it harder to find a balance between these two pressures. Furthermore,
the recombination operationmay be inefficient, calculations and simulations become
computationally expensive, results are harder to understand and visualize.

All these challenges have led to the development of sophisticatedmethods specific
for MaOPs, including evolutionary algorithms that are often variations of their MOP
counterpart. A remarkable example is NSGA-III [13], which enhances the funda-
mental ideas of NSGA-II to deal better with many-objective problems. Although the
above issues can be mitigated by the new approaches, they can hardly be eliminated
at all.
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3 Metrics to Assess the Efficacy of EMO Algorithms

Several performance indicators have been proposed by researchers to evaluate the
quality of a non-dominated solution set [23, 37]. One of the most popular is the
hypervolume indicator [56], which is Pareto compliant, i.e., the better the Pareto front
approximation, the better the performance indicator value. It has been shown that
a Pareto non-compliant indicator may result in misleading performance results [37,
48]. However, the hypervolume indicator becomes often computationally unfeasible
as the objective space dimension scales up.

Two other well knownmetrics are the generational distance (GD) and the inverted
generational distance (IGD), described in [50] and [7] respectively. Both assess the
quality of a non-dominated objective vector set A = {a1, . . . , an} with respect to a
reference Pareto set Z = {z1, . . . , zm}. The analytical definition of GD is:

GD(A) = 1

n

(
n∑

i=1

d(ai , Z)p

) 1
p

where d is the Euclidean distance from ai to its nearest reference point in Z , and
p ∈ N. The IGD metrics is the inverted variation, defined as:

IGD(A) = 1

m

(
m∑
i=1

d(zi , A)p

) 1
p

where d now represents the Euclidean distance from zi to its nearest objective vector
in A. This work uses the stabler indicator �(A) = max{GD(A), IGD(A)}, first
proposed in [48]. In analogy with [26], p is set to 1, and this choice is bivariate:
(i) it makes the meaning of GD and IGD interpretable (the average of Euclidean
distances); (ii) it has often been used in the literature. As any other metric for EMO
algorithms evaluation [33], �(·) is not impeccable, but covers at least convergence
and diversity of obtained solutions. In future works concerning PL-MPL-MOPs, we
plan to include more metrics among those reviewed in [33].

To make a fair and reliable comparison of the algorithms and their performance,
various non-parametric statistical tests have been carried out, specifically: (i) the
Friedman’s test (ii) the Iman-Davenport’s test (iii) the Holm’s test. Even though the
resulting values are not reported here due to lack of space (they can be found in [27,
28]), it is sufficient to say that the statistical separation and hypotheses have been
thoroughly tested and validated.

4 Mixed Pareto-Lexicographic Optimization

MPL-MOPs refers to a broad class of problems sharing these features:
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• Multiple objectives are involved (multi-objective)
• Some objectives have precedence over some others (lexicographic)
• Some objectives cannot be compared to each other by priority (Pareto)

The mathematical formulation of a MPL-MOP is:

min f1(x), f2(x), . . . , fm(x),

s.t. x ∈ �

℘ ( f1, f2, . . . , fm)

where m is the number of objective functions, � is the feasible variables space,
also called decision space or search space, and ℘(·) is a generic priority structure
over the objectives. In the absence of ℘(·), the optimization is implicitly assumed to
be of Paretian type, and solved with the usual EMO algorithms. At the opposite of
Pareto optimization, another well-known corner case of MPL-MOPs is represented
by lexicographic problems [36, 39], where ℘(·) arranges the objectives according
to a total order of importance. Lexicographic problems can be denoted as:

lexmin f1(x), f2(x), . . . , fm(x)

s.t. x ∈ �
(1)

The expression indicates the minimization of the objectives f1, f2, . . . , fm ranked
lexicographically: f1 holds absolutely priority over f2, which in turn has absolute
priority over f3, and so on.

The more general case where ℘(·) is an arbitrary function (i.e., a generic MPL-
MOP) has not received enough research attention, despite the applicability to poten-
tiallymany real-world scenarios, like [21]. Some studies proposed ad-hoc approaches
to deal with generic priority relations, including linear scalarization [12] or ε-
constrained methods [12]. Other scalarization strategies can be found in [22, 38].
Despite beingmore effective than general purpose ones, these algorithms are not pur-
posely designed to copewithMPL-MOPs, so they have significant shortcomings. For
instance, in scalarized problems the weights must be chosen carefully, otherwise the
solutions may be wrong or very inaccurate [12], sometimes, the numerical stability
of the algorithm may get worse too. Moreover, scalarized approaches typically find
only one solution at a time, with dramatic consequences on the overall computation
time. Even the simplest priority structure in (1) hides non-trivial complexities. A
common approach, called preemptive method, is to solve the single-objective sub-
problems sequentially: first the optimal values for the most important objective are
found, then a constraint is added to force the solutions of the next subproblems to
be in the optimal set of the primary objective. The same procedure is iterated over
the objectives, in order of importance. However it suffers from the growing size of
the set of constraints, which makes it increasingly harder to locate feasible solutions.
Also the constraints may have an arbitrary from, hard to handle.

The word mixed in MPL-MOPs reflects the non-homogeneous nature of these
problems, suggesting at the same time an hybrid approach to deal with them. How-
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Fig. 1 Examples of two different classes of MPL-MOPs: dots represent objectives, arrows prece-
dences, and ovals groups of objectives

ever, the relationship between Pareto optimality and priorities strongly depends on
the structure of the specific problem, which in turn affects the mathematical descrip-
tion of the problem itself. Algorithms tailored around this model can potentially
converge faster and find better solutions. The next sections introduce two of the sig-
nificant families of MPL-MOPs. The first one is characterized by chain-like priority
structures [27], where the objectives are indeed partitioned and a lexicographic order-
ing (a chain) exists within each partition. No preference ordering is defined between
the chains; therefore, their simultaneous optimization is Paretian. The above prob-
lems are called Priority-Chain MPL-MOPs, or PC-MPL-MOPs in short. As opposed
to them, Priority-Levels MPL-MOPs (PL-MPL-MOPs in brief) feature a ℘(·) that
arranges the objectives into levels [28, 29]: no priorities exist within each level,
and their functions are optimized concurrently in the Paretian way. On the other
hand, a lexicographic priority scheme is defined across the levels themselves, that
is the Pareto optimization of a level has priority over that of another level. Figure1
illustrates two examples of PC- and PL-MPL-MOPs.

5 The Priority Chains Model

The analytical model of a PC-MPL-MOP [27] is:

min

⎡
⎢⎢⎢⎢⎣

lexmin f (1)
1 (x), f (2)

1 (x), . . . , f (p1)
1 (x)

lexmin f (1)
2 (x), f (2)

2 (x), . . . , f (p2)
2 (x)

...

lexmin f (1)
m (x), f (2)

m (x), . . . , f (pm )
m (x)

⎤
⎥⎥⎥⎥⎦

s.t. x ∈ �. (2)

where lexmin f (1)
i , f (2)

i , . . . , f (pi)
i indicates the minimization of the objectives

f (1)
i , f (2)

i , . . . , f (pi)
i according to the lexicographic ordering: f (1)

i is has priority
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over f (2)
i , which in turn has priority over f (3)

i , and so on. Each lexmin block can be
seen as a “container” of objectives ranked by importance: for clarity, it is referred to
as macro-objective and denoted as fi . On the other hand, the outer min indicates the
minimization (in the Pareto sense) of the macro-objectives. So (2) can be rewritten
as

min

⎡
⎢⎢⎢⎣

f1(x)
f2(x)

...

fm(x)

⎤
⎥⎥⎥⎦ s.t. x ∈ �

where f1, f2, . . . , fm are the macro-objectives.
Moving from standard objectives tomacro-objectives can be fairly intuitive.When

comparing the same macro-objective, say fi , of two different solutions, the one with

the lowest value of the primary objective, i.e., f (1)
i is preferred. If the two values

happen to be equal, then the preference is determined by the secondary objective,
or the tertiary if they match again, and so on. In other words, secondary objectives
are useful to compare solutions with equal values on the relatively more important
objectives, consistently with the lexicographic ordering. Note the absence of any
mutual precedence between the objectives of different macro-objectives, they are
unrelated. This property implies that swapping e.g. two secondary objectives of a
PC-MPL-MOPs would modify the problem itself. This is not the case for PL-MPL-
MOPs.

Here is a minimal example on how to compare between macro-objectives. Con-
sider three solutions of a minimization problem with two macro-objectives, each
being a chain of two (shown horizontally):

A =
[[1 2]
[5 3]

]
B =

[[1 3]
[4 2]

]
C =

[[7 1]
[4 9]

]

Solution A performs better than B in the first macro-objective (because 1 = 1 and
2 < 3), however B is better in the second macro-objective (4 < 5, the secondary
objective does not matter this time), therefore A and B are Pareto nondominated. A
and C are nondominated too, since 1 < 7 and 5 > 4. On the other hand, B is better
than C because it dominates on both the macro-objectives: in fact, 1 < 7, 4 = 4 and
2 < 9.

5.1 Need of a New Approach for PC-MPL-MOPs

Before introducing a novel approach for PC-MPL-MOPs (Sect. 6), it is important
to first highlights the limits of the standard Paretian ones. An non-priority-aware
optimizer like NSGA-II can be essentially used in two ways for PC-MPL-MOPs:
ignoring the priorities or the secondary objectives. Unfortunately, both alternatives
have critical drawbacks.
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5.1.1 Ignoring Secondary Objectives

Ignoring all the objectives except the most important ones simplifies the problem at
the cost of discarding important information, hence worsening the overall quality of
the found solutions. As discussed previously, the purpose of secondary objectives is
essentially to help discriminating between two or more solutions when the primaries
are not enough to establish a clear winner. Without secondaries, the algorithm is
bound to either preserve all the nondominated solutions, that is computationally
expensive, or discard one or more of them, randomly or according to some policy,
still with the risk of trashing potentially good ones thus slowing the optimization.
When the number of nondominated solutions is large, a common situation in many-
objectives tasks, these strategy fails with a notable performance degradation.

5.1.2 Ignoring the Priorities, Possibly Filtering a Posteriori

Another possibility is to treat all the objectives as if they had the same importance, no
matter what their real priorities are, and run a conventional optimization algorithm
on all these objectives. Then, after the end of the procedure, one may post-process
the final population filtering out the solutions that would be dominated by other indi-
viduals in the same set if the priorities were eventually taken into account. Although
slightly less naïve than the previous option, this one shows critical flaws too. First, a
problemwithm chains of p objectives each would become a purely Paretian problem
with m × p objectives, as a many-objective one, with all the negative consequences
that this entails. Also, a secondary objective that is instead given the same importance
of a primary one forces the algorithm to concurrently optimize both, or at least to
try to; if those are somehow conflicting, spurious nondominated solutions or even
clusters of them may emerge, in a way that is absolutely detrimental to the origi-
nal optimization task. Moreover, the filtering procedure, despite being useful to pull
out the very best solutions from the final set, may actually cause an overly severe
skimming, sometimes preserving very few individuals out of many. Computation-
ally speaking, ending up with two or three solutions after running the algorithm on
a population of thousands is dramatically inefficient. The last two difficulties might
also stack together (i.e., filtering an already mediocre set), exasperating the issue
even further.

5.2 Grossone for PC-MPL-MOPs

Avery useful application of GrossoneMethodology [44] is a ploy to reformulate lex-
icographic problems in a way that allows performing actual numerical computations
by means of macro-objectives, something that is not possible with standard model.
Grossone has been successfully applied in several other optimization problems, such
as in linear and non-linear programming [8, 9, 11], in global optimization [46], in
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large-scale unconstrained optimization [10], in machine learning [2, 3, 20] and in
many other areas. In addition, the GrossoneMethodology has been shown to be inde-
pendent from non-standard analysis [45]. The use made of Grossone here is rather
simple: given the lexicographic problem lexmin f (1)(x), f (2)(x), . . . , f (p)(x), a G-
scalar is built using each objective f ( j) as a G-digit relative to the G-power ①1− j , an
idea firstly proposed in [43]. Thus that problem can be rewritten as

min f (1)(x) + ①−1 f (2)(x) + · · · + ①1−p f (p)(x)

or equivalently min f (x). The higher the priority, the higher the G-power: the most
important objective, f (1)(x), is indeed associated the highest exponent (0), whereas
f (p)(x) the lowest (1 − p). The advantage of this approach is clear: whereas before
we had objectives represented by real numbers, now we have macro-objectives rep-
resented by G-scalars. Since all the four basic operations are well-defined for G-
numbers, replacing objectives with macro-objectives in an algorithm is a completely
transparent operation, which does not alter the inner logic of the code. Consequently,
manyexistingnon-lexicographic optimization algorithms canpotentially be extended
to solve certain types of lexicographic problems too. This same technique has been
recently adopted to generalize the simplex algorithm [5, 6]. So, PC-MPL-MOPs can
be easily reformulated with Grossone as

min

⎡
⎢⎢⎢⎢⎣

f (1)
1 (x) + ①−1 f (2)

1 (x) + · · · + ①1−p1 f (p1)
1 (x)

f (1)
2 (x) + ①−1 f (2)

2 (x) + · · · + ①1−p2 f (p2)
2 (x)

...

f (1)
m (x) + ①−1 f (2)

m (x) + · · · + ①1−pm f (pm )
m (x)

⎤
⎥⎥⎥⎥⎦

.

6 PC-NSGA-II and PC-MOEA/D

This section aims at generalizing the original NSGA-II [15] and MOEA/D [53]
algorithms in order to allow them to solve PC-MPL problems. As said, this result
will be achieved by extending them to handle G-scalars, giving birth to PC-NSGA-II
and PC-MOEA/D, respectively. Of course these new versions must be equipped with
the redefinition of the four elementary operations too, in order to operate with G-
scalars. Different algorithms could be chosen as well, e.g. SPEA2, but NSGA-II and
MOEA/D were eventually picked because they are popular, simple and parameter-
less, in the sense that they do not introduce other parameters than those typically
required by genetic algorithms. Notice that such extended versions inherit the very
same limits and benefit of the underlying algorithms when facing MOPs or MaOPs.
As it will become clear in Sect. 7.1, inheriting limits and benefits means that if
an algorithm, for instance, works particularly well with binary genotypes, then its
PC version will manifest that property as well. On the contrary, if an algorithm
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becomes less effective as the number of objectives increases, its PC counterpart
will suffer MaOPs with many chains. In order to further stress the enhancement in
the supported data types, he algorithms core procedures have been renamed, e.g.,
PC_fast_nondominated_sort and PC_crowding_distance_assignment. Again, these
are aliases for the old names, as the logic behind the functions is still the same.

Consider its pseudocode in Algorithm 1:

• PC_fast_nondominated_sort: the nondominance operator≺ (underlined) replaces
the old ≺.

This is very similar to the traditional definition of dominance, but the comparisons
are now between macro-objectives (G-scalars) instead of single objectives (reals).
Its formal definition is:

Definition 1 (Pareto-Lexicographic dominance (PC-dominance)) Given two solu-
tions A and B, A dominates B (written A ≺ B) if:

A ≺ B ⇐⇒
{
fi (xA) ≤ fi (xB) ∀i = 1 . . .m

∃ j : f j (xA) < f j (xB)
(3)

The underlining notation has general validity: every time it appears, from now on,
it indicates G-scalar quantities or operations between them. This remains consistent
with the use made in Sect. 7. Please, notice that the lexicographic contribution is
implicitly performed within the comparisons between two G-scalars.

• PC_crowded_comparison_operator: it works just like the old ≺n operator
described in [15], but the last comparison is now performed between G-scalars
because of the nature of PC_crowding_distance. It is denoted by ≺n .

• PC_crowding_distance: it is a G-scalar, since it is computed by means of opera-
tions (subtractions, divisions, etc.) between G-scalars. G-operations, by design,
preserve the relative importance between the objectives, and such property is
reflected in the crowding distance computation too. Being the finite component of
the macro-objectives, primary objectives play a major role in the density estima-
tion, while the secondaries, mostly contributing to the infinitesimal part, are still
very useful in those situations where it is hard to choose, e.g. when sorting two ele-
ments that have the samefinite crowding distance but different infinitesimal values.
The definition also makes sense from the perspective of the decision-maker, as it
is reasonable to prefer having a larger variety of options in the domain of the most
relevant aspects, rather than for less important objectives. Notice that the crowding
distance of the extreme points can be initialized to ①, similarly to NSGA-II where
it is set to ∞. If we represent the priorities with non-positive G-powers only (a
non-restrictive assumption) ① is always guaranteed to be greater than any other
crowding distance value.
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Algorithm 1: PC-NSGA-II algorithm

Similarly, MOEA/D can be extended by means of G-scalars to obtain PC-MOEA/D
(see Algorithm 2). For brevity reasons we do not go into the algorithm details, but
please note that the PC extension of MOEA/D is even easier than the NSGA-II one.
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Algorithm 2: PC-MOEA/D algorithm

Indeed, the function to compute the dominance relation is the only one which needs
to be extended to the G-scalar case. The new function works similarly to its old
version except for the dominance operator, which becomes the ≺ described in (3)
instead of the standard ≺.

7 Test Cases for PC-MPL MOPs

Many test problemswere proposed to assess the performance of multi-objective opti-
mization algorithms [16, 50, 54]. However, very few articles include problemswhere
priorities exist among the objectives, and none specifically for the MPL class. The
following sections contain some new PC-MPL benchmarks to verify the effective-
ness of the PC-generalizations of Sect. 6. More problems are also discussed in [27].
Note that this study aims only at validating the conceptual superiority of priority-
structure-aware algorithms design versus their native counterparts or other priority-
based algorithms; instead, it is out of the scope of this chapter to analyze the raw
performance of the PC-algorithms, which ultimately depends on the backbone MOP
algorithm (NSGA-II or MOEA/D here). A detailed analysis concerning the identifi-
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cation and construction of interesting and challenging PC-MPL benchmarks is left
for future studies.

All the experiments use SBX crossover and polynomial mutation for real-encoded
genotypes, and two-point crossover and flip-bit mutation with probability 1

l (bit-
string length l) for binary-encoded ones. The experiments are repeated 50 times for
each benchmark, with 500 epochs per run before halting the algorithm. The initial
population is made of 100 random individuals. In addition to PC-NSGA-II and PC-
MOEA/D, sixmore algorithms compete on each benchmark:NSGA-II andMOEA/D
ignoring the secondary objectives (Sect. 5.1.1), NSGA-II and MOEA/D ignoring the
priorities and a posteriori filtering (Sect. 5.1.2), Tan et al. [49], Chang et al. [4].

7.1 Test Problem: PC-1

PC-1 is a PC-MPL 01-knapsack problem, featuring 6 objectives (2 chains of 3 objec-
tives):

max

[
f
1
(x)

f
2
(x)

]

s.t. Wx ≤ C

f
j
(x) = V j x

V j = V (1)
j + ①−1V (2)

j + ①−2V (3)
j

V (1)
1 = [7, 1, 5, 2, 9, 4, 4, 2, 8, 2, 1, 6, 9, 5, 4, 4, 9, 5, 3, 3]T

V (2)
1 = [3, 1, 6, 6, 7, 2, 5, 2, 1, 9, 1, 8, 9, 6, 7, 4, 4, 5, 9, 4]T

V (3)
1 = [2, 1, 3, 5, 8, 9, 5, 7, 1, 6, 4, 7, 9, 5, 1, 5, 5, 4, 4, 2]T

V (1)
2 = [1, 7, 3, 6, 2, 3, 7, 7, 9, 9, 5, 3, 5, 3, 1, 8, 6, 1, 9, 3]T

V (2)
2 = [2, 6, 4, 7, 7, 4, 2, 4, 9, 4, 3, 3, 6, 8, 2, 8, 1, 6, 8, 8]T

V (3)
2 = [8, 9, 5, 9, 8, 9, 4, 9, 7, 5, 4, 5, 3, 4, 4, 7, 3, 8, 2, 4]T

W = [4, 8, 6, 5, 5, 5, 7, 4, 8, 4, 4, 1, 8, 7, 4, 3, 5, 1, 9, 5]T
C = 50, xi ∈ {0, 1} i = 1, . . . , 20

(4)

To give an idea of how important the secondaries are in the optimization process,
consider what happens when running PC-NSGA-II and NSGA-II (primary-only) on
this problem. PC-NSGA-II gives the result shown in Fig. 2a, which includes 19 dis-
tinct solutions. The True Pareto front (computed through brute-force enumeration),
consists of 22 solutions (see [27]). A comparison between the two highlights that, out
of the 19 found solutions, 16 are true optima, 2 differ from their closest true optimum
for one secondary, 1 for a primary. As for the 6 missing true optima, another solution
with the same primary values was found for 2 of them, while for the other 4 the
primaries error is <= 3.
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(a) PC-NSGA-II: all the objectives (b) NSGA-II: primaries only

Fig. 2 Primary objectives of PC-1, after 300 generations with 400 individuals. PC-NSGA-II solu-
tions that would be instead discarded by NSGA-II (i.e. missing on the right plot) are marked with
a cross

With NSGA-II, the secondary objectives are computed only at the end of the
optimization process, and unused during the evolution phase. Not only it finds fewer
solutions (Fig. 2b), but also of lower quality. Out of 11, 8 are true optima, 2 are
sub-optimal with respect to primaries, 1 to secondaries. This shortage of solutions
from NSGA-II is the consequence of its inability to preserve “apparently horizon-
tal/vertical” solutions, which differ in their infinitesimal components only.

The results are analyzed quantitatively with the�(·)metric, already introduced in
Sect. 3. Table1 reports the mean and standard deviation of the performance measure-
ments collected over 50 runs. It turns out that the PC algorithms do better than their
standard counterparts. Specifically, PC-MOEA/D turns out to be the best performing
algorithm, immediately followed by MOEA/D without secondaries. This confirms
that PC algorithms inherit benefits and some limitations from their underlying opti-
mizer too. To clarify, based on the empirical evidences, it is reasonable to say that
MOEA/D works consistently better than NSGA-II on this specific benchmark (PC-
1). Indeed, not only PC-MOEA/D gets a lower score (i.e., mean) than PC-NSGA-II,
but also MOEA/D without secondaries beats NSGA-II without secondaries, and the
same is true even for the third version of MOEA/D versus NSGA-II. Of course, the
property of MOEA/D being better than NSGA-II is not a general one: as we will
see, there exist other problems where the opposite is true, that is NSGA-II beats
MOEA/D. Moreover, the algorithms without secondaries usually perform similarly
to their PC variation, at least on the primary objectives, since both try to optimize
them in a Pareto manner. These considerations justify why PC-MOEA/D is at the
top of the ranking and why MOEA/D without secondaries is second.
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Table 1 Mean and Std of metric �(·) on PC-1 after 50 repetitions

Algorithm Mean Std

PC-MOEA/D 0.36 + 0.25①−1 + 0.99①−2 0.31 − 0.07①−1 + 1.11①−2

MOEA/D pre 0.54 + 0.43①−1 + 3.22①−2 0.19 − 0.22①−1 + 1.37①−2

MOEA/D post 1.44 − 0.22①−1 + 0.88①−2 0.54 + 0.15①−1 + 0.59①−2

PC-NSGA-II 1.6 + 0.17①−1 + 1.2①−2 0.74 + 0.19①−1 + 0.44①−2

NSGA-II pre 1.95 + 0.57①−1 + 2.37①−2 0.91 + 0.21①−1 + 0.53①−2

NSGA-II post 1.79 + 0.08①−1 − 0.77①−2 0.33 − 0.02①−1 + 0.88①−2

Tan et al. 12.83 + 2.71①−1 + 4.03①−2 0.73 + 0.04①−1 + 1.2①−2

Chang et al. 18.01 + 4.45①−1 − 4.42①−2 2.53 + 2.31①−1 + 3.48①−2

7.2 Test Problem: PC-3

The PC-3 test case is a modified version of POL, a well-known benchmark based on
the Poloni’s study [41], part of the Van Veldhuizen’s suite [50]:

min

[
f (1)
1 (x) + ①−1 f (2)

1 (x)
f (1)
2 (x)

]

f (1)
1 (x) = ⌊

α
(
1 + (A1 − B1)

2 + (A2 − B2)
2
)⌋

/α

f (1)
2 (x) = ⌊

α
(
(x1 + 3)2 + (x2 + 1)2

)⌋
/α

f (2)
1 (x) = x21
A1 = 0.5 sin(1) − 2 cos(1) + sin(2) − 1.5 cos(2)

A2 = 1.5 sin(1) − cos(1) + 2 sin(2) − 0.5 cos(2)

B1 = 0.5 sin(x1) − 2 cos(x1) + sin(x2) − 1.5 cos(x2)

B2 = 1.5 sin(x1) − cos(x1) + 2 sin(x2) − 0.5 cos(x2)

x1, x2 ∈ [−π, π ], α = 3

The original structure of POL remains unchanged, except for the insertion of the
f loor function (to discretize the problem) and the addition of a third objective, f (2)

1 ,
which is to be considered less important than f (1)

1 .
The parameter α can be tuned to adjust the granularity of the discretization. In

the nondominance ranking procedure, the secondary objective f (2)
1 intervenes only

when two solutions have the same value of f (1)
1 , favoring the one whose coordinate

x1 is closer to 0. Therefore, it is reasonable to expect the new optimal solutions to
be very similar to those of original POL, at most slightly shifted towards the line
x1 = 0; the magnitude of such effect depends on α.

Figure4 shows the results of PC-NSGA-II for PC-3. As expected, the shape of
the Pareto front is similar to the POL one, the most noticeable difference being that it
appears as a set of disconnected points due to the discretization (floor function). As
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Table 2 Mean and Std of metric �(·) on PC-3 after 50 repetitions

Algorithm Mean Std

PC-NSGA-II 0.01 0.02 + 0.01①−1

NSGA-II pre 0.34 + 0.09①−1 0.09 + 0.02①−1

PC-MOEA/D 0.59 − 0.02①−1 0.58 − 0.02①−1

NSGA-II post 0.65 − 0.08①−1 0.16 − 0.07①−1

MOEA/D pre 0.89 + 0.05①−1 1.4 − 0.01①−1

MOEA/D post 1.23 − 0.03①−1 1.48

Tan et al. 1.34 − 0.82①−1 0.28 − 0.16①−1

Chang et al. 38.06 − 7.83①−1 3.0 − 0.09①−1

it is often the case, there are some solutions in the Pareto frontier of primary objec-
tives with equal values of f (1)

1 but different values of f (1)
2 , which graphically appear

as vertically-aligned points. While the picture seems to show only a few dozens of
solutions, there are in fact 700 fighting for optimality, but many of them are so close
to each other that they overlap. Using the standard approach of removing priori-
ties, running NSGA-II and eventually filtering by priority-aware nondominance, the
obtained results are those of Fig. 3.What at first glance seems a richer front is actually
noise. Treating the third objective as important as the other two causes a dramatic
loss of accuracy in the search for optimal solutions, because part of the optimization
focus is shifted towards the minimization of this objective and dragged away from
theminimization of the other (most important) two. Indeed, after filtering the final set
of NSGA-II (Fig. 3), only 7 out of 700 solutions are left, a very small fraction of the
total population. Also, the solutions found by NSGA-II turn out to be farther away
from the real Pareto front (thus worse) than those found by PC-NSGA-II. Essentially,
it happens because NSGA-II completely ignores the priorities of the objectives, not
taking advantage of that valuable information. On the other hand, PC-NSGA-II is
able to exploit it, succeeding to find more accurate solutions.

Table2 reports themean and the standard deviationof the algorithmsperformances
on the PC-3 benchmark.We observe once again that the PC algorithms perform better
than their standard counterparts and the other priority-based approaches. Moreover,
PC-NSGA-II turns out to be the overall best performing algorithm this time;NSGA-II
appears to work better than MOEA/D on the current benchmark. Indeed, the second
best performing algorithm is NSGA-II without secondaries. However, PC-MOEA/D
still gets a good score, being third and very close to the second.

8 The Priority Levels Model

PL-MPL-MOPs [28, 29] allow one to consider groups of conflicting objectives
ordered by priority. For instance, among the seven objectives of Fig. 1b, a prior-
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(a) Pareto front before filtering (b) Pareto set before filtering

(c) Pareto front after filtering (d) Pareto set after filtering

Fig. 3 Obtained solutions by NSGA-II for PC-3

ity structure can be defined as illustrated: f A and fB are in the same priority level
and fC , fD and fE are also in the same priority level, but the former is lexicographi-
callymore important than the latter. The objectives fF and fG are in the same priority
level, which has lesser priority than the other ones.

Definition 2 (PL-MPL-MOP) Any MPL-MOP satisfying the two conditions below
is a PL-MPL-MOP:

• Some groups of objectives have clear precedence over some others and they can
be totally ordered according to it

• Within each group, objectives cannot be compared to each other on the basis of
importance

Finally, the mathematical formulation of a PL-MPL-MOP is:



200 L. Lai et al.

(a) Pareto front (b) Pareto set

Fig. 4 Solutions obtained by PC-NSGA-II for PC-3

lexmin

⎡
⎢⎢⎢⎢⎣
min

⎛
⎜⎜⎜⎝

f (1)
1 (x)
f (1)
2 (x)

...

f (1)
m1

(x)

⎞
⎟⎟⎟⎠ ,min

⎛
⎜⎜⎜⎝

f (2)
1 (x)
f (2)
2 (x)

...

f (2)
m2

(x)

⎞
⎟⎟⎟⎠ , . . . ,min

⎛
⎜⎜⎜⎜⎝

f (p)
1 (x)
f (p)
2 (x)

...

f (p)
mp (x)

⎞
⎟⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎦

, (5)

where p is the number of levels and f ( j)
i is the ith objective in the jth level.

In a PL-MPL-MOP, the Pareto-optimal solutions of the objectives in the first
level form the decision space for the Pareto optimization of the objectives in the
second level, and then again the latter solutions become the domain for the third one,
and so on for every level. PL-MPL-MOPs are structurally quite similar to purely
lexicographic problems, except that each element of the sequence is now a multi-
objective problem on its own, instead of single-objective function in the original
lexicographic sense [40]. Of course, the formulation above covers the original case
as well, since a purely lexicographic problem is nothing but a particular case with
one objective function in each class. Similarly, the classical formulation of Pareto
MOPs occurs when there is only one priority level.

8.1 A First Example of a Real-World PL-MPL-MO Problem

The automotive crashworthiness problem [34] consists in finding the best car designs
balancing performance and safety. The original benchmark aims at maximizing the
vehicle acceleration while minimizing mass and toe-board intrusion. Even if the
three objectives are all necessary for a consistent design, one may assume that they
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are not all equally important for a firm, also their mutual relation may vary across
manufacturers. For instance, a company may be interested in designing high per-
forming cars, in which case it would put more emphasis on the first two objectives
(mass and acceleration) than on the safety one. Therefore, during the optimization
the toe-board intrusion should play a role in discriminating among the high speed
cars, rather than on the whole pool of vehicles. A possible approach is to reformu-
late the problem in a PL-fashion, as illustrated in (6). The model splits the original
3-objective optimization task in two PLs: the first (high priority) contains the mass
and the acceleration, while the second (lower priority) focuses on safety while still
preserving the goal of maximizing the acceleration.

lexmin

[
min

(
mass(x)

−accel(x)

)
, min

(
toe(x)

−accel(x)

)]

s.t. x ∈ [1, 3]5.
(6)

Conversely, other firms may prefer to focus on safe cars. Such problem will be
analyzed in particular in the experimental section:

lexmin

[
min

(
mass(x)
toe(x)

)
, min

(
toe(x)

−accel(x)

)]

s.t. x ∈ [1, 3]5.

8.2 Need of a New Approach for PL-MPL-MOPs

In this subsection, we aim to point out the limitations of strategies based on standard
optimization techniques when solving PL-MPL-MOPs. In the absence of tools that
are able to concurrently perform Pareto and lexicographic optimization, any viable
approach necessarily requires these two to run separately in distinct stages. How
these steps are interleaved may vary, leading to different options. We identify here
two strategies that are worth of consideration and which recall a lot those in Sect. 5.1.

The first way is to simply ignore the precedence relations during the multi-
objective search, thus Pareto optimizing all the objectives together, indistinctly. Only
afterwards the priorities are considered, by filtering the solutions that are group-
lexicographically optimal. We refer to this approach as postfiltering. Clearly, such
an approach is computationally inefficient, as many more solutions need to be found
by the original EMO algorithm in order to have a sizable number of solutions at the
end.

The second approach uses a multi-objective optimizer solving the problem con-
sidering only the first level. Only at the end of the process, the objectives from the
other levels are exploited to rank the obtained solutions. This scheme, called here
prefiltering, is motivated by the fact that primary objectives have the highest impact
during the optimization. The weakness, however, is the little to no influence of the
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less important objectives in the result. Unlike the postfiltering method, it puts indeed
a lot of responsibility on the primary objectives.

Section10 presents a new algorithm that is able to overcome these difficulties, that
does not split the optimization into sub-tasks, uses all the objectives concurrently,
yet still privileges those belonging to higher levels. Again, the approach uses the
Grossone Methodology.

8.3 Enhancing PL-MPL Problems by Means of Grossone

The idea to implement PL-aware algorithms is the similar to the one in Sect. 5.2 in
the way it uses ① for lexicographic ranking. However, here the ① powers represent
scaling factors for groups of objectives, i.e., multi-objective optimization tasks rather
than single functions. PL-MPL-MOPs can be thus reformulated as:

min

⎡
⎢⎢⎢⎢⎣

⎛
⎜⎜⎜⎝

f (1)
1 (x)
f (1)
2 (x)

...

f (1)
m1 (x)

⎞
⎟⎟⎟⎠ + ①−1

⎛
⎜⎜⎜⎝

f (2)
1 (x)
f (2)
2 (x)

...

f (2)
m2 (x)

⎞
⎟⎟⎟⎠ + · · · + ①1−p

⎛
⎜⎜⎜⎜⎝

f (p)
1 (x)
f (p)
2 (x)

...

f (p)
mp (x)

⎞
⎟⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎦

.

Without going into themathematical details, the optimization problem can be thought
has a minimization problem (and not a lexicographic one) of the PLs, whose contri-
bution is weighted in accordance to their priority. The level with the highest priority
is weighted by①0 (=1, omitted), the second one by①−1, and so on until no more PLs
remain, thereby giving infinitely more importance to the higher levels. As a practical
example, the Grossone-based rewriting of the problem in (6), called PL-Crash, is

min

[(
mass(x)

−accel(x)

)
+ ①−1

(
toe(x)

−accel(x)

)]

s.t. x ∈ [1, 3]5.

With such reformulation of the problem, only one more ingredient is needed to
propose a PL extension of an EMO algorithm for solving PL-MPL-MOPs. Such
element is a novel, Grossone-based definition of dominance, that will be presented
in the next section. After that, the improvement of some fundamental routines of the
a standard EMO algorithm in order to handle PL-MPL-MOPs in an effective way is
discussed.
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9 Handling Precedence in PL-MPL-MOPs

9.1 A New Definition of Dominance: PL-Dominance

As the original Pareto-optimality definition is not enough to cope with PL-MPL-
MOPs, a new one is proposed to take the priority structure into account and guide the
search towards better optima. Unlike PC-dominance, creating a good PL-dominance
is not trivial [28], as it must be well-defined (the transitive property requires special
attention) and be effective in practice. The idea behind the PL-dominance proposed
here is to extend the concept of non-dominated fronts. According to the Pareto dom-
inance, a front is defined as a set of solutions which do not dominate each other,
but are dominated by those of previous fronts and, in turn, dominate those in the
subsequent fronts. The new definition introduces the concept of “subfronts”, which
generalize “fronts” and consist in nested fronts determined by the priorities. The
procedure to partition the population into subfronts, described below, may resemble
in some aspects the preference-based ranking scheme by Fonseca and Fleming [17].

First, considering only the objectives with the highest priority, a set of non-
dominated fronts is determined as usual, according to Pareto dominance. Then, these
fronts are taken individually (one by one), and each is further split on the basis of the
objectives of the second highest priority level, determining newgroups of (sub)fronts.
The same procedure is iterated recursively on the newly defined subfronts, until there
are no more priority levels left. The whole population is eventually partitioned in
a hierarchy of subfronts, where the term “subfronts” indicates the groups obtained
after every splitting. Grossone Methodology comes in handy, letting one uniquely
identify any subfront within the hierarchy bymeans of a G-scalar index. For instance,
Fi where i = 2①0 + 7①−1 + 3①−2 denotes all the solutions in the front 2 for the
primary objectives, front 7 for the secondary objectives (within the individuals in the
front 2 for the primaries) and front 3 for the tertiaries (among those with primary
front 2 and secondary front 7). The formal definition is:

Definition 3 (PL-Dominance) Given a PL-MPL-MOP and two solutions A and B
belonging to the subfronts Fi and Fj , respectively, A “PL-dominates” B if and only
if i is strictly smaller than j : A ≺∗ B ⇐⇒ i < j .

It is worth noting the a posteriori nature of the definition: it is not always possible
to tell whether two elements are dominated or not before assigning a fitness rank
to the whole population. In other words, the non-dominance relation is not just a
function of two arguments (solutions), but has a global dependency on all the other
individuals.

The transitivity of the proposed PL-Dominance can be proven:

Proposition 1 PL-dominance in Definition3 is transitive.

Proof Let S be a set of distinct solutions already partitioned in subfronts. Following
the notation above, indicate the partitioning in subfronts as follows: ∀ X ∈ S, X ∈
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Fx . In order to demonstrate that≺∗ is transitive, the followingmust hold: ∀ X,Y, Z ∈
S, X ≺∗ Y ∧ Y ≺∗ Z ⇒ X ≺∗ Z . One can show that it is always true by repeatedly
applyingDefinition3. Indeed, X ≺∗ Y ∧ Y ≺∗ Z =⇒ x < y ∧ y < z =⇒ x < y <

z.

9.2 PL-Dominance in PL-Crash Problem

For a better comprehension of how PL-Dominance works, this subsection illustrates
its step-by-step application in the case of PL-Crash problem (6). In accordance with
Definition3, the optimal Pareto front shall consists of all the solution falling in the
subfront indexed by the G-scalar 1 + 1①−1. This means that among those solutions
which are Pareto efficient considering the objective in the first PL (mass and accelera-
tion), the ones that are truly optimal are also Pareto efficient considering acceleration
and toe-board intrusion only.

This request affects the optimal three-dimensional front of the original problem
(given in [13]) as described in the next lines. First, all the solutions are projected on
the mass-acceleration plane and only the Pareto efficient survives. Figure5 reports
this process: the green dots indicate the individuals which are preserved and therefore
form the parent front, the one indexed by the G-scalar 1. Then, the survived solutions
are projected on the toe-acceleration plane (second priority level, Fig. 6), and only
those which are non-dominated also there can be considered truly optimal. Such
individuals, highlighted in red in Fig. 7, are the only oneswhich belong to the subfront
1 + 1①−1, since they are the non-dominated solutions (including secondaries) of the
non-dominated ones in the first PL.

If one wants to retrieve the sub-optimal solutions belonging to the 1 + 2①−1

subfront (assuming it is not empty), s/he should discard the solutions just found and
repeat the procedure above. On the other hand, if one wants the solutions in the
2 + ①−1 subfront, s/he should eliminate all the solutions in the front 1 (regardless
the infinitesimals), and again repeat the procedure just illustrated.

Figure8 shows the solutions of the PL-MPL-MOP problem (red points) in the
entire three-dimensional objective space (marked with blue points). No known dom-
ination check on the entire objective space is able to promote the red points only.
This further highlights the novelty in the PL-dominance definition as well as its
effectiveness in PL-MPL-MOPs. Note that the postponed filtering only works when
the whole front of the non-prioritized problem is known, which may not be the case
for high-dimensional problems Sect. 8.2. To overcome these issues, next section
introduces a generalization of NSGA-II, enhanced with Grossone Methodology and
PL-Dominance in order to transparently and directly cope with any PL-MPL-MOP.
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Fig. 5 Original optimal
solutions on the
mass-acceleration plan. First
PL in green

Fig. 6 Original optima on
the toe-acceleration plan.
First PL optima in green,
second in magenta

10 Algorithm for PL: PL-NSGA-II

The new definition of PL-dominance paves the way for a generalization of ranking-
based EMOalgorithms to solve PL-MPLproblems. Here, it is presented forNSGA-II
only, yet nothing prevents the very same approach to be exploited in other frameworks
as well. NSGA-II core operations are already illustrated Sect. 6 and are reported here
too to simplify the reading and help the reader understanding: (i) assignment of a
non-dominance rank to each solution; (ii) sorting the population by rank; (iii) best-
to-worst accommodation of the fronts in the next population, until a too large to
fit one is found; (iv) filling the next population with the solutions of the last front
according to their crowding distance.
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Fig. 7 Original optimal
solutions on the
toe-acceleration plan: in red
the optimal solutions for
both PLs

Fig. 8 Effect of the priority
on the 3D Pareto front. Only
the red solutions are truly
optimal
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Fig. 9 An example of ranking procedure based on Definition3

The first two steps, together, are efficiently carried out by the NSGA-II subproce-
dure called fast_nondominated_sort, while the fourthmainly leverages on the routine
crowding_distance_assignment. Since they are not designed to do anything special
when some objectives have priority over others, we improved them to increase their
effectivenesswhen solving PL-MPL-MOPs, obtaining their PL extension. The pieces
are eventually put together, creatingPL-NSGA-II, our variant ofNSGA-II specifically
adapted for PL-MPL-MOPs.

10.1 PL Fast Non-dominated Sort and PL Crowding Distance

In PL-NSGA-II, the solutions are split into subfronts on the basis of the PL-
Dominance, which by definitionmakes two solutions less likely to be non-dominated
each other than NSGA-II does. As a consequence, PL_fast_nondominated_sort is
expected to return a reasonably larger number of smaller-sized fronts, that is a posi-
tive thing considering that themain weakness of many-objective algorithms is indeed
having large sets of non-dominated solutions, as mentioned earlier. This difficulty
is alleviated by taking into account the priority levels of the objectives. A visual
example of the rank assignment procedure is outlined in Fig. 9. Refer to Algorithms
3 and 4 for the corresponding pseudocode.
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Algorithm 3: Priority Levels fast non-dominated sort

Algorithm 4: Fast non-dominated sort in each level
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The proposed PL_crowding_distance_assignment is described in Algorithm 5,
and it basically consists in a G-weighted sum of the standard crowding distances
computed within every priority level. In practice, it follows these steps: first, the stan-
dard crowding distance is computed for the primary (read most important) objectives
and weighted by ①0; then, the same happens considering the second level objectives
only, with weight ①−1; this is repeated for every level, decreasing the G-weight
after each step; finally, all the partial results are added together to form a G-scalar,
representing the PL crowding distance.

Since PL_crowding_distance_assignment is computed within each subfront, and
subfronts tend to be generally smaller with respect to NSGA-II fronts because of the
new ranking system, we can observe that in PL-NSGA-II the non-dominated sorting
algorithm carries more weight than the crowding distance one. A shift in the delicate
balance between convergence and diversity preservation may look questionable, but
it can be justified by the following consideration. Diversity preservation mechanisms
exist to keep a certain degree of spread among the best solutions. With the addition
of extra information to the problem, namely the priorities, we have more means to
tell which solutions are better than which, therefore it is easier to circumscribe a
smaller set of best solutions. Such an increase in the ability to estimate the quality
of solutions partially alleviates the need to maintain a large diversity between them
because, from the perspective of a decision maker, it may be preferable to have a
narrow set of truly optimal solutions rather than a larger group of diversified but
potentially sub-optimal ones. That being said, the PL crowding distance still plays
a crucial role after all, and does a decent job at spreading the solutions across the
efficient set, especially nearer to the convergence.

Algorithm 5: Priority Levels crowding distance assignment
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10.2 PL-NSGA-II

By incorporating both PL_fast_nondominated_sort and PL_crowding_distance
_assignment into NSGA-II, one obtains an enhanced version that is also capable of
handling PL-MPL-MOPs in a proper way; the name of this algorithm isPL-NSGA-II.
Now, look how the two new functions affect the make_new_pop procedure, that is
drafting the parent population for the next generation. Similarly to what happens in
NSGA-II, the subfronts are sequentially included in the next population in order of
rank; when there remains no enough room to insert the next subfront in its entirety,
the latter is sorted by PL crowding distance and the fittest individuals eventually
survive. PL-NSGA-II could in theory support custom recombination and mutation
operators too, which is another very promising research direction. The pseudocode
of PL-NSGA-II is specified in Algorithm 6.

Algorithm 6: PL-NSGA-II algorithm

Of course, there may be other ways to implement these functionalities, and the
same ideas can also be ported to other EMO algorithms as well. This algorithm
was chosen for its simplicity and similarity to the Grossone-based generalization of
NSGA-II.
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11 Test Cases for PL-MPL-MOPs

As for PC-MPL-MOPs, there is a lack of existing PL-MPL-MOPs test problems
too. The following paragraphs deal with both synthetic problems and a real-world
one, which is an adaptation of the 10-objective GAA problem [51]. The latter allows
to introduce of levels of priority quite naturally (given the insights of a domain
expert, and it has thus been renamed PL-GAA. Finally, the PL-Crash problem already
introduced in Sect. 8.1 is revisited.

The performance of PL-NSGA-II is compared against seven classic EMO algo-
rithms: (i) postfiltered NSGA-II (NSGA-II-post), (ii) prefiltered NSGA-II (NSGA-
II-pre), (iii) postfiltered NSGA-III (NSGA-III-post), (iv) postfiltered MOEA/D
(MOEA/D-post), (v) prefiltered MOEA/D (MOEA/D-pre), (vi) the favoring graph-
based approach proposed in [47] (Schmiedle et al.), and (vii) the dynamic prioritized
goal-based approach proposed in [49] (Tan et al.), already considered in Sect. 7
for priority chains. NSGA-III prefiltered is not considered as an interesting option
because the number of objectives at the first level is too low to justify the use of a
many-objective optimizer. Note that the performances of direction-based algorithms
such as NSGA-III and MOEA/D would be better if the priority information was
somehow used to guide the search: this idea is left for a future study. As in Sect. 7,
SBX crossover and polynomial mutation operators are adopted, each algorithm run
50 times per benchmark.

11.1 Test Problem: PL-1

PL-1 has five objectives, two of which are less important than the others.

min

⎡
⎣

⎛
⎝

f (1)
1 (x)
f (1)
2 (x)
f (1)
3 (x)

⎞
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2 (x)
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,
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f (2)
1 (x) = ((x1 − 2)2 + (x2 − 2)2 − 1)2,

f (2)
2 (x) = ((x1 − 2)2 + (x2 − 2)2 − 3)2,

g(x) =
(
x3 − 45

9 + (x1 − 2)2 + (x2 − 2)2

)2

,

x1, x2, x3 ∈ [0, 5].
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Fig. 10 PL-1 theoretical Pareto set (blue) and efficient set (red)

The easiest way to grasp this problem is to decompose it into smaller parts.
Considering only the first three objectives, namely those whose priority is maximum,
it can be recognized that the Pareto surface (on which g(x) = 0) is an octant of a
unit sphere. In the variable space, it is generated by the following set of points:

S :=
{
(x1, x2, x3) ∈ R

3 ∣∣ x1 ∈ [0, 5], x2 ∈ [0, 5], x3 = 45/
(
9 + (x1 − 2)2 + (x2 − 2)2

)}
,

which corresponds to a bell-shaped curve on the x3-axis. Figure10a reports it in
gray. Among all Pareto-optimal solutions for the primary objectives, i.e., the points
in S, secondary objectives f (2)

1 and f (2)
2 make non-dominated only the points within

the blue annular region. Moving to the objective space, the entire positive octant
represents the efficient set in the primary objective space, while only the red region
is it also for the whole problem, i.e., considering also the secondaries (see Fig. 10b).

The solution found by PL-NSGA-II for PL-1 is the one in Fig. 11: the quality of
the solutions found by PL-NSGA-II is evident. Indeed, the set of optimal points both
in the decision (Fig. 11a) and in the objective space (Fig. 11b) seems to closely fit
the theoretical expectations of Fig. 10.

To obtain it, PL-NSGA-II run for 500 generations with a population of 100 indi-
viduals, and the same holds for all the other algorithms. Table3 reports the mean and
the standard deviation of their performance. PL-NSGA-II appears to be the best algo-
rithm, outperforming the second one both in terms of mean and standard deviation.
In other words, not only PL-NSGA-II achieves better results, but it is also stabler.

11.2 PL-GAA: A Real-World Problem

The GAA benchmark [51] is a difficult many-objective problem from a real-world
scenario. It challenges the decision maker to tune 27 constrained variables in order
to design a family of three slightly different aircrafts for general aviation. The crucial
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Fig. 11 Obtained solutions by PL-NSGA-II for PL-1

Table 3 PL-1: Mean and Std. Dev. for metric �(·)
Algorithm Mean Std

PL-NSGA-II 0.002 + 0.43①−1 0.002 − 0.09①−1

MOEA/D-post 0.01 + 2.18①−1 0.01 + 0.33①−1

MOEA/D-pre 0.01 + 2.94①−1 0.01 + 0.90①−1

NSGA-II-pre 0.01 + 3.53①−1 0.01 + 0.53①−1

NSGA-II-post 0.15 + 2.42e4①−1 0.03 − 6.94e3①−1

NSGA-III-post 0.49 + 1.47e3①−1 0.23 + 8.11e3①−1

Tan et al. 6.63 + 6.62e4①−1 7.16 − 3.42e4①−1

Schmiedle et al. 8.92 + 4.10e4①−1 6.8 − 7.12e3①−1

point is that not only the optimization procedure must maximize the aircraft perfor-
mances over conflicting parameters, but also the resulting airplanes must be similar
enough not to force industrial facilities diversification. The objective space has 10
dimensions, 9 of which describe the aircraft performances, while the last one mea-
sures their diversity (henceforth called PFPF). The 9 performance metrics are: the
takeoff noise (NOISE), empty weight (WEMP), direct operating costs (DOC), ride
roughness (ROUGH), fuel weight (WFUEL), flight range (RANGE), purchase price
(PURCH), maximum lift/drag ratio (LDMAX), maximum cruise speed (VCMAX).
Also, PFPF and the first 6 performance metrics are constrained objectives.

With the help of a domain expert, the problem has been reformulate dividing the
10 objectives in 4 PLs, obtaining the new problem PL-GAA:

min

⎡
⎣(�PFPF
) + ①−1

⎛
⎝

DOC
–LDMAX
–RANGE

⎞
⎠ + ①−2

⎛
⎝
NOISE
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WEMP

⎞
⎠ + ①−3

⎛
⎝

ROUGH
WFUEL
–VCMAX

⎞
⎠

⎤
⎦ .
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The PL with the highest importance consists of only one objective: PFPF. Since the
aircraft similarity is the decision-maker’smain concern, this choice comes as a natural
option. As stated in [51], the decision-maker can tolerate a diversity level not greater
than 0.05. Thus, the PFPF output space is discretized in intervals of length 0.05, by
means of the floor operator: �·
. In this way, all the aircraft configurations within the
tolerance constraint (PFPF ∈ [0, 0.05]) are considered maximally optimized for the
first PL. This will produce a number of feasible designs which will be considered
equally good for PFPF objective. Subsequent levels will then determine a single
or more preferred solutions. With regard to the second PL, the choice fell on the
DOC objective because its importance is already pointed out in [51], while the other
two (LDMAX and RANGE) are two critical factors in aircraft performance and
usability, respectively. A detailed discussion about the remaining two PLs is omitted
for brevity; nevertheless, it should be noted that the third PL still contains some
highly impacting aircraft features, like NOISE (which can limit the possibility to
land close to an urban center) or PURCH (of course, the price plays a relevant role
in the decision process). Conversely, the least important level contains not so crucial
properties (e.g., the maximum speed VCMAX), or aspects for which relatively cheap
and simple customer solutions already exist (e.g., the roughness ROUGH).

In the experiments, due to the complexity of the problem, each algorithm run with
200 individuals for 2,000 generations. Moreover, due to the presence of constraints
also on the objectives, the pre-filtered approaches have been excluded from the per-
formance comparison, since they necessarily perform poorly. Table4 reports the
algorithms average performance (the performance of NSGA-II-pre and MOEA/D-
pre have not been reported, being their use on this problem clearly meaningless). As
before, PL-NSGA-II finds noticeably better solutions than the other algorithms, even
for this challenging problem. It is worth noting that the finite component of the �(·)
metric has a special meaning: it is zero only when PFPF falls within [0, 0.05], which
indicates that all the algorithms with a non-infinitesimal mean were not always able
to fully satisfy the PFPF constraint. Also, the higher the mean value is, the higher
the average decision maker dissatisfaction is; the higher the variance is, the higher
the randomness of the performance quality is.

The numerical evidences tell us that only two algorithms are able to respect such
a constraint, namely PL-NSGA-II (always) and Schmiedle et al. (most of the cases).
This fact is quite interesting indeed, while PL-NSGA-II is designed to properly
master the Pareto dominance also in the presence of priority levels (PL-dominance),
Schmiedle et al. does not use the Pareto dominance at all. Instead, it leverages on the
favoring binary relation (see [47]), suggesting to address to this aspect the reasons of
its high performances and capability to satisfy the PFPF’s constraint. All in all, the
only algorithm with an infinitesimal mean, i.e., able to always guarantee the PFPF
constraint satisfaction is PL-NSGA-II, proving its strength.
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Table 4 PL-GAA: Mean and Std. Dev. for metric �(·) (NSGA-II-pre and MOEA/D-pre not
reported, being their use meaningless on this problem)

Algorithm Mean Std. Dev.

PL-NSGA-II 4.29e3①−1 + 1.91e4①−2+
21.82①−3

1.65e4①−1 + 3.23e4①−2

+4.04e4①−3

Schmiedle et al. 0.06 + 1.00e4①−1 +
7.74e4①−2 + 19.7①−3

0.24 − 1.30e3①−1 +
5.63e8①−2 + 3.08e12①−3

NSGA-II-post 1.24 + 1.12e5①−1 +
6.66e5①−2 + 482.83①−3

1.36 − 1.12e4①−1 +
2.55e9①−2 + 2.08e13①−3

NSGA-III-post 3.9 + 3.24e4①−1 +
4.13e5①−2 + 214.36①−3

4.99 + 1.13e4①−1 +
8.48e7①−2 − 1.91e11①−3

Tan et al. 102.55 + 8.90e4①−1 +
5.48e5①−2 + 421.65①−3

1.22e2 + 1.23e4①−1 +
1.92e7①−2 − 1.99e9①−3

MOEA/D-post 113.08 + 8.23e4①−1 +
8.66e5①−2 + 1.47e3①−3

26.11 − 5.64e3①−1 +
9.56e7①−2 + 2.01e10①−3

Table 5 PL-Crash: Mean and Std. Dev. for metric �(·)
Algorithm Mean Std

PL-NSGA-II 0.002 + 2.99e − 5①−1 0.02 + 2.00e − 4①−1

NSGA-II-post 1.00 + 0.52①−1 0.22 − 0.001①−1

NSGA-II-pre 1.12 + 0.57①−1 0.23 − 0.01①−1

MOEA/D-post 14.29 + 1.80①−1 11.76 − 0.37①−1

MOEA/D-pre 19.50 + 1.43①−1 12.12 − 0.30①−1

Tan et al. 29.96 + 1.73①−1 16.97 + 0.48①−1

NSGA-III-post 94.51 + 4.51①−1 44.14 + 1.55①−1

Schmiedle et al. 143.14 + 10.76①−1 32.06 + 2.23①−1

11.3 Test Problem: PL-Crash

This section provides brief experimental results on the PL-Crash problem already
discussed in the previous sections of thiswork.Table5 contains themean and standard
deviation values of the �(·) metric. Again, PL-NSGA-II significantly outperforms
the competitors.

12 Conclusions

In this chapter the novel and very general class ofMixed Pareto-LexicographicMulti-
Objective Problems has been introduced and discussed. The peculiarity of these
problems is to have the objective functions organized according to a priority structure,
and different structures lead to different models. In particular, two models have been
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deeply investigated: PC-MPL-MOPs, where the objective are organized in chains of
priority; and PL-MPL-MOPs, where the functions are grouped in levels which are
ordered by priority. In order to solve the intrinsic limits of standard approaches when
dealing with these two classes of MPL-MOPs, the Grossone Methodology has been
leveraged to achieve two results: (i) a reformulation of the models which is easier to
be processed by a computer; (ii) the generalization of standard EMO algorithms in
order to make them able to cope with these more general problems. The effectiveness
of the generalizations has been tested on several benchmark and compared with
several well-known algorithms (Grossone-based algorithms have been evaluated on
an Infinity Computer simulator implemented by the authors). The results testify that
the additional information about priority relations among objectives can be exploited
to significantly improve the algorithms search, guiding them towards higher quality
solutions than those provided by conventional multi-objective algorithms.
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Exact Numerical Differentiation
on the Infinity Computer
and Applications in Global
Optimization
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Abstract There existmany applicationswhere it is necessary to approximate
numerically derivatives of a function f (x) which is given by a computer
procedure. A novel way to efficiently compute exact derivatives (the word
“exact” means here with respect to the accuracy of the implementation of
f (x)) is presented in this Chapter. It uses a new kind of a supercomputer—the
Infinity Computer—able to work numerically with different finite, infinite,
and infinitesimal numbers. Numerical examples illustrating these concepts
and numerical tools are given. In particular, the field of Lipschitz global
optimization having a special interest in exact numerical differentiation is
considered in cases where there exists a code for computing f (x) but a code
for its derivative f ′(x) is not available. In addition, it is supposed that the first
derivative f ′(x) satisfies the Lipschitz condition. Algorithms using smooth
piece-wise quadratic support functions and their convergence conditions are
discussed. All the methods are implemented both in the traditional floating-
point arithmetic and in the Infinity Computing framework.
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1 Introduction

The capabilities of the Infinity Computer framework cover a wide range of
actions. In fact, this methodology, working with finite, infinite and infinites-
imal numbers, was successfully applied in several areas of mathematics and
computer science. In [8, 12, 16, 37], the Infinity Computer framework was
applied in game theory and probability, in hyperbolic geometry and percola-
tion (see [26, 32]), fractals
(see [3, 7]), infinite series (see [45, 51]), Turing machines, cellular automata
and supertasks (see [11, 38, 47]), local, global, and multiple criteria opti-
mization (see [14, 17, 52]), numerical differentiation and numerical solution
of ordinary differential equations (see [1, 15, 24]), etc. The methodology is
taught nowadays in several countries (see, e.g., [2, 23, 25]), in particular, the
University of East Anglia, UK developed a web page ([22]) in which a teach-
ing manual can be found. In the following pages we will focus our attention
on exact numerical differentiation on the Infinity Computer and describe how
it can be used in Global Optimization.

In many applications (e.g. numerical simulation, differentiation, and inte-
gration) it is required to calculate derivatives of a function g(x)which is given
by a computer procedure calculating its approximation f (x). Usually, proce-
dures for evaluating the exact values of derivatives of f (x) are not available
and numerical approximations or automatic differentiation techniques are
often used for this purpose (see, e.g.
[4, 9, 33] and references given therein for a detailed discussion).

The simplest formulae used on traditional computer to approximate the
first derivative f ′(x) which require evaluation of f (x) at two points and use
forward, backward, and central differences are the following:

f ′(x) ≈ f (x + h) − f (x)

h
, f ′(x) ≈ f (x) − f (x − h)

h
, (1)

f ′(x) ≈ f (x + h) − f (x − h)

2h
. (2)

However, due to the finiteness of digits in the mantissa of floating-point num-
bers, round-off errors in these procedures dominate calculation when h → 0.
Both f (x + h) and f (x − h) tend to f (x), so that their difference tends to the
difference of two almost equal quantities and thus contains fewer and fewer
significant digits that provokes an explosion of the computational error. As
an example, let us consider a computer procedure f (x) implementing the
function g(x) = x+3

x+1 and study errors provided by formulae (1), (2) during
approximation of the value f ′(y) at the point y = 1 in dependence of the
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Fig. 1 When h becomes sufficiently small the error of approximation increases drasti-
cally

step h. It can be seen from Fig. 1 that when h becomes sufficiently small the
error of approximation increases drastically. Thus, it is meaningless to carry
out these computations beyond a certain treshold value of h. Calculations of
higher derivatives suffer from the same problems.

Let us consider someother techniques. The complex stepmethod (see [31])
allows one to improve approximations of f ′(x) avoiding subtractive cancel-
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lation errors present in (1), (2) by using the following formula to approximate
f ′(x)

f ′(x) ≈ Im[ f (x + ih)]
h

, (3)

where Im(u) is the imaginary part of u. Though this estimate does not
involve the dangerous difference operation, it is still an approximation of
f ′(x) because it depends on the choice of the step h.
Another approach consists of the usage of symbolic (algebraic) computa-

tions (see, e.g., [9]) where f (x) is differentiated as an expression in symbolic
form in contrast to manipulating numerical quantities used to express f (x).
Unfortunately this approach can be too slow when it is applied to long codes
coming from real world applications.

There is an extensive literature (see, e.g., [4, 5, 10] and references given
therein) dedicated to automatic (algorithmic) differentiation (AD) that is a
set of techniques based on the mechanical application of the chain rule to
obtain derivatives of a function given as a computer program. By applying
the chain rule of derivation to elementary operations this approach allows one
to compute derivatives of arbitrary order automatically with the precision of
the code representing f (x).

Implementations of AD can be broadly classified into two categories that
have their advantages and disadvantages (see [5, 10] for a detailed discus-
sion): (i) AD tools based on source-to-source transformation changing the
semantics by explicitly rewriting the code; (ii) AD tools based on operator
overloading using the fact that modern programming languages offer the pos-
sibility to redefine the semantics of elementary operators. In particular, the
dual numbers extending the real numbers by adjoining one new element d
with the property d2 = 0 (i.e., d is nilpotent) can be used for this purpose
(see, e.g., [4]). Every dual number has the form v = a + db, where a and
b are real numbers and v can be represented as the ordered pair (a, b). On
the one hand, dual numbers have a clear similarity with complex numbers
z = a + ib where i2 = −1. On the other hand, speaking informally it can be
said that the imaginary unit d of dual numbers is a close relative to infinitesi-
mals (we mean here a general non formalized idea about infinitesimals) since
the square (or any higher power) of d is exactly zero and the square of an
infinitesimal is ‘almost zero’.

All the methods described above use traditional computers as computa-
tional devices and propose a number of techniques to calculate derivatives
on them. In this Chapter, a new way to calculate derivatives numerically is
described. It is made by using a new kind of a supercomputer—the Infin-
ity Computer—introduced in [43, 45] and able to work numerically with
different finite, infinite, and infinitesimal quantities. This computer is based
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on a new applied point of view on infinite and infinitesimal numbers (see
[42]) that, as shown in [46], is not related to non-standard analysis. The new
approach does not use Cantor’s ideas and works with infinite and infinites-
imal numbers being in accordance with the principle ‘The part is less than
the whole’. Since this framework allows one to efficiently compute exact
derivatives, it is applied in one-dimensional algorithms in expensive global
optimization using derivatives in the case where the optimized function is
given as a black box.

2 Numerical Differentiation on the Infinity Computer

In order to start, let us recall the basics of the positional numeral system with
the base grossone used at the Infinity Computer (grossone is expressed by
the numeral ①, see [45] and Chap. 1 of this book for detailed descriptions
of ①). To express an infinite, finite, or infinitesimal number C at the Infinity
Computer we subdivide C into groups corresponding to different powers
of ①:

C = cpm①pm + · · · + cp1①
p1 + cp0①

p0 + cp−1①
p−1 + · · · + cp−k①

p−k .

(4)
Then, the record

C = cpm①pm . . . cp1①
p1cp0①

p0cp−1①
p−1 . . . cp−k①

p−k (5)

represents the number C , where finite numbers ci called grossdigits can be
both positive and negative (in case during computations a grossdigit cpi = 0
is obtained, the corresponding term cpi ①

pi is excluded from C). Grossdigits
show how many corresponding units should be added or subtracted in order
to form the number C . Grossdigits can be expressed by several symbols.
Numbers pi in (5) called grosspowers can be finite, infinite, and infinitesimal,
they are sorted in the decreasing order with p0 = 0.

Purely finite numbers in this numeral system are represented by numerals
having only one grosspower p0 = 0. In fact, if we have a numberC such that
m = k = 0 in representation (5), then, since ①0 = 1 (see [45]), we haveC =
c0①

0 = c0. Thus, the number C in this case does not contain grossone and is
equal to the grossdigit c0 being a conventional finite number expressed in a
traditional finite numeral system. Terms having negative finite grosspowers
represent the simplest infinitesimal parts of C . For instance, the number
2①−1 = 2

①
is infinitesimal. If a number contains a term c0①

0 and some
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infinitesimal terms, then it is finite but not purely finite. Terms having finite
positive grosspowers represent the simplest infinite parts of C .

Let us now suppose thatwe have a set of basic functions (sin(x), cos(x), ax

etc.) represented at the Infinity Computer by their truncated Taylor series or
other kinds of approximations (see [34]) using the argument x and finite
constants that are connected by four arithmetical operations. We consider a
function g(x) and a computer procedure calculating its approximation f (x)
that is constructed using the said implementations of basic functions, the
argument x , and finite constants connected by four arithmetical operations.

We suppose that f (x) approximates g(x) sufficiently well with respect to
some criteria and we shall not discuss the goodness of this approximation
in this Chapter. Our attention will be attracted to numerical calculations of
derivatives f ′(x), . . . f (k)(x) and the information that can be obtained from
the computer procedure f (x) for this purpose. The following theorem holds
(see [44]).

Theorem 1 Suppose that:
(i) for a function f (x) calculated by a procedure implemented at the Infinity
Computer there exists an unknown Taylor expansion over an interval [a, b],
with a and b purely finite numbers, containing a purely finite point y;
(ii) f (x), f ′(x), f (2)(x), . . . f (k)(x) assume purely finite values or are equal
to zero for purely finite points x ∈ [a, b];
(iii) f (x) has been evaluated at a point y + ①−1 ∈ [a, b]. Then the Infin-
ity Computer returns the result of this evaluation in the positional numeral
system with the infinite radix ① in the following form

f (y + ①−1) = c0①
0c−1①

−1c−2①
−2 . . . c−(k−1)①

−(k−1)c−k①
−k, (6)

where

f (y) = c0, f ′(y) = c−1, f (2)(y) = 2! · c−2, . . . f (k)(y) = k! · c−k .

(7)

Proof Let us consider the Taylor expansion for f (x) with h > 0

f (x + h) = f (x) + f ′(x)h + f (2)(x)
h2

2
+ · · ·

by assuming x = y and h = ①−1. Obviously, the Taylor expansion of f (x)
is unknown for the Infinity Computer. Due to the rules of its operation,
while calculating f (y + ①−1), different exponents of ① are simply col-
lected in independent groups with finite grossdigits. Since functions f (x),
f ′(x), f (2)(x), . . . f (k)(x) assume purely finite values or are equal to zero
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over the interval [a, b] with a, b which are also purely finite, the highest
grosspower in the number (6) is necessary less or equal to zero. Thus, the
number that the Infinity Computer returns can have only a finite and infinites-
imal parts. The fact that four arithmetical operations (see [45]) executed by
the Infinity Computer with the operands having finite integer grosspowers in
the form (5) produce only results with finite integer grosspowers concludes
the proof. �

Let us comment upon the theorem. It describes a situationwherewe need to
evaluate f (x) and its derivatives at a point x = y but analytic expressions of
f (x), f ′(x), f (2)(x), . . . f (k)(x) are unknown and computer procedures for
calculating f ′(x), f (2)(x), . . . f (k)(x) are unavailable.Moreover, the internal
structure of the procedure f (x) can also be unknown for us.

Instead of the usage of traditional formulae (1), (2), we evaluate f (x)
at the point y + ①−1. The Infinity Computer will return the number in
the form (6) from where we can easily obtain exact values of f (y) and
f ′(y), f (2)(x), . . . f (k)(y) as shown in (7) without any knowledge of the
formula and/or computer procedure for evaluating derivatives. Due to the
fact that the Infinity Computer is able to work with infinite and infinitesimal
numbers numerically, the values f ′(y), . . . f (k)(y) are calculated exactly at
the point x = y without introduction of dangerous operations (1), (2) related
to the necessity to use finite values of h when one works with traditional
computers.

If we come back to the function g(x) = x+3
x+1 and calculate the value

f (1 + ①−1) of its implementation f (x) obtained using the Infinity Com-
puter framework, we have that f (1 + ①−1) = 2①0 − 1

2①−1 from where one
can obtain that f (1) = 2, f ′(1) = −1

2 which coincide with the exact val-
ues of the functions g(x), g′(x) in the point x = 1. Let us now illustrate the
theorem by other examples.

Example 1 Suppose that we have a computer procedure implementing
the following function f (x) = 2x2 and we want to evaluate the values
f (y), f ′(y), f (2)(y), and f (3)(y) at a point x = y. If we evaluate now f (x)
at a point y + ①−1 we obtain

f (y + ①−1) = 2(y + ①−1)2 = 2y2 + 4y①−1 + 2①−2 = (8)

2y2①04y①−12①−2. (9)

By applying (7) we immediately calculate the required values

f (y) = 2y2, f ′(y) = 4y, f (2)(y) = 4.
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That, obviously, coincide with the respective derivatives

f ′(x) = 4x, f (2)(x) = 4,

at the point x = y. The Infinity Computer executes (8), (9) numerically using
a given value of y. For instance, for y = 36 it executes the following opera-
tions

f (36 + ①−1) = 2 · 36①01①−1 · 36①01①−1 =
2592①0144①−12①−2. (10)

From (10) by applying (7) we obtain that

f (36) = 2592, f ′(36) = 144, f (2)(36) = 2! · 2 = 4,

that are correct values of f (x) and the derivatives at the point y = 36. �
Example 2 Suppose thatwehave two functions g1(x) = sin(3x) and g2(x) =
ex and they are represented in the Infinity Computer as

f1(x) = 3x − 9x3

2
, f2(x) = 1 + x + x2

2
(11)

being respectively the first two and three items in the corresponding Taylor
expansions. If we want to evaluate f1(x) and f ′

1(x) at a point y, we apply the
first formula from (11) at the Infinity Computer as follows

f1(y + ①−1) = 3(y + ①−1) − 9(y + ①−1)3

2
= 3y + 3①−1 − 9(y3 + 3y2①−1 + 3y①−2 + ①−3)

2
=

3y − 9

2
y3 +

(
3 − 27

2
y2

)
①−1 − 27

2
y①−2 − 9

2
①−3.

Thus, the Infinity Computer returns

f1(y) = 3y − 9

2
y3, f ′

1(y) = 3 − 27

2
y2.

For istance, for y = 2 we obtain

f1(2 + ①−1) = 3(2 + ①−1) − 9(2 + ①−1)3

2
=

−30 − 51①−1 − 27①−2 − 9

2
①−3.

Therefore
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f1(2) = −30, f ′
1(y) = −51.

If we want to calculate f2(x), f ′
2(x) and f (2)

2 (x) at a point y, we obtain

f2(y + ①−1) = 1 + y + ①−1 + (y + ①−1)2

2
=

(1 + y + y2

2
)①0(1 + y)①−1 1

2
①−2.

Therefore

f2(y) = 1 + y + y2

2
, f ′

2(y) = 1 + y, f (2)
2 (y) = 1.

Thus for y = −4, the Infinity Computer returns

f2(−4 + ①−1) = 1 − 4 + ①−1 + (−4 + ①−1)2

2
=

5①0 − 3①−1 1

2
①−2.

Then we have

f2(−4) = 5, f ′
2(−4) = −3, f (2)

2 (−4) = 1.

Notice that the Infinity Computer just uses formulae in (11) andworkswith
the accuracy of approximation of g1(x) and g2(x) bounded by the accuracy
of f1(x) and f2(x). �

Example 3 Suppose that we have a computer procedure implementing
the following function f (x) = x+5

x2
and we want to calculate the values

f (y), f ′(y), f (2)(y), and f (3)(y) at the point y = 2. As in the previous
examples, we evaluate f (x) at a point y + ①−1. We consider the Infinity
Computer that returns grossdigits corresponding (as it was in the previous
examples automatically) to the exponents of grossone from 0 to −3. Then
we have

f (2 + ①−1) = 2 + ①−1 + 5

(2 + ①−1)2
= 7①0①−1

4①04①−1①−2 =

1.7500①0 − 1.500①−11.0625①−2 − 0.6875①−3.
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By applying (7) we obtain that

f (2) = 1.7500, f ′(2) = −1.500,

f (2)(2) = 2! · 1.0625 = 2.1250, f (3)(2) = 3! · −0.6875 = −4.125,

that are values which one obtains by using explicit formulae

f (x) = x + 5

x2
, f ′(x) = − x + 10

x3
, f (2)(x) = 2(x + 15)

x4
, f (3)(x) = −6(x + 20)

x5

for f (x) and its derivatives at the point x = 2. �

3 Application in Lipschitz Global Optimization

Global optimization is an important researchfieldwith numerous applications
in engineering, electronics, machine learning, optimal decision making, etc.
In many of these applications, even in the univariate case, evaluations of
the objective functions and derivatives are often time-consuming and the
number of function evaluations executed by algorithms is extremely high
due to the presence of multiple local extrema. As a result, the problems of an
accelerationof the global search and computing efficiently exact derivatives in
the case where the optimized function is given as a black box arise inevitably.

The necessity to find the best (in other words, global) solution in the situa-
tionwhere a high number of local extrema is present explains the continuously
increasing interest of researchers to global optimization algorithms looking
for global minimum (or maximum). One of the important methodologies
developed to attack this problem is Lipschitz global optimization (see, e.g.,
[29, 35]). It uses a natural assumption on the global optimization problemsup-
posing that the objective function under consideration has bounded slopes,
in other words, it satisfies the Lipschitz property and at the same moment
it can be multiextremal and each evaluation can be a very time-consuming
operation. An important subclass in Lipschitz global optimization consists
of functions with the first derivative satisfying the Lipschitz condition (see
[13, 28], etc.).

Problems belonging to Lipschitz global optimization are extremely diffi-
cult even in the one-dimensional case and are under an intensive study at least
for two reasons. First, there exists a huge number of applications where prob-
lems of this kind arise. The second reason is that one-dimensional schemes are
broadly used for constructing multi-dimensional global optimization meth-
ods.
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In this Chapter, our attention is devoted to the global optimization problem

f ∗ = f (x∗) = min f (x), x ∈ D, (12)

where f (x), with x ∈ D = [a, b], is the objective black-box function and
its first derivative f ′(x) satisfies the Lipschitz condition with an unknown
Lipschitz constant 0 < M < ∞, i.e.

| f ′(x) − f ′(y)| ≤ M |x − y|, x, y ∈ D. (13)

An additional practical difficulty consists in the fact that it is supposed that
there exists a code for computing f (x) only and a code for the derivative
f ′(x) is not available. The problem (12), (13) is under a close scrutiny since
the nineties of the last century. Breiman and Cutler (see [6]) have proposed a
method to solve the problem (12) where the constant M from (13) is a priori
known whereas Gergel in [18] has proposed a global optimization method
that estimates M in the course of the search. Both methods use in their work
auxiliary non-smooth support functions that are less or equal to f (x), x ∈ D.

Since the objective function f (x) is differentiable over the search region D,
in [30, 40] there have been introduced methods constructing smooth support
functions that are closer to the objective function f (x) with respect to non-
smooth ones providing so a notable acceleration in comparison with the
methods [6, 18].

Moreover, it is well known in Lipschitz global optimization that the usage
of the global (i.e., the same for the whole search region D) Lipschitz constant
or its global estimate can slow down the search. In order to overcome this
difficulty, a number of local tuning techniques automatically controlling the
exploitation-exploration trade-off have been proposed in [19, 27, 40, 49].
These techniques adaptively estimate local Lipschitz constants over different
subregions of D constructing auxiliary functions that are closer to f (x) with
respect to those using the global Lipschitz constant (or its estimates). As
a result, methods using local tuning techniques are significantly faster than
algorithms working with the global Lipschitz constant.

Let us present now a theoretical background required for construction of
smooth support functions for global optimization algorithms for solving the
problem (12), (13). Global optimizationmethods introduced in [40] construct
a smooth support function ψi (x) at each subinterval [xi−1, xi ], 2 ≤ i ≤ k,
of the search region D where the points xi , 1 ≤ i ≤ k, are the so-called trial
points, i.e., points where f (x) and f ′(x) have been evaluated. The function
ψi (x) is constructed using the fact that the maximal possible curvature of
f (x) is determined by the Lipschitz constant M from (13). The functions
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Fig. 2 Constructing smooth support functions ψi (x) for f (x)

ψi (x) ≤ f (x), x ∈ [xi−1, xi ], 2 ≤ i ≤ k, (14)

can be built using the following three functions

πi (x) = 0.5Mx2 + bi x + ci , (15)

φi−1(x) = zi−1 + z′i−1(x − xi−1) − 0.5M(x − xi−1)
2, (16)

φi (x) = zi − z′i (xi − x) − 0.5M(xi − x)2, (17)

where zi = f (xi ), z′i = f ′(xi ), and bi , ci are two parameters to be deter-
mined.

Notice that φi−1(x) and φi (x) are support functions for f (x) and are
obtained from the Taylor formulae based at the points xi−1 and xi , respec-
tively. The meaning of the parabola πi (x) will be explained in a minute. It
has been shown in [6, 18] that

max{φi−1(x), φi (x)}, x ∈ [xi−1, xi ], 2 ≤ i ≤ k,

is a non-smooth minorant for f (x) over [xi−1, xi ]. Then, the key observation
made in [40] in order to construct a smooth minorant consists in the fact
that due to the boundedness of the curvature of f (x), it cannot be below the
parabola πi (x) over the interval [y′

i , yi ] that can be found by asking that the
piece-wise quadratic function
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ψi (x) =

⎧⎪⎨
⎪⎩

φi−1(x), x ∈ [xi−1, y′
i ],

πi (x), x ∈ [y′
i , yi ],

φi (x), x ∈ [yi , xi ],
(18)

is a smooth support function for f (x) over [xi−1, xi ] (see Fig. 2). The values
yi , y′

i and bi , ci from (15) can be determined by “gluing” the functions
φi−1(x), πi (x), φi (x) and their first derivatives. In other words, the following
system of equations should be solved:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

φi−1(y′
i ) = πi (y′

i )

φi (yi ) = πi (yi )

φ′
i−1(y

′
i ) = π ′

i (y
′
i )

φ′
i (yi ) = π ′

i (yi )

(19)

As was shown in [40], its solution is:

yi = xi − xi−1

4
+ z′i − z′i−1

4M
+ zi−1 − zi + z′i xi − z′i−1xi−1 + 0.5M(x2i − x2i−1)

M(xi − xi−1) + z′i − z′i−1
,

(20)

y′
i = − xi − xi−1

4
− z′i − z′i−1

4M
+ zi−1 − zi + z′i xi − z′i−1xi−1 + 0.5M(x2i − x2i−1)

M(xi − xi−1) + z′i − z′i−1
,

(21)

bi = z′i − 2Myi + Mxi , (22)

ci = zi − z′i xi − 0.5Mx2i + My2i . (23)

Then we construct ψi (x), searching for the point

pi = min{ψi (x) : x ∈ [xi−1, xi ]}
and the respective value R(i) = ψi (pi ) called characteristic of the interval
[xi−1, xi ]. The term characteristic is due to the class of characteristicmethods
introduced in [20] for solving Lipschitz global optimization problems. The
same terminology is used in Divide the Best methods (see [41]) to determine
a goodness of each subregion of the search domain. In fact, themethods under
consideration belong to the class of Divide the Best algorithms.

Since in practice it is difficult to know a priori the global constant M and
its usage over the whole region D can slow down the search, Local Tuning
techniques can be applied in order to automatically balance global and local
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information during the global search and allow one to obtain a significant
acceleration of the algorithms.

4 Local Tuning Techniques

The first local tuning technique automatically balancing global and local
information during the global search has been initially introduced in [39]
for Lipschitz functions that can be non-differentiable. It has been shown that
strategies of this kind allow one to obtain a significant acceleration of the
search. As a result, an intensive research activity focused on developing new
local tuning strategies and finding new classes of problems where they can
be applied has begun (see, for example, [21, 27, 48]).

We start this section by presenting two traditional strategies for choosing
an estimate for the global value M from (13). After that a known local tuning
from [40] and two recent local tuning techniques from [49]will be introduced.
In order to describe these procedures let us denote as {xi }k the ordered trial
points (the operation of evaluation of f (x) and f ′(x) at a point x is called
trial), where k ≥ 2 is the number of iterations of the algorithm (for k = 2:
x1 = a and x2 = b). Let r > 1 be the reliability parameter of the methods.

For each interval [xi−1, xi ], 2 ≤ i ≤ k, its local Lipschitz constant for
f ′(x) is estimated by values mi in one of the following five ways:
1. A priori given Lipschitz constant. Set

mi = M, 2 ≤ i ≤ k. (24)

In this case, an algorithm uses the same exact a priori known value M from
(13) of the Lipschitz constant of f ′(x) for each subinterval [xi−1, xi ], 2 ≤
i ≤ k.

2. Global estimate. Compute estimates

mi = r · max{ξ, Hk}, 2 ≤ i ≤ k, (25)

where ξ > 0 is a technical parameter (a small number greater than 0) reflect-
ing the supposition that f ′(x) is not constant over the interval [xi−1, xi ].
Then,

Hk = max{vi : 2 ≤ i ≤ k}, (26)

with

vi = |2(zi−1 − zi ) + (z′i−1 + z′i )(xi − xi−1)| + di
(xi − xi−1)2

(27)
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and

di =
√

|2(zi−1 − zi ) + (z′i−1 + z′i )(xi − xi−1)|2 + (z′i − z′i−1)
2(xi − xi−1)2.

(28)
Notice that this adaptive estimate of the global Lipschitz constant is

obtained by imposing that the upper bound

φ+
i−1(x) = zi−1 + z′i−1(x − xi−1) + 1

2
mi (x − xi−1)

2,

based on the point xi−1 is equal or greater than the lower bound

φ−
i (x) = zi + z′i (x − xi ) − 1

2
mi (x − xi )

2,

based on the point xi , over the interval [xi−1, xi ], i.e.,
φ+
i−1(x) ≥ φ−

i (x), x ∈ [xi−1, xi ], (29)

and the upper bound

φ+
i (x) = zi + z′i (x − xi ) + 1

2
mi (x − xi )

2,

based on the point xi is equal or greater than the lower bound

φ−
i−1(x) = zi−1 + z′i−1(x − xi−1) − 1

2
mi (x − xi−1)

2,

based on the point xi−1, over the interval [xi−1, xi ] i.e.,
φ+
i (x) ≥ φ−

i−1(x), x ∈ [xi−1, xi ], (30)

As shown in [50], in order to satisfy (29), (30) it is sufficient that the following
inequality holds for mi :

mi ≥ τ(x), x ∈ [xi−1, xi ],
where

τ(x) = 2
|zi − zi−1 + z′i (x − xi ) − z′i−1(x − xi−1)|

(x − xi )2 + (x − xi−1)2
.

It can be proved that the values vi from (27) are such that

vi = max{τ(x) : x ∈ [xi−1, xi ]}.
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As was already mentioned, strategies 1 and 2 described above can slow
down the global search. In order to overcome this problem, the following
local tuning technique has been introduced in [40].

3. Maximum Local Tuning. Compute estimates

mi = r · max{λi , γi , ξ}, (31)

where ξ is a small positive number,

λi = max{vi−1, vi , vi+1}, 3 ≤ i ≤ k − 1, (32)

with vi as in (27); when k = 2 only v2 should be considered and when i = 2
and i = k we consider only v2, v3 and vk−1, vk , respectively.

The value γi is calculated as follows:

γi = Hk (xi − xi−1)

Xmax
, (33)

Xmax = max{(xi − xi−1), 2 ≤ i ≤ k}. (34)

Notice that these adaptive local estimates of local Lipschitz constants are
obtained during the search balancing through (31) local and global informa-
tion obtained in the course of the previous iterations. Indeed,when the interval
[xi−1, xi ] is small then the local information managed by λi has a decisive
rule; in contrast, when the interval [xi−1, xi ] is wide the global information
represented by γi is used.

It should be stressed that in the case of the a priori given Lipschitz constant,
condition (13) ensures that ψi (x) from (2) is a minorant for f (x). Since
strategies 2 and 3 estimate Lipschitz constants, the resulting functions ψi (x)
can violate the inequality ψi (x) ≤ f (x). This fact can lead to the loss of
the global solution during the search. Conditions ensuring convergence to
global solutions of optimization methods using global and local estimates of
Lipschitz constants for f ′(x) will be established in the following pages.

In order to introduce the Maximum-Additive Local Tuning for derivatives
let us notice that the Maximum Local Tuning technique described above
balances local and global information about f ′(x) computing the maximum
among values λi , γi , and ξ (see (31)). It has been recently shown in [48] that
for functions g(x) satisfying the Lipschitz condition

|g(x) − g(y)| ≤ L|x − y|, x, y ∈ D, (35)

with a constant L , 0 < L < ∞, it makes sense to use a maximum-additive
convolution of values representing local and global information collected
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during the search (that, clearly, are collected in a different way w.r.t. (32)
and (33) since functions satisfying (35) can be non-differentiable whereas
λi and γi estimate Lipschitz constants for derivatives). Let us illustrate a
maximum-additive convolution of (32) and (33) for our problem (12)–(13).

4.Maximum-AdditiveLocalTuning for derivatives. Compute estimates

mi = r · max{vi , 1
2
(λi + γi ), ξ}, 2 ≤ i ≤ k, (36)

where values vi , λi , and γi are from (27), (32), and (33), respectively.
This estimate provides an additive mixture of λi and γi with the equal

usage of local and global information. The presence of vi in (36) is explained
by the fact that for small intervals the estimate γi can be very small (see
(33)) leading so to the prohibited situation vi > 0.5(λi + γi ). If vi was not in
(36), this could lead to the possibility that points y′

i and yi can be generated
outside the interval [xi−1, xi ] and this could produce errors in the work of
algorithm. The presence of vi in (36) avoids this case.Notice also that (36) can
be generalized to the case of a weighted usage of local and global estimates
depending on a parameter 0 < ρ < 1 as follows

mi = r · max{vi , ρλi + (1 − ρ)γi , ξ}.
The idea for the last local tuning technique we are going to introduce also

comes from algorithms developed to deal with problems satisfying Lipschitz
condition (35). Among the first methods proposed to solve this problem we
find algorithms of Piyavskij (see [36]) and Strongin (see [27]). The former is
based on geometric ideas and constructs for the objective function a piece-
wise linear minorant having slopes ±L defined by (35) whereas the latter
uses a stochastic model for its work and adaptively estimates L by the value

μ = max{μi : 2 ≤ i ≤ k}, μi = |zi − zi−1|(xi − xi−1)
−1.

It has been proven in [50] that the method of Strongin has a geometric
interpretation. It can be viewed as a procedure constructing over each interval
[xi−1, xi ], 2 ≤ i ≤ k, an auxiliary piece-wise linear function (that becomes
a minorant under certain conditions) with the local slopes ±si , where

si = 0.5(rμ + μ2
i

rμ
), 2 ≤ i ≤ k. (37)

It can be seen from (37) that in si we have a mixture of a local information
represented by μi and the global one represented by μ. Methods using the
local tuning technique (37) have been tested in [27] showing a promising
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performance on a broad class of test problems satisfying (35). Let us now
introduce the followingMixed Local Tuning technique for derivatives evolv-
ing the idea of the convolution (37) from algorithms working with functions
satisfying (35) to methods that can be used to solve our problem (12)–(13).

5. Mixed Local Tuning for derivatives. Compute values

mi = max{rvi , 0.5(rη + v2i (rη)−1)}, η = max{Hk, ξ}, 2 ≤ i ≤ k,
(38)

where Hk is from (26). In this local tuning the local information is represented
by vi and the global one is represented by η.

Let us now make a remark regarding the correct construction of the func-
tions ψi (x) from (18). As was already mentioned above, if over an interval
[xi−1, xi ] the value mi is underestimated, the points y′

i and yi can be gener-
ated outside the interval [xi−1, xi ] and this can produce errors in the work
of the algorithms. It has been proven in [40, 50] that strategies (24), (25),
and (31) ensure that the points y′

i and yi are inside the interval [xi−1, xi ]. An
analogous result can be proven (see [49]) for the strategies (36) and (38).

Theorem 2 If β is a finite number and the following condition

vi < mi ≤ β < ∞, (39)

takes place for the strategies (36) and (38), then for functions ψi (x) con-
structed by these algorithms

y′
i ∈ (xi−1, xi ), yi ∈ (xi−1, xi ).

Moreover, it follows

y′
i − xi−1 ≥ (

mi
vi

− 1)2

4mi
vi

(
mi
vi

+ 1)
(xi − xi−1), (40)

xi − yi ≥ (
mi
vi

− 1)2

4mi
vi

(
mi
vi

+ 1)
(xi − xi−1). (41)

Proof The proof is analogous to the proof of Theorem 4.11 from [50] with
the remark that strategies (36) and (38) ensure that the inequality (39) is
satisfied automatically since the parameter r is a finite number r > 1.
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5 General scheme and convergence conditions

We are now ready to describe decision rules of five global optimization algo-
rithms using the strategies illustrated above to estimate Lipschitz constants.
Themethods have a similar structure that is reported in the following General
Scheme incorporating the five algorithms using Derivatives (GSD).

STEP 0. The first two trials are executed at the points x1 = a and x2 = b.
For k ≥ 2 we choose the point xk+1 using the following steps:

STEP 1. Renumber the points x1, . . . , xk and the corresponding function
values z1, . . . , zk of the previous iterations by subscripts so that

a = x1 < · · · < xk = b, zi = f (xi ), 1 ≤ i ≤ k.

STEP 2. Calculate the current estimate mi of the Lipschitz constants of
f ′(x) over the intervals [xi−1, xi ], 2 ≤ i ≤ k, in one of the ways previously
described in (24), (25), (31), (36), and (38).

STEP 3. Calculate for each interval [xi−1, xi ], 2 ≤ i ≤ k its characteristic
Ri .

STEP 4. Select the interval (xt−1, xt ) corresponding to the minimal char-
acteristic, i.e., such that

Rt = min{Ri : 2 ≤ i ≤ k}.
STEP 5. If the stopping rule is not satisfied, i.e.,

|xt − xt−1| > ε,

where ε is the accuracy of the search, then execute the next trial at the point

xk+1 = pt = min{ψt (x) : x ∈ [xt−1, xt ]} (42)

Using the procedures proposed to estimate M in the previous section and
the general scheme described above we obtained the following 5 algorithms:

• DKC: The method using the first Derivatives and the a priori Known Lip-
schitz Constant M , see (24).

• DGE: The method using the first Derivatives and the Global Estimate of
the Lipschitz Constant M , see (25).

• DML: The method using the first Derivatives and the Maximum Local
Tuning, see (31).

• DMAL: Themethodusing thefirstDerivatives and theMaximum-Additive
Local Tuning, see (36).
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• DMXL: The method using the first Derivatives and theMixed Local Tun-
ing, see (38).

The following global convergence properties have been studied in [40, 49,
50]. Let us consider an infinite trial sequence {xk} generated by an algorithm
belonging to the general schemeGSDwith the accuracy ε = 0.The following
results for each algorithm belonging to GSD hold:

Theorem 3 Let the point x, (x 
= a, x 
= b) be a limit point of the sequence
{xk} generated by an algorithm belonging to the general schemeGSD during
the course of minimizing a function f (x), x ∈ [a, b]. If the values mi satisfy
conditions (39) then the point x will be a local minimizer of the function
f (x).

Theorem 4 Let x, (x 
= a, x 
= b) be a limit point of the sequence {xk} gen-
erated by an algorithm belonging to the general scheme GSD during the
course of minimizing a function f (x), x ∈ [a, b]. Then, if condition (39) is
fulfilled for the intervals containing x, there exist two subsequences of {xk}
converging to x, one from the left, the other from the right.

Theorem 5 Let x be a limit point of the sequence {xk} generated by an algo-
rithm belonging to the general scheme GSD and condition (39) be fulfilled.
We then have for trial points xk

f (xk) ≥ f (x), k ≥ 1. (43)

Corollary 1 If, given the conditions of the theorem, alongside x there exists
another limit point x ′ of the sequence {xk} then f (x) = f (x ′).

Let us denote by Mj the local Lipschitz constant of f ′(x) over an interval
[x j−1, x j ], by X the set of limit points of {xk} and by X∗ the set of global
minimizers of f (x). The following theorem then takes place.

Theorem 6 Let x∗ be a global minimizer of f (x) and [x j−1, x j ], j = j (k),
be an interval containing this point during the course of k-th iteration of
GSD. If there exists an iteration number s such that, for all k ≥ s for the
values m j , j = j (k), the inequality

M j ≤ m j ≤ β (44)

takes place for [x j−1, x j ] where β is a finite number and (39) holds for all
the other intervals, then the point x∗ is a limit point of the sequence {xk}.
Corollary 2 Given the conditions of the theorem, all limit points of {xk} are
global minimizers of f (x).
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Corollary 3 If, given the condition of the theorem, (44) holds for all points
x∗ ∈ X∗, then X = X∗.

6 Numerical experiments

In this section, we present results of numerical experiments executed in order
to apply the Local Tuning techniques described above and to compute exact
(recall that the word exact means: up to themachine precision) derivatives for
black-box functions during the work of the algorithms without the necessity
to have a code for evaluating f ′(x). In order to do so we can use the Infinity
Computer and the opportunity offered by Theorem 1.

The fivemethods using previously discussed smooth support functions and
Local Tuning techniques were implemented both in the traditional floating-
point arithmetic and in the Infinity Computing framework. Two classes of
randomly generated test functions have been used to test themethods. Class 1
contains 100 Shekel test functions f (x) (see [50]) where

f (x) = −
10∑
i=1

[
k2i (10x − ai )

2 + ci
]−1

, 0 ≤ x ≤ 1, (45)

with randomly generated parameters 1 ≤ ki ≤ 3, 0.1 ≤ ci ≤ 0.3, 0 ≤ ai ≤
10, 1 ≤ i ≤ 10.

Class 2 contains functions g(x) = − f (x),where f (x) is from (45). Func-
tions g(x) were randomly generated and chosen in such way that the global
solution x∗ from (12) is an internal point of the search region [a, b], i.e.,
x∗ 
= a ∧ x∗ 
= b. In the traditional floating-point arithmetic, analytical for-
mulae for the first derivative have been used providing so exact values of
f ′(x). In the Infinity Computing implementation the derivatives have been
calculated numerically also giving exact values of f ′(x). Both implemen-
tations have given identical results in the numerical experiments described
below confirming so that the Infinity Computing opens very interesting hori-
zons in numerical global optimization in situations where the objective func-
tion is given as a black box and a code for computing derivatives is absent.

Three series of experiments have been executed. For each method the
technical parameter ξ from (25) was set to 10−8. As concerns the first two
series, the reliability parameter r1 was obtained starting from the initial value
1.1 and it was increased with step equal to 0.1 until at least the 90% of all
test problems were solved, i.e., the tested algorithm has generated a point xk

after k trials such that |xk − x∗| ≤ ε with ε = 10−4 for the first series and
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Fig. 3 Graphs of a function from Class 1 (a) and from Class 2 (b) and trial points
generated by the five methods during their work

ε = 10−6 for the second series of experiments. For the remaining unsolved
problems the parameter r2 was used. It was obtained starting from r1 and it
was increased with step equal to 0.1 until the remaining problems were all
solved. Figures 3a and 3b show two examples of application of the methods
respectively on a function from Class 1 and on a function from Class 2
together with trial points generated by the five methods during their work
with these functions.

As the objective functions f (x) are considered to be hard to evaluate,
the number of trials was chosen as the comparison criterion. We reported
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Table 1 Results of numerical experiments with ε = 10−4 on Class 1

Method r1 AVG 1 Success
(%)

r2 AVG 2 Weighted
AVG

DKC – 41.32 100 – – 41.32

DGE 1.1 36.64 92 1.5 56.50 38.23

DML 1.1 34.42 90 1.8 60.80 37.06

DMAL 1.2 29.92 90 2.4 52.90 32.22

DMXL 1.1 26.78 90 2.8 59.20 30.02

in Tables 1, 2, 3 and 4, for each method on both classes, the parameters r1,
the averages of trials (AVG 1) and the percentages of test problems solved
using r1 in the columns 2–4, respectively; the parameters r2, the averages of
trials (AVG 2) to solve the remaining problems and the weighted averages
(Weighted AVG) in the last columns 5–7, where

Weighted AVG = AVG 1 · n1 + AVG 2 · (100 − n1)

100
,

and n1 is the number of problems solved using r1. Best results are shown in
all tables in bold.

As can be seen fromTables 1, 2, 3 and 4, the algorithmsDML,DMAL, and
DMXL using the local tuning strategies show the most promising behavior.
Due to this reason, the third series of experiments was carried out with these
threemethods only. This series of experiments has been done starting from the
following observation regarding unsolved problems of the first two series of
experiments with the parameter r1. It has been realized that the main reason
for the failure was that algorithms did not have enough information about
the local Lipschitz constants during the first iterations and used therefore
significantly smaller values of the estimates mi w.r.t. the real values causing
a premature stop of the methods after a very small number of iterations being
so an indicator of this abnormal situation.

To overcome this problem, the parameter r = r(k) dependent on the num-
ber of trials k has been chosen. The main idea was to choose a value n ≥ 2
of trials such that for k ≤ n, the parameter r1(k) is relatively high in order
to obtain a sufficient information on the behavior of the objective function,
while for k > n the parameter was stated to the previously tested value, i.e.,
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Table 2 Results of numerical experiments with ε = 10−4 on Class 2

Method r1 AVG 1 Success
(%)

r2 AVG 2 Weighted
AVG

DKC – 237.36 100 – – 237.36

DGE 1.1 98.72 97 1.3 94.67 98.60

DML 1.1 38.61 96 1.3 31.00 38.31

DMAL 1.1 31.11 95 1.3 38.40 31.47

DMXL 1.3 73.55 95 1.5 74.40 73.59

Table 3 Results of numerical experiments with ε = 10−6 on Class 1

Method r1 AVG 1 Success
(%)

r2 AVG 2 Weighted
AVG

DKC – 45.79 100 – – 45.79

DGE 1.1 40.25 92 1.5 61.13 41.92

DML 1.1 37.39 90 1.8 65.90 40.24

DMAL 1.2 33.37 90 2.4 59.20 35.95

DMXL 1.1 29.82 90 2.8 66.40 33.48

Table 4 Results of numerical experiments with ε = 10−6 on Class 2

Method r1 AVG 1 Success
(%)

r2 AVG 2 Weighted
AVG

DKC – 377.24 100 – – 377.24

DGE 1.1 156.18 97 1.3 158.33 156.24

DML 1.1 41.49 96 1.3 35.00 41.23

DMAL 1.1 34.09 95 1.3 42.60 34.52

DMXL 1.3 115.06 95 1.5 115.40 115.08

r1(k) = 1.1. For the remaining unsolved problems the parameter r2 equal
to the previously used value of r(k), k ≤ n, has been taken. Two values,
n = 5 and n = 10, have been applied and the best result was included in
Table 5. The choice of the parameter r1(k) has been done using the values r2
from Table 1, i.e., r1(k) = r2, k ≤ n, for all the cases but DMXL on Class 2
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Table 5 Results for the third series of experiments

Method Class 1 Class 2

DML DMAL DMXL DML DMAL DMXL

r1(k) for k ≤ n 1.8 2.4 2.8 1.3 1.3 1.7

n 10 10 10 5 5 5

r1(k) for k > n 1.1 1.1 1.1 1.1 1.1 1.1

AVG 1 34.91 28.56 27.12 36.55 29.06 60.06

Success 92% 90% 91% 100% 100% 97%

r2 1.8 2.4 2.8 – – 1.7

AVG 2 60.00 52.00 58.56 – – 98.00

Weighted AVG 36.92 30.90 29.95 36.55 29.06 61.20

where r1(k) = r2 + 0.2 has been taken. Accuracy ε = 10−4 was used in all
the experiments. As can be seen from Table 1 and Table 5, using a high
value of the parameter r at the initial iterations improves performance of the
algorithms.
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Abstract We investigate the role played by the linear and spherical separa-
tions in binary supervised learning and in Multiple Instance Learning (MIL),
in connection with the use of the grossone-based numerical infinities. While
in the binary supervised learning the objective is to separate two sets of sam-
ples, a binary MIL problem consists in separating two different type of sets
(positive and negative), each of them constituted by a finite number of sam-
ples. We remind that using the spherical separation in classification problems
provides an advantage especially in terms of computational time, since, when
the center of the separating sphere is (judiciously) fixed in advance, the corre-
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1 Introduction

Classification problems in mathematical programming concern separation of
sample sets by means of an appropriate surface. This field, entered by many
researchers in optimization community in the last years, is a part of the more
general machine learning area, aimed at providing automated systems able
to learn from human experiences.

The objective of pattern classification is to categorize samples into differ-
ent classes on the basis of their similarities. More formally, given a set of
labelled and unlabelled samples, characterized by some features, for each of
them we want to express a particular feature, the class label, as a function of
the remaining ones. This is done by constructing a prediction function, by
means of which wewould like to predict the class of each sample. In machine
learning literature many approaches [14] have been indeed devised for auto-
matically distinguishing among different samples on the basis of their pat-
terns: approaches of supervised, unsupervised and semi-supervised learning,
and more recently approaches of Multiple Instance Learning. In particular,
in the supervised case most of the learning models apply the inductive infer-
ence concept, where the prediction function, derived only from the labelled
input data, is used to predict the label of any future object. A well established
supervised technique is the Support Vector Machine (SVM) [33, 58], which
has revealed a powerful classification tool in many application areas.

A widely adopted alternative to supervised classification is the unsuper-
vised one, where all the objects are unlabelled: as a consequence, in such
case, the prediction function is constructed by clustering the data on the
basis of their similarities [22, 28]. In the middle we find the semisupervised
techniques [29], that apply the transductive inference concept: the prediction
function is derived from the information concerning all the available data
(both labelled and unlabelled samples). This function is not aimed at predict-
ing the class label of newly incoming samples, but only at making a decision
about the currently available unlabelled objects. Some useful references are
[5, 30], the latter being a semisupervised version of the SVM technique.

A more recent classification framework is constituted by the Multiple
Instance Learning (MIL) [42], whose main difference with respect to the
traditional supervised learning scenario resides in the nature of the learning
samples. In fact, each sample is not represented by a fixed-length vector of
features but by a bag of feature vectors that are referred to as instances. The
classification labels are only provided for the entire training bags whereas the
labels of the instances inside them are unknown. The task is to learn a model
that predicts the labels of the new incoming bags, possibly together with the
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labels of the instances inside them. A seminal SVM-type MIL paper is [1],
while some recent articles are [11–13, 15, 17, 21, 24, 40, 49].

In this work, strictly connected with [7], starting from the spherical
binary supervised classification approach reported in [16], we introduce
some spherical separation models for both supervised learning and Multiple
Instance Learning. Such models are obtained by embedding the grossone-
based numerical methodology [53], which allows to select the center of the
sphere far from both the two sets (of samples or of bags), providing a kind
of linear separation.

Spherical separation falls into the class of the nonlinear separation surfaces
[10, 14], differently, for example, from the well known supervised learning
SVM technique [33, 58], where a classifier is constructed by generating a
hyperplane far away from the points of the two sets. Also the SVM approach
allows to obtain general nonlinear classifiers by adopting kernel transforma-
tions. In this case the basic idea is to map the data into a higher dimensional
space (the feature space) and to separate the two transformed sets by means
of a hyperplane, that corresponds to a nonlinear surface in the original input
space. The main advantage of spherical separation is that, once the center of
the sphere is heuristically fixed in advance, the optimal radius can be found
quite effectively by means of simple sorting algorithms such as those ones
reported in [9, 16]. No analogous simplification strategy is apparently avail-
able if one adopts the SVMapproach.Moreover, another advantage is towork
directly in the input space. In fact to keep, whenever possible, the data in the
original space seems appealing in order to stay close to the real life modeled
processes. Of course kernel methods are characterized by high flexibility,
even if sometimes they provide results which are hard to be interpreted in the
original input space, differently from the nonlinear classifiers acting directly
in such space (see for example [19, 20]).

The chapter is organized in the following way. In the next section we focus
on supervised classification, distinguishing between linear and spherical sep-
aration, the latter suitable for grossone application (see [7]). In Sect. 3 we dis-
cuss the possibility to extend the grossone spherical separation to Multiple
Instance Learning, while in Sect. 4 we comment the numerical results pub-
lished in [7], which confirm the practical applicability of the grossone-based
numerical infinities in classification problems. Finally some conclusions are
drawn in Sect. 5.
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2 Linear and Spherical Separability for Supervised
Classification

Let
A = {a1, . . . , am}, with ai ∈ IRn, i = 1, . . . ,m

and
B = {b1, . . . , bk}, with bl ∈ IRn, l = 1, . . . , k,

be the two finite sets of samples (points in IRn). The classical binary classi-
fication problem consists in discriminating betweenA and B by means of a
separating surface, obtained byminimizing any classification error. Such sur-
face can be a hyperplane (linear separation) or a nonlinear surface, such as a
sphere (spherical separation). A seminal paper on linear separation appeared
in 1965 by Mangasarian [47], while the first approach for pattern classifica-
tion based on a minimum volume sphere dates back to 1999 by Tax and Duin
[56].

2.1 Linear Separation

The two sets A and B are linearly separable if and only if there exists a
hyperplane

H(w, γ ) = {x ∈ IRn | wT x = γ }, with w ∈ IRn and γ ∈ IR,

such that
wT ai ≤ γ − 1 i = 1, . . . ,m

and
wT bl ≥ γ + 1 l = 1, . . . , k.

A geometrical characterization of linear separability is that A and B are
linearly separable if and only if their convex hulls do not intersect, i.e.

conv(A) ∩ conv(B) = ∅,

as depicted in Fig. 1,where the two cases of linearly separable and inseparable
sets are considered.

The problem of finding a separating hyperplane can be formulated as a
linear program [23], but several other approaches have been proposed, such
as the SVM technique [33, 58], where the idea is to generate a separation
hyperplane far away from the objects of both the two sets. This is done by
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Fig. 1 Linear separation: a A and B are separable since conv(A) ∩ conv(B) = ∅; b A
and B are not separable since conv(A) ∩ conv(B) �= ∅

maximizing the margin (i.e. the distance between two parallel hyperplanes
supporting the sets), representing a measure of the generalization capability,
i.e. the ability of the classifier to correctly classify any new sample (see
Fig. 2). In particular, from the mathematical point of view, the SVM provides
a separating hyperplane H(w, γ ) byminimizing the following error function:

min
w,γ

1

2
‖w‖2 + C

m∑

i=1

max{0, aTi w − γ + 1} + C
k∑

l=1

max{0, −bTl w + γ + 1},
(1)

where the minimization of first term corresponds to the maximization of
the margin, and the last two terms represent the misclassification errors in
correspondence to the two point sets A and B, respectively. The parameter
C is a positive constant giving the tradeoff between these two objectives. We
conclude this subsection, reminding that the above nonsmooth minimization
problem can be easily rewritten as a smooth quadratic programming problem.

2.2 Spherical Separation

In the spherical separation the idea is to find a sphere

S(x0, R) = {x ∈ IRn | ‖x − x0‖2 = R2},
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Fig. 2 Among all the separating hyperplanes, the SVM approach selects that one with
the largest margin

with center x0 ∈ IRn and radius R, enclosing all points of A and no points
of B.

2.2.1 Spherical Separation Without Margin

The setA is spherically separable from the set B if and only if there exists a
sphere S(x0, R) such that

‖ai − x0‖2 ≤ R2 i = 1, . . . ,m

and
‖bl − x0‖2 ≥ R2 l = 1, . . . , k.

We observe that, in this case, the role played by the two sets is not symmet-
ric; in fact a necessary (but not sufficient) condition for the existence of a
separation sphere is the following (see Fig. 3):

conv(A) ∩ B = ∅.

Based on the above spherical separability definition, the classification error
associated to any sphere S(x0, R) is

m∑

i=1

max{0, ‖ai − x0‖2 − R2} +
k∑

l=1

max{0, R2 − ‖bl − x0‖2}.
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Fig. 3 Spherical separation ofA from B: a A is separable from B and then conv(A) ∩
B = ∅; bA is not separable fromB even if conv(A) ∩ B = ∅; cA is not separable from
B since conv(A) ∩ B �= ∅

To take into account the generalization capability, in [16] the authors have
proposed to construct a minimal volume separation sphere by solving the
following problem:

min
x0,z

z + C
m∑

i=1

max{0, ‖ai − x0‖2 − z} + C
k∑

l=1

max{0, z − ‖bl − x0‖2},
(2)

with z
	= R2 ≥ 0 andC > 0 being the parameter tuning the tradeoff between

the minimization of the volume and the minimization of the classification
error.

Some works devoted to spherical separation are [2, 3, 8, 9, 16, 18, 44].
In particular, the approach presented in [16] assumes that the center x0 of the
sphere is fixed (for example, equal to the barycenter of A): in such case it
is easy to see that problem (2) reduces to a univariate, convex, nonsmooth
optimization problem and it is rewritable as a structured linear program,
whose dual can be solved in time O(p log p), where p is the cardinality of
the biggest set between A and B. In fact the optimal value of the variable z
(the square of the radius) is computable by simply comparing the distances,
preliminarly sorted, between the center x0 and each point in the two sets. For
further technical details on such approach we refer the reader directly to [16].

2.2.2 Spherical Separation with Margin

Now we consider a margin spherical separation, where we extend the SVM
concept of margin to the spherical case with the aim at providing a better
quality classifier. In particular the setA is strictly spherically separable from
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Fig. 4 Strict spherical
separation ofA from B

the set B if there exists a sphere S(x0, R) such that

‖ai − x0‖2 ≤ (R − M)2, i = 1, . . . ,m

and
‖bl − x0‖2 ≥ (R + M)2, l = 1, . . . , k,

for some margin M , 0 < M ≤ R (see Fig. 4).
Based on the above definition, the classification error becomes

m∑

i=1

max{0, ‖ai − x0‖2 − (R − M)2} +
k∑

l=1

max{0, (R + M)2 − ‖bl − x0‖2},

which, by setting z
	= R2 + M2 and q

	= 2RM , can be rewritten as:

m∑

i=1

max{0, q − z + ‖ai − x0‖2} +
k∑

l=1

max{0, q + z − ‖bl − x0‖2}.

In [9] the authors have proposed to solve the following optimization prob-
lem:

min
x0,0≤q≤z

C

⎛

⎝
m∑

i=1

max{0, q − z + ‖ai − x0‖2} +
k∑

l=1

max{0, q + z − ‖bl − x0‖2}
⎞

⎠ − q,
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Fig. 5 A hyperplane can be interpreted as a sphere with an infinitely far center

where the objective of margin maximization is represented by the term −q,
while the tradeoff between classification error and margin is accounted by
the positive weighting parameter C .

In case the center x0 of the sphere is given, the above problem reduces
to the minimization of a nonsmooth and convex function [4, 37] in the two
variables z and q. Such problem can be easily put in the form of a structured
linear program, which is solvable by an extended version of the algorithm
presented in [16] (see [9] for the details).

2.3 Comparing Linear and Spherical Separation in the
Grossone Framework

From the mathematical point of view, both the linear and the spherical sepa-
rations are characterized by the same number of variables to be determined:
in fact a separation hyperplane is identified by the bias and the normal, while
a sphere is obtained by computing the center and the radius. In this perspec-
tive, a hyperplane can be viewed as a particular sphere where the center is
infinitely far (see Fig. 5).

Then a possible choice of the center x0 is to take a point far from both the
setsA and B, i.e.

x0 = xA0 + M
(
xA0 − xB0

)
, (3)
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Fig. 6 Spherical separation with a far center

where

xA0
	= 1

m

m∑

i=1

ai and xB0
	= 1

k

k∑

l=1

bl

are the barycenters of A and B, respectively, while M is a sufficiently large
positive parameter, commonly named “big M” (see for example [32]).

Formula (3) corresponds to computing x0 from xA0 along the direction
xA0 − xB0 with stepsize equal to M (see Fig. 6).

Notice that, in general, the “bigM” constant is not easy to bemanaged from
the numerical point of view, since indeed it is not evident how to quantify the
minimum threshold value such that M could be considered sufficiently big:
as a consequence, in the practical cases, the necessity to test many trial values
arises. A possible way to overcome this numerical difficulty is to obtain an
infinitely far center by exploiting the grossone theory [53], setting M equal
to ①, where the symbol ① denotes the new numeral grossone.
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Differently from [16], where various values of M in formula (3) have been
tested in order to obtain a good classification performance, a remarkable
advantage in using the grossone resides in avoiding the necessity to repeat
several tests with larger and larger values of M .

We conclude the subsection by highlighting that the new grossone-based
computational methodology, which is not related to the nonstandard analysis
[54], is applied in various fields, such as in optimization [31, 34–36, 41, 55],
in numerical differentiation [52], in ordinary differential equations [43] and
so on. To the best of our knowledge, it seems that the only machine learning
paper involving the grossone idea is [7]. Finally somemore theoretical works
are in logics and philosophy [45, 46, 50], in probability [27] and in fractals
analysis [25, 26].

3 Linear and Spherical Separability for Multiple
Instance Learning

Multiple Instance Learning (MIL) [42] is a machine learning paradigm, con-
sisting in classifying sets of samples: the samples are called instances and
the sets are called bags. The main peculiarity of a MIL problem stays in the
learning phase, where only the labels of the bags are known while the labels
of the instances are unknown.

The first MIL paper [38] has appeared in 1997: in such work a drug design
problem has been tackled, with the aim at discriminating between active and
non-active molecules. A drug molecule is active (i.e. it has the desired drug
effect) if one or more of its conformations binds to a particular target site
(typically a larger protein molecule): the peculiarity of the problem is that
it is not known a priori which conformation makes a molecule active, being
available only the label of the overall molecule. In the MIL perspective, each
molecule is a bag and the corresponding conformations are the instances.

We focus on binary MIL problems, aimed at discriminating between pos-
itive and negative bags, in the presence of only two classes of instances. We
adopt the so-called standard MIL assumption (very common in the litera-
ture), stating that a bag is positive if and only if it contains at least a positive
instance and it is negative otherwise.

Since the considerations reported in Sect. 2.3 for supervised classification
can be extended to MIL, in the sequel we first remind the SVM type model
for MIL introduced in [1] and, successively, we propose our modification of
such model based on the spherical separation.
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3.1 The SVM Type Model for MIL

The SVM typemodel proposed forMIL in [1] provides, in the instance space,
a separating hyperplane H(w, γ ) by solving the following optimization prob-
lem: ⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
w,γ,y

1
2‖w‖2 + C

m∑

i=1

∑

j∈J+
i

max{0, y j (xTj w − γ ) + 1}

+ C
k∑

l=1

∑

j∈J−
l

max{0, −xTj w + γ + 1}
∑

j∈J+
i

y j + 1

2
≥ 1 i = 1, . . . ,m

yj ∈ {−1, +1} j ∈ J+
i , i = 1, . . . ,m,

(4)

wherem is the number of positive bags indexed by the sets J+
i , i = 1, . . . ,m,

k is the number of negative bags indexed by the sets J−
l , l = 1, . . . , k, x j is the

j th instance belonging to a bag and y j is the class label of the instance x j . The
m constraints involved in the above nonlinear mixed integer program impose
that at least one instance of each positive bag is labelled positively by y j =
+1, i.e. the satisfaction of the standard MIL assumption. A separating MIL
hyperplane is depicted in Fig. 7, where the two dashed polygons represent
the positive bags and the three continuous polygons are the negative bags.

Notice that in case each bag is a singleton and y j = 1 for any j , problem
(4) reduces to the classical SVM problem (1).

3.2 A Grossone MIL Spherical Model

In this subsection, in order to embed the grossone framework into the MIL
paradigm, we propose to modify problem (4) by substituting the hyperplane
for a sphere. We obtain the following nonlinear mixed integer optimization
problem:
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Fig. 7 MIL separating hyperplane: two positive bags (dashed polygons) and three neg-
ative bags (continuous polygons). The circles and the squares inside the bags represent
the instances

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
x0,R,y

R2 + C
m∑

i=1

∑

j∈J+
i

max{0, y j (‖x j − x0‖2 − R2)}

+ C
k∑

l=1

∑

j∈J−
l

max{0, R2 − ‖x j − x0‖2}
∑

j∈J+
i

y j + 1

2
≥ 1 i = 1, . . . ,m

yj ∈ {−1, +1} j ∈ J+
i , i = 1, . . . ,m.

(5)

According to the concept of spherical separation reported in Sect. 2.2.1,
the above model takes into account the standard MIL assumption, which, in
case of a separating sphere, imposes that a bag is positive if at least one of its
instances is inside the sphere and it is negative otherwise (see Fig. 8, where
the represented bags are the same as in Fig. 7).

A possible approach to solve heuristically problem (5) could be to use
a BDC (Block Coordinate Descent) [57] type algorithm, consisting in the
alternation between the computation of the vector y when the couple (x0, R)

is fixed and, vice-versa, the computation of the couple (x0, R) when y is
fixed. In particular, when y is fixed, x0 could be set by adopting the following
formula (analogous to formula (3), with M substituted by ①):
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Fig. 8 MIL separating sphere: two positive bags (dashed polygons) and three negative
bags (continuous polygons). The circles and the squares inside the bags represent the
instances

x0 = x+
0 + ①(x+

0 − x−
0 ), (6)

where x+
0 and x−

0 are the barycenters of the currently positive and negative
instances, respectively. Once y is fixed and x0 is computed by formula (6),
the corresponding optimal radius of the sphere is obtainable by using the ad
hoc algorithm presented in [16].

4 Some Numerical Results

In [7] some numerical experiments have been performed to test the grossone
idea in the supervised spherical separation without margin. In fact the center
of the sphere has been chosen as follows:

x0 = xA0 + ①
(
xA0 − xB0

)
,

i.e. by setting M = ① in formula (3).
The code, named in [7] FC①, has been implemented in Matlab and it

has been tested on thirteen data sets drawn from the literature and listed in
Table1.
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Table 1 Data sets

Data set Dimension Points

Cancer 9 699

Diagnostic 30 569

Heart 13 297

Pima 9 769

Ionosphere 34 351

Sonar 60 208

Mushrooms 22 8124

Prognosis 32 110

Tic Tac Toe 9 958

Votes 16 435

Galaxy 14 4192

g50c 50 550

g10n 10 550

The first ten test problems have been taken from the UCI Machine Learn-
ing Repository [48], a collection of databases, domain theories, and data
generators that are used by the machine learning community. Galaxy is the
data set used in galaxy discrimination with neural networks [51], while an
accurate description of g50c and g10n is reported in [30].

In order to manage the grossone arithmetic operations, the authors have
used the Matlab Environment of the new Simulink-based solution of the
Infinity Computer [39], where an arithmetic C++ library is integrated within
a Matlab environment. In particular, given the two gross-numbers x and y,
from such library the following C++ subroutines have been used:

• TestGrossMatrix(x,y,’-’), returning the difference between x
and y;

• TestGrossMatrix(x,y,’+’), returning the sum of x and y;
• TestGrossMatrix(x,y,’*’), returning the product of x and y;
• GROSS_cmp(x,y), returning 1 if x > y, −1 if x < y and 0 if x = y.

Using the Matlab notation, any vector g of n gross-number elements (that in
the sequel, for the sake of simplicity, we call gross-vector) has been expressed
as a couple (G,fg), with

G = [g1;g2; . . . ;gn] and fg = [fg1 fg2 . . .fgn],



264 A. Astorino and A. Fuduli

where gj, j = 1, . . . , n, is an array of appropriate dimension representing
a gross-number. For each row of gj, the first element contains a gross-digit,
while the second one contains the corresponding gross-power. The scalar
fgj, j = 1, . . . , n, is necessary to provide the position in G of the last com-
ponent of gj.

To manage the gross-vectors, in [7] the following newMatlab subroutines
have been implemented:

• realToGrossone(r), returning a grossone representation (G,fg) of
a real vector r;

• extract(G,fg,i), returning the ith gross-number in the gross-vector
(G, fg);

• normGrossone(G,fg), computing the squared Euclidean norm of the
gross-vector (G,fg);

• scalProdG(G1,fg1,G2,fg2), computing the scalar product between
the two gross-vectors (G1,fg1) and (G2,fg2);

• BubbleSortGrossone(G,fg,sign), sorting the gross-vector (G,
fg) in the ascending order if sign = 1 and in the descending order if
sign = −1.

For each data set, in order to compute the best value of the parameter C ,
a bilevel cross-validation strategy [6] has been adopted, by varying C in the
grid {10−1, 100, 101, 102}: such choice of the grid has been suggested by the
necessity to obtain a nonzero optimal value of z, which in turn provides the
optimal value of the radius R, as shown in [16].

In Table2we report the results, provided byAlgorithmFC① and published
in [7], expressed in terms of average testing correctness. Such results have
been compared by the authors with those ones relative to the two following
fixed-center classical variants, obtained by setting

x0 = xA0 (Algorithm FCA)

and
x0 = xA0 + xB0 (Algorithm FCAB),

respectively, and with the results obtained by a variant of the standard linear
SVM (Algorithm SVM0), where, in order to have a fair comparison, the
margin termhas been dropped by setting, in thefitcsvmMatlab subroutine,
the penalty parameter BoxConstraint equal to 106. We recall in fact the
spherical approach implemented in [7] does not involve any margin concept.
In Table2, for each data set, the best result is underlined.

In comparison with FCA and FCAB, the choice of the infinitely far center
appears to be the best one: in fact Algorithm FC① outperforms the other two
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Table 2 Numerical results

Data set FCA FCAB FC① SVM0

Cancer 97.00 95.71 97.57 71.86

Diagnostic 83.86 53.33 89.65 92.11

Heart 74.33 55.00 87.33 68.67

Pima 69.35 66.23 61.43 61.82

Ionosphere 51.14 40.75 78.86 69.43

Sonar 59.05 52.86 65.71 75.24

Mushrooms 76.44 64.50 78.19 49.59

Prognosis 56.00 45.00 68.00 53.00

Tic Tac Toe 71.79 70.42 57.79 50.11

Votes 82.79 53.35 86.74 76.51

Galaxy 80.24 51.36 89.19 54.32

g50c 67.62 50.26 90.58 86.56

g10n 53.58 45.02 77.66 90.24

approaches on all the data sets except Pima and Tic Tac Toe, where the best
performance is got by fixing x0 as the barycenter of A. We note also that
choosing x0 as the barycenter of all the points is not a good strategy, since
the corresponding results are very poor on all the test problems, but Cancer
and Tic Tac Toe, where the testing correctnesses appear comparable.

Also with respect to SVM0, Algorithm FC① is characterized by a good
performance, except on Diagnostic, Sonar and g10n, while on Pima both the
approaches behave almost the same. These results were expected because,
even if taking the radius infinitely far makes the spherical separability tend
to the linear separability, the two approaches differ substantially. We recall in
fact that, if two sets are linearly separable, they are also spherical separable
(even taking a very large radius), but the vice-versa is not true.

5 Conclusions

In this work we have examined the main differences between linear and
spherical separation in the light of the grossone theory. In particular, we have
recalled the main observations reported in [7] for supervised classification,
extending them to the cases of the supervised spherical separationwithmargin
and of the Multiple Instance Learning.
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We have focused on the possibility to construct binary spherical classifiers
characterized by an infinitely far center. As shown by the preliminary numer-
ical results reported in [7], adopting the grossone theory allows to obtain a
good performance in terms of average testing correctness, managing very
easily the numerical computations, which do not require any tuning of the
“big M” parameter.

Future research could consist in extending such approach to the kernel
trick, which is well suitable in the fixed-center spherical separation, as shown
in [16], and to practically implement the grossone idea for solving MIL
problems.
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Computing Optimal Decision
Strategies Using the Infinity
Computer: The Case of
Non-Archimedean Zero-Sum Games

Marco Cococcioni, Lorenzo Fiaschi, and Luca Lambertini

Abstract As is well known, zero-sum games are appropriate instruments for
the analysis of several issues across areas including economics, international
relations and engineering, among others. In particular, the Nash equilibria
of any two-player finite zero-sum game in mixed-strategies can be found
solving a proper linear programming problem. This chapter investigates and
solves non-Archimedean zero-sumgames, i.e., games satisfying the zero-sum
property allowing the payoffs to be infinite, finite and infinitesimal. Since any
zero-sum game is coupled with a linear programming problem, the search
for Nash equilibria of non-Archimedean games requires the optimization of a
non-Archimedean linear programming problem whose peculiarity is to have
the constraints matrix populated by both infinite and infinitesimal numbers.
This fact leads to the implementation of a novel non-Archimedean version of
the Simplex algorithm called Gross-Matrix-Simplex. Four numerical exper-
iments served as test cases to verify the effectiveness and correctness of the
new algorithm. Moreover, these studies helped in stressing the difference
between numerical and symbolic calculations: indeed, the solution output by
the Gross-Matrix Simplex is just an approximation of the true Nash equi-
librium, but it still satisfies some properties which resemble the idea of a
non-Archimedean ε-Nash equilibrium. On the contrary, symbolic tools seem
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to be able to compute the “exact” solution, a fact which happens only on
very simple benchmarks and at the price of its intelligibility. In the general
case, nevertheless, they stuck as soon as the problem becomes a little more
challenging, ending up to be of little help in practice, such as in real time
computations. Some possible applications related to such non-Archimedean
zero-sum games are also discussed.

1 Introduction

Non-Archimedean zero-sum games are a contact point between three dis-
tinct branches of Mathematics, namely Non-Archimedean Analysis (NAA),
Linear Programming (LP) and Game Theory (GT). The former deals with
algebraic structures lackingof theArchimedes’ property [4, 39],whichmeans
they contain elements that are not finitely comparable, i.e., their elements are
infinitely large or infinitely small with respect to each other. Two examples
are Sergeyev’s Grossone Methodology (GM) [42] (along with his patented
Infinity Computer [21, 22, 40]) and Robinson’s hyperreal numbers [38]: both
allow one to use numbers which can be infinite, infinitesimal, rather than just
finite as one may be used to work with.

LP is the well know and deeply studied branch of optimization theory
firstly introduced by Kantorovič [28] and Dantzig [13]. It consists in the
optimization of linear functions, subject to linear constraints (both equalities
and inequalities) [47]. Moreover, LP has a very well know and strict relation
with GT, i.e., the discipline which models the behaviour of rational agents
within competitive environments, commonly called games [31]. Indicating
with ZG the set of two-person finite zero-sum games in mixed-strategies
[33], then any game in ZG can be always transformed in an LP problem
[1] whose optima are the Nash equilibria of the original game. In particular,
such optimization task has the game’s payoffs matrix as the constraint matrix
of the problem. The word “finite” means that the games model competitive
environments where each player is endowed with a finite number of possible
strategies, the label “zero-sum” refers to the fact that gains in the game are
always exactly balanced by other players’ losses, while “mixed-strategies”
means that the players adopt each strategy they have according to a probability
distribution.

So far, the GM has been used both in LP and in GT, but separately. The
application of theGMtoLP [7, 8, 16] gave birth to the veryfirst generalization
of the Simplex algorithm to non-Archimedean quantities [6], namely the
Gross-Simplex (G-Simplex in short). It has been the starting point for the
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developing of the Gross-Matrix Simplex used in this chapter [10]. Another
fruitful result from the interaction between GM and LP is an enhancement of
the Big-M method [3, 13, 46], namely the Infinitely-Big-M method (I-Big-
M) [9].

On the other hand, GT mainly leveraged GM to model both non-
Archimedean payoffs (infinite, finite or infinitesimal) and non-Archimedean
probabilities (finite or infinitesimal) in thePrisoner’sDilemma [23–25].Other
applications of GM to GT involve games on graphs [11, 12] and infinite
decision-making processes [37]. More broadly, GM has also been success-
fully applied to more general optimization problems ([18, 19, 26, 44]), to
machine learning [2, 5] and to many other fields.

All in all, this chapter introduces a new algorithm, namely Gross-Matrix-
Simplex (in brief GM-S), able to find Nash equilibria of games inNZG, i.e.,
the non-Archimedean extension of ZG. In particular, it is able to cope with
non-Archimedean LP problems also having the constraint matrix and the
unknowns vector filled with non-Archimedean numbers. The efficacy of the
algorithm is tested on several experiments. Since GM-S outputs an arbitrarily
precise approximation of a true Nash equilibrium of a game, a relevant part
of this chapter is dedicated to study such approximation, to characterize it
and to show its anti-exploitation properties, which resemble those of standard
ε-Nash equilibria. Before continuing, it is important to remark that GM is
independent from non-standard analysis, as shown in [43].

2 Zero-Sum Games

Any game G is typically represented by the triple {N , S, u}, where N =
{1, . . . , n} indicates the set of players which take part to the game. Each
of them has at his/her disposal a set of strategies to adopt, namely Si . The
set S is defined as the Cartesian product of all the players sets of strategies,
i.e., S = ∏n

i=1 Si . Finally, u : S → R
n is the game utility function, where the

entry ui : S → R is the i-th player utility function, which assumes his/her
income provided the strategies implemented by all the participants.

The game-theoretic model which will be generalized to the case of non-
Archimedean quantities is the one of finite two-person zero-sum game in
mixed-strategies. Formally, a zero-sum game [48] is any game satisfying the
following property:

n∑

i=1

ui (s) = 0 ∀ s ∈ S,
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which means that the total utility experienced by the players altogether is
always zero (whence the zero-sum label). On the other hand, a game is finite
if the competitive scenario involves agents each having a finite number of
strategies, i.e.,

|Si | ∈ N ∀i ∈ N .

Whenever the number of players is finite too, these games take the name of
matrix games, since they are fully represented by the n-dimensional matrix
A = [u(sk)]k , where k = (k1, . . . , kn), sk = (sk1, . . . , skn ), ki ∈ {1, . . . ,

|Si |} and ski ∈ Si , i = 1, . . . , n. An interesting corner case consists of those
games involving just two players, i.e., n = 2. Their matrix A simplifies a lot,
ending to have the following structure:

A =
⎡

⎢
⎣

u(s11 , s
2
1) · · · u(s11 , s

2|S2|)
...

. . .
...

u(s1|S1|, s
2
1) · · · u(s1|S1|, s

2|S2|)

⎤

⎥
⎦ ,

where sij means the j-th strategy of player i , i.e., s j ∈ Si , i = 1, 2. The label
mixed-strategies refers to a game G ′ = {N , �, h} for which there exists a
game G = {N , S, u} and for which the following equalities are satisfied:

�Si =
⎧
⎨

⎩
δi : Si → [0, 1] :

∑

s∈Si
δi (s) = 1

⎫
⎬

⎭
, � =

n∏

i=1

�Si

δ : S → [0, 1], δ(s) =
n∏

i=1

δi (si ), δi ∈ �Si , si ∈ Si

hi (δ) =
∑

s∈S
ui (s)δ(s), h = (h1, . . . , hn).

As a result, G′ describes the very same environment of G, but this time each
player can adopt a behavior δi which is a probability distribution over the
strategies, rather than choosing a single one (whence the mixed nature of
their strategies).

The choice of two-player finite zero-sum games in mixed-strategies is
threefold:

• Finiteness andmixed-strategies guarantee the existence of at least oneNash
equilibrium, as a corollary of the Nikaido-Isoda theorem [32];
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• The presence of two players and the zero-sum property jointly imply that
every Nash equilibrium is at the intersection of minimax (or maximin)
strategies;

• Together, these four properties and their consequences allow one to refor-
mulate the search for Nash equilibria as an LP problem [1].

Let one give a better look to the last dot. The Nash equilibria of games in
ZG are all and only the mixed-strategies x and y which satisfy

min
x∈�S1

max
y∈�S2

xT Ay = max
y∈�S2

min
x∈�S1

xT Ay , (1)

where A is the game matrix. The primal LP reformulation of (1) is the one
in (2), while the dual is (3).

max λ

s.t. λ1T ≤ xT A

xT 1 = 1

x ≥ 0

(2)

min μ

s.t. Ay ≤ μ1

1T y = 1

y ≥ 0

(3)

where 1 is the vector, of proper dimension, filled by ones, and λ, μ ∈ R.
Both the cases allow a rewriting into the canonical form reported below:

min cT x

s.t. Ax = b

xT 1 = 1

x ≥ 0

Nash and ε-Nash Equilibria in Numerical Algorithms In most of the
cases, numerical routines implemented to find Nash equilibria, e.g. Simplex
algorithm for games in ZG, output just an approximation of them. This is
due to the rounding errors induced by the finiteness of the machine on the
computations, which may be themselves ill-conditioned. Such errors propa-
gate during the algorithm execution and persist in its output, playing a crucial
role from a game theoretical perspective since the result may not form a Nash
equilibrium anymore. This implies that unilateral deviation from that strategy
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profile may lead to benefits for the deviator. In finite games however, such a
benefit is bounded, testifying that the approximated strategies form a ε-Nash
equilibrium [35], a relaxed version of the Nash equilibrium.

Originally introduced in [36], ε-Nash equilibria are one of the key ingre-
dients of Proposition 1, which links the deviator benefit bound to the quality
of the optimal strategy approximation.

Definition 1 (Nash equilibrium) LetG be a two-person zero-sum game and
H(x, y) be the game value function. Then, (x∗, y∗) is said to be a Nash
equilibrium if and only if H(x∗, y) ≤ H(x∗, y∗) ≤ H(x, y∗) ∀x ∈ �S1 ,
y ∈ �S2 .

Definition 2 (ε-Nash equilibrium) Let G be a two-person zero-sum game
and H(x, y) be the game value function. Then, (x∗, y∗) is said to be an
ε-Nash equilibrium, indicated by (xε, yε), if and only if H(x∗, y) − ε ≤
H(x∗, y∗) ≤ H(x, y∗) + ε ∀x ∈ �S1 , y ∈ �S2 , ε ≥ 0.

Lemma 1 Let G be a finite two-person zero-sum game and H(x, y) =
xT Ay be the game value function. If (x∗, y∗) is a Nash equilibrium, then
min
i

(Ay∗)i = H(x∗, y∗) = max
j

(x∗T A) j .

Proof The proof comes straightforwardly from Definition 1; indeed, if there
exists j such that H(x∗, y∗) < (x∗T A) j , then (x∗, y∗) is no more a Nash
equilibrium. To prove it, let y be the deterministic strategy where y j = 1
if j = j and zero otherwise. Then, it happens that H(x∗, y∗) = x∗T Ay∗ <

x∗T Ay = H(x∗, y) ≤ max j (x∗T A) j , which is in contrast with the assump-
tion that H(x∗, y∗) is a Nash equilibrium.

Lemma 2 Let x ∈ R
n and A ∈ R

n×m. Then, max
j

(xT A) j ≤ ||x || ||Ax ||,
where ||Ax || = sup

u∈Sn
||uT A||.

Proof The following two inequalities are true and prove the lemma:
max

j
(xT A) j ≤ ||xT A|| ≤ ||x || ||Ax ||. The first one holds by construction,

while the second follows from the Cauchy-Schwarz inequality.

Hereinafter, always assume x ∈ �S1 and y ∈ �S2 . This shall increase the
conciseness and improve the readability of the text.

Definition 3 (δ-approximating strategy) Let x be an approximation of the
strategy x∗. Then, x is said to δ-approximate x∗, indicated by xδ , if and only
if ||x∗ − xδ|| ≤ δ

2 , δ ∈ R
+.
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Proposition 1 Let G be a finite two-person zero-sum game and H(x, y) =
xT Ay be the game value function. Let also (xδ, yδ) be the δ-approximation of
the game Nash equilibrium (x∗, y∗), i.e., ||x∗ − xδ|| ≤ δ

2 and ||y∗ − yδ|| ≤
δ
2 . Then, (xδ, yδ) is an ε-Nash equilibrium with ε = δ||A||.
Proof Let �x = x∗ − xδ and �y = y∗ − yδ . By construction and applying
Lemma 2 to the last inequality, one has

xTδ Ayδ ≤ max
y

xTδ Ay = max
j

(xTδ A) j = max
j

((xδ + �x − �x )
T A) j =

= max
j

((x∗ − �x )
T A) j = max

j
(x∗T A − �T

x A) j ≤ max
j

(x∗T A) j − min
j

(�T
x A) j ≤

≤ max
j

(x∗T A) j + δ

2
||A||,

(4)

where ||A|| = max(||A||x , ||A||y). By means of analogous manipulations, it
holds true that

min
i

(Ay∗)i − δ

2
||A|| ≤ min

i
(Ayδ)i ≤ xTδ Ayδ.

Leveraging Lemma 1, one can rewrite it as

H(x∗, y∗) − 1

2
ε ≤ min

x
H(x, yδ) ≤ H(xδ, yδ) ≤ max

y
H(xδ, y) ≤ H(x∗, y∗) + 1

2
ε,

(5)
having imposed ε = δ||A||. The proof completes using the first and last
inequalities of (5), which give

H(x∗, y∗) − 1

2
ε ≤ min

x
H(x, yδ) =⇒ H(x∗, y∗) ≤ min

x
H(x, yδ) + 1

2
ε

max
y

H(xδ, y) ≤ H(x∗, y∗) + 1

2
ε =⇒ max

y
H(xδ, y) − 1

2
ε ≤ H(x∗, y∗)

and plugging them back into (5), respectively at the end and at the beginning
of the inequalities chain, obtaining:

max
y

H(xδ, y) − ε ≤ H(xδ, yδ) ≤ min
x

H(x, yδ) + ε.

The interpretation of Proposition 1 is the following: in real-world standard
applications, one can arbitrarily approximate the game value H(x∗, y∗),
i.e., up to a certain user-defined tolerance ε by opportunely setting δ in the
optimizing algorithm (of course, both ε and δmust be greater than themachine
precision). Indeed, δ measures the closeness of (xδ, yδ) to the truly optimal
Nash-equilibrium and at the same time it bounds the value of ε. Therefore,
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when δ approaches zero also ε does, forcing the deviator’s benefit towards
values sufficiently small to be considered negligible for practical purposes.

3 Non-Archimedean Zero-Sum Games and the
Gross-Matrix-Simplex Algorithm

A non-Archimedean zero-sum game is a zero-sum game where the payoffs
can assume also infinite and infinitesimal values. A very intuitive method
to represent them within a machine is leveraging Grossone Methodology
[42], where each payoff z̃, which can be made by different infinite, finite and
infinitesimal components, is represented as follows:

z̃ =
∑

i∈P
zi①

i , (6)

where P ⊂ Z is a finite set of G-powers, zi ∈ R ∀ i ∈ P. As an example, con-
sider the payoff 4① + 3 − 2①−1. One can interpret it as a reward constituted
by three goods ordered by priority, approach which was originally proposed
in [41]. In fact, it represents four units of themost important ware, three of the
second one and a debt of two units of the third one. This is possible because
the value of each good (a finite number) contributes to the payoff weighted
by a scalar which is infinitely incommensurable with all the others. In the
current case, the first and most important commodity has an infinite impact
on the value of the payoff (indeed, it is multiplied by the infinite scalar ①),
the second commodity has a finite effect (it is multiplied by 1 = ①0), while
the third commodity an infinitesimal one.

Section2 showed that one can find at least one Nash equilibrium for each
game inZG solving the LP problem coupled with it. In case games inNZG
are considered, the LP problems turns into a non-Archimedean one (in brief,
NALP). In literature, there already exists a Simplex-like algorithm able to
deal with certain NALP problems, namely the Gross-Simplex algorithm [6].
It consists of an improved version of the Dantzig’s algorithm enhanced by
means of GM in order to cope with non-Archimedean cost functions. Never-
theless, its implementation is useless in the current context since the NALP
problem associated to games in NZG have the constraints matrix A which
is non-Archimedean.

This fact motivates the implementation of a further generalization of the
Simplex algorithm, namely the Gross-Matrix-Simplex, which is able to solve
such class of NALP and, as a consequence, to output strategy profiles which
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Algorithm 1: The Gross-Matrix-Simplex algorithm
Step 0. The user has to provide the initial set B of basic indices.
Step 1. Compute x̃B as: x̃B = Ã−1

B b (where ÃB is the sub-matrix obtained by Ã by
considering the columns indexed by B, while Ã−1

B is the inverse of ÃB, i.e., the
non-Archimedean matrix which satisfies the equality Ã−1

B ÃB = ÃB Ã
−1
B = I ).

Step 2. Compute ỹ as: ỹ = cTB Ã
−1
B (where ỹ is a G-vector obtained by linearly combining

the
purely finite vector cTB by the G-scalar elements in the rows of Ã−1

B ).
Step 3. Compute s̃ as: s̃=cTN − ỹ ÃN (where N is the complementary set of B) and then

select the maximum (gradient rule). When this maximum is negative (being it
infinite, finite or infinitesimal), then the current solution is optimal and the
algorithm stops. Otherwise, the position of the maximum in the G-vector s̃ is the
index k of the entering variable N(k).

Step 4. Compute d̃ as: d̃ = Ã−1
B ÃN(k), where ÃN(k) is the G-vector corresponding to the

N(k)-th column of Ã.

Step 5. Find the largest G-scalar t̃ > 0 such that x̃B − t̃ d̃ � 0. If there is not such a t̃ , then
the problem is unbounded (STOP); otherwise, at least one component of x̃B − t̃ d̃ ,
say h,
equals to zero and the corresponding variable is the leaving variable.

Step 6. Update sets B and N by swapping B(h) and N(k), then return to Step 1.

are themselves non-Archimedean. The problem to solve is the following:

min cT x̃

s.t. Ãx̃ = b

x̃ ≥ 0

(7)

where Ã is the G-matrix containing the payoffs, c and b are the (purely finite)
objective and constant-terms vectors.

Algorithm1 reports the pseudocode of the Gross-Matrix-Simplex. A pos-
teriori, one could have achieved a better coherency if the Gross-Simplex
algorithm would have been named Gross-Cost-Simplex, since it is only able
to handle non-Archimedean cost functions c̃. Themost interesting instruction
Algorithm1 is the computation of the inverse of a non-Archimedean matrix,
which is achieved by means of the Gaussian-Jordan elimination algorithm
tailored to cope with non-Archimedean quantities. A very appealing way to
improve the algorithm is to substitute the explicit computation of the inverse
with an incremental LU factorization. This should lead to better numerical
stability, as it happens in the original Simplex algorithm. A dedicated work
about it seems perfectly reasonable and absolutely promising
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The next subsection investigates a property similar to Proposition 1 for
games in NZG, i.e., the reliability of numerical solvers for Nash equilibria
in case of non-Archimedean payoffs. Then, the discussion will move to show
the effectiveness of GM-S to solve NALP problems, i.e., to numerically find
Nash equilibria of games inNZG. To do this, several test cases are presented,
solved and discussed.

E-Nash Optimality in Non-Archimedean Contexts
Similarly to standard routines, algorithms working with non-Archimedean
numbers suffer from rounding errors the G-digits: for instance, the machine
represents the G-number 1

3① as 0.3333① (where the number of 3s is
architecture-dependent). However, they are afflicted by one further source of
inaccuracy: the finite space forG-scalars components, e.g., a computer cannot
exactly represent theG-scalar 1

①+1
= 1

①
− 1

①2 + 1

①3 + . . . = ∑

i∈N
(−1)i−1①−i

because it would need an infinitememory. Therefore, it is interesting to inves-
tigate whether the approximated non-Archimedean Nash equilibria found by
numerical routines are somehow related to a non-Archimedean version of
ε-Nash equilibria, as it happens in the standard case (see Sect. 2). This time,
the number of G-scalar components the machine is able to store, say k, shall
play a role as well as the rounding G-digits tolerance δ. Proposition 2 for-
mally extends the result in Proposition 1 to the non-Archimedean scenario.
As before, the definitions of (δ, k)-approximating strategy and (ε, k)-Nash
equilibrium are needed, i.e., the non-Archimedean extension of Definition 3
and Definition 2, respectively.

Roughly speaking, the former states that a non-Archimedean strategy x̃
(δ, k)-approximates x̃∗ if the G-digits of the first k components of ||x̃∗ − x̃ ||
(which is a G-scalar) are bounded by a value proportional to δ. Notice that
(δ, k)-approximating strategies are exactly the type of solutions GM-S is
designed to seek for and to output. The notion (ε, k)-Nash equilibriumworks
in a very similar way, and Proposition 2 shall prove that they are the type of
Nash equilibrium output by the GM-S algorithm. For the sake of simplicity,
hereinafter assume that || Ã|| is a finite number. This fact does not affect
generality since the following scaling is always possible whenever Ã does
not satisfy it: Ã ← Ã(|| Ã||)−1.
Definition 4 ((δ, k)-approximating strategy) Let x̃ be an approximation of
the non-Archimedean strategy x̃∗. Then, x̃ is said to be a (δ, k)-approximation
of x̃∗, indicated by x̃ kδ , if and only if ||x̃∗ − x̃ || = ||�̃x || = ∑

i∈Z−
0

�i①
i is such

that |�i | < δ
2 ∈ R

+ ∀i = 0, . . . , 1 − k, k ∈ N.

Definition 5 ((ε, k)-Nash equilibrium) Let G be a finite non-Archimedean
two-person zero-sumgameand H(x̃, ỹ)be the gamenon-Archimedean value
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function. Also suppose that H(x̃, ỹ) assumes at most finite values (if not
shrink it so). Then, the feasible strategy profile (x̃∗, ỹ∗) is said to be an (ε, k)-
Nash equilibrium, indicated by (x̃∗, ỹ∗)kε , if and only if max

ỹ
H(x̃∗, ỹ) −

ε̃ ≤ H(x̃∗, ỹ∗) ≤ min
x̃

H(x̃, ỹ∗) + ε̃, where ε̃ = ∑

i∈Z−
0

εi①
i ≥ 0, ε ∈ R

+
0 and

|εi | ≤ ε ∀i = 0, . . . , 1 − k, k ∈ N.

Finally, Proposition 2 shows that the strategy profile output by GM-S is
an (ε, k)-Nash equilibrium. This come from the fact that GM-S is designed
to output (δ, k)-approximating strategies, while Proposition 2 links (δ, k)-
approximations of Nash equilibria strategies to the property of being (ε, k)-
Nash equilibria.

Proposition 2 LetG be a finite non-Archimedean two-person zero-sumgame
and Ã is the non-Archimedean payoff matrix. If all the entries of Ã have the
form of (6), then any (δ, k)-approximation (x̃ kδ , ỹkδ ) of a Nash equilibrium
(x̃∗, ỹ∗) is an (ε, k)-Nash equilibrium.

Proof The result of Eq. (4) holds true until the last inequality even in a non-
Archimedean context, i.e.,

x̃ Tδ Ã ỹδ ≤ max
j

(x̃∗T Ã) j − min
j

(�̃T
x Ã) j .

To continue with the inequality chain, let one introduce two newG-scalars ν̃kx
and ν̃−k

x such that ν̃kx is the first k components of ||x̃∗ − x̃ kδ || = ||�̃x || = ∑

i∈Z−
0

�i①
i , i.e., ν̃kx =

1−k∑

i=0
�i①

i , while ν̃−k
x is the remaining components of ||�̃x ||,

i.e., ν̃−k
x = ||�̃x || − ν̃kx . Then, Leveraging Lemma 2 (which holds even in a

non-Archimedean context) it holds true that −min
j

(�̃T
x Ã) j ≤ ||�̃x || ||A|| =

||ν̃kx || ||A|| + ||ν̃−k
x || ||A|| ≤ δ̃

2 || Ã|| + ||ν̃−k
x || ||A|| = 1

2 ε̃
k
x + 1

2 ε̃
−k
x = 1

2 ε̃x ,

where δ̃ =
1−k∑

j=0
δ① j , ε̃kx = δ|| Ã||, ε̃−k

x = 2||ν̃−k
x || ||A||. Finally, define ε̃y accord-

ingly and set ε̃ = max(ε̃x , ε̃y), i.e., ε̃ = ε̃k + ε̃−k , where ε̃k = ε̃kx = ε̃ky and

ε̃−k = max(ε̃−k
x , ε̃−k

y ). Reasoning similarly to Proposition 1, one obtains:

max
ỹ

H(x̃ kδ , ỹ) − ε̃ ≤ H(x̃ kδ , ỹkδ ) ≤ min
x̃

H(x̃, ỹkδ ) + ε̃.
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By definition, one can rewrite ε̃k as follows:

ε̃k =
1−k∑

h=0

εh①h = δ̃|| Ã|| =
(
1−k∑

i=0

δ①i

)⎛

⎝
∑

j∈P
a j①

j

⎞

⎠ = δ

1−k∑

i=0

∑

j∈P
a j①

i+ j ,

εh = δ
∑

(i, j)∈Hh

a j①
i+ j ∀ h = 0, . . . , 1 − k,

where Hh = {(i, j) ∈ {0, . . . , 1 − k} × P | i + j = h}. Of course, Hh =
∅ =⇒ εh = 0 by construction. In addition, it holds true that

|εh | = δ

∣
∣
∣
∑

(i, j)∈Hh

a j①
i+ j

∣
∣
∣ ≤ δ

∑

(i, j)∈Hh

|a j |①i+ j ≤ δmax
h

|Hh |max
j∈P |a j | ≤ δkmax

j∈P |a j | = ε,

which means that the absolute value of all the G-digits of ε̃k are bounded
by a positive constant depending on δ, similarly to Definition 5. The proof
completes noticing that, by construction, ε̃k and ε̃−k are completely separated
from components perspective, i.e., the smallest G-power in ε̃k is greater than
the biggest one in ε̃−k (which comes from the particular choice of ν̃kx and ν̃−k

x ).
This implies that the first k components of ε̃ form exactly ε̃k , and therefore
(x̃ kδ , ỹkδ ) satisfies Definition 5, i.e., it is an (ε, k)-Nash equilibrium.

In fact, Proposition 2 states a finer the approximation of the optimal strat-
egy profile corresponds with a higher negligiblity of the first k components
of the deviation benefit. Notice that nothing can be said about the term ε̃−k
except that its magnitude is not greater than ①−k , which is reasonable since
the machine representation truncates G-scalars up to the (k-1)-th compo-
nent, i.e., the computations are not aware of the components with magnitude
smaller or equal to ①−k .

4 Numerical Illustrations

This section aims at assess the effectiveness of GM-S algorithm to find Nash
equilibria of games in NZG. Furthermore, Sect. 4.1 spends some lines to
verify that GM-S outputs are both (δ, k)-approximations and (ε, k)-Nash
equilibria. The majority of the experiments refer to non-Archimedean varia-
tions of the very well known zero-sum game called rock-paper-scissors. The
choice of this model comes from the fact it is simple enough to make its
non-Archimedean modifications easy to understand and predictable in terms
of Nash equilibria. Table1 reports its canonical form, while its mathematical
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Table 1 Rock-Paper-Scissors canonical form

℘1/℘2 R P S

R 0 1 −1

P −1 0 1

S 1 −1 0

Algorithm 2: Procedure to double-check the results provided by the
GM-S algorithm

step 0. Let (x∗, y∗) be a Nash equilibrium for a given n-dimensional game obtained
somehow
(in our case by GM-S).

Step 1. Indicate with Ax and Ay the index set of active strategies in x∗ and y∗,
respectively. This means that i ∈ Az ⇔ zi > 0, i ∈ {1, . . . , n}, z = x, y

Step 2. Define the active matrix B as the payoff matrix reduced to the row indexes inAx

and the column indexes inAy , i.e., B = A
Ay
Ax

.

Step 3. Define C and D such that Ci = Bi − Bi+1 ∀ i = 1, . . . , |Ay | − 1 and C|Ay | = 1,
while for D holds true that Di = Bi − Bi+1 ∀ i = 1, . . . , |Ax | − 1 and D|Ax | = 1.

Step 4. Verify that Cx∗ = e and Dy∗ = e hold true, where we have indicated with e the last
(under the natural ordering) vector of the canonical base with proper dimension,
i.e., e = (0, . . . , 0, 1)T .

formulation is reported in (8), where A indicates the payoffs matrix whose
content coincides with Table1.

min
x∈�1

max
y∈�2

xT Ay (8)

�1 = �2 =
{

(ρ1, ρ2, ρ3) ∈ R
3
∣
∣
∣

3∑

i=1

ρi = 1, ρi ≥ 0∀i
}

In this game there exists only oneNash equilibrium,which is shown inEq. (9):

x∗ = y∗ =
[
1

3
,
1

3
,
1

3

]

(9)

It is right to say that all the experiments outcomes have been double-checked
verifying that they are basic Nash equilibria [45]. The procedure to do it is
reported in Algorithm2.
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4.1 Experiment 1: Infinitesimally Perturbed
Rock-paper-scissors

The first experiment involves the very same problem of Table1 with one
single payoff infinitesimally perturbed, namely the Ã2,1 (see Eq. (10)). The
main idea is to check the GM-S algorithm sensibility to infinitesimal changes
in the matrix game. To improve the readability, the infinitesimal components
shall be colored in blue. Since the original problem admits a unique Nash
equilibrium, it is reasonable to expect that the new game’s one is infinitely
close to the former. Table2 reports GM-S iterations executed during the opti-
mization, while Eq. (11) shows the new Nash equilibrium, which confirms
the intuition of infinity closeness. However, GM-S algorithm is able to tell
exactly howmuch the two are similar (up to themachine precision, of course).

Ã =
⎡

⎣
0 1 −1

−1−①−1 0 1
1 −1 0

⎤

⎦ (10)

x̃ kδ =
⎡

⎣

1
3
1
3 −1

9①−1 + 1
27①−2

1
3 +1

9①−1 − 1
27①−2

⎤

⎦ , ỹkδ =
⎡

⎣

1
3 −1

9①−1 + 1
27①−2

1
3
1
3 +1

9①−1 − 1
27①−2

⎤

⎦ (11)

The reason why in Table2 the cost function starts from an infinite value
and the length of vector x̃ is larger than expected is due to the use of I-Big-M
method [9] aswrapper for theGM-S solver. It provides an easyway to retrieve
a feasible starting basis adding a set of artificial variables to the problem and
infinitely penalizing them by the term ① in the cost function (as pioneered
in [16, 17]). The fact that at the end of the optimization the cost function has
a finite value means that all the artificial variables have exited the basis and
the solution is a feasible one.

Finally, let oneverify that the (δ, 3)-approximating strategyprofile (x̃ kδ , ỹkδ )

is really an (ε, 3)-Nash equilibrium. Theoretically, the strategy pair (x̃ kδ , ỹkδ )

approximates the Nash equilibrium (x̃∗, ỹ∗) defined as

x̃∗ =
[
1
3 ,

①
3①+1

, 3①+2
3(3①+1)

]T
, ỹ∗ =

[
①

3①+1
, 1
3 ,

3①+2
3(3①+1)

]T
.

Expanding the second entry of x̃∗ one gets ①
3①+1

= ∑

i∈Z−
0

1
3(−3)−i ①

i = 1
3 −

1
9①−1 +
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cT
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1
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5,
6}

[ 0,
0,

0,
1 3
,

1 3
,

1 3
,
0,

0,
0]

−①
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{2,
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1 4
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①
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①
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①
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1 6
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1 9
①
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−
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①
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①
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①
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①
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1
27①−2 − 1

81①−3 + . . ., which becomes exactly the second entry of x̃ kδ when
it is truncated up to the second infinitesimal component (k = 3). Repeating
the same operation with all the other entries, the fact that x̃ kδ and ỹkδ are
(δ, 3)-approximations of x̃∗ and ỹ∗ is verified. Then, Proposition 2 states
that if (x̃ kδ , ỹkδ ) is a (ε, 3)-Nash equilibrium, then it must hold true that

|H(x̃ kδ , ỹkδ ) − min
x̃

(x̃, ỹkδ )| ≤ ε̃ = ε̃k + ε̃−k = ε̃−k < M①−k , with M ∈ R
+

sufficiently big (the last equality comes from the fact that δ = 0). The

game value associated to (11) is H(x̃ kδ , ỹkδ ) =
−5∑

i=−1

1
3(−3)−i ①

i , while the

row player optimal strategy as answer to ỹkδ isx = [0, 1, 0]T , which leads

to H(x, ỹkδ ) = −1
9①−1 + 1

27①−2 − 1
27①−3. Therefore, the deviation benefit

is |H(x̃ kδ , ỹkδ ) − H(x, ỹkδ )| = 2
81①−3 + 1

243①−4 − 1
729①−5 = ε−k < M①−3

for M > 2
81 . This means that (x̃ kδ , ỹkδ ) is a (ε, 3)-Nash equilibrium since

ε̃k is negligible and ε̃−k has magnitude not greater than ①−3 (provided
that the same verification is done for column player as deviator, study
which is omitted for brevity). In addition, notice how close the approx-
imation of H(x̃ kδ , ỹkδ ) to H(x̃∗, ỹ∗) is. Since H(x̃∗, ỹ∗) = − 1

3(3①+1)
=

∑

i∈Z−
1

3(−3)−i ①
i = −1

9①−1 + 1
27①−2 − 1

81①−3 + . . ., we have |H(x̃∗, ỹ∗) −
H(x̃ kδ , ỹkδ )| = | ∑

i∈Z
i<−5

1
3(−3)−i ①

i |: the game value is well approximated up to

the fifth order of infinitesimal.

4.2 Experiment 2: A Purely Finite 4-by-3 Game

In games where more than one Nash equilibrium exists, even an infinitesimal
perturbation can significantly affect the optimal strategy choice. For instance,
consider the game in Eq. (12) which is built adding one strategy for the row
player to the rock-paper-scissors of Table8. The crucial aspect is that the
new game has infinitely many Nash equilibria, without any further criterion
by means of which to choose among them. Therefore, the choice of which
mixed-strategy to play depends only on the actual implementation of the
decision making algorithm, e.g., the Simplex algorithm.
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Table 3 GM-S iterations for the purely finite Game 2 of Eq. (12)

It. Base x̃ cT x̃

1 {5, 6, 7} [
0, 0, 0, 0, 1

3 ,
1
3 ,

1
3 , 0, 0, 0

] −①

2 {5, 6, 1} [ 1
4 , 0, 0, 0,

1
4 ,

1
2 , 0, 0, 0, 0

] − 3
4① − 1

4

3 {2, 6, 1} [ 1
3 ,

1
6 , 0, 0, 0,

1
2 , 0, 0, 0, 0

] − 1
2① − 1

2

4 {2, 3, 1} [ 1
3 ,

1
3 ,

1
3 , 0, 0, 0, 0, 0, 0, 0

] −1

A =

⎡

⎢
⎢
⎣

0 1 −1
−1 0 1
1 −1 0
1
2 −1 1

2

⎤

⎥
⎥
⎦ (12)

Table3 reports the iterations of GM-S algorithm running on the degenerate
problem (12). The routine suggests that the row-player adopts the strategy
xkδ = [13 , 1

3 ,
1
3 , 0]T , which is essentially the same as in the original game (9),

i.e., x∗ = [13 , 1
3 ,

1
3 ]T . To improve the readability, the optimal strategies have

been reported as fractions. Next subsection shall show that an infinitesimal
perturbation of these payoffs causes a finite change on the equilibrium rather
than an infinitesimal one.

4.3 Experiment 3: Infinitesimally Perturbed 4-by-3 Game

Assume now that a secondary information to better discriminate among the
infinite Nash equilibria in (12) is available. It consists of a second payoff
matrix As whose importance is subordinated to the one of Eq. (12):

As =

⎡

⎢
⎢
⎣

0 2 −2
−2 0 2
2 −2 0

−1 −2 1

⎤

⎥
⎥
⎦

As discussed at the beginning of Sect. 3 and shown in Eq. (6), the two sources
of information can be eventually merged without losing the priority informa-
tion by means of GM. In particular, a new non-Archimedean zero-sum game
is built summing the payoffs entry-wise and scaling down the ones having
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lesser priority by the ①−1, i.e., the new payoff matrix Ã is obtained as

Ã = A + As①
−1,

which in fact means

Ã =

⎡

⎢
⎢
⎢
⎣

0 1 +2①−1 −1 −2①−1
−1 −2①−1 0 1 +2①−1
1 +2①−1 −1 −2①−1 0
1
2 −①−1 −1 −2①−1 1

2 +①−1

⎤

⎥
⎥
⎥
⎦

. (13)

The overall game is now a non-Archimedean one, falling in the set NZG,
since Ã is non-Archimedean.

In the face of the infinitesimal perturbation on the payoffs matrix induced
by the secondary information, the result is all but negligible. As opposed to
the problem in Table1, there exist infinitely many Nash equilibria in (12).
This means that the presence of a secondary payoffs in As informs the opti-
mization algorithm of an additional discriminating rule to better single out
the most preferable Nash equilibria. More importantly, the equilibrium found
in Table3 may not be optimal also with respect to the secondary informa-
tion, while all those the strategy profiles which are may notably differ from
it. This is the case of problem in (13), as testified by Tables4 and 5 which
report the GM-S algorithm iterations computed to solve it for the row and
the column-player, respectively.

The new equilibrium is:

x̃∗
δ =

⎡

⎢
⎢
⎣

2
5 + 4

75①−1 − 16
25①−2

1
5 −28

75①−1 + 56
125①−2

0
2
5 + 8

25①−1 − 28
125①−2

⎤

⎥
⎥
⎦ , ỹ∗

δ =
⎡

⎣

1
3 + 4

15①−1 − 8
25①−2

1
3 − 4

15①−1 + 8
25①−2

1
3

⎤

⎦ . (14)

Observe how its finite part has changed from xkδ = [13 , 1
3 ,

1
3 , 0]T of the pre-

vious equilibrium to xkδ = [25 , 1
5 , 0,

2
5 ]T of the current one.
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Ta
bl
e
4

G
M
-S

ite
ra
tio

ns
fo
r
G
am

e
3
of

E
q.
(1
3)
:r
ow

-p
la
ye
r

It
.

B
as
e

x̃
cT

x̃

1
{5,

6,
7}

[ 0,
0,

0,
0,

1 3
,
1 3
,
1 3
,
0,

0,
0]

−①

2
{5,

4,
7}

[ 0,
0,

0,
1 4

−
1 4

①
−1

+
1 4

①
−2 ,

3 8
−

1 8
①

−1
+

1 8
①

−2 ,
0,

3 8
+

3 8
①

−1
−

3 8
①

−2 ,
0,

0,
0]

−
3 4

①
−

1 2
+

1 2
①

−1
−

1 4
①

−2

3
{5,

4,
1}

[
3 10

+
3 50

①
−1

+
3 25
0

①
−2 ,

0,
0,

2 5
+

2 25
①

−1
+

2 12
5

①
−2 ,

3 10
−

7 50
①

−1
−

7 25
0

①
−2 ,

0,
0,

0,
0,

0]
−

3 10
①

−
14 25

−
14 12
5

①
−1

−
3 25
0

①
−2

4
{2,

4,
1}

[
2 5

+
4 75

①
−1

−
16 25

①
−2 ,

1 5
−

28 75
①

−1
+

56 12
5

①
−2 ,

0,
2 5

+
8 25

①
−1

−
48 12
5

①
−2 ,

0,
0,

0,
0,

0,
0]

−1

Ta
bl
e
5

G
M
-S

ite
ra
tio

ns
fo
r
G
am

e
3
of

E
q.
(1
3)
:c
ol
um

n-
pl
ay
er

It
.

B
as
e

ỹ
cT

ỹ

1
{4,

5,
6,

7}
[ 0,

0,
0,

1 4
,
1 4
,
1 4
,
1 4
,
0,

0,
0,

0]
−①

2
{4,

3,
6,

7}
[ 0,

0,
2 9

−
17 5

①
−1

+
27 50

①
−2 ,

4 9
+

1 5
①

−1
−

31 10
0

①
−2 ,

0,
2 9

+
1 10

①
−1

−
3 20

①
−2 ,

1 9
+

1 25
①

−1
−

2 25
①

−2 ,
0,

0,
0,

0]
−

7 9
①

+
25
3

45
0

+
39
4

10
0

①
−1

−
27 50

①
−2

3
{4,

3,
6,

1}
[
1 10

+
1 25

①
−1

−
8 12
5

①
−2 ,

0,
3 10

−
7 25

①
−1

+
56 12
5

①
−2 ,

1 2
+

2 5
①

−1
−

6 25
①

−2 ,
0,

1 10
−

4 25
①

−1
−

18 12
5

①
−2 ,

0,
0,

0,
0,

0]
−

3 5
①

−
16 25

+
78 12
5

①
−1

−
48 12
5

①
−2

4
{4,

3,
2,

1}
[
1 3

−
4 3

①
−1

+
16 3

①
−2 ,

1 3
−

8 3
①

−1
+

40 3
①

−2 ,
1 3

−
8 3

①
−2 ,

4①
−1

−
16

①
−2 ,

0,
0,

0,
0,

0,
0,

0]
−5

+2
0①

−1
−

16
①

−2

5
{7,

3,
2,

1}
[
1 3

−
2 9

①
−1

+
4 27

①
−2 ,

1 3
−

2 9
①

−1
+

4 27
①

−2 ,
1 3

−
2 9

①
−1

+
4 27

①
−2 ,

0,
0,

0,
2 3

①
−1

−
4 9

①
−2 ,

0,
0,

0,
0]

−
5 3

+
10 9

①
−1

−
4 9

①
−2

6
{10

,
3,

2,
1}

[
1 3

−
8 15

①
−2 ,

1 3
−

8 15
①

−1
+

8 15
①

−2 ,
1 3

−
8 39

①
−1 ,

0,
0,

0,
0,

0,
0,

4 5
①

−1 ,
0]

−1
+

4 5
①

−1
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Fig. 1 First entry of x∗ after symbolic computations in Mathematica (g here stands for
①). Please observe how the provided solution is very difficult to read

4.4 Experiment 4: High Dimensional Games

This experiment aims at challenging GM-S algorithm on high-dimensional
games, comparing the efficacy with symbolic approaches one. The first test
case is not a true high-dimensional game since it involves only 8 strategies
per player. However, it is still a significant experiment since it already allows
one to stress the limits of symbolic tools, such as Mathematica, which start
to struggle even in this relatively low dimensional scenario. When game
complexity grows, the gap between numerical and symbolic algorithms effi-
cacy becomes more and more evident. The main reason is that, considering
games inNZG, symbolic tools search for Nash equilibria repeatedly apply-
ing Algorithm2 with randomly chosen active strategies, as stated in [45],
which is an unpractical and combinatorial NP-hard task. Moreover, when
found, the Nash equilibrium readability would probably be quite low, as
stressed by Fig. 1 which reports the first entry of the row player optimal strat-
egy computed in Mathematica (the letter g stands for ①). On the other hand,
the numerical GM-S algorithm is able to show the approximated equilibrium
components in a very interpretable way, e.g., Eq. (15) where the entire solu-
tion of the 8 × 8 problem is shown. The payoff matrix and GM-S iterations
can be found in the appendix of [10].
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x̃∗
δ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.18 −0.36①−1 + 1.05①−2
0.15 +0.01①−1 − 1.96①−2
0.26 −0.66①−1 + 1.34①−2
0
0.22 +0.3①−1 + 2.09①−2
0.08 +0.36①−1 − 0.95①−2
0.11 +0.34①−1 − 1.57①−2
0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, ỹ∗
δ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.01 +0.54①−1 + 3.12①−2
0.14 −0.15①−1 − 1.03①−2
0
0.21 +0.37①−1 + 2.71①−2
0.27 +0.34①−1 − 0.81①−2
0
0.1 −0.81①−1 − 2.19①−2
0.27 −0.29①−1 − 1.8①−2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(15)

Considering a game with a 10 × 10 payoff matrix instead, the symbolic
tool struggles a lot in computing the game solution and its execution time
grows drastically, passing from 1.28 s of the 8 × 8 game to 6.98. To stress
even more this fact, a true high-dimensional non-Archimedean zero-sum
game has been considered. This time, each player can choose among 60
different strategies, and the game has 5 levels of priority information, i.e.,
60 × 60 payoff matrix is filled by random G-scalars having 4 infinitesimal
components. While Mathematica does not output the result in a reasonable
amount of time for practical purposes, GM-S took only 122.487s to compute
the Nash Equilibrium, a quite remarkable result. For the sake of brevity, the
matrix and the associated Nash equilibrium for both the 10 × 10 and 60 × 60
games are omitted.

5 A Brief Overview of Applications

As in [10], to which we refer the reader interested in a more detailed illus-
tration, also here we offer a compact perspective of the models and fields
which plausibly feature the non-Archimedean zero-sum property. Whenever
the latter is identified, the game under examination can be treated using GM
and of course the GM-S algorithm.

The first example has a dual nature, depending on whether players are
firms or political parties, and is traditionally known as the Hotelling/Downs
game of spatial competition [20, 27].

In both cases, players are supposed to choose their respective locations
along a finite linear segment along which consumers or voters are distributed.
In absence of a price mechanism, this can describe the choice of electoral
platforms, with parties trying to acquire political consensus. In such a case
the game has a zero-sum nature because any additional vote gained by a party
is lost by the other (leaving aside any degree of abstention), and the model
naturally lends itself to a non-Archimedean interpretation.
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If instead the game features a price stage appearing after the location choice
and prices are strategically set by firms, the game is no longer a zero-sum
one. Yet, it becomes so if prices are regulated, in which case firms’ profits
depend solely on locations and the resulting relative size of market shares. It
is also worth stressing that in such a case the Hotelling version of the model
is observationally equivalent to Downs’s.

This example is particularly relevant as it concerns a game which simulta-
neously belongs to the backbone of large literatures in industrial economics
and politics. But several other non-Archimedean zero-sum games can be
figured out.

For instance, another setting which has a twofold interpretation is that in
which an entrepreneur owning a firm in dire straits is forced to sell it but
maintains a symbolic amount of share and the family name on the gate of
the production plant. From a realistic point of view, this payoff may look
almost immaterial, but this does not correspond to the original owner’s per-
ception. The same applies to a seemingly different scenario in which we
may just replace property with sovereignty. This holds for very small States
surrounded by larger ones and embedded in fully integrated regions like the
EU (think of Montecarlo, Liechtenstein, Andorra and San Marino). Political
independence, accompanied by economic integration, may still matter a lot,
although these Countries are net importers and, say, their basketball or foot-
ball clubs may happen to play in the leagues of larger European Countries.

One additional example relies on [34] and is also connected to Patrolling
games. Here, the matter is about construction operation purposes. The non-
Archimedean property arises if the quality criteria adopted to decide which
project to pursue are defined in binary terms, in such a way that the presence
of any relevant component (say, fire escapes) is valued 1 while its absence is
valued 0.

6 Conclusions

The chapter introduced for the first time the non-Archimedean zero-sum
games and a numerical algorithm able to compute approximations of their
Nash equilibria, namely the GM-S algorithm. A lot of attention has been
dedicated to characterized the type of strategy profile the algorithm is able
to output, showing a strong correlation with the standard ε-Nash equilib-
rium. Both the algorithm implementation and the theoretical study leveraged
Grossone Methodology to better reason about non-Archimedean quantities
as well as execute numerical non-Archimedean operations. The chapter also
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illustrated several test cases, some of which high-dimensional, to verify the
effectiveness of GM-S algorithm and to highlight the limits of symbolic tools.
All the computations run over an Infinity Computer simulator implemented
in software. Finally, Some possible real-world applications of this new mod-
eling tool have been presented and discussed. It is right to say that such
results would not be obtained without the previous achievements in non-
Archimedean linear programming [6, 7, 9] and non-Archimedean Prisoner’s
Dilemmas [23–25].
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Modeling Infinite Games on Finite
Graphs Using Numerical Infinities

Louis D’Alotto

Abstract In his seminal work, Robert McNaughton (see [14] and [10])
developed amodel of infinite games played on finite graphs. Here is presented
a new model of infinite games played on finite graphs using the Grossone
paradigm. The new Grossone model provides certain advantages such as
allowing for draws, which are common in board games, and a more accurate
and decisive method for determining the winner.

1 Introduction

The theory of grossone has been developed as an extension of the Cantor
theory to better understand the infinite. Here grossone is applied to investigate
games of infinite duration. The games investigated occur on finite graphs and
are thosewithperfect information. That is, and typically, a perfect information
game is played on a board where a player moves pieces subject to a given
set of rules and each player knows everything important to the game that has
previously occurred.
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Fig. 1 The consumer-producer problem

Finite board games such as tic-tac-toe, chess, checkers, and go are common
and most of us have a good understanding of them. These are games of
strategy, once the specific positions are known. Of course we must exclude
all games of chance and card games where players do not reveal their hands,
since these are not games with perfect information. A board game will have
a configuration (a state or a state of play) and it must be made precise to
include all information about any situation in the game. The configuration
describes the current state or standing of the game. Of significant importance,
the configuration will dictate which player is to move next. Hence, in board
games, the play moves go from one player to the other. A board game such as
tic-tac-toe has only a very small number of configurations. Herewe can easily
compute (via computer search techniques) all the configurations and hence
this game is not very interesting. However, and on the other hand, games of
checkers, chess and go have an extremely large number of configurations and
command a lot of attention from computer scientists and mathematicians.

Finite board games that are played to infinity may sound like science
or mathematical fiction. Indeed, following the traditional Turing machine
model, a computation is complete when it halts and produces some type of
result. However when a game is played to infinity, it is implied that the game
continues for an indefinite period and the play continues without bound. A
typical application that can be considered an infinite game is the operating
system of a computer (a multiprogramming machine). The operating system
has to manage multiple processes (or users on a server) without termination.
When one process (or user) is satisfied, there are others waiting for system
resources to be processed. Hence process-oriented theory is an application of
infinite games to computer science (see [14]). Running of a businessmay also
be modeled as an infinite game. For example, the consumer-producer process
(see Fig. 1) where the producer makes items, stores them in a warehouse,
and the consumer purchases (consumes) them. In Fig. 1, for simplicity it
is assumed the warehouse can store three items. Here the objective is to
maintain the business and keep both the consumer and producer satisfied. If
the warehouse is full and the producer still produces items, then the consumer
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fails the business game since they fail to satisfy the producer. If thewarehouse
is empty and the consumer still wants to buy, then the producer fails to satisfy
the consumer. Here the objective is to keep items in the warehouse for the
consumer to purchase but not overfill the warehouse. The game continues
on as an infinite process. With respect to the theory of Büchi automata, the
failing states, f (c) and f (p), can be entered finitely many times as long
as the states 0 to 3 (call these the favorable states) are entered infinitely
many times. However, with the current vague notion of infinity, suppose the
favorable states are entered infinitelymany times but the failing states are also
entered infinitely many times. The consumer and the producer are satisfied
infinitely many times but also are unsatisfied infinitely many times. Hence
the game is failed by one (or both) of the players but the game also entered
the favorable states infinitely many times. This dichotomy exists due to our
vague notion of infinity.

Another important infinite game (or infinite process) is the famed Dining
Philosopher’s Problem and deals with synchronization. In the classic situ-
ation, there are five philosophers sitting at a round table. In front of each
philosopher is a plate of spaghetti and a single fork on both the left and
right sides of each philosopher. Each philosopher, not being very dexterous,
requires two forks to eat their spaghetti. Hence only non-adjacent philoso-
phers can eat and at most two at a time. Each of these philosophers can
either eat or think. If a philosopher is not eating then they are thinking. If
someone is thinking then that philosopher is not eating. So thinking and
eating are mutually exclusive. If each philosopher grabs a single fork, then
they are deadlocked and no one can eat. The game continues indefinitely,
when a philosopher eats, the others (who are not eating) think. Of course, the
objective is for the philosophers to avoid starvation.

2 The Infinite Unit Axiom and Grossone

Applying the following new paradigm facilitates us to better understand the
notion of infinite games on graphs and update networks. The problem of
better understanding the notion of computing with infinity was approached
beginning in 2003 by Yaroslav D. Sergeyev (see [19–23]). In these works,
a new unit of measure on the set of natural numbers N is defined. Thus, the
following axiom evolves the idea of the infinite unit.

Axiom Infinite Unit axiom. The number of elements in the set N of natural
numbers is equal to the infinite unit denoted as ① and called grossone. �
There are a few postulates that follow the Infinite Unit axiom:
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1. Infinity: For any finite natural number n, n < ①.
2. Identity: The following relationships hold and are extended from the usual

identity relationships of the natural numbers:

a) 0 · ① = ① · 0 = 0, b) ① − ① = 0,

c) ①
①

= 1, d) ①0 = 1,

e) 1① = 1.

3. Divisibility: For any finite natural number n, the numbers

①,
①

2
,

①

3
,

①

4
, ...,

①

n
, ...

are defined as the number of elements in the nth part of N.1

The divisibility property will be of significant importance in determining
a winner of an infinite game. Indeed, determining a winner will result by
determining the number of elements in a sequence. It is important to mention,
with the introduction of the Infinite Unit axiom and grossone, ①, we list the
natural numbers as

N = {1, 2, 3, 4, ..., ① − 2, ① − 1, ①}.
As a consequence of this new paradigm, we have the following important
theorem.

Theorem 1 The number of elements of any infinite sequence is less or equal
to ①.

Proof See [20] or [25].

Recently there has been a large amount of research activity on the logi-
cal theory and applications of grossone. To name a few, see [2–8, 11, 13,

1 In [19], Sergeyev formally presents the divisibility axiom as saying for any finite natural
number n sets Nk,n, 1 ≤ k ≤ n, being the nth parts of the set N, have the same number

of elements indicated by the numeral ①
n where

Nk,n = {k, k + n, k + 2n, k + 3n, ...}, 1 ≤ k ≤ n,

n⋃

k=1

Nk,n = N

and illustrates this with examples of the odd and even natural numbers.
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15–18, 22, 26, 28]. As a result of the ① numeral system, we have the math-
ematical tools to express the number of elements in infinite sets. It must be
stressed, however, that the grossone-basedmethodology is not related to non-
standard analysis, see [27]. This next section will describe a new application
of grossone to infinite games.

3 Infinite Games

Formally, an infinite graph game is defined on a finite bipartite directed graph
whose set, Q, of vertices are partitioned into two sets: R, the set of vertices
from which Red moves, and B, the set of vertices from which Blue moves.
The game has a place marker which is moved from vertex to vertex along the
directed edges. The place marker signifies the progress of the play. When the
marker is on a vertex of R, it is Red’s move to move to a vertex in B. When
the marker is on a vertex of B, it is Blue’s turn to move to a vertex of set
R. The play continues in this fashion, Red moves to a Blue vertex and Blue
moves to a Red vertex.

Definition 1 An infinite game, G, is a 6-tuple

G = (Q, B, R, E,W (B),W (R))

where,

1. Q is the finite set of positions (vertices).
2. B and R are subsets of Q, such that B ∪ R = Q and B ∩ R = ∅.
3. E is a set of directed edges between B and R such that:

a. for each b ∈ B there exists r ∈ R such that (b, r) ∈ E .
b. for each r ∈ R there exists b ∈ B such that (r, b) ∈ E .

4. W (B) is called the winning set for Blue.
5. W (R) is called the winning set for Red.
6. W (B) ∩ W (R) = ∅.

At this time it should be noted that the winning sets for each player are not
limited to vertices of the player’s color.

Definition 2 A play that begins from position q is a complete2 infinite
sequence p = q1q2q3q4...q①−1q① such thatq = q1 and (qi , qi+1) ∈ E, ∀i ∈

2 Here we use the notion of complete taken from [19], that is the sequence contains ①
elements.
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N, E is the edge relation. Hence a play is a sequence of states of the game.
That is,

p : N → Q.

To determine how a player can win, let p be a play and consider the set of
all vertices that occur infinitely often. We now have the following definition.

Definition 3 I n(p) is the set of vertices, in play p, that occur infinitely often,
called the infinity set of p.

We now have the following cases to determine a win:

1. W (B) ⊂ I n(p) and W (R) 
⊂ I n(p), then Blue wins.
2. W (B) 
⊂ I n(p) and W (R) ⊂ I n(p), then Red wins.
3. W (B) 
⊂ I n(p) and W (R) 
⊂ I n(p), then Draw.
4. W (B) ⊂ I n(p) and W (R) ⊂ I n(p), then the frequencies of occurrence

of the elements in each set must be considered.

Cases 1 and 2 above are the result that whatever winning set a player chooses,
all verticesmust occur infinitely often for a player to have a chance ofwinning
(this concept is consistent with the ideology presented in [24]). All vertices
must occur infinitely often also prevents a player from choosing too many
vertices for their winning set.3 Next we look at a simple example to analyze
the situation when a player chooses the empty set.

Example 1 Suppose Blue chooses ∅ as their winning set (this is consis-
tent with the premise that no choice is also a choice). That is, W (B) = ∅.
The reason for Blue’s choice is clear. ∅ ⊂ I n(p), hence Blue is hoping that
W (R) 
⊂ I n(p) and Blue wins the game (the same can be true for Red, if
Red chooses the empty set). Of course the situation can arise if both players
choose ∅. In that case, the game will result in a draw. However, to show this
we first need to define more machinery.

It is necessary to define a frequency function to count the number of
occurrences of a given vertex in a play sequence. This gives rise to the next
two definitions.

Definition 4 Given Q = {q1, q2, ..., qn} is the finite set of states and let D
be a subset of Q. Let p be an infinite sequence of states, from a play, define
a new sequence by the function

ψD,p : N → {0, 1}

3 It is noted here that, as is usual, the ⊂ symbol can also imply equality.
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where,

ψD,p(i) =
{
1 i f p(i) ∈ D
0 otherwise

∀i ∈ N.

Definition 5 Define the frequency function, f reqp, as

f reqp(D) =
①∑

i=1

ψD,p(i).

These definitions are valid in general, however here they are applied to the
winning sets for Blue and Red, respectively W (B) and W (R).

With the previous definitions, if bothwinning sets are subsets of the infinity
set (the elements of both player’s winning sets occur infinitely often) awinner
can be determined. If the frequencyof the elements inW (B) is greater than the
frequencyof the elements inW (R), thenBlue is thewinner. If the frequencyof
the elements inW (R) is greater than the frequency of the elements inW (B),
then Red is the winner. If the frequencies are equal, then a draw results. This
is a key advancement as a result of the grossone theory. As an immediate
consequence from the above definitions, the following propositions are true.

Proposition 1 For any sequence p, f reqp(∅) = 0.

Proof p(i) /∈ ∅ ∀i ∈ N. Hence ψD(i) = 0 ∀i ∈ N. Therefore f reqp(∅) =
0.

Proposition 2 If both players choose the empty set as their winning set, then
the game is a draw.

Proof By Proposition 1, f reqp(W (B)) = f reqp(W (R)) = f reqp(∅) =
0.

4 Strategies

As with all games, a strategy is important for winning the game or to prevent
your opponent from winning (in the latter case, at least strive for a draw).
Hence a strategy allows a player to give a definition of the winner (or draw)
from a given position in the game. Generally, a strategy for a player is a rule
that specifies the next move of the player, given the history of the past moves.
To give a more formal notion of a strategy, let
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p = q1, q2, q3, ...., q①−1, q①

be a play in the game G. Then the histories of this play are

q1, q1q2, q1q2q3, q1q2q3q4, ....

It is immediately apparent that there are infinitely many histories in game G.
Therefore we will look at two sets of histories, the set H(B) that contains all
histories whose last positions are positions where Blue makes a move, and
the set H(R) that contains all the histories whose last positions are positions
where Red makes a move. Hence, a strategy for Blue is a function f where

f : H(B) → G

such that ∀ v = q1...qn ∈ H(B), (qn, f (v)) ∈ E .
Hence, if f is a strategy for a player and q is a state position in the game,

then all plays that begin from q, in which the player follows the strategy f
can be considered. These plays are called consistent with f .

Definition 6 Call the strategy f of a player a winning strategy from a
position q if all plays consistent with f that begin from q are won by the
player. In this case it can be said that the player wins the game from q.

5 Examples and Results

Example 2 Referring to the game in Fig. 2, assume that W (B) = {b1} and
W (R) = {r1}. Then Blue is always the winner, no matter where the game
begins. If W (B) = {b1} and if W (R) = {r1, r2}, then Blue’s winning strat-
egy would be to move to either r1 or r2 finitely many times and the other
infinitely times. Therefore W (R) 
⊂ I n(p).

For instance, if the following sequence is played

p = r1, b1, r2, b1, r1, b1, r2, b1, r1, b1, r1, b1, r1, b1, r1, ...

then
I n(p) = {b1, r1}

and W (R) 
⊂ I n(p), however W (B) ⊂ I n(p), which implies Blue wins the
game. IfW (B) = {r1} andW (R) = {r2} (as mentioned previously, a player
does not have to choose their color as their winning set) then Blue wins the
game. The winning strategy for Blue consists of moving to r2 finitely many
times. Actually Blue can move to r2 infinitely many times, however it must
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Fig. 2 A simple game

be less than ①/4 times. The following theorem and corollaries provide a
better understanding of the frequency function.

Theorem 2 For any set A and play p, the frequency function, f reqp(A) ≤
①.

Proof This follows directly from the properties of ① and Theorem 1.

Corollary 1 For any game, the frequency of occurrence of any single vertex
is ≤ ①/2.

Proof Follows from Theorem 2 and the definition of a game, since there are
two players.

Corollary 2 For any game where Q is the set of vertices, f reqp(Q) = ①.

Proof Using the premise of a complete sequence, the corollary directly fol-
lows from Theorems 1 and 2.

This next example will illustrate this new application of the grossone
paradigm to infinite games.

Example 3 Referring again to the game in Fig. 2, suppose the play goes as
follows:

p = r2, b1, r1, b1, r2, b1, r1, b1,

r2 skip
︷︸︸︷
r1 , b1, r1, b1, r2, b1, r1, b1, r2, b1, r1, b1, ...

Here the I n(p) = {b1, r1, r2}. Hence, the frequency of occurrence for each
vertex in the I n(p) is:

f req({b1}) = ①/2,
f req({r1}) = ①/4 + 1,
f req({r2}) = ①/4 − 1.

Using thewinning setsW (B) = {r1} andW (R) = {r2}, Bluewins the game.

Example 4 In Fig. 3, if Blue chooses b4, that is W (B) = {b4}, a strategy
for Red would be to choose ∅. Then from r3, Red can always move to b3 an
infinite number of times or move to b4 a finite number of times. In this case,
the best Blue can hope for is a draw.
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Fig. 3 A more complex game

Example 5 Referring again to Fig. 3, if each node is visited once in the 6
node outside cycle, that is via edges (r1, b3), (b3, r3), (r3, b4), (b4, r2),
(r2, b1), (b1, r1), then the frequency of each vertex occurrence is ①/6. The
sequence that will ensure this is:

p = r1, b3, r3, b4, r2, b1, r1, b3, r3, b4, r2, b1, r1, b3...

If player Blue chooses their winning sets W (B) = {b1, b3}, then Red can
choose W (R) = {r2, r3} and Red has a winning strategy. When Blue lands
on vertex b1, Blue must move to r1 to get to b3 (part of Blue’s winning set).
The play continues and can follow the outside cycle. However, at some point,
Red moves from r2 back to b4 a finite number of times. For instance, a play
can follow:

p = r1, b3, r3, b4, r2, b4, r2, b4, r2, b4, r2, b1, r1, b3, r3, b4, r2, b1, r1, ...

hence

f reqp({b1, b3}) = ①
3 − 2,

f reqp({r2, r3}) = ①
3 + 1,

and Red wins the game.

So far the counting arguments presented seem quite straightforward. How-
ever, some counting arguments can be a bit more complicated but neverthe-
less still computable, see [25]. The following example in Fig. 4 shows that
the number of moves does not straightforwardly and necessarily compute
to a natural number. However applying the integer floor function, a natural
number is obtained.
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Fig. 4 A simple game where the number of occurrences is counted with a log function

Here it is supposed that a player chooses the set {b1} as their winning
set. Hence the number of occurrences of b1 will be counted. Consider the
following sequence:

b1︸︷︷︸
1

, r2, b1︸︷︷︸
3

, r1, b2, r2, b1︸︷︷︸
7

, r1, b2, ..., r1, b2, r2, b1︸︷︷︸
15

, r1, b2, ..., r2, b1︸︷︷︸
31

, ...

The sequence repeats r1, b2 then r2 to b1. Continuing this pattern, the b1
vertex occurs at the next power of 2 away from the previous b1 vertex. This
is the case where k = −1.

There are four vertices and hence three other cases:
k = 0

r2, b1︸︷︷︸
2

, r2, b1︸︷︷︸
4

, r1, b2, r2, b1︸︷︷︸
8

, r1, b2, ..., r1, b2, r2, b1︸︷︷︸
16

, r1, b2, ..., b1︸︷︷︸
32

, ...

k = 1

b2, r2, b1︸︷︷︸
3

, r2, b1︸︷︷︸
5

, r1, b2, r2, b1︸︷︷︸
9

, r1, b2, ..., r1, b2, r2, b1︸︷︷︸
17

, r1, ..., b1︸︷︷︸
33

, ...

k = 2

r1, b2, r2, b1︸︷︷︸
4

, r2, b1︸︷︷︸
6

, r1, b2, r2, b1︸︷︷︸
10

, r1, b2, ..., r1, b2, r2, b1︸︷︷︸
18

, ..., b1︸︷︷︸
34

, ...

The number of occurrences of b1 in each sequence is:

�log2(n − k)� ∀n ∈ N.

Analogously, the set

{k + 2i : −1 ≤ k ≤ 2, i ∈ N, k + 2i ≤ ①}
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Fig. 5 An update game

for the maximum possible i , has the following number of elements

�log2(① − k)�.

6 An Application: Update Games and Networks

Communication network problems can be modeled using the concept of infi-
nite games presented herein this paper. For example, in a distributed database
system a problem of redundancy of data can be resolved by sharing informa-
tion between all nodes of the system. This can be accomplished by a packet of
current data continuously running through all nodes of the distributed system.
Hence this is a solution (theoretically) without termination.

In an update game, one player is called the control player (color). The
control player is the player who is responsible for updating all the vertices
(nodes) in the game. The following definition can now be stated.

Definition 7 An update game is a game G = (Q, B, R, E,W (B),W (R))

for which Blue (or Red) is the control player, Q = W (B) (or Q = W (R))
and W (R) = ∅ (respectively, W (B) = ∅).

Definition 8 An update game is an update network if the control player has
a winning strategy to win the update game from any position of the game.

Figure5, with Blue as the control player, is an update network. As is seen,
Blue can update every vertex from b1 as follows:

p = b1, r1, b1, r2, b1, r3, b1, r1, b1, r2, b1, r3, b1, r1...
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Here the set of vertices Q = {b1, r1, r2, r3} = W (B) = I n(p). It is obvious
that f reqp({b1}) = ①/2 and hence, by Corollary 2, f reqp({r1, r2, r3}) =
①/2. From b1, Blue must move to one of the Red vertices. The Red vertices
must be visited an infinite number of times in order for Blue to win and
make this an update network, however their frequencies do not have to be
equal. Hence note that Fig. 5 is not an update network with Red as the control
player. Of course this update network does not have to be limited to three
Red vertices. Hence the following proposition is obvious and stated without
proof.

Proposition 3 An update game with color players Blue (B) and Red (R),
where the control color B has only one position, is an update network if
∀r ∈ R, there exists a bi-directional edge from the control color to each r.

7 Conclusion

This paper has presented a new model of infinite games played on finite
graphs by applying the theory of grossone and the Infinite Unit axiom. In his
original work, McNaughton (see [14]) presented and developed a model of
infinite games played on finite graphs using traditional methods of dealing
with infinity. This paper has extended that work to count the number of times
vertices in a board game are visited, although vertices can be visited an infinite
number of times. Indeed, two players choose their winning sets and the player
whose winning set is visited more frequently wins the game. With this new
paradigm, as is common in the usual finite duration board games (chess,
checkers, go), a draw can result. This was not the case in McNaughton’s
original work. Hence a more finer decision process is used in determining
the winner or if the game results in a draw.
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connection with a Diophantine nonlinear system. Commun. Nonlinear Sci. Numer.
Simul. 63, 228–238 (2018)

3. Cococcioni, M., Fiaschi, L., Lambertini, L. Non-Archimedean zero-sum games. J.
Comput. Appl. Math. 393, article 113483 (2021)

4. Cococcioni, M., Fiaschi, L. Non-Archimedean game theory: a numerical approach.
Appl. Math. Comput. 409, article 125356 (2021)



310 L. D’Alotto

5. De Leone, R., Fasano, G., Sergeyev, Y.D.: Planar methods and grossone for the
Conjugate Gradient breakdown in nonlinear programming. Comput. Optim. Appl.
71(1), 73–93 (2018)

6. De Leone, R.: Nonlinear programming and grossone: quadratic programming and
the role of constraint qualifications. Appl. Math. Comput. 318, 290–297 (2018)

7. D’Alotto, L.: A classification of one-dimensional cellular automata using infinite
computations. Appl. Math. Comput. 255, 15–24 (2015)

8. Fiaschi, L., Cococcioni, M.: Numerical asymptotic results in game theory using
Sergeyev’s infinity computing. Int. J. Unconv. Comput. 14(1), 1–25 (2018)

9. Gordon, P.: Numerical cognition without words: evidence from Amazonia. Science
306, 496–499 (2004)

10. Khoussainov, B., Nerode, A., Automata Theory and its Applications. Birkhauser,
(2001)

11. Iudin, D.I., Sergeyev, Y.D., Hayakawa, M.: Infinity computations in cellular automa-
ton forest-firemodel. Commun.Nonlinear Sci. Numer. Simul. 20(3), 861–870 (2015)

12. Lolli, G.: Infinitesimals and infinites in the history of mathematics: a brief survey.
Appl. Math. Comput. 218(16), 7979–7988 (2012)

13. Lolli, G.: Metamathematical investigations on the theory of Grossone. Appl. Math.
Comput. 255, 3–14 (2015)

14. McNaughton, R.: Infinite games played on finite graphs. Ann. Pure Appl. Logic 65,
149–184 (1993)

15. Margenstern, M.: Using Grossone to count the number of elements of infinite sets
and the connection with bijections, p-Adic Numbers. Ultrametr. Anal. Appl. 3(3),
196–204 (2011)

16. Montagna, F., Simi, G., Sorbi, A.: Taking the Pirahã seriously. Commun. Nonlinear
Sci. Numer. Simul. 21(1–3), 52–69 (2015)

17. Rizza, D.: Numerical methods for infinite decision-making processes. Int. J. Unconv.
Comput. 14(2), 139–158 (2019)

18. Rizza, D.: How to make an infinite decision. Bull. Symbol. Logic 24(2), 227 (2018)
19. Sergeyev, Y.D.: Arithmetic of Infinity. Edizioni Orizzonti Meridionali, Italy (2003)
20. Sergeyev, Y.D.: A new applied approach for executing computations with infinite

and infinitesimal quantities. Informatica 19(4), 567–596 (2008)
21. Sergeyev, Y.D., Counting systems and the first Hilbert problem. Nonlinear Anal. Ser.

A: Theory, Methods Appl. 72(3–4), 1701–1708 (2010)
22. Sergeyev, Y.D.: Numerical computations and mathematical modeling with infinite

and infinitesimal numbers. J. Appl. Math. Comput. 29, 177–195 (2009)
23. Sergeyev, Y.D. Computations with grossone-based infinities. In: Calude, C.S., Din-

neen,M.J. (eds.), Proceedings of the 14th International Conference “Unconventional
Computation and Natural Computation”, Lecture Notes in Computer Science, vol.
9252, pp. 89–106. Springer (2015)

24. Sergeyev, Y.D.: The Olympic medals ranks, lexicographic ordering and numerical
infinities. Math. Intell. 37(2), 4–8 (2015)

25. Sergeyev, Y.D.: Numerical infinities and infinitesimals: methodology, applications,
and repercussions on two Hilbert problems. EMS Surv. Math. Sci. 4(2), 219–320
(2017)

26. Sergeyev, Y.D., Garro, A.: Observability of turing machines: a refinement of the
theory of computation. Informatica 21(3), 425–454 (2010)

27. Sergeyev, Y.D.: Independence of the grossone-based infinitymethodology from non-
standard analysis and comments upon logical fallacies in some texts asserting the
opposite. Found. Sci. 24, 153–170 (2019)



Modeling Infinite Games on Finite Graphs Using Numerical Infinities 311

28. Tohmé, F., Caterina, G., Gangle, R.: Computing truth values in the topos of infinite
Peirce’s α-existential graphs. Appl. Math. Comput. 385, article 125343 (2020)

29. Zhigljavsky, A.: Computing sums of conditionally convergent and divergent series
using the concept of grossone. Appl. Math. Comput. 218, 8064–8076 (2012)



Adopting the Infinity Computing in
Simulink for Scientific Computing

Alberto Falcone, Alfredo Garro, Marat S. Mukhametzhanov,
and Yaroslav D. Sergeyev

Abstract Numerical computing represents a critical aspect of conventional
computer architecture. Traditional computers adopt the IEEE 754-1985
binary floating-point standard to represent and work with real numbers.
Due to the architectural limitations of traditional computers, it is impos-
sible to handle infinite and infinitesimal quantities numerically. This chapter
is devoted to the Infinity Computer, a supercomputer that permits to execute
numerical computation with finite, infinite, and infinitesimal numbers. The
accessible software simulator of the Infinity Computer is adopted in many
industrial and research domains for addressing important real-world issues,
where precision plays a crucial aspect. However, the Infinity Computer sim-
ulator is not suitable for handling problems in control theory and dynamics,
where visual programming environments like Simulink are commonly used.
In this context, the chapter presents the Simulink-based Solution for the Infin-
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ity Computer, a novel solution that allows one to exploit the InfinityComputer
arithmetic within the Simulink environment.

1 Introduction

To represent and deal with numbers, traditional computers adopt the IEEE
754-1985 binary floating-point standard (see [1]). Despite computers can deal
with finite numbers, numerical computations involving infinite and infinitesi-
mal quantities are impossible due to the presence of indeterminate forms and
the inability of putting an infinite representation of a number into the finite
computer memory (see [50]).

The InfinityComputer is a new type of supercomputer that can operatewith
finite, infinite, and infinitesimal numbers numerically. The already available
software simulator of the Infinity Computer was implemented in the C++
language and is used to tackle complex real-world problems in a variety
of industrial and research domains, including mathematics and physics (see
[50] and references given therein). However, due to implementation issues
related to extending and integrating the C++ source code of arithmetic and
elementary operations in well-established environments like Simulink, the
software simulator is not sophisticated enough to handle problems in control
theory and dynamical systems.

To address these challenges, the chapter presents an innovative solution
that integrates the Infinity Computer arithmetic within the Simulink environ-
ment, a well-known graphical programming environment for exploring and
analyzing dynamic systems produced by MathWorks (see [21]). Simulink
adopts a graphical block diagramming notation that is tightly integrated with
Matlab. Simulink is widely used in the modeling and simulation domain,
including distributed simulation, Co-Simulation of Cyber-Physical Systems
(CPS) and Model-Based design (see [5, 14, 29, 38, 39]).

The chapter is organized as follows. Section2 briefly presents the Infinity
Computer and Matlab Simulink environment. The Simulink-based solution
for operating with the Infinity Computing concepts within the Simulink envi-
ronment is presented in Sect. 3. A set of numerical experiments is described
in Sect. 4 to show the practicability and validity of the proposed solution.
Finally, conclusions and future works are outlined in Sect. 5.
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2 Background

The chapter employs notions and concepts from the Infinity Computing and
its representation of numbers, as well as related algebraic operations, and the
MATLAB Simulink environment, as described in the following subsections.

2.1 The Infinity Computing and Representation of Numbers

In the Infinity Computing (see [50]), numbers are represented using the posi-
tional numeral system with the infinite radix ① introduced as the number of
elements of the set of natural numbers:

C = d0①
p0 + d1①

p1 + · · · + dn①pn , (1)

where quantities di , i = 0, ..., n, are finite (positive or negative) floating-
point numbers called grossdigi ts, and pi , i = 0, ..., n, are called
grosspowers and can be finite, infinite and infinitesimal (positive or nega-
tive), n is the number of grosspowers used in computations (can be fixed or
variable for all computations).1 Due to Simulink constraints (e.g., difficulties
in working with variable-sized matrices in algebraic loops) and for simplic-
ity, this chapter only considers finite floating-point grosspowers. It should be
highlighted that this methodology is not related to non-standard analysis (see
[51] for details).

In the Infinity Computer, a finite floating-point number A can be easily
expressedusing just onegrosspower p0 = 0 : A = A①0. Furthermore, differ-
ent infinite and infinitesimal numbers can be expressed: e.g., the numbers ①,
①2, −1.5①2.5, −1.2①3.2

− 1.2①0 + 2.3①−1.2 are infinite, because they contain at least one finite pos-
itive grosspower; whereas, the numbers ①−1 = 1

①
, 2.5①−1.5, 1.3①−2.2 −

1.7①−3.1 are infinitesimal, because they contain onlyfinite negativegrosspow-
ers. Let us refer to the numbers given in the form (1) as grossnumbers here-
inafter.

The Infinity Computer has previously been utilized effectively to solve
real-world engineering issues and practical mathematics, such as handling
ill-conditioning (see [34, 53]), optimization (see [10, 11, 15–17, 34, 53,
58]), Turing machines and infinite series (see [52, 57]), game theory and

1 It should be noted that in the literature dedicated to the Infinity Computer, a different
notation with p0 = 0 is generally used, but here we adopted this matrix notation, since
it better represents the details of our implementation.
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probability (see [9, 12, 30, 41, 43]), fractals and cellular automata (see [7,
8, 13, 47, 49]), numerical differentiation and ordinary differential equations
(see [2, 26, 35, 46, 48, 55]), binary spherical classifiers (see [3]), Spencer
Brown’s Calculus of Indications (see [31]), etc.

2.2 The MATLAB/Simulink Environment

Simulink is a simulation environment for MATLAB developed by Math-
Works (see [37]). It enables engineers to model, simulate and analyze
dynamic systems using the block diagram language before deploying on
hardware. Furthermore, Simulink provides graphical tools for displaying the
progress of a simulation, which considerably improves understanding of the
system’s behavior.

Simulink has the potential to significantly increase productivity (see [21,
37]). In the past, the traditional approach for developing a systemwas to begin
with its components and describe their logic using blocks. The so-obtained
blocks were then translated into the corresponding source code using a target
programming language (for example, C/C++). Because the system had to be
described twice, once in block notation and then in a programming language,
this method required duplication of effort.

This approach exposes the translation process, from blocks to source code,
to accuracy risks making the debugging stage difficult due to errors that could
happen in the design (block diagram level), in the programming (program-
ming level), and/or in the translation process. This approach is no longer
required with Simulink because blocks are the “program”.

Simulink is widely used in research and industry to investigate and assess
design alternatives for complex systems so as to determine the optimal con-
figuration that meets the requirements. The multi-domain nature of Simulink
may be used by research teams to collaboratively simulate the behavior of the
system’s components, each of which developed by a team, also to evaluate
how components influence the behaviour of the entire system [18, 22–24].

Simulink allows one to: (i) minimize the cost of prototypes by testing the
system under risky and/or time-consuming conditions; (ii) verify and validate
the system design with hardware-in-the-loop testing and rapid prototyping;
and, (iii) maintain requirement traceability from design down to source code.
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3 The Simulink-Based Solution for the Infinity
Computer (SSIC)

This section presents the Simulink-based Solution for the Infinity Computer
(SSIC), a Simulink-based solution for operating with the Infinity Computing
[25, 26]. It allows one to rapidly develop simulation models by exploiting
the Infinity Computing arithmetic within the Simulink environment [37].
Furthermore, as demonstrated in several publications (see [45, 50] and ref-
erences given therein), the Infinity Computer executes computations numer-
ically using the IEEE 754 floating-point numbers, rather than symbolically.

In particular, it has been demonstrated in the papers [36, 40] that the Infin-
ity Computer is significantly faster than symbolic computations, allowing
one to achieve exact2 solutions for various real-life problems as symbolic
computations do. It should be emphasized that this methodology has nothing
to do with non-standard analysis (see [51]).

The following subsections are devoted to describe in detail the proposed
solution. Specifically, Sect. 3.1 describes how grossnumbers are represented
in SSIC; whereas, Sect. 3.2 presents the architecture of SSIC along with the
provided four functional modules, i.e., Arithmetic Blocks Module (ABM),
Elementary Blocks Module (EBM), Utility Blocks Module (UBM), and Dif-
ferentiation Blocks Module (DBM). For each module, the offered blocks are
described together with examples showing their applicability.

3.1 Representation of Grossnumbers in SSIC

A grossnumber x is represented in SSIC through a standard Simulink Con-
stant block as a variable sized vector (1-Darray) ormatrix (2-Darray) depend-
ing on the dimensionality of the “Constant value” parameter (see [37]). The
output has the same dimensions and elements as the “Constant value” param-
eter. If “Constant value” is a vector and the “Interpret vector parameters as
1-D” setting is enabled, Simulink considers the output as a 1-D array; oth-
erwise, the output is handled as a 2-D array. Regardless of the output size,
the first column indicates the grossdigits, while the second one specifies the
grosspowers of a number expressed in the form (1): the number (1) is repre-
sented by the following 2-D array:

2 Since the computations on the Infinity Computer are numerical and all the numbers
and operations belong to the IEEE 754 floating-point standard [1], then the word “exact”
means “up to machine precision”.
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C =

⎡
⎢⎢⎣
d0 p0
d1 p1
· · ·
dn pn

⎤
⎥⎥⎦ . (2)

For instance, the number 6 is represented in SSIC through the 1-D array[
6 0

]
, whereas the number 6①0 + 1①−1 is represented by the 2-D array[

6 0
1 −1

]
.

3.2 Architecture

SSIC brings the power of the Infinity Computer into the Simulink Graphical
Programming Environment (GPE). The solution has been defined to facilitate
the modeling and simulation of dynamic systems by allowing engineers to
focus on the specific aspects of their system’s components rather than the
low-level functionalities provided by the Infinity Computer Arithmetic C++
library (ICA-lib).

The proposed solution is general-purpose and domain-independent and
was created according to the Modular Programming Paradigm (see [4]),
which emphasizes separating the functionalities of a software into inde-
pendent modules, each of which has a group of closely related blocks and
resources to perform a given function (e.g., sqrt, cos, and sin) (see [5]). The
modular architecture of SSIC enables one to exploit the large set of Infinity
Computer blocks in conjunction with the Simulink standard ones. Because
modules have independent concerns, the proposed solution is easy to main-
tain and upgrade; this means that, it is possible to obtain a module and make
the necessary changes without causing issues to the other modules.

Specialists can easily model, simulate, and evaluate hybrid systems using
SSIC to face important real-world problems, where precision and accuracy
in the calculations are critical aspects (e.g., Modern Complex Engineered
Systems (CES), Automation, and Aerospace (see [6, 20, 28, 32, 33])).

SSIC has been developed by using the standard Simulink Blocks and S-
Functions, which allows engineers to jointly exploit the benefits of the Infin-
ity Computer with the already available Simulink functionalities. Figure1
presents an overview of the proposed solution and its integration with the
Matlab/Simulink environments. SSIC is placed between the Simulink Graph-
ical Programming Environment andMatlab Environment layers.

TheSimulinkGraphicalProgrammingEnvironment represents theSimulink
environment used for modeling, simulating, and analyzing dynamic systems
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Fig. 1 The Simulink-based Solution for the Infinity Computer (SSIC) [27]

through the graphical block diagramming tool according to theModel-Based
Design (MBD) paradigm (see [19]). MBD is an effective method for dealing
with issues concerning the design and execution of complex systems, signal
processing equipment, and communication components. MBD offers a com-
mon framework that can be used to create models with advanced functional-
ities by combining continuous-time and discrete-time blocks. The obtained
models can be simulated in Simulink under different operational conditions
leading to rapid prototyping, testing, and verification of the system’s require-
ments and performances.

The Simulink Environment layer includes all the standard Simulink blocks
as well as those offered by SSIC. Specifically, SSIC provides a collection of
functional blocks tomanage computations on infinite, finite, and infinitesimal
quantities represented in the form (2). Each functional block accepts as input
infinite, finite, and infinitesimal numbers that are forwarded to the appropriate
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S-Function to perform the computation by interactingwith ICA-lib. The SSIC
functional block modules are depicted in Fig. 2.

The Matlab Environment represents the infrastructure where the Infinity
Computer arithmetic C++ library (ICA-lib) has been integrated to perform
infinite, finite, and infinitesimal computations. The ICA-lib was integrated
into Simulink through aMatlab executable file (MEX) that serves as an inter-
face between the involved parts. When the MEX file is compiled, Simulink
dynamically loads it and allows to invoke the Infinity Computer arithmetic
functions as if they were natively built-in.

Finally, the ICA-lib provides a collection of services, each of which offers
C++ classes and interfaces that implement specific functionalities to handle
infinite, finite, and infinitesimal quantities, as well as associated computa-
tions.

Fig. 2 The Simulink-based Infinity Computer solution (SSIC) and its functional block
modules



Adopting the Infinity Computing in Simulink for Scientific Computing 321

3.3 Arithmetic Blocks Module

The Arithmetic Blocks Module (ABM) is described in this section. It includes
different blocks specifically defined to perform arithmetic operations on infi-
nite, finite, and infinitesimal numbers, such as Sum, Subtraction,Multiplica-
tion and Division. All the ABM blocks accept as input two arguments x, y,
which are specified as follow:

x =

⎡
⎢⎢⎣
x0 p0
x1 p1
· · ·
xN pN

⎤
⎥⎥⎦ , y =

⎡
⎢⎢⎣
y0 q0
y1 q1
· · ·
yN qN

⎤
⎥⎥⎦ , (3)

where N is the maximum precision used to perform arithmetic operations.
This number determines the number of rows in the matrix representation (2)
of each grossnumber (1). It is a configuration parameter defined within each
block, and its value is set to 20 by default.

The precision of the Infinity Computer is specified through the parameter
n, n
≤ N , which can be configured in the “n_configuration.m” file.

The x, y arguments represent the grossnumbers

x = x0①
p0 + x1①

p1 + · · · + xN①pN ,

y = y0①
q0 + y1①

q1 + · · · + yN①qN .
(4)

The result of the applied operation is a matrix z ∈ R
N×2:

z = z0①
γ0 + z1①

γ1 + · · · + zN①γN , (5)

where z has dimension and number of elements according to the Infinity
Computer algebra (see [45]), where the first n rows are significant, whereas
the remaining N − n ones are null.

For each ABM block, the specific function and an example showing its
application are presented, hereinafter.

Sum. This block adds the values of its inputs. The Simulinkmodel depicted
in Fig. 3a adds the grossnumbers A = 4①0 + 2①−1 and B = 1①1 + 3①0 +
4①−1. After running the simulation, the result C = 1①1 + 7①0 + 6①−1 is
displayed using the standard Display block.

The grossnumbers A, B, and C are defined as:
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(a) (b)

(c) (d)

Fig. 3 Simulink models that perform addition (a), subtraction (b), multiplication (c),
and division (d) of the grossnumbers A = 4①0 + 2①−1 and B = 1①1 + 3①0 + 4①−1

A =
K∑
i=1

aki ①
ki , B =

M∑
j=1

bm j ①
m j ,C =

L∑
i=1

cli ①
li . (6)

According to the Infinity Computer arithmetic (see [50]), the result C is
determined by including both the items of A, aki ①

ki : ki �= m j with 1 ≤ j ≤
M and the ones of B, bm j ①

m j : m j �= ki with 1 ≤ i ≤ K , and the terms with

the same grosspower (ali + bli )①
li .

Subtraction. This block subtracts the grossnumbers provided in input. This
operation is a direct result of the Sum block explained above. Figure3b depicts
a Simulinkmodel that executes the subtraction of A = 4①0 + 2①−1 and B =
1①1 + 3①0 + 4①−1. By using the Display block, the result C = −1①1 +
1①0 − 2①−1 is displayed.

Multiplication. This block multiplies the values of its inputs. Figure3c
depicts a Simulink model that performs the multiplication operation between
the grossnumbers A = 4①0 + 2①−1 and B = 1①1 + 3①0 + 4①−1. TheDis-
play block displays the outcome of the multiplication C = 4①1 + 14①0 +
22①−1 + 8①−2, which is defined as follow:

C =
M∑
j=1

C j , 1 ≤ j ≤ M, (7)

where C j = bm j ①
m j · A = ∑K

i=1 aki bm j ①
ki+m j .

Division. This block divides the values of its inputs. The Simulink model
depicted in Fig. 3d carry out the division operation between the gross-
numbers A = 4①0 + 2①−1 and B = 1①1 + 3①0 + 4①−1. The grossnumber
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C = 4①−1 − 10①−2 + 14①−3 − 2①−4... that is the result of the operation
is shown by a Display block.

The division operation C = A/B yields to a result C and a reminer R,
with the first grossdigits ckK = alL/bmM and the maximum exponent kK =
lL − mM .

The first partial reminder R∗ is calculated as: R∗ = A − ckK ①kK · B. The
calculation ends when either R∗ = 0 or the default accuracy is reached; oth-
erwise, the number A is replaced with R∗ and the computation process starts
again (see [50]).

3.4 Elementary Blocks Module

The Elementary Blocks Module (EBM) provides common elementary func-
tions, such as sine, cosine, exponential, and logarithm.

The truncated Taylor series has been used to implement each elementary
function f (x):

f (x) = f (x0) +
N∑
i=1

di f (x0)

dxi
(x − x0)i

i ! , (8)

where x0 denotes a finite floating-point number. For each elementary func-
tion f (x), where f (x) ∈ {sin(x), cos(x), exp(x), log(x), x p (p is finite),√
x}, its Taylor expansion (8) is known as well as the analytical formulae for

the respective derivatives di f (x0)
dxi

that is simple to implement. For each f (x),
except x p and log(x), the value x0 is selected as the finite part of the input x
even if this finite part is equal to 0. Since the functions x p and log(x) are not
differentiable at the point x0 = 0, the value x0 was chosen as the finite part
of x , if it is different from 0, and 0.1 otherwise (the number 0.1 was chosen
to be neither too small nor too large and to keep the computations also in the
case, when x0 = 0). Since the number x and the numbers (x − x0) are gross-
numbers, then the computations in this Taylor expansion are performed using
the arithmetic operations implemented in the Infinity Computer library. The
value N is the same as in (1), since the resulting value f (x) at a grossnumber
x is also a grossnumber of the form (1).

All theEBMblocks accept one argument x as input (except the block Pow,
which implements the function x p and takes the second input p specified as
a standard floating-point number), which is defined as follows:
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x =

⎡
⎢⎢⎣
x0 p0
x1 p1
· · ·
xN pN

⎤
⎥⎥⎦ , (9)

where N is the configuration parameter that has the same meaning as pre-
viously. The real precision of the Infinity Computer is also defined by the
parameter n (i.e., the rows in (9) starting from the (n + 1)-th contain only
zeros).

In this solution, the expansions (8) are only relevant if the input x is not
infinite; otherwise, the Taylor series diverges. If these elementary functions
should be evaluated also in the infinite points x , then other implementations
should be exploited (e.g., Newton’s method).

Sin. The trigonometric sine of an argument x given as a grossnumber
is computed by this block. The standard C + + library math.h is used to
calculate the values ± sin(x0) and ± cos(x0), which are the corresponding
derivatives used in the Taylor formula (8). Figure4a depicts a Simulinkmodel
that calculates sin(4①0 + 2①−1). The result −0.7568①0 − 1.307①−1 +
1.514①−2... is shown through a Display block.

Cos. The trigonometric cosine of an argument x given as a grossnumber
is computed by this block. The values± sin(x0) and± cos(x0) that represent
the derivatives used in the Taylor formula (8) are calculated using the library
math.h. The computation cos(4①0 + 2①−1) is performed by the Simulink
model depicted in Fig. 4b, where the result of the computation−0.6536①0 +
1.514①−1 + 1.307①−2... is shown by a Display block.

Exp. This block calculates the base-e exponential function of a grossnum-
ber x , which is e raised to the power x : ex . The value exp(x0), which rep-
resents the respective derivative used in the Taylor formula (8), is calculated
using the library math.h. A Simulink model that performs the computation

e(4①0+2①−1
) is shown in Fig. 4c, where the result 54.6①0 + 109.2①−1 +

109.2①−2... is shown by a Display block.
Log. The natural logarithm of a grossnumber x is calculated by this block.

The values log(x0) and x
p
0 , where p is finite, used for the computation of the

respective derivatives in theTaylor formula (8) are calculated using the library
math.h. Figure4d shows a Simulink model that executes the computation
log(4①0 + 2①−1). ADisplay block displays the result 1.386①0 + 0.5①−1 −
0.125①−2 + 0.0416①−3... of the computation.

Pow. This block uses the function x p that returns the base x raised to the
power p. The values xq0 , where q are finite, are computed using the library
math.h for the computation of the respective derivatives in theTaylor formula
(8). The value p is specified as a standard floating-point number. Figure4e
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(a) (b)

(c) (d)

(e) (f)

Fig. 4 Simulink models that perform the trigonometric function sin x (a), the trigono-
metric function cos x (b), the base-e exponential function ex (c), the natural logarithm
log x (d), the base x to the exponent power p, x p , where p = −3.5 (e), and the square
root

√
x (f) of the grossnumber x = 4①0 + 2①−1

Fig. 5 Implementation of the Pythagorean trigonometric identity sin2 x + cos2 x = 1
using the presented blocks. The identity is satisfied even on matrix-type input of the form
(2)

depicts a Simulink model that performs the computation (4①0 + 2①−1)−3.5.
A Display block shows the result 0.0078①0 − 0.0136①−1 + 0.0153①−2 −
0.0141①−3 of the computation.

Sqrt. This block has been added for convenience in calculations. It
exploits the block Pow to return the square root of a grossnumber x :√
x = x1/2. Figure4f shows a Simulink model that performs the compu-

tation
√

(4①0 + 2①−1). A Display block shows the result 2①0 + 0.5①−1 −
0.0625①−2... of the computation.
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An example of using of the above mentioned blocks is presented in Fig. 5.
Here, an illustrative example with the Pythagorean trigonometric identity
sin2 x + cos2 x = 1 is provided. One can see that the implementation of the
sine and cosine functions is correct and maintains the main identity prop-
erty even on matrix-type input of the form (2). The result of the operations
sin2 x + cos2 x is also given in the form (2) and consists of the finite part
only: [1 0] (additional zero rows are added just to maintain the fixed size of
the inputs/outputs and can be removed, if the output is variable-size).

3.5 Utility Blocks Module

The Utility Blocks Module (UBM) offers common utility function blocks
necessary for enabling the realization of models according to the Infinity
Computer solution and making them compatible with the Simulink envi-
ronment. The provided blocks are: Continuous2Discrete, fillGrossnumber,
toGross, and getFinitePart.

Continuous2Discrete. This block allows one to set the Sample Time to
Discrete for all variable size blocks and Signals. It enables the sampling of
time as a discrete numerical value. The generated value is used to update the
blocks’ internal states throughout the simulation execution.

fillGrossnumber. This block adds zero rows to the matrix representation
of its input in order to fix the size of all variables (by default, the size of all
variables expressed as grossnumbers is 20 by 2, i.e. the number N from (2)
is set to 20). More in detail, given a matrix M ∈ R

n×m withm = 2 and i < n
significant rows, the function adds an k-by-m rows of zeros, where k = n − i
to fill M .

This block is required, for example, to handle Simulink models containing
algebraic loops where variable size variables are not allowed.

toGross. This block converts a finite floating-point number x into itsmatrix
representation

[
x 0

]
from (2). The resulting matrix is compatible with SSIC

and therefore can be used as input for the other provided blocks.
getFinitePart. This block returns the finite part of a grossnumber x as

a standard floating-point number. For instance, given x =
⎡
⎣

3 1
6 0
4.1 −5

⎤
⎦, this

block returns the value 6, while for y =
[
3 2
3.1 −1

]
the result is 0.
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(a) (b)

(c)
(d)

(e)

Fig. 6 Simulinkmodels that perform the infinitesimal pertubation of x (a), the extraction
of the derivatives from the value of the function f (x0 + ①−1) (b), the extraction of a
specific N−th derivative from the value f (x0 + ①−1) (c), the computation of the Lie
derivatives for ODE (d), and the Taylor series at the point t around the point t0 using the
value y0 = f (t0) and the first N derivatives specified in the vector derivs (e) [27]

3.6 Differentiation Blocks Module

The Differentiation Blocks Module (DBM) offers a collection of blocks and
subsystems for handling higher order differentiation of a function imple-
mented through Simulink standard blocks. Specifically, DBM provides five
blocks that are: (i) Infinitesimal Pertubation, (ii) Extract All Derivatives, (iii)
ExtractOneDerivative, (iv)LieDerivatives Subsystem, and (v)Taylor Series.

Infinitesimal Pertubation. This block adds the infinitesimal pertubation
①−1 to its input x : y = x + ①−1 whether x is specified; otherwise the block
produces as output y = ①−1. The structure of this block is depicted in Fig. 6a,
where the input and output are both supplied as grossnumbers in matrix form.
The input x0 is not mandatory; this means that, if it is not provided the output
returns the grossnumber ①−1 in matrix form.
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Extract All Derivatives. This block extracts derivatives from the value of
the function f (x0 + ①−1) (see, Fig. 6b). It takes as input two arguments:
f _cur and N . The first one is a grossnumber defined according to Eq.2;
whereas N represents the number of derivatives to calculate. The output is
the vector of the first N derivatives

[ f (x0), f ′(x0), f ′′(x0), f (3)(x0), ..., f N (x0)],
where each element of the vector is an IEEE 754 binary64 floating-point
number (see [1]).

The computation of the first N derivatives of f (x), at the point x0, is
performed by this block as follows. First, the value of the function f (x) at
the point x = x0 + ①−1 is calculated:

f (x0 + ①−1) = f (x0) + f ′(x0) · ①−1 + · · · + f (N )(x0)

N ! · ①−N + O(①−N−1),

(10)
where the coefficient of ①−i provides the exact i−th derivative of f (x)
divided by i ! (O(∼) represents the standard Big O notation).

f (i)(x0) = Get Fini tePart ( f (x0 + ①−1) · ①i · i !), (11)

All the operations are performed using the ABM module and the utility
block Get Fini tePart . Since all derivatives of order i, i = 1, 2, ..., N , are
extracted, the computational procedure has been designed in order to avoid
the computation of the factorials i ! at each stage as presented in Algorithm
13.1 (see [27, 46] for details).

Figure7 shows a Simulink model that computes the first N derivatives
of a univariate function f (x) at a finite point x0 using the blocks Infinites-
imal Perturbation and Extract All Derivatives presented above. The model
receives the input x0 as an IEEE 754 binary64 floating-point number, which
is converted by the toGross block to the corresponding grossnumber. After
that, the infinitesimal quantity ①−1 is added to the value of x0 using the
block “Infinitesimal Perturbation”, yielding the value y = x0 + ①−1. The
result y of this addition operation is given as input to the objective function
f (x), which is designed using the SSIC blocks. Then, the result f (y) with
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Fig. 7 The Simulink model for computation of the first N derivatives of a univariate
function f (x) at the finite point x0. The input x0 is given as a finite IEEE 754 binary64
floating-point number, the output of the objective_ f unction block is represented in the
matrix form as in [25, 26], the output Derivatives is given as a finite floating-point
vector [ f (x0), f ′(x0), f ′′(x0), f (3)(x0), ..., f N (x0)] [27]

the number of the desired derivatives N is moved to the block “Extract All
Derivatives”, where the values of the N derivatives are calculated according
to (11).

Extract OneDerivative. This block is similar to theExtract All Derivatives
one, except that the Extract One Derivative block extracts just one derivative
of order N , which is specified through the input argument N , from the result
of the function f (x0 + ①−1). The structure of this block is shown in Fig. 6c.
The block’s inputs are the same as for the Extract All Derivatives, while the
output is a finite IEEE 754 binary64 floating-point number.

Lie Derivatives Subsystem. This subsystem calculates Lie derivatives in
the field of numerical solution to ODEs, where the first derivative of the
unknown function y(t) is given by the function f (t, y(t)). More in detail,
this block allows one to calculate the first N total derivatives of the function
f (t, y(t)), which are the first N + 1 derivatives of y(t) at the point t0. The
structure of the block is depicted in Fig. 6d along with its inputs, which are
supplied as standard finite IEEE 754 binary64 floating-point numbers. The
output of this block is a vector containing the first N Lie derivatives of f (t, y)
at (t0, y0)

[D0 f (t0, y0), D1 f (t0, y0), ..., DN f (t0, y0)],
where each element of the vector is an IEEE 754 binary64 floating-point
number [1].

Because the computing method for the Lie derivatives is more complex
to implement w.r.t. the other differentiation techniques, this subsystem was
built differently w.r.t. the previous blocks. Specifically, the user who wishes
to apply this subsystem should specify not only the required inputs, but also
the function f (t, y) in the appropriate computational block. The detailed
description of this block is given in Fig. 8, where the Simulink models for
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Fig. 8 The Simulinkmodels based on SSIC for computation of the first N Lie derivatives
of a function f (t0, y0). Before the main computational system (shown at the top of the
figure), the initial values should be generated andwritten to the global variable y_current
(see the subsystem on the left and bottom). The subsystem Euler Step performs the Euler
steps (12) and is described at the bottom and right of the figure [27]

computation of the first N Lie derivatives of the function f (t, y) (given by
the block f (t, y))3 at the initial value (t0, y0) are presented.

First, the initial conditions t0 and y0 being the first two inputs of this
computational system are transformed to the grossnumbers and stored in the
Data Store Memory “y_current” (see the bottom and left of Fig. 8). The
value f (t0 + k · ①−1, yk) is then computed in the block f (t, y) within the
loop f or k = 1 : N block. Following that, the values yk are computed at the
subsystem Euler Step (described at the bottom and right of the figure):

yk = yk−1 + ①−1 f (yk−1), k = 1, ..., N . (12)

At the same time, f (t0 + k · ①−1, yk) are transferred to the Compute Dif-
ferences block, where these values are stored and the associated forward
differences and Lie derivatives Dk f (y0) are calculated (see [27, 35, 36]):

3 The function f is considered as non-autonomous to avoid unnecessary computations
of the higher order derivatives w.r.t. t .
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Dk f (y0) = y(k+1)(t0) = ①k · Fk
①−1( f (t0, y0), ..., f (tk , yk)) + O(①−1), k = 1, ..., N ,

(13)

Fk

①−1( f (t0, y0), ..., f (tk, yk)) =
k∑

i=0

(−1)i
(
k

i

)
f (tk−i , yk−i ). (14)

When the f or loop finishes its work, the Compute Differences block returns
the values of the Lie derivatives. Matlab functions join_values
(explore_values) are needed only to join separate variables t and y to
one vector [t, y] (and to explore the vector [t, y] to two separate values t
and y, respectively). The submodule Compute Differences contains Matlab
functions, which calculate the respective backward difference and return the
values of the derivatives. When the f or loop ends, the Compute Differ-
ences block returns the values of the Lie derivatives. The Matlab functions
join_values(explore_values) are required to join the single variables t and
y into a single vector [t, y] (and to explore the vector [t, y] to two independent
values t and y, respectively). The submodule Compute Differences provides
Matlab functions to compute the respective backward difference and return
the values of the derivatives.

Taylor Series. This block computes the Taylor series of a function f (t) at
the point t around the point t0 using the function’s value y0 = f (t0) and the
first N derivatives of the function f (t) (calculated, e.g., using the previously
defined differentiation blocks). The structure of this block is depicted in
Fig. 6e. This block has five inputs and one output that are:

• N . Number of the used derivatives;
• t . The point at which the Taylor series should be calculated;
• t0. The initial point around which the Taylor series is calculated;
• y0. The value of the function to be approximated at the point t0;
• derivs. The vector of the first N derivatives;
• y. The output of the block as a finite IEEE 754 binary64 floating-point
number.

4 Assessment and Evaluation

Three series of numerical experiments have been carried out to study and
evaluate the proposed solution. All the experiments have been performed on
a computer with the Windows 10 operating system, an i7-8550U processor,
8 GB of RAM, and the Matlab version 2016b. All the arithmetical operations
have been calculated according to the IEEE 754-1985 binary floating-point
standard using double precision.
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Fig. 9 The Simulink submodules of the functions f1(x) from (16) defined by using SSIC
[27]

4.1 Differentiation of a Univariate Function

In the first series of the experiments introduced in [27], the first derivative
has been calculated through SSIC using (11) and numerically using the cen-
tral difference with finite steps h implemented manually (let us recall that
in Simulink, only the backward difference w.r.t. the time variable t is imple-
mented internally):

f ′(x) ≈ Fh
c (x) = f (x + h) − f (x − h)

2h
, (15)

The first three test functions fi (x), i = 1, 2, 3 delineated in [54] and the
function f4(x) = f3(x)

1+ f2(x)
have been considered:

f1(x) = 1
6 x

6 − 52
25 x

5 + 39
80 x

4 + 71
10 x

3 − 79
20 x

2 − x + 0.1,

f2(x) = sin(x) + sin(10x3 ),

f3(x) = − ∑5
i=1 i sin[(i + 1)x + i],

f4(x) = f3(x)
1+ f2(x)

.

(16)

The Simulink implementations of these functions implemented by using
SSIC are shown in Figs. 9 and 10 (for the functions f1(x) and f2(x), respec-
tively) and Fig. 11 (for the function f3(x)). Concerning the function f4(x), its
Simulink implementation is omitted, since it follows from the implementa-
tions of the functions f2(x) and f3(x) and includes only two basic operations
between them.
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Fig. 10 The Simulink submodules of the function f2(x) from (16) defined by using
SSIC [27]

Fig. 11 The Simulink subsystem of the function f3(x) from (16) defined through SSIC
[27]

For each test function, the following values of the steps h have been
used: 10−1, 10−2,...,10−15. Then, the first derivative of each test function
has been computed by both the Infinity Computer and numerically using
(15) at each point xi = i · 10−3, i = 0, ..., 103. Following that, the Normal-
ized Root Mean Square Errors (NRMSE) have been determined for each test
problem as reported below:

N RMSE =
√

1
Ntrials

∑Ntrials
i=1 (yapproxi − yexacti )2

max
i=1,...,Ntrials

yexacti − min
i=1,...,Ntrials

yexacti
, (17)

where yapproxi is the approximation of the first derivative at the point xi
obtained by SSIC (let us call them y′

IC(xi ), hereinafter) and by the central
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Table 1 NRMSE’s obtained by SSIC (11) and by the Central Difference (15) for each
test function fi (x), i = 1, 2, 3, 4

Differentiation using SSIC

f ′
1(x) f ′

2(x) f ′
3(x) f ′

4(x)

2.1e-16 5.8e-17 1.6e-16 1.6e-16

Differentiation using (15) with the stepsize h

h f ′
1(x) f ′

2(x) f ′
3(x) f ′

4(x)

10−5 7.7e-11 6.4e-11 2.4e-10 3.4e-10

10−6 2.5e-11 1.3e-11 3.6e-11 3.1e-11

10−7 3.1e-10 1.3e-10 3.5e-10 3.1e-10

differences from (15) (let us call them y′
NUM(xi ), hereinafter). The obtained

NRMSE values4 are reported in Table1.
As reported in Table1, SSIC allows one to calculate the first derivative

of the presented functions on the interval [0, 1] exactly (i.e., up to machine
precision), while the central difference did not allow to obtain errors smaller
than 2.5 · 10−11, 1.3 · 10−11, 3.6 · 10−11, and 3.1 · 10−11 for the functions
f1(x), f2(x), f3(x), and f4(x), respectively. Furthermore, one can see also
that errors started to grow for the values h < 10−6 due to numerical (mainly
cancellation) issues. However, for these test functions, the errors produced
by the central differences are always smaller than 10−1, which might be
acceptable for some applications. Figure12 shows the graphs of the NRMSE
values obtained by the central differences w.r.t. the stepsize h for a better
visualization of the obtained results.

4.2 Higher Order Differentiation of a Univariate Function

In the second series of experiments introduced in [27], the higher order deriva-
tives calculatedwith SSIC (11) are comparedwith those obtained numerically
using the consecutive application of the internal Simulink block Derivative.
The first five Pintér’s functions f pinteri (x) from [42] commonly used to evalu-
ate global optimization algorithms have been used as test functions. Figure13
shows the Simulink subsystem to evaluate the Pintér’s functions.

4 Only the results with the smallest errors obtained with h = 10 − 5, 10 − 6, 10 − 7 for
the central difference are shown in Table1, while the remaining values are displayed in
Fig. 12.
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Fig. 12 Graphs of the NRMSE’s obtained by the Central Difference (15) for each test
function fi (x), i = 1, 2, 3, 4, w.r.t. the stepsize h [27]

Fig. 13 The Simulink subsystem based on SSIC of the Pintér’s functions f pinteri (x)
from [27, 42]

Table 2 Average NRMSE’s over the first 5 Pintér’s test functions obtained by computa-
tion of the first 5 derivatives on SSIC and by the consecutive application of the Simulink
blocks Derivative

�t = 10−1 �t = 10−2 �t = 10−3 �t = 10−4 �t = 10−5

SSIC Num SSIC Num SSIC Num SSIC Num SSIC Num

f
′

4.0e-17 2.5e-01 5.0e-17 2.6e-02 5.0e-17 2.6e-03 4.9e-17 2.6e-04 4.9e-17 2.6e-05

f
′′

6.6e-17 4.1e-01 6.5e-17 4.9e-02 6.3e-17 4.9e-03 6.3e-17 4.9e-04 6.4e-17 4.9e-05

f
′′′

4.9e-17 4.7e-01 5.1e-17 7.3e-02 4.9e-17 7.2e-03 4.9e-17 7.2e-04 4.9e-17 1.9e-03

f (4) 7.5e-17 4.9e-01 6.8e-17 8.8e-02 7.2e-17 8.9e-03 7.1e-17 4.3e-03 7.1e-17 2.8e+01

f (5) 6.8e-17 6.3e-01 6.8e-17 1.1e-01 6.3e-17 1.1e-02 6.3e-17 1.2e+01 6.3e-17 7.4e+05
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For each test function, the first five derivatives have been calculated by
using SSIC and the consecutive application of the Simulink Derivative
blocks at the points xi = t0 + i · �t, i = 0, 1, ..., Ntrials, where t0 = 0,
Ntrials = 1

�t , and �t is the Simulink’s sample time value (fixed sample
times have been used). The sample time �t have been set to the following
values: 10−1, 10−2,...,10−5, whereas the values of xi have been calculated
through the Simulink internal block clock.

For each s−th test function and for each j−th derivative f ( j)
s (xi ), i=1, ...,

Ntrials, s, j = 1, ..., 5, the values N RMSEs, j have been calculated accord-
ing to (17). Then, for each j−th derivative, the average NRMSE’s have been
calculatedover thefive test functions: N RMSEavg, j = 1

5

∑5
s=1 N RMSEs, j .

Table2 and Fig. 14 show the obtained results.
As reported inTable2, SSIC allows one to compute the higher order deriva-

tives of the Pintér’s functions up to machine precision, and the result is inde-
pendent of the sample time (for each derivative, the results obtained with
SSIC are different for various sample times �t , since the grids xi on which
the derivatives’ values are calculated are different and depend on the sample
time �t : xi = t0 + i × �t , but the error order is the same in all the cases).

In their turn, the errors produced by the Simulink Derivative block are
sensitive to the choice of the sample time �t . Since the Derivative block
employs the first order backward difference, it is known that the differen-
tiation error is of order 1, implying that the error should decrease approxi-
mately with the same rate that the sample time �t does. However, the error
decreases at the same rate for the 3−rd, 4−th, and 5−th derivatives until
the value �t = 10−4 for the 3−rd derivative and �t = 10−3 for the 4−th
and 5−th derivatives. If �t decreases after these values, the error does not
decreasewith the same rate or even starts to increase due to numerical (mostly
cancellation) issues.

For example, with �t less than or equal to 10−4, the computation of
the fifth derivative becomes not significant due to large errors, while the
computation of the fourth derivative becomes not significant with �t less
than or equal to 10−5. Furthermore, for the first five derivatives, numerical
differentiation using the block Derivative did not allow to obtain errors
less than 2.6 × 10−5, 4.9 × 10−5, 7.2 × 10−4, 4.3 × 10−3, and 1.1 × 10−2,
respectively.

Another crucial issue is the loss of information caused by the Derivative
blocks at the first k points when computing the k−th derivative. This is
explained by the backward difference formula, which cannot be used at the
first points, while SSIC is able to calculate derivatives at any finite point with-
out loss of information. The graphs of these average NRMSE’s are depicted
in Fig. 14.
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Fig. 14 Graphs of the average NRMSE’s over the first 5 Pintér’s test functions obtained
by computation of the first 5 derivatives by the consecutive application of the Simulink
blocks Derivative w.r.t. the sample time �t [27]

It is also evident that the error coming from the Derivative blocks can be
reduced using different Simulink tools as, e.g., variable-stepmethods instead
of fixed sample times. However, these tools do not overcome the numerical
issues discussed above; rather, they allow improving the accuracy but do not
ensure to obtain results up to machine precision.

4.3 Computation of the Lie Derivatives for ODEs

In the third series of the experiments introduced in [27], the first five test
problems from [55] have been considered. Each test problem is made up of
an ODE of the form: {

y′(t) = f (y(t)),

y(t0) = y0,
(18)

where y ∈ R
n , f : Rn → R

n , t ∈ R.
The solution y(t) of the corresponding ODE is a univariate function con-

tinuously differentiable infinitely many times at the finite points t . Problems
3 and 5 are autonomous, while the remaining ones are not (in this cases, let
us refer to the function f (y) from the right side of the Eq. (18) as the func-
tion f (t, y), since y(t) is always univariate in these problems). The Simulink
models are presented in Fig. 15.

Since the initial conditions delineated in [55] for each test problem are
too simple (specifically, all the conditions are y(0) = 1), then in this series
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(a) (b) (c)

(d) (e)

Fig. 15 The Simulink submodules of the ODE’s right-side functions fi (t, y), i =
1, ..., 5, from [55] defined through SSIC. Test functions f3(t, y) and f5(t, y) (shown
in c and e, respectively) are autonomous (i.e.,they do not depend on t), while the func-
tions f1(t, y), f2(t, y), and f4(t, y) (shown in a, b, and d, respectively) are not [27]

of the experiments, the initial conditions were generated at the point t0 = 1,
maintaining the same solution of each ODE as in [55].

Traditionally, there are numerous numerical methods accessible in Matlab
for computing higher order Lie derivatives of the right-side functions f (y)
from (18) (e.g., using Matlab’s Symbolic computations or other available
automated differentiation algorithms). For example, in the recent work [36],
Matlab’s symbolic toolbox and ADiGator (see [56]) have been investigated.
It has been shown that thesemethods are inefficient, since they require the use
of higher order tensors and, as a consequence, a large amount of processing
resources, particularly, in the case of high dimensions and complex functions.
Thus, because there is nomethod in Simulink for computing exact Lie deriva-
tives without using complicated formulas involving higher order tensors (see
[36] for details), then with the aim of showing the potential and the advan-
tages of SSIC in differentiation of the solution to the initial value problems,
we do not compare the presented computational method with another tech-
niques. Instead, let us compare the Taylor f or the In f ini t y Computer
(TIC) method proposed in [55], which is the simplest method that uses the
exact values of the derivatives, with the standard numerical methods avail-
able in Simulink that use fixed stepsizes: Runge-Kutta of order 4 (ODE4) and
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Table 3 Relative errors obtained by the internal Simulink numerical methods Runge-
Kutta (ODE4) and Dormand-Prince (ODE5 and ODE8) and by the TIC using 4, 5, 8, and
15 derivatives, respectively, at the points ti = 1.05, 1.1, 1.15, and 1.2 for the first 5 test
problems from [55]

N t EODE4 ET IC4 EODE5 ET IC5 EODE8 ET IC8 ET IC15

1 1.05 4.4e-16 2.5e-09 3.0e-16 2.1e-11 3.0e-16 1.5e-16 1.5e-16

1.10 5.8e-16 7.9e-08 5.8e-16 1.3e-09 5.8e-16 2.9e-15 2.9e-16

1.15 7.1e-16 5.8e-07 8.5e-16 1.5e-08 8.5e-16 9.8e-14 2.8e-16

1.20 1.2e-15 2.4e-06 5.5e-16 7.9e-08 5.5e-16 1.3e-12 1.4e-16

2 1.05 7.3e-16 3.9e-09 2.4e-16 3.2e-11 2.4e-16 1.2e-16 1.2e-16

1.10 2.0e-15 1.2e-07 4.5e-16 2.0e-09 4.5e-16 3.5e-15 3.4e-16

1.15 2.1e-15 8.5e-07 2.1e-16 2.1e-08 2.1e-16 1.4e-13 0.0e+00

1.20 3.0e-15 3.4e-06 4.0e-16 1.1e-07 4.0e-16 1.8e-12 4.0e-16

3 1.05 1.6e-16 2.5e-09 1.6e-16 2.1e-11 1.6e-16 1.6e-16 1.6e-16

1.10 1.0e-15 7.7e-08 5.9e-16 1.3e-09 5.9e-16 2.5e-15 0.0e+00

1.15 8.4e-16 5.6e-07 0.0e+00 1.4e-08 0.0e+00 9.3e-14 0.0e+00

1.20 1.6e-15 2.3e-06 4.0e-16 7.5e-08 4.0e-16 1.2e-12 2.7e-16

4 1.05 3.7e-15 2.5e-09 1.6e-16 2.1e-11 1.6e-16 1.6e-16 1.6e-16

1.10 7.5e-15 7.7e-08 5.9e-16 1.3e-09 5.9e-16 2.5e-15 0.0e+00

1.15 1.2e-14 5.6e-07 0.0e+00 1.4e-08 0.0e+00 9.3e-14 0.0e+00

1.20 1.6e-14 2.3e-06 4.0e-16 7.5e-08 4.0e-16 1.2e-12 2.7e-16

5 1.05 1.3e-14 7.6e-08 0.0e+00 1.3e-09 0.0e+00 2.2e-15 2.2e-16

1.10 2.6e-14 2.3e-06 3.9e-16 7.5e-08 3.9e-16 1.1e-12 3.9e-16

1.15 3.9e-14 1.6e-05 1.8e-16 7.8e-07 1.8e-16 4.0e-11 1.8e-16

1.20 5.2e-14 6.1e-05 1.6e-16 4.0e-06 1.6e-16 4.8e-10 3.2e-16

Dormand-Prince of orders 5 and 8 (ODE5 andODE8, respectively). All these
methods have been selected only for illustrative reasons: see, for example,
[2, 35, 55] for more complex algorithms employing exact higher order Lie
derivatives and a further detailed comparison between them.

First, the derivatives y(i)(t0), i = 1, ..., N , have been computed for each
test problem using (13). After that, the Taylor expansion has been recon-
structed:

yT IC,N (t) = y0 +
N∑
i=1

y(i)(t0)

i ! (t − t0)
i . (19)

Then, the sequence of points ti = t0 + h · i, i = 0, ..., Ntrials, has been
generated, where Ntrials = (t f − t0)/h, t f = 1.2, and h is the finite stepsize
that was set equal to 10−3. At each point ti , the values yT IC,N (ti ) have been
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calculated using N = 4, 5, 8, 15 (let us call the respectivemethods as TIC4,
TIC5, TIC8, and TIC15, hereinafter). On the grid ti , the methods ODE4,
ODE5, and ODE8 have been also applied with the same initial condition
(t0, y0). The values produced by these methods at each point ti are denoted
as yODE,N (ti ),where N = 4, 5, 8 for themethodsODE4,ODE5, andODE8,
respectively. Finally, relative errors Emethod(ti ) = |ymethod (ti )−yexact (ti )|

|yexact (ti ) | have
been calculated at the points ti = 1.05, 1.1, 1.15, 1.2 for each method ∈
{T IC4, T IC5, T IC8, T IC15, ODE4, ODE5, ODE8}. The results are
presented in Table3, where it is possible to observe that the error produced
by the TIC4, TIC5, and TIC8 methods increases as the values of ti . increase.
However, for small time intervals, i.e., at the point t = 1.05, the error pro-
duced by TIC8 is the best among all methods, except for the last problem,
where it was higher than the errors of ODE8 and TIC15. In general, the
numerical methods ODE4, ODE5, and ODE8 yield less errors than the TIC
methods of the same order (the errors of ODE4 are better than the errors of
TIC4, the errors of ODE5 are better than the ones of TIC5, etc.). It is evi-
dent that more sophisticated than TICmethods should be exploited, when the
search interval is large and/or just a few number of derivatives can be calcu-
lated. In this case, TIC methods are inappropriate, because other numerical
methods of the same order are more “stable” (see Table3).

It should be emphasized that the application of TICmethods is appropriate
when higher order derivatives of the solution y(t) can be calculated efficiently
at the starting point t0. In this case, one can use a high-order TIC method
(e.g., order 15), for which the complexity is always constant: only a fixed
number of derivatives should be calculated at the initial point. The so-obtained
derivatives can be used to compute the Taylor series at any desired point t
without re-evaluating them. Traditionally, it is difficult to built a numerical
method of a high order (e.g., of order 15); therefore lower order methods
are typically used with a smaller stepsize, requiring more computational
resources for their implementation. As reported in Table3, the method TIC15
gives the best error for all test problems, with the exception of the last one
at t = 1.2, where the error is slightly greater than the machine precision.
In this case, the TIC method generates a polynomial approximation that is
continuously differentiable up to 15-th order. It may also be computed at
any desired time t without having to re-evaluate the derivatives or system
functions.
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5 Conclusion

This chapter proposed the Simulink-based software solution to the Infinity
Computer (SSIC), which allows one to use the Infinity Computer arithmetic
within the Simulink environment for studying and analyzing dynamic sys-
tems. SSIC exploits the Infinity Computer software simulator, which was
developed in C + + according to the patents (see [44]) and integrated in
the Simulink environment through MEX-files for low-level functionalities.
The proposed solution is user-friendly, general purpose, and domain inde-
pendent, i.e., it can be used in any domain where high precision computations
are required.

SSIC provides four functional modules, i.e., Arithmetic Blocks Module
(ABM), Elementary Blocks Module (EBM), Utility Blocks Module (UBM),
and Differentiation Blocks Module (DBM). The blocks provided by each
module can be used in the same way as their internal Simulink equivalents;
thus, no additional tools or sophisticated techniques are required.

The solution has been evaluated through three series of numerical exper-
iments involving high order differentiation. It has been shown that the com-
plexity of implementing functions using the proposed solution and traditional
Simulink blocks is the same, whereas SSIC allows one to use the potentiality
of the Infinity Computer in Simulink without having to refer to the Infinity
Computer’s low-level procedures.

Future research efforts will be directed to: (i) improve and extend the
proposed solution to support awider set of concepts and operations offered by
the Infinity Computer; (ii) conduct experiments with the solution in different
research domains.
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Addressing Ill-Conditioning in Global
Optimization Using a Software
Implementation of the Infinity Computer

Marat S. Mukhametzhanov and Dmitri E. Kvasov

Abstract The present chapter studies the impact of scaling on global optimization
algorithms. In particular, the notion of strong homogeneity is under study. A method
is strongly homogeneous if it produces the same sequences of evaluation points
independently both of multiplication of the objective function by a scaling constant
and of adding a shifting constant. It is shown that even if a method possesses this
property theoretically, numerically very small and large scaling constants can lead to
ill-conditioning of the scaled problem. A new class of global optimization problems
where the objective function can have not only finite but also infinite or infinitesimal
Lipschitz constants is described. The strong homogeneity of several Lipschitz global
optimization algorithms is then addressed within the Infinity Computing framework.
It is finally shown that the usage of numerical infinities and infinitesimals can in
certain cases avoid ill-conditioning produced by scaling.

1 Introduction

Global optimization problems are considered in this chapter. One of the desirable
properties of numerical global optimization methods (see [5, 19, 62, 67, 74]) is their
strong homogeneity: this means that a method produces the same sequences of trial
points (i.e., points where the objective function f (x) is evaluated) independently of
both shifting f (x) vertically and its multiplication by a scaling constant. Therefore,
the optimization of a scaled function

g(x) = g(x;α,β) = α f (x) + β, α > 0, (1)
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instead of the original objective function f (x) can be useful. The concept of strong
homogeneity was introduced in [74] where it was shown that both the P-algorithm
(see [73]) and the one-step Bayesian algorithm (see [42]) are strongly homogeneous.
The case α = 1,β �= 0 was considered in [19, 67] where a number of homogeneous
methods enjoying this property were studied. Therefore, there exist global optimiza-
tion methods that are homogeneous or strongly homogeneous and algorithms (see,
for example, theDIRECTalgorithm from [35] and a huge number of itsmodifications
as surveyed in [34, 35]) that do not possess this useful property.

The above-mentioned methods were developed for solving practically important
Lipschitz global optimization problems (see, e.g., [3, 27, 39, 43, 45, 55, 59, 67–69,
71, 72]) and belong to the class of “Divide-the-Best” algorithms as from [48] (see
also [31, 59]). The so-called geometric and information algorithms from this class
are considered in this chapter (see [59, 66–68]). The first type of algorithms is based
on a geometrical interpretation of the Lipschitz condition and originates from [46]
where a piecewise linear minorant for the objective function was constructed using
the Lipschitz condition. The second approach is based on the information-statistical
algorithm proposed in [67] and uses a stochastic model to calculate probabilities of
locating global minimizers within subregions of the search domain (for other rich
ideas in stochastic global optimization see [71, 72, 74]). In both the cases, different
strategies to estimate global and local Lipschitz constants can be used (see, e.g., [46,
59, 63, 65–68]).

In this chapter, following the paper [62] (see also [37]) it will be shown that several
univariate methods using the local tuning on the objective function behaviour (as
surveyed, e.g., in [59, 63, 65]) enjoy the strong homogeneity property. Moreover,
it will be shown that this property is valid for the considered methods not only for
finite values of the constants α and β from (1) but for infinite and infinitesimal ones,
as well. A class of global optimization problems with the objective function having
infinite or infinitesimal Lipschitz constants is also described as in [62]. Numerical
computations with functions that can assume infinite and infinitesimal values are
executed using the Infinity Computing paradigm: its comprehensive description can
be found in [49, 53] (it should be stressed that it is not-related to non-standard
analysis, see [54]). This computational methodology has already been successfully
applied in optimization and numerical differentiation [4, 9–11, 14–18, 20–22, 25,
32, 38, 51, 65] and in a number of other theoretical and applied research areas
such as, e.g., cellular automata [12, 13], hyperbolic geometry [41], percolation [33],
fractals [2, 6, 7, 52], infinite series [50, 70], probability theory [8, 44], logic [24, 40,
47], Turing machines [56, 57], numerical solution of ordinary differential equations
[1, 64], etc. In particular, in the paper [25], grossone-based numerical infinities and
infinitesimalswere successfully used to handle ill-conditioning in amultidimensional
optimization problem.

The importance to have the possibility to work with infinite and infinitesimal
scaling/shifting constants α and β has an additional value due to the following fact
(see [62]). It can happen that when a (theoretically) strongly homogeneous method
is applied to the function g(x) from (1), numerically very small and/or large finite
constants α and β can lead to the ill-conditioning of the corresponding global opti-
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mization problem due to overflow and/or underflow during the construction of g(x)
from f (x). Thus, global minimizers can change their locations and the values of
global minima can change, as well. As a result, applying even strong homogeneous
methods to solve these problems will lead to finding the changed values of minima
related to g(x) and not the desired global solution to the original function f (x) we
are interested in. As shown in [62], numerical infinities and infinitesimals and the
Infinity Computing framework can help in this situation.

The rest of this chapter is structured as follows. Section2 states the problem for-
mally and discusses ill-conditioning induced by scaling. It is stressed that the intro-
duction of numerical infinities and infinitesimals allows us to consider a new class
of functions having infinite or infinitesimal Lipschitz constants. Section3 presents
geometric and information Lipschitz global optimization algorithms studied in this
chapter and shows how an adaptive estimation of global and local Lipschitz constants
can be performed. So far, the fact whether these methods are strongly homogeneous
or not was an open problem even for finite constants α and β until [62]. Section4
shows that these methods enjoy the strong homogeneity property for finite, infinite,
and infinitesimal scaling and shifting constants. Section5 describes how in certain
cases the usage of numerical infinities and infinitesimals can avoid ill-conditioning
produced by scaling and illustrates these results numerically. Finally, a brief conclu-
sion is given in Sect. 6.

2 Problem Statement and Ill-Conditioning Induced by
Scaling

2.1 Lipschitz Global Optimization and Ill-Conditioning
Produced by Scaling

Let us consider a univariate global optimization problem where it is required to find
the global minimum f ∗ and global minimizers x∗ such that

f ∗ = f (x∗) = min f (x), x ∈ D = [a, b] ⊂ R. (2)

It is assumed that the objective function f (x) is multiextremal, non-differentiable,
and Lipschitz continuous over the interval D, i.e.,

| f (x1) − f (x2)| ≤ L|x1 − x2|, x1, x2 ∈ D, (3)

where L is the Lipschitz constant, 0 < L < ∞ (see, e.g., [23, 28, 30, 36, 43, 58,
59, 61, 66, 68, 72]). In many situations, it can be required to optimize a scaled
function g(x) from (1) instead of the original objective function f (x) (see, e.g., [19,
67, 74]), thus giving rise to the study of strong homogeneity for global optimization
algorithms (as introduced in Sect. 1).
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As an illustration, let us consider the Pintér’s class of univariate test problems
from [45]. Each function fs(x), 1 ≤ s ≤ 100, of this class is defined over the interval
[−5, 5] and has the following form:

fs(x) = 0.025(x − x∗
s )

2 + sin2[(x − x∗
s ) + (x − x∗

s )
2] + sin2(x − x∗

s ), (4)

where the global minimum f ∗ is equal to 0 for all the functions and the global
minimizer x∗

s , 1 ≤ s ≤ 100, is chosen randomly (and differently for each test func-
tion of the class) from the interval [−5, 5] (we used the random number generator
implemented in the GKLS-generator of multidimensional test classes from [26, 60]).

For example, let us consider the first test function f1(x) of the class (4) with
x∗
1 = −3.9711481954 and take α = 10−8 and β = 108, thus obtaining the scaled
function

ĝ1(x) = 10−8 f1(x) + 108. (5)

As can be seen in Fig. 1a and b, the functions f1(x) and ĝ1(x) have completely differ-
ent minimizers due to the used scaling constants in ĝ1. As a result, if wewish to invert
the function ĝ1(x) trying to establish the original function f1(x), i.e., to compute the
function f̂1(x) = (ĝ1(x) − 108)/10−8, then it will not coincide with f1(x). Figure1c
shows f̂1(x) constructed from ĝ1(x) using piecewise linear approximations with step
h = 0.001. Due to underflows taking place in commonly used numeral systems, the
function ĝ1(x) degenerates in constant functions over several sub-intervals andmany
local minimizers disappear (see, e.g., local minimizers from the interval [−3,−2]
in Fig. 1a, b). On the other hand, due to overflows, several local minimizers become
global ones for the scaled function ĝ1(x). In particular, one can find from Fig. 1b,
c the following global solutions to the problems with the objective functions ĝ1(x)
and f̂1(x): (x∗, ĝ∗

1) = (−5, 108) and (x∗, f̂ ∗
1 ) = (−5, 0), respectively, while it can

be seen from Fig. 1a that the point x = −5 is not even a local minimizer.
This simple example shows that it does not make sense to talk about the strong

homogeneity property in case of very huge or very small finite values of constants α
and β in (1), since it is not possible to construct correctly the corresponding scaled
functions on the traditional computers. Within the Infinity Computing paradigm
not only finite, but also numerical infinite and infinitesimal values of α and β can
be adopted and ill-conditioning of global optimization problems can be avoided in
certain cases.

2.2 Functions with Infinite and Infinitesimal Lipschitz
Constants

The introduction of the Infinity Computer paradigm allows us to consider univariate
global optimization problems with the objective function g(x) from (1) that can
assume not only finite values, but also infinite and infinitesimal ones. Let us suppose
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Fig. 1 Graphs of a the test function (4), b the scaled function ĝ1(x) from (5), c the inverted scaled
function f̂1(x) = (ĝ1(x) − 108)/10−8. The form of the functions ĝ1(x) and f̂1(x) is qualitatively
different with respect to that of the original function f1(x) due to overflows and underflows

that the original function f (x) assumes finite values only and satisfies condition (3)
with a finite constant L . Since in (1) the scaling/shifting parameters α and β can be
not only finite but also infinite and infinitesimal, the Infinity Computing framework is
required to work with g(x). Thus, the following optimization problem is considered

min g(x) = min (α f (x) + β), x ∈ D = [a, b] ⊂ R, α > 0, (6)

where the function f (x) can be multiextremal, non-differentiable, and Lipschitz
continuous with a finite value of the Lipschitz constant L from (3). In their turn, the
values α and β can be finite, infinite, and infinitesimal numbers representable in the
grossone-based numeral system.

The finiteness of the original Lipschitz constant L from (3) is the essence of the
Lipschitz condition allowing people to construct optimizationmethods for traditional
computers. The scaled objective function g(x) from (6) can assumenot onlyfinite, but
also infinite and infinitesimal values and, therefore, in these cases it is not Lipschitzian
in the traditional sense. However, the Infinity Computer paradigm extends the space
of functions that can be treated theoretically and numerically to functions assuming
infinite and infinitesimal values. This fact allows us to extend the concept of Lipschitz



352 M. S. Mukhametzhanov and D. E. Kvasov

functions to the cases where the Lipschitz constant can assume infinite/infinitesimal
values.

The rest of the chapter will follow the results from [62]. Hereafter, wewill indicate
by “̂” all the values related to the function g(x)while the termswithout “̂”will indicate
the values related to the function f (x). The following lemma shows an important
property of the Lipschitz constant for the objective function g(x).

Lemma 1 The Lipschitz constant ̂L of the function g(x) = α f (x) + β, where f (x)
assumes only finite values and has the finite Lipschitz constant L over the interval
[a, b] and α, α > 0, and β can be finite, infinite, and infinitesimal, is equal to αL.

Proof The following relation can be obtained from the definition of g(x) and the
fact that α > 0

|g(x1) − g(x2)| = α| f (x1) − f (x2)|, x1, x2 ∈ [a, b].

Since L is the Lipschitz constant for f (x), then

α| f (x1) − f (x2)| ≤ αL|x1 − x2| = ̂L|x1 − x2|, x1, x2 ∈ [a, b],

and this inequality proves the lemma.

Thus, the newLipschitz condition for the function g(x) from (1), (6) can bewritten
as

|g(x1) − g(x2)| ≤ αL|x1 − x2| = ̂L|x1 − x2|, x1, x2 ∈ D, (7)

where the constant L from (3) is finite and the quantities α and ̂L can assume infinite
and infinitesimal values. Notice that infinities and infinitesimals are expressed in ①
numerals, and Lemma 1 describes the first property of this class.

Some geometric and information global optimization methods (see [45, 46, 59,
63, 66–68]) used for solving the traditional Lipschitz global optimization problem
(2) are adopted hereinafter for solving the problem (6). A general scheme describing
these methods is presented in the next section.

3 A General Scheme Describing Geometric and
Information Algorithms

Methods studied in this chapter have a similar structure and belong to the class
of “Divide-the-Best” global optimization algorithms from [48]. They can have the
following differences in their computational schemes:

(i) Methods are either Geometric or Information (see [59, 67, 68] for detailed
descriptions of these classes of methods);
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(ii) Methods can use different approaches to estimate the Lipschitz constant: an
a priori estimate, a global adaptive estimate, and local tuning techniques, for
example, MaximumLocal Tuning (MLT) andMaximum-Additive Local Tuning
(MALT) (see [59, 63, 68] for detailed descriptions of these approaches).

The first difference, (i), consists of the choice of characteristics Ri [31] for subin-
tervals [xi−1, xi ], 2 ≤ i ≤ k, where the points xi , 1 ≤ i ≤ k, are called trial points
and are points where the objective function g(x) has been evaluated during previous
iterations:

Ri =
{

zi+zi−1

2 − li
xi−xi−1

2 , for geometric methods,

2(zi + zi−1) − li (xi − xi−1) − (zi−zi−1)
2

li (xi−xi−1)
, for information methods,

(8)

where zi = g(xi ) and li is an estimate of the Lipschitz constant for subinterval
[xi−1, xi ], 2 ≤ i ≤ k.

The second issue, (ii), is related to four different strategies used in this chapter to
estimate the Lipschitz constant L . The first one is an a priori given estimate L > L .
The second way is to use an adaptive global estimate of the Lipschitz constant L
during the search (the word globalmeans that the same estimate is used for the whole
region D). The global adaptive estimate Lk can be calculated as follows

Lk =
{

r · Hk, if Hk > 0,
1, otherwise,

(9)

where r > 0 is a reliability parameter and

Hk = max{Hi : 2 ≤ i ≤ k}, (10)

Hi = |zi − zi−1|
xi − xi−1

, 2 ≤ i ≤ k. (11)

Finally, the Maximum (MLT) and Maximum-Additive (MALT) local tuning
techniques consist of estimating local Lipschitz constants li for each subinterval
[xi−1, xi ], 2 ≤ i ≤ k, as follows

lMLT
i =

{

r · max{λi , γi }, if Hk > 0,
1, otherwise,

(12)

lM ALT
i =

{

r · max{Hi ,
λi+γi

2 }, if Hk > 0,
1, otherwise,

(13)

where Hi is from (11), and λi and γi are calculated as follows

λi = max{Hi−1, Hi , Hi+1}, 2 ≤ i ≤ k, (14)
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γi = Hk (xi − xi−1)

Xmax
, (15)

with Hk from (10) and

Xmax = max{xi − xi−1 : 2 ≤ i ≤ k}. (16)

When i = 2 and i = k only H2, H3, and Hk−1, Hk , should be considered, respectively,
in (14).

After these preliminary descriptions we are ready to describe the General Scheme
(GS) of algorithms studied in this chapter.

Step 0. Initialization. Execute first two trials at the points a and b, i.e., x1 := a,
z1 := g(a) and x2 := b, z2 := g(b). Set the iteration counter k := 2. Suppose that
k ≥ 2 iterations of the algorithm have already been executed. The iteration k + 1
consists of the following steps.

Step 1. Reordering. Reorder the points x1, . . . , xk (and the corresponding function
values z1, . . . , zk) of previous trials by subscripts so that

a = x1 < . . . < xk = b, zi = g(xi ), 1 ≤ i ≤ k.

Step 2. Estimates of the Lipschitz constant. Calculate the current estimates li of
the Lipschitz constant for each subinterval [xi−1, xi ], 2 ≤ i ≤ k, in one of the
following ways.

Step 2.1. A priori given estimate. Take an a priori given estimate L of the
Lipschitz constant for the whole interval [a, b], i.e., set li := L .

Step 2.2. Global estimate. Set li := Lk, where Lk is from (9).
Step 2.3. “Maximum” local tuning. Set li := lMLT

i , where lMLT
i is from (12).

Step 2.4. “Maximum-Additive” local tuning. Set li := lM ALT
i , where lM ALT

i is
from (13).

Step 3. Calculation of characteristics. Compute for each subinterval [xi−1, xi ],
2 ≤ i ≤ k, its characteristic Ri by using one of the following rules.

Step 3.1. Geometric methods.

Ri = zi + zi−1

2
− li

xi − xi−1

2
. (17)

Step 3.2. Information methods.

Ri = 2(zi + zi−1) − li (xi − xi−1) − (zi − zi−1)
2

li (xi − xi−1)
. (18)

Step 4. Subinterval selection. Determine an interval [xt−1, xt ], t = t (k), for per-
forming the next trial as follows
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t = min arg min
2≤i≤k

Ri . (19)

Step 5. Stopping rule. If
xt − xt−1 ≤ ε, (20)

where ε > 0 is a given accuracy of the global search, then Stop and take as an
estimate of the global minimum g∗ the value g∗

k = min1≤i≤k{zi } obtained at a
point x∗

k = argmin1≤i≤k{zi }.

Otherwise, go to Step 6.
Step 6. New trial. Execute the next trial zk+1 := g(xk+1) at the point

xk+1 = xt + xt−1

2
− zt − zt−1

2lt
. (21)

Increase the iteration counter k := k + 1, and go to Step 1.

4 Strong Homogeneity of Algorithms Belonging to General
Scheme with Finite, Infinite, and Infinitesimal Scaling
and Shifting Constants

In this section, we address the strong homogeneity of the previously described algo-
rithms both in the traditional and in the Infinity Computing frameworks. We show
(as given in [62]) that methods belonging to the GS enjoy the strong homogeneity
property for finite, infinite, and infinitesimal scaling and shifting constants. Recall
that all the values related to the scaled function g(x) are indicated by “̂ ” and the
values related to the function f (x) are written without “̂ ”.

The following lemma establishes how the adaptive estimates of the Lipschitz

constant̂Lk ,̂lMLT
i , and̂lM ALT

i that can assume finite, infinite, and infinitesimal values
are related to the respective original estimates Lk , lMLT

i , and lM ALT
i that can be finite

only.

Lemma 2 Let us consider the function g(x) = α f (x) + β, where f (x) assumes
only finite values and has a finite Lipschitz constant L over interval [a, b] andα, α >

0, andβ can be finite, infinite and infinitesimal numbers. Then, the adaptive estimates
̂Lk,̂lMLT

i and̂lM ALT
i from (9), (12) and (13) are equal to αLk, αlMLT

i and αlM ALT
i ,

respectively, if Hk > 0, and to 1, otherwise.

Proof It follows from (11) that

̂Hi = |̂zi − ẑi−1|
xi − xi−1

= α|zi − zi−1|
xi − xi−1

= αHi . (22)
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If Hk �= 0, then Hk = max
2≤i≤k

|zi−zi−1|
xi−xi−1

and Hk ≥ Hi , 2 ≤ i ≤ k. Thus, using (22) we

obtain αHk ≥ αHi = ̂Hi , and, therefore, ̂Hk = αHk and from (9) it follows ̂Lk =
αLk . On the other hand, if Hk = 0, then both estimates for the functions g(x) and
f (x) are equal to 1 (see (9)).
The same reasoning can be used to show the respective results for the local tuning

techniques MLT and MALT (see (12) and (13))

̂λi = max{ ̂Hi−1, ̂Hi , ̂Hi+1} = αmax{Hi−1, Hi , Hi+1},

γ̂i = ̂Hk xi − xi−1

Xmax
= αHk xi − xi−1

Xmax
= αγi ,

̂lMLT
i =

{

r · max{̂λi , γ̂i }, if ̂Hk > 0,
1, otherwise.

̂lM ALT
i =

{

r · max{ ̂Hi ,
̂λi+γ̂i

2 }, if ̂Hk > 0,
1, otherwise.

Therefore, we can conclude that

̂l{MLT,MALT }
i =

{

αl{MLT,MALT }
i , if Hk > 0,

1, otherwise.

Lemma 3 Suppose that characteristics ̂Ri , 2 ≤ i ≤ k, for the scaled objective func-
tion g(x) are equal to an affine transformation of the characteristics Ri calculated
for the original objective function f (x)

̂Ri = α̂k Ri + ̂βk, 2 ≤ i ≤ k, (23)

where the constants α̂k, α̂k > 0, and ̂βk can be finite, infinite, or infinitesimal and
possibly different for different iterations k. Then, the same interval [xt−1, xt ], t =
t (k), from (19) is selected at each iteration for the next subdivision during optimizing
f (x) and g(x), i.e., t̂ (k) = t (k).

Proof Since, due to (19), t = argmin2≤i≤k Ri , then Rt ≤ Ri and

α̂k Rt + ̂βk ≤ α̂k Ri + ̂βk, 2 ≤ i ≤ k.

Due to (23), this can be re-written as

̂Rt = min
2≤i≤k

̂Ri = α̂k Rt + ̂βk .



Addressing Ill-Conditioning in Global Optimization … 357

Notice that if there are several values j such that R j = Rt , then (see (19))we have t <

j, j �= t , i.e., even in this situation it follows t̂ (k) = t (k). This observation concludes
the proof.

The following Theorem shows that methods belonging to the GS enjoy the strong
homogeneity property.

Theorem 1 Algorithms belonging to the GS and applied for solving the problem (6)
are strongly homogeneous for finite, infinite, and infinitesimal scales α > 0 and β.

Proof Two algorithms optimizing functions f (x) and g(x) will generate the same
sequences of trials if the following conditions hold:

(i) The same interval [xt−1, xt ], t = t (k), from (19) is selected at each iteration for
the next subdivision during optimizing functions f (x) and g(x), i.e., it follows
t̂ (k) = t (k).

(ii) The next trial at the selected interval [xt−1, xt ] is performed at the same point
during optimizing functions f (x) and g(x), i.e., in (21) it follows x̂ k+1 = xk+1.

In order to prove assertions (i) and (ii), let us consider computational steps of
the GS. For both functions, f (x) and g(x), Steps 0 and 1 of the GS work with the
same interval [a, b], do not depend on the objective function, and, as a result, do
not influence (i) and (ii). Step 2 is a preparative one, it is responsible for estimating
the Lipschitz constants for all the intervals [xi−1, xi ], 2 ≤ i ≤ k and was studied in
Lemmas 1 and 2. Step 3 calculates characteristics of the intervals and, therefore, is
directly related to the assertion (i). In order to prove it, we consider computations of
characteristics ̂Ri for all possible cases of calculating estimates li during Step 2 and
show that there always possible to indicate constants α̂k and ̂βk from Lemma 3.

Lemmas 1 and 2 show that for the a priori given finite Lipschitz constant L for
the function f (x) (see Step 2.1) it follows ̂L = αL . For the adaptive estimates of
the Lipschitz constants for intervals [xi−1, xi ], 2 ≤ i ≤ k, (see (9), (12), (13) and
Steps 2.2–2.4 of the GS) we have ̂li = αli , if Hk > 0, and̂li = li = 1, otherwise
(remind that the latter corresponds to the situation zi = z1, 1 ≤ i ≤ k). Since Step 3
includes substeps defining information and geometric methods, then the following
four combinations of methods with Lipschitz constant estimates computed at one of
the substeps of Step 2 can take place:

(a) The valuêli = αli and the geometric method is used. From (17) we obtain

̂Ri = ẑi−1 + ẑi
2

−̂li
xi − xi−1

2
= α(

zi−1 + zi
2

− li
xi − xi−1

2
) + β = αRi + β.

Thus, in this case we have α̂k = α and ̂βk = β.
(b) The valuêli = αli and the information method is used. From (18) we get
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̂Ri = 2(̂zi + ẑi−1) −̂li (xi − xi−1) − (̂zi − ẑi−1)
2

̂li (xi − xi−1)
=

2α(zi + zi−1) + 4β − αli (xi − xi−1) − α2(zi − zi−1)
2

αli (xi − xi−1)
= αRi + 4β.

Therefore, in this case it follows α̂k = α and ̂βk = 4β.
(c) The valuêli = li = 1 and the geometric method is considered. Since in this case

zi = z1, 1 ≤ i ≤ k, then for the geometric method (see (17)) we have

̂Ri = ẑi−1 + ẑi
2

−̂li
xi − xi−1

2
= ẑ1 − xi − xi−1

2
=

αz1 + β − xi − xi−1

2
= Ri + αz1 − z1 + β.

Thus, in this case we have α̂k = 1 and ̂βk = z1(α − 1) + β.
(d) The valuêli = li = 1 and the information method is used. Then, the character-

istics (see (18)) are calculated as follows

̂Ri = 2(̂zi + ẑi−1) −̂li (xi − xi−1) − (̂zi − ẑi−1)
2

̂li (xi − xi−1)
=

4̂z1 − (xi − xi−1) = 4αz1 + 4β − (xi − xi−1) = Ri + 4αz1 − 4z1 + 4β.

Therefore, in this case it follows α̂k = 1 and ̂βk = 4(z1(α − 1) + β).

Let us show now that assertion (ii) also holds. Since for both the geometric and
the information approaches the the same formula (21) for computing xk+1 is used,
we should consider only two cases related to the estimates of the Lipschitz constant:

(a) If̂lt = αlt , then it follows

x̂ k+1 = xt + xt−1

2
− ẑt − ẑt−1

2̂lt
= xt + xt−1

2
− α(zt − zt−1)

2αlt
= xk+1.

(b) If̂lt = lt = 1, then zi = z1, 1 ≤ i ≤ k, and we have

x̂ k+1 = xt + xt−1

2
− ẑt − ẑt−1

2̂lt
= xt + xt−1

2
= xk+1.

This result concludes the proof.
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5 Numerical Illustrations

In order to illustrate the behavior of methods belonging to the GS in the Infinity
Computer framework, the following four algorithms being examples of concrete
implementations of the GS have been tested:

• Geom-AL:Geometric method with an a priori given overestimate of the Lipschitz
constant. It is constructed by using Steps 2.1 and 3.1 in the GS.

• Geom-GL: Geometric method with the global estimate of the Lipschitz constant.
It is formed by using Steps 2.2 and 3.1 in the GS.

• Inf-GL: Information method with the global estimate of the Lipschitz constant. It
is formed by using Steps 2.2 and 3.2 in the GS.

• Inf-LTMA: Information method with the “Maximum-Additive” local tuning. It
is built by applying Steps 2.4 and 3.2 in the GS.

The algorithm Geom-AL has one parameter, namely, an a priori given overes-
timate of the Lipschitz constant. In algorithms Inf-LTMA, Inf-GL, and Geom-GL,
the Lipschitz constant is estimated during the search and the reliability parameter r
is used. As in [62], the values of the Lipschitz constants of the functions f (x) for
the algorithm Geom-AL were taken from [36] (and multiplied by α for g(x)). The
value of the parameter r for the Information algorithms Inf-LTMA and Inf-GL was
set equal to 2.0, while for the geometric algorithm Geom-GL it was set equal to 1.1.
The value ε = 10−4(b − a) was used in the stopping criterion (20).

Recall that (see Sect. 2) huge or very small scaling/shifting constants can pro-
voke ill-conditioning of the scaled function g(x) in the traditional computational
framework. In the Infinity Computing framework, the positional grossone-based
numeral system allows us to avoid this ill-conditioning and to work safely with
infinite and infinitesimal scaling/shifting constants if the respective grossdigits and
grosspowers are not too large or too small. In order to illustrate this fact, two pairs
of the values α and β were used in our experiments: (α1,β1) = (①1,①−1) and
(α2,β2) = (①−2,①5). The corresponding grossdigits and grosspowers involved in
their grossone-based representation are, respectively: 1 and 1 for α1; 1 and −1 for
β1; 1 and −2 for α2; and 1 and 5 for β2. These values do not provoke instability
in numerical operations. Hereinafter, scaled functions constructed using constants
(α1,β1) are indicated as g(x) and functions using (α2,β2) are designated as h(x).

The algorithms Geom-AL, Geom-GL, Inf-GL, and Geom-LTMA were tested
on the Pintér’s class of 100 univariate test problems and on the respective scaled
functions g(x) and h(x) constructed from them.On all 100 test problemswith infinite
and infinitesimal constants (α1,β1) and (α2,β2), the results for the original functions
f (x) and for the scaled functions g(x) and h(x) coincided. To illustrate this fact, let
us consider the first problem from the set of 100 tests (see Figs. 2a and 1a).

In Fig. 2b, the results for the scaled function

g1(x) = ①1 f1(x) + ①−1,

are presented, and in Fig. 2c, the results for the scaled function
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Fig. 2 Results for a the original test function f1(x) from [45], b the scaled test function g1(x) =
①1 f1(x) + ①−1, c the scaled test function h1(x) = ①−2 f1(x) + ①5. Trial points are indicated by
the signs “+” under the graphs of the functions and the number of trials for each method is indicated
on the right. The results coincide for each method on all three test functions

h1(x) = ①−2 f1(x) + ①5,

are shown. It can be seen that the results coincide for all four methods on all three
test functions f1(x), g1(x), and h1(x).

Analogous results hold for the remaining test problems fi (x), gi (x), and hi (x),
i = 2, . . . , 100. In Fig. 3, the operational characteristics for each algorithm on each
test class are presented. An operational characteristic, constructed on a class of 100
randomly generated test functions, is a graph showing the number of solved problems
in dependence on the number of executed evaluations of the objective function (see
[29]). Each test problemwas considered to be solved if an algorithmgenerated a point
in the ε-neighborhood of the global minimizer x∗. It can be seen from Fig. 3 that the
operational characteristics of the algorithms perfectly coincide for the presented three
test classes.

It can be seen from these experiments that even if the scaling constants α and
β have a different order (e.g., when α is infinitesimal and β is infinite) the scaled
problems continue to be well-conditioned (cf. discussion on ill-conditioning in the
traditional framework with finite scaling/shifting constants, see Fig. 1). This fact
suggests that even if finite constants of significantly different orders are required,
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Fig. 3 Operational characteristics for a the original test class fi (x) from [45], b the scaled test class
gi (x) = ①1 fi (x) + ①−1, c the scaled test class hi (x) = ①−2 fi (x) + ①5. The results coincide for
each method on all three test classes

① can also be used to avoid ill-conditioning by substituting very small constants
by ①−1 and very huge constants by ①. If, for instance, α is too small (as, e.g.,
in (5), α = 10−8) and β is too large (as, e.g., in (5), β = 108 	 10−8), the values
α1 = ①−1 andβ1 = ① can be used in computations instead ofα = 10−8 andβ = 108

avoiding so the situations of underflow and overflow.When the optimization process
is terminated, the global minimum f ∗ of the original function f (x) can be easily
extracted from the grossone-based solution g∗ = α1 f ∗ + β1 = ①−1 f ∗ + ① of the
scaled problem using ①−1 and ① while the original finite constants α and β can be
then used to get the required value g∗ = α f ∗ + β (in our case, g∗ = 10−8 f ∗ + 108).

6 Concluding Remarks

The scaling issues in Lipschitz global optimization have been considered in this
chapter by using the Infinity Computing framework. A class of global optimization
problems has been particularly examined in which the objective function can have
finite, infinite or infinitesimal Lipschitz constants. The strong homogeneity of geo-
metric and information algorithms for solving univariate Lipschitz global optimiza-
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tion problems belonging to this class has been studied and illustrated numerically
for finite, infinite, and infinitesimal scaling constants.

It has also been shown that when global optimization problems become ill-condi-
tioned due to very huge and/or small scaling/shifting constants in the traditional
computational frameworks working with finite numbers, the application of the Infin-
ity Computing can help. It is useful in these situations to substitute finite constants
provoking numerical problems by infinite and infinitesimal grossone-based numbers
thus allowing one to avoid ill-conditioning of the scaled problems.
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