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Abstract. Speech-to-Speech Machine Translation (SSMT) applications
and services use a three-step process. Speech recognition is the first
step to obtain transcriptions. This is followed by text-to-text language
translation and, finally, synthesis into text-speech. As data availability
and computing power improved, these individual steps evolved. How-
ever, despite significant progress, there is always the error of the first
stage in terms of speech recognition, accent, etc. Having traversed the
speech recognition stage, the error becomes more prevalent and decreases
very often. This chapter presents a complete pipeline for transferring
speaker intent in SSMT involving humans in the loop. Initially, the SSMT
pipeline has been discussed and analyzed for broadcast speeches and talks
on a few sessions of Mann Ki Baat, where the source language is in Hindi,
and the target language is in English and Telugu. To perform this task,
industry-grade APIs from Google, Microsoft, CDAC, and IITM has been
used for benchmarking. Later challenges faced while building the pipeline
are discussed, and potential solutions have been introduced. Later this
chapter introduces a framework developed to collect a crowd-sourced
speech database for the speech recognition task.
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1 Introduction

Nowadays, information processing systems have become an integral part of
human life. These systems generally take information in one form and process
(transform) it into another form. Human-computer interaction (HCI) is pre-
dominantly used by considering speech as a source of input as speech signal is
a unique and natural way of communication among human beings. Due to the
advancement in technology, few researchers were curious about the mechanisms
involved in the mechanical realization of human speech abilities, to the desire to
automate the simple tasks that are inherently required for HCI. So the motive of
the HCI is to listen to human speech and carry out their commands accordingly.

The magnitude of innovations being observed in the fast pace of the deep-
learning era made real-time communication possible with a ray of light. By lever-
aging it, these days, portable devices are being enabled with voice or text-based
services as it helps in connecting the global market without any hassle, such as
removing the language barriers (wherein speech from one language is taken as
an input and transformed into other languages). The dream to have an auto-
matic speech-to-speech machine translation (SSMT) system comes into action if
trust exists in deep learning, cognitive computing, and big data models. As of
now, most of the SSMT systems [1-6] are compromising with transcription and
translation quality. On this grounds, most of the research groups and industries
have drawn their interest to mitigate the issue for the smooth functioning of the
SSMT pipeline. The SSMT system could be used more broadly in live stream-
ing, customer service management, a wherein person-to-person conversation is
needed. These applications will bridge the gap between one language to another,
and it would also help in a multilingual society like India.

In building the SSMT system, there involve multiple challenges in all the
three blocks which are namely,

— Automatic Speech Recognition
e It is a process of transforming a speech signal to its corresponding text.
— Machine Translation
e It is process in which a text is translated from one natural language to
another.
— Speech Synthesis (text-to-speech)
e It converts a given text into speech signal.

From the above mention three blocks, speech synthesis has a decent amount
of maturity in the commercial space across the languages. Machine translation
(MT) and Speech recognition is still an unsolved problem due to various factors.
Coming to ASR, it is mainly due to limited vocabulary size, speaking rate,
environmental variations (external noises), different dialects etc.

In this work we have demonstrated the capability of technologies for per-
forming speech to speech translation in Indian context in an industry grade
technology stack and capture performance benchmarks to enable industry appli-
cation grade technology development. Speech to speech translation is performed



Outcomes of Speech to Speech Translation for Broadcast Speeches 343

TP K000 3 ) Telugu

3l oG o&%m &=

gome? @ Utterance
@ Hindi

XIS & Tl
BN

wprge Aol T 2 Utterance

Fig. 1. High-level block schematic of speech to speech machine translation system

using speech recognition, machine translation and text to speech. The typical
block diagram for SSMT system is shown in Fig. 1. It is a waterfall architecture,
where ASR, MT, and SS systems are joined together to form an SSMT system
[7]. The output obtained from an ASR system is given as input to an MT sys-
tem, and the output obtained from the MT system is given as an input to a SS
system. Given accurate ASR and accurate MT systems, this architecture may be
sufficient to achieve the goal of SSMT systems. However, due to the limitations
of the current state-of-art technology in ASR and MT areas, there are errors
or ambiguities in the output of these components, which are propagated to its
successive components.

It is pretty evident from Fig. 1 that the primitive block is an ASR system. An
ASR system’s task is to convert speech in the source language to its correspond-
ing text. The performance of the SSMT system majorly depends on the ASR
system; if the output of the ASR system is erroneous, then it is likely to prop-
agate throughout the pipeline, which results in an incorrect speech-to-speech
translation. Therefore, the speech recognition [8] component must be concerned
less with transcription fidelity than semantic fidelity, while the MT component
must try to capture the meaning or intent of the input sentence [9-15] without
being guaranteed a syntactically legal sequence of words. In this chapter, we have
broadly discussed about two of the projects which we have worked on, which are
namely,

1. “Speech to Speech Translation & performance measurement platform for
Broadcast Speeches and Talks funded by TDIL MeitY, Government of India.
(June 2019 to March 2020) Status: Completed”
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2. “Crowd Sourcing of Large Speech Data Sets To Enable Indian Language
Speech - Speech Solutions (Pilot Project) funded by TDIL MeitY, Govern-
ment of India.

(October 2020 to October 2021) Status: In progress (As on date
September 29, 2021) ”

So as a part of this chapter, initially, we have drawn our experience in the
functioning of the SSMT pipeline and later strategies involved in collecting a
crowdsourced speech corpus for the speech recognition task have been discussed.

The remaining paper is organized as follows: Section 2 briefly describes the
Speech to Speech Translation & Performance Measurement Platform for Broad-
cast Speeches & Talks and analysis on the pipeline. In Sect. 3, the authors
describe the CSTD-Telugu Corpus: Crowd-Sourced Approach for Large-Scale
Speech data collection and its experimental results. The authors conclude the
paper and give possible future directions in Sect. 4.

2 Speech to Speech Translation and Performance
Measurement Platform for Broadcast Speeches and
Talks

In this work, we demonstrate the capability of technologies for performing speech
to speech translation in Indian context in an industry grade technology stack
and capture performance benchmarks to enable industry application grade tech-
nology development. Speech to speech translation is performed using speech
recognition, machine translation and text to speech. In multilingual society like
India, speech to speech translation has plenty of potential applications like edu-
cational videos translation, overcoming the language barrier for communication
and learning etc. In Indian context it is challenging because of lack of proper
speech recognition, machine translation and text to speech systems for Indian
languages. In this project we will convert Prime Minister Maan Ki Baat Hindi
speech to English and Telugu automatically. The same will be extended to other
speech to speech application needs expressed by broadcast industry e.g. sports
commentary, multi-lingual interviews etc.

Observation and Analysis. Speech-to-speech translation systems have been
developed for converting one language speech into another language speech, with
the goal of helping people who speak different languages to communicate with
each other. As mentioned earlier, such systems have usually been broken into
three separate components they are as follows:

1. Automatic Speech Recognition (ASR)
— to transcribe the source speech to text The performance evaluation metric

for an ASR system is calculated in terms of Word Error Rate (WER).

I+D
WER(%) = S’*% x 100

where Insertion - Ins (I), Deletion - Del (D), Substitution - Sub (S)
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2. Machine Translation (MT)

— to translate the transcribed text into the target language. In this project
we have considered human evaluation by judges on a scale of 4 point
scale.!

1. Unacceptable: Certainly incomprehensible and/or little or no infor-
mation is accurately transferred.

2. Possibly Acceptable: Perhaps comprehensible (given enough con-
text and/or time to work); Some information has certainly been trans-
ferred.

3. Acceptable: Not perfect (stylistically or grammatically odd), but
certainly perceptible and with perfect transfer of all important infor-
mation.

4. Ideal: Not an accurate translation, but grammatically correct and
accurately transmitted with all information.

3. Speech synthesis (Text-to-Speech)

— to generate speech in the target language from the translated text. In this
project we have considered human evaluation by judges on a scale of 5
point scale. (See footnote 1)

1. Bad: Totally unacceptable, unintelligible, annoying.

2. Poor: Sounds very unnatural, weird, many issues like noise, shaky,
muffling but intelligible.

3. Fair: Robotic, some minor issues like noise, shaky, muffling, but over-
all is acceptable.

4. Good: Natural and close to human beings.

5. Excellent: Very natural and sounds like a human being.

Dividing the task into such a cascade of systems has been very successful, pow-
ering many commercial speech-to-speech translation products. Following are the
set of observations which we have observed while integrating:

— Steps followed in Human Evaluation

S1. The Audio is passed through the respective ASR system. As discussed
prior the main job of an ASR is to convert the given audio into corre-
sponding text. So once text is obtained we calculate the Word Error Rate
(WER) from the ground truth (reference) transcripts.

* Following are statistics of sessions which we have considered for
ASR, MT and synthesis analysis for respective APIs (Google, MSR,
CDAC, and IITM):

Session June 2019

Audio duration (HH:MM:SS) 00:30:59

Number of sentences 213

Number of words 4516

! This metric has been provided by Microsoft - IDC Hyderabad.
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Session July 2019

Audio duration (HH:MM:SS) 00:25:34
Number of sentences 390
Number of words 3588
Session August 2019

Audio duration (HH:MM:SS) 00:31:34
Number of sentences 425
Number of words 4348

Consider the following examples:
Examplel

Actual utterance / Reference
T F qG° FHUT & 77, H7 a7% T {1 A7
HITF: ATF T T OF TOATT THAr & |

ASR Output
A & 919 99T § av7, T a7% F 9T 3
HITF A7F T T UF DEL 78aT & |

DEL - Deletion

So, in the above utterance the number of deletion is 1

So now we have to make a note of the number of deletions, number of
substitutions and number of insertions from the ASR outputs.

Later the text from the ASR output is fed to the translation system and
the translation output is given to human’s for evaluation. And the scores
have been given by them. So the number of participants in this exercise
are 15 and the average of all these 15 participants has been reported. The
performance evaluation is done to the scale of 4.

The translated text is taken and fed to the respective speech synthesis
engines for the generation of text to speech. So once we had the synthe-
sized output we performed subjective evaluation with 15 participants and
asked to grade the outputs to the scale of 5 and mean of which is reported
here.

The platform which is developed has been integrated using multiple API’s
and it is observed the stability of it mainly depends on their server (Parent
node) (Tables1 and 2).
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Actual utterance / Reference
gfrmﬁarg HIT @0 F T AT AT a7 AT OF [T
TEAT & | §9 a1 AT H g R T/q A 97, comments, phone
fer & &7 AvT FwETRETE, W? T E

MSR ASR Output

FHIT i a7, 5T a0 & 9T, AT A6 a7 & |1, U TLATar
TEAT & | 3 AT, mm%mwwwmﬁw
DEL , wmﬁmrﬁw?|m%|mrr?|

Google ASR Output

FHOT A AE AT ATE T AT 3 AT AR F T 0 Arar
TEdT & 3 41 o 5 3T iR DEL |1 997 HHeT B DEL
faer DEL &7 AT Farfar & 9979 § T 8

CDAC ASR Output
FEOIT FT @7F HIT AR F AT W ATH ATF AT OF qIArar
A WW‘?FH?WT%‘DELWWWDELWFW
SUB DEL 7T DEL &7 A7 DEL F&T #1918 95 & :DELTUT &

347

Table 1. Summary of all the API’s used and metrics used in calculating the perfor-

mance evaluation is as follows:

S. No | Sessions APT’s | Metrics
WER (%) | MT (/4) TTS (/5)
Hi-Te | Hi-En
1. June 2019 Google | 9.4 3.3 3.1 3.1
MSR 6.0 3.4 3.41
CDAC (9.2 - - -
IIT™ | - - - 2.7
2. July 2019 Google | 9.54 3.2 3.1 3.1
MSR [6.2 3.4 3.4 3.41
CDAC | 9.52 - - -
IIT™ |- - - 2.7
3. August 2019 | Google | 9.2 3.3 3.2 3.1
MSR [6.1 3.41 |34 3.41
CDAC | 9.52 - - -
IIT™ | - - - 2.7

2.1

Challenges Faced While Building the SSMT Pipeline

The two verticals, namely, speech processing and text processing, need to be
carefully handled while performing any task related to transcription or transla-
tion. Among both, text processing has wider exposure and is better understood.
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Table 2. Summary of all the APIs used and latency involved in each component and
the number which is reported below have been tested on 100 Mbps internet speed.

S. No | Sessions API's | Latency (mm:ss) | Total
ASR 'MT |TTS
1. June 2019 Google | 00:06 | 00:08 | 00:14 | 00:28
MSR | 00:08 | 00:08 | 00:20 | 00:36
CDAC | 00:06 | - - -
IIT™ |- - 00:26 | -

2. July 2019 Google | 00:06 | 00:08 | 00:14 | 00:28
MSR | 00:08 | 00:08 | 00:20 | 00:36
CDAC | 00:06 | - - -
IIT™ |- - 00:26 | —
3. August 2019 | Google | 00:06 | 00:08 | 00:14 | 00:28
MSR | 00:08 | 00:08 | 00:20 | 00:36
CDAC | 00:06 | - - -
™ |- - 00:26 | —

Pointing this out, text translation itself is an arduous task wherein it has to
handle the nuances of the target language. In literature, few of the groups have
tried to automatically translate spoken language into its target language text
and reported that apart from loss in the context information, it also involved
difficulty while handling semantics, domain context, disfluency (repairs, prolon-
gations, false starts, etc.), dialog effect and few more uncertainty.

Issues: As discussed above, the difficulties involved in both speech recogni-
tion and text translation, people have made a few attempts to solve and bring
naturalness into the pipeline. Few of them are,

Speaking Style (Read Speech vs Conversational). In practice, the articu-
lation of speech, place a significant role in building speech-based products. In read
speech mode, it is found that there will not be hesitations or disfluencies as most of
it is prompted carefully. Whereas, in the case of conversational speech, such kind of
behavior will not be observed. Given such information to the system, while build-
ing, it produces high accuracy. For example, News channels are considered as read
speech and meeting scenarios comes under conversational speech.

Pacing (Consecutive vs. Simultaneous). Pauses are very common in the
natural mode of communication, which help segregate the utterances spoken
while producing the translations by the systems. This type of mechanism comes
under consecutive mode. Therefore it eases the process of translation. In the
SSMT pipeline, recognition and translation engines are expected to perform in
synchronous mode while the speaker speaks. This type of mode is said to be a
simultaneous mode.
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Speed and Latency (Real-Time vs. Delayed Systems). Problems may
persist in the SSMT pipeline depending on the speed requirements and the
waiting time, which in general is called latency. In the synchronous mode, an
optimal threshold value should be considered so that the speaker is in line with
the output of the system. Consider the scenario where the lecture is being deliv-
ered or live streaming program, where the SSMT output is indeed expected to
have low latency. But in standalone cases(post-hoc, viewing, or browsing), there
is no need to worry about the speed and latency of the system.

Microphone Handling. In general, speakers tend to use microphones close to
the mouth, which yields a clear speech signal like mobile phones. It is noticed
that performance degradation is observed when speakers are far away from the
microphone as it captures external or background noise.

Human Factors and Interfaces: Speech translation facilitates human com-
munication in all ways, so a human interface is required. In a perfect world, we
need to hear and comprehend that the discussion accomplices communicate in
our language and don’t have an interpretation program: the errand of the inter-
face is to make the language hindrance as straightforward as could be expected.
We need greatest speed and least obstruction from one viewpoint while keeping
up with most extreme precision and effortlessness on the other. These are com-
petitive goals. Better interface solutions help balance them; But no definitive
solutions are expected in the near future, as even human commentators gener-
ally spend considerable time on clarity dialogues. As long as the exact accuracy
is unclear, effective error recovery mechanisms are desirable. The first step is to
enable users to identify errors in speech recognition and translation. Once the
errors are found, mechanisms are needed for correction and then for adapta-
tion and improvement. Literate users can detect errors generated by the speech
recognition engine on the device screen. Text-to-speech playback of ASR results
is used (but rarely used so far) for illiterate users or to initiate blind use. Some
systems may allow users to type the wrong word or write it by hand to cor-
rect ASR errors. Facilities may be provided instead for voice-based correction
(although these are also rarely used). The whole input may be repeated, but
the same errors may be repeated, or new ones may be triggered. At last, multi-
modal goals can be upheld, for instance, in the realistic interface with manual
determination of the mistake and voice correction. In any case, if a fragment or
elocution can be revised, it very well may be shipped off machine interpreta-
tion (essentially in frameworks where ASR and MT parts are exact). Then, at
that point, the distinguishing proof and adjustment of the interpretation results
can be worked with. In ASR or MT, blunders are irritating, however repeating
mistakes are extremely irritating. In a perfect world, frameworks ought to gain
from their missteps with the goal that mistakes over the long haul and being
used are limited. On the off chance that Al or some neural model is made accessi-
ble, clients should exploit any remedies provided. Then again, intelligent update
components might be given.
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Neural Speech to Speech: SSMT is to decipher discourse from one lan-
guage into another. The neural model is useful for separating correspondence
hindrances between individuals who don’t share a typical language. In particu-
lar, it is feasible to prepare models to achieve the undertaking straightforwardly
without depending on transitional message portrayal. It is rather than custom-
ary SSMT frameworks, which can be comprehensively grouped into three sec-
tions: Automatic Speech Recognition (ASR), Text-to-Text Machine Translation
(MT), and Text-Speech (TTS) combination. Course frameworks have the likely
issue of blunders between parts, e.g., distinguishing proof mistakes prompting
more huge interpretation blunders. SSMT models keep away from this issue
through preparing to address task-to-end. They additionally enjoy upper hands
over course frameworks as far as diminished computational necessities and lower
inductance delay, as just one disentangling step is needed rather than three.
In addition, direct models can naturally retain translingual and non-linguistic
information during translation. Finally, direct conditioning of the input speech
makes it easier to learn to create clear pronunciation of words that do not require
translation, such as names. End-to-end training can be given to the direct speech-
to-speech translation format. Multi-task training, especially with speech-to-text
tasks, facilitate training without pre-defined settings to influence high-level rep-
resentations of source or target information in the form of transcripts. However,
intermediate text representation is not used during inference. End-to-end archi-
tecture can be developed on a sequence network based on a vocoder that converts
attention-based sequences (the ability to translate speech into speech) and target
spectrograms into time-domain waveforms.

In this work, we have integrated API’s from different vendors and developed
a platform for evaluating the performance measure on broadcast speeches. As a
part of it we have found that though Microsoft API’s have a bit large latency
when compared to the CDAC and Google it is producing the accurate outcomes.
So among the lot Microsoft stands first next CDAC-Pune (for ASR) and later
Google (Not adopted for MKB data). Later few challenges related to pipeline
has been discussed. The demo of this project can be found here?.

3 CSTD-Telugu Corpus: Crowd-Sourced Approach
for Large-Scale Speech Data Collection

The availability of speech databases for Indian languages is minimal. Most of
the Indian languages are spoken widely throughout the global still. There exist
no annotated speech databases for building reliable speech technology products.
To bridge this gap, people in the literature have adopted crowdsourcing for
collecting such data collaboratively. In this project, we describe an experience
of Telugu speech database collection for building automatic speech recognition
tasks. It was done in collaboration with Ozontel Technologies private limited,
Pacteraedge, and CIE IIIT-Hyderabad. In other sections, we explain the platform
we have developed and strategies adopted for collecting the corpus.

2 https://drive.google.com/file/d /1Xu0ELaHtgXRXulwf-FqV_6qZHv6BCghR /view.
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3.1 Overview of the Pipeline

The framework has been developed so that any person can log into it by providing
the basic information and start contributing his/her speech to the platform. In
this process, people can either use their laptops or mobile phones as a medium for
recording. The main advantage of crowdsourcing is that anybody can contribute
from anywhere, sitting across the globe. So in this project, our collaborators
have reached and pooled an audience for the data collection. The setup used
for this crowd-sourced data collection is shown in Fig.3. An upper bracket of
90 min is allotted for a speaker to provide his/her speech. Before starting the
recording, each of them is provided with the guidelines to be followed like, and
they should speak clearly, distinctly, naturally with few filler words. Once the

Web-based/
Android platform

VOIP call .
Fragmentation
recorder app

Crowd-sourcing Web-based/
ASR Application Android
transcription validation Transcription

platform
Cloud system

Telugu
Database

Fig. 2. Crowd-sourced set-up for Telugu speech data collection.

Filters Active - 1 Collapse All ~ ShowAll ~ Clear Al
Campaign Code W # Status W # Review
SSAMPL 20 approved 1 Faise 1
SSAMP2 10 asr_done 2 None %
Jobs Pending (0/1)
True 5
asr_done 1
Jobs Pending (1/1)
reviewed 1
Show| 10 v entries Search:
. Campaign User
Name Code Status Audio Auto Transcript Transcript Review  Actions
testing_001.wav SSAMP1 reviewed A6 2y I ELN False v X
» 0:00/003 9 i o 56
v
BONOSO.
testing_002.wav SSAMP1 approv 2§ 833045 wod. ELN-
> 000/00] =—— ) i ool
testing_003.wav SSAMP1 asr_do 2o wold 60 e oo None x
P 000/0:04 =——m——— ) i egire SRBg oSE
testing_004.wav SSAMP1 s soans 6 man§ None x
) P 0:00/0:02 w— ) i ©35E08 3096 DG

127.0.0.1:5500/rejectfragment?id=Bebbobf2-f664-42ee-a12a-25caa7csedaf v

Fig. 3. Admin dashboard of the platform.
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speech is captured through the VOIP interface, the platform make sure that the
recorded speech is 16 Khz of sampling rate and 16 bit (Fig. 2).

The platform is built in such a way where users can select his/her topic of
interest, which would be displayed on the user’s screen. It also can handle mul-
tiple users simultaneously. Once the recording is done, the speech data is sent
to the back-end server, and necessary formatting is done before sending it for
further processing. Once the data is formatted, it is sent for fragmentation so
that it could be used for building an ASR system building. The fragmentation
algorithm is written in such way that it identifies non-speech region and chops
the audio files with respective it. It also makes sure that the selected fragment is
within the range of 3—-15 seconds and fragments which doesn’t comes under this
category (specified duration) are discarded. The accepted fragments are passed
through the ASR to generate rough transcripts so that it is passed human valida-
tors to verify the transcripts. These transcripts undergo a two level verification
process by human transcribers so that transcripts will be error free.

In this task we have focused on creating a crowdsourcing platform for han-
dling large-scale speech data collection of Telugu language. As a part of this
task we have collected a good quality of crowd sourced Telugu speech database.
Experience of the entire project will be discussed in out future paper.

4 Conclusion and Future Work

In this work, we have demonstrated the capability of technologies for performing
speech to speech machine translation in Indian context. Later challenges faced
while building the SSMT pipeline are broadly discussed. The platform which
we have developed to collect a crowdsource speech corpus for speech recognition
task is briefly explained.

Further progress awaits the maturity of vital components of any speech trans-
lation system - speech recognition, machine translation, speech synthesis, and
practical infrastructure. In cases of demand, facilities are required to quickly
switch between or interleave between automatic and human interpreters and
tools to assist those interpreters. We also need feedback tools to assure cus-
tomers that more human (and expensive) intervention is helpful. Serious R&D
for speech-to-speech machine translation has to be continued worldwide, both
with and without government sponsorship.
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