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Preface

The 7th “Conference on Advancements of Medicine and Health Care through
Technology” – MediTech 2020 took place in Cluj-Napoca in October 13th–15th,
2020 was and held online.

The MediTech conferences are part of a series of conferences organized by the
“Romanian National Society for Medical Engineering and Biological
Technology” under the auspices of the “International Federation for Medical and
Biological Engineering,” which take place every two years, on even years, in
Cluj-Napoca, Romania, being one of the most important scientific events in the
region, in this field.

The MediTech 2020 conference was co-organized by representatives of the
academic and medical environment, namely the Technical University of
Cluj-Napoca, the “Iuliu Haţieganu” University of Medicine and Pharmacy of
Cluj-Napoca and “Dr. Constantin Papilian” Military Emergency Hospital
Cluj-Napoca, Romania. It was attended by over 75 guests from Romania and
abroad, who presented their latest research results in medical and technical uni-
versities, in clinics and hospitals, or from the field of clinical engineering and
medical devices.

We were honored to have Kang-Ping Lin, Distinguished Professor, at the
Chung-Yuan Christian University, Taiwan, and IFMBE Secretary-General attend
our conference for the third time in a row and delivered a speech during the opening
ceremony. We were also honored to welcome Dr. Christoph Baumann, Editorial
Director, Springer Nature, among our guests.

We proved once again that this conference is a good opportunity for all the
participants from the academic, technical and medical fields to exchange ideas,
knowledge and achievements in the extremely important field of medical
engineering.

I would especially like to thank Distinguished Professor Ratko Magjarevic, Vice
President of IFMBE, for his support regarding the publication of the conference’s
papers and for his kind words regarding our conference, organized by the Romanian
National Society for Medical Engineering and Biological Technology, the technical
and medical universities and a renowned hospital unit.
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In the end, we would like to kindly thank all the participants, speakers, aca-
demics, researchers, doctors, sponsors and members of the scientific and organizing
committees for their hard work and dedication.

Please visit our Web site for more information https://snimtb.ro/.

Nicolae Marius Roman
Conference Chair, President of R.N.S.M.E.B.T.
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A Matlab Simulation Platform for a Biometric
Identification System Based on ECG

Fiducial Features

Claudia Cordoș, Paul Faragó(&) , Sorin Hintea, and Călin Fărcaș

Technical University of Cluj-Napoca, Cluj-Napoca, Romania
paul.farago@bel.utcluj.ro

Abstract. Traditional data security methods, such as passwords or numeric
codes, have been replaced by biometric methods of identification. In this paper,
an ECG biometric recognition system was developed and simulated under the
Matlab environment. The application allows the selection of two ECG record-
ings from a database, which are compared based on the extracted morphological
features. Based on the comparison results, it will be established whether the two
recordings belong to the same subject. The operation of comparing the two ECG
recordings can be done only after the fiducial points of the PQRST signature
have been identified for an RR interval, normalized in the time and magnitude
domains. The implemented algorithm was validated on a data set of 14
recordings taken from the PhysioNet platform.

Keywords: Electrocardiogram � Fiducial features � Feature extraction �
Biometric identification

1 Introduction

It is a well-known fact that security plays an important role in our lives, being found in
a wide variety of fields. Starting with securing an ordinary account on social media or a
mobile phone and continuing with online payments or even physical access into a
building. This is an important finding in the understanding of the improvement of
security methods, that became increasingly advanced with the passing of the years.

In spite of the fact that alphanumeric passwords are the most popular security
methods, a major problem is that the users choose weak passwords and malicious
persons can hack them. If a few years ago it was enough to secure our phone with an
alphanumeric key, nowadays it is not sufficient anymore, more sophisticated methods
being needed such as fingerprint recognition or facial recognition. The prestigious
institutions do not limit to previously mentioned authentication methods. These take in
account authentication methods based of biometrics recognition like iris recognition,
palm, shape of the hand and voice recognition. New security methods are based on
biometrics recognition because biometric features are unique and difficult to hack.

Biometric recognition can be explained as a pattern recognition problem: if a user
wants to be authenticated, he must provide a set of physiological and/or behavioral
characteristics which must match with a previously registered signature [1].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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In the last few years, the use of electrocardiogram (ECG) in biometric authenti-
cation systems has grown. ECG signals have many advantages, such as: uniqueness,
are measurable, can be acquired continuously, are available for living human beings,
contains information about the person’s clinical condition, their collection is non-
invasive, are difficult to falsify, their acquisition for long period of time does not
require specific actions from the user.

Between 2001–2010 the processing of biosignals progressed in the field of diag-
nosis, so that their use in biometric systems became easy. Therefore, the development
of a non-clinical application received increased attention from the scientific community
engaged in the development of intelligent systems [2].

Biel et al. demonstrated the uniqueness of the ECG signal in 2001. Furthermore,
they presented the first proof of identifying a person using features extracted from a
single lead of the ECG signal [3]. Wübbeler et al. (2007) used 234 ECG recordings
which were preprocessed. They applied a moving median width, a low-pass filter and a
threshold procedure to calculate the positions of the R-peaks [4]. Shen et al.
(2010) determined R-R intervals using Pan and Tompkins method and detected PQRST
fiducial points using digital filtering [5]. Salloum and Kuo (2017) used recurrent neural
networks (RNNs) with LSTM (Long Short-Term Memory) architecture and a seg-
mented heartbeat sequence. They obtained 100% accuracy for the ECG-ID database,
which contains 90 ECG recordings [6].

2 Biometric Identification Based on Fiducial Points

The main ECG components of a heartbeat are presented in Fig. 1: the P wave repre-
sents the depolarization of the atrium; the QRS complex consisting of the Q, R and S
waves respectively, illustrates ventricular depolarization; the T wave marks ventricular
repolarization [2]. Intervals are then measured between the ECG waves.

The implemented biometric recognition system based on the ECG signal compares
two ECG recordings and determines whether or not they belong to the same subject. To
be noticed is that the ECG is sensitive to interferences, the real amplitude and duration
of the signal can be changed by additive noise or by different types of artifacts. As
such, a denoising and artifact removal stage in advisable. In this work, we have
employed previously preprocessed recordings. These are amplified and filtered using a
moving median width to obtain a smooth, noise-free signal.
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Fig. 1. The standard ECG waveform [7]

4 C. Cordoș et al.



In this paper the ECG signal is analyzed from the point of view of the fiducial
points contained in the PQRST signature. The detection of fiducial points of PQRST
signature is done for an RR interval normalized at unit amplitude and 1 s duration.
An RR interval is defined as the time difference between two consecutive R peaks, is
equivalent to a heartbeat.

The amplitude and time intervals extracted from the ECG are unique morphological
features of each person, so they can be used for identification. Thus, we measured the
time intervals between the determined fiducial points, as listed in Table 1, and the
amplitudes of the P, Q, S, T waves in relation to the unit R wave, as listed in Table 2.
The difference of the measurements obtained for the recordings of the same subject are
compared with an empirically determined threshold to decide upon identification.

3 Graphical User Interface

For an interactive application, a user-friendly graphical user interface (GUI) has been
created using Matlab development environment. The user will not need training to be
able to interact with the interface, because the controls are intuitive. The graphical user
interface allows the user to choose two ECG signals from the database to establish the
person’s identity. Once the ECG recordings to be compared have been chosen, the P,
Q, R, S, T waves on the RR interval will be displayed on the main page of the interface.
The RR interval is extracted from both the reference signal and the signal with which it
will be compared. At the first analysis on the overlapping of RR intervals, the user can
make assumptions about the membership of the records, whether or not they belong to
the same individual (see Fig. 2). When the Check button is pressed, a message box will
appear approving whether the ECG recordings belong to the same subject.

Table 1. The results obtained by measuring time intervals

Time intervals

Database 1st Recording 2nd Recording

PQ(s) QRS(s) QT(s) ST(s) RT(s) PQ(s) QRS(s) QT(s) ST(s) RT(s)

Subject 1 0.18 0.07 0.33 0.26 0.29 0.14 0.07 0.33 0.25 0.28
Subject 2 0.12 0.05 0.30 0.24 0.27 0.09 0.05 0.25 0.20 0.23
Subject 3 0.17 0.07 0.38 0.30 0.34 0.14 0.07 0.37 0.30 0.34
Subject 4 0.12 0.08 0.34 0.25 0.30 0.11 0.08 0.34 0.26 0.31
Subject 5 0.10 0.05 0.28 0.22 0.25 0.10 0.05 0.28 0.22 0.25
Subject 6 0.07 0.06 0.26 0.19 0.22 0.11 0.06 0.26 0.19 0.23
Subject 7 0.15 0.06 0.39 0.32 0.36 0.10 0.06 0.36 0.30 0.32
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4 Simulation Results

The algorithm was tested on 14 recordings of 10 s each, two recordings for the same
subject. The data set was taken from the PhysioNet platform and ECG recordings are
chosen randomly from the ECG-ID database. The identification of all subjects based on
the implemented algorithm was done successfully. Considering the rather small dataset,
i.e. 7 individuals, we were able to obtain a 0% False Rejection Rate and 0% False
Acceptance Rate. Although the dataset is relatively small, the simulation results
illustrate the strength of the implemented approach. Indeed, individuality of the ECG
signature allowed for the correct identification after the PQRST morphology was
extracted and identified.

In the following images, there are the results obtained for some of the database’s
ECG recordings. For the result obtained in Fig. 3, the rec7_01 reference ECG
recording was compared with the rec7_02 ECG recording. The message box indicates

Table 2. The results obtained by measuring amplitudes

Amplitudes

Database 1st Recording 2nd Recording

RP RQ RS RT RP RQ RS RT

Subject 1 0.98 1.17 1.26 0.62 1.03 1.18 1.21 0.64
Subject 2 0.93 1.21 1.76 0.45 0.96 1.23 1.74 0.29
Subject 3 0.90 1.08 1.03 0.52 0.96 1.20 1.15 0.76
Subject 4 0.92 1.25 1.22 0.69 0.95 1.22 1.22 0.85
Subject 5 0.96 1.30 1.22 0.42 1.00 1.31 1.42 0.44
Subject 6 1.02 1.11 1.09 0.82 1.01 1.15 1.07 0.79
Subject 7 0.92 1.18 1.37 0.67 0.95 1.21 1.40 0.74

Fig. 2. The main page of the user interface. The P-QRS-T Complex graphs contain the P, Q, R,
S, T waves. The overlap of the RR intervals is represented in the figure on the bottom right side
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that both ECG recordings are acquired from the same person, which is true, therefore,
the identification is done successfully.

The message box, shown in the Fig. 4, indicates that the two recordings do not
belong to the same subject, so that the identification of the two people is done correctly.
The rec3_02 reference signal was compared with the rec6_02 signal.

5 Conclusions

This paper presented a solution for ECG biometric identification, using the comparison
of two ECG recordings. The application was implemented in the Matlab development
environment.

The ECG signals were preprocessed, then an RR interval was extracted from each
signal. The detection of P, Q, R, S, T fiducial points was performed for a normalized
RR interval for each of the two compared ECG recordings. Time intervals and
amplitudes were measured taking into account the PQRST signature. These unique
morphological features were correlated and compared with an error.

Fig. 3. The result obtained for the rec7_01 reference signal and the rec7_02 signal

Fig. 4. The result obtained for the rec3_02 reference signal and the rec6_02 signal

A Matlab Simulation Platform for a Biometric Identification System 7



The identification was successfully performed for a set taken from 7 individuals,
two filtered ECG recordings for each individual. The 14 tested ECG recordings were
taken from the PhysioNet platform.

As future work, we aim to extend the data set and to analyze the fiducial points for a
larger number of RR intervals and to calculate RR interval’s average prior to feature
extraction.
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Abstract. The electrocardiogram (ECG) is an essential signal in the medical
field, with the help of which doctors manage to identify the electrical functions
of the heart. From the interpretation of the ECG signal it is possible to diagnose
and measure the presence of abnormal heart rhythms, as well as the presence of
indicators for future abnormalities. The captured ECG signal is usually con-
taminated with noise. Therefore, it is important to eliminate the noise to prevent
any error in the subsequent analysis of the signal. This paper presents a study of
ECG noise reduction via adaptive filtering using the Wiener filter. Simulation
results obtained in Matlab provide a numeric assessment of the approach.

Keywords: Electrocardiogram � Filtering � Noise � Wiener � Signal to noise
ratio � Processing time

1 Introduction

The electrocardiogram (ECG) is an electrical recording of the heart activity and is one of
the most widely used diagnostic tools in medicine. The ECG frequency band is
0.05–100 Hz and its amplitude is in the range of 4 µV–4 mV. The ECG signal is used to
identify the electrical and muscular functions of the heart and reveals if there are various
heart conditions, effects of various medications or implants [1]. From the interpretation
of the signal, heartbeat deficiencies can be identified, thus any deviation of the ECG
signal parameters (P wave, ORS complex and a T wave) indicates abnormalities present
in the activity of the heart. During the acquisition of the ECG signal, various noises may
occur over the useful signal leading to its disturbance and misinterpretation [2]. In
principle, there are two types of ECG noises: high frequency noise (e.g. White Additive
Gaussian Noise, power line interference, electromyogram noise, etc.) and low frequency
noise (Baseline Wander). All these noises can be produced by different sources of
artificial or biological nature and all aim to error the ECG signal.

This paper studies Wiener filtering as a method for ECG noise suppression. This is
an adaptive filter, being considered in the literature a powerful tool that has changed the
traditional approaches to signal processing [3]. The Wiener filter aims to minimize the
mean square error and subtract the noise from the signal based on the frequency
spectrum. This method is optimal and efficient in removing unwanted interference from
the ECG signal [4].
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2 The Wiener Filter

The Wiener filter belongs to the class of adaptive filters and operates on the basis of
static properties of both signal and noise, in order to be able to reconstruct the useful
signal and possible from a large noise flow [4]. The filter coefficients are re-computed
periodically for each signal segment, thus adapting the filter to the characteristics of
each segment and becomes adaptable to the segment (block). Therefore, Wiener filters
are important in a variety of applications, ranging from echo cancellation to linear
prediction, signal restoration, system identification and channel equalization. A Wiener
filter can be with infinite impulse response (IIR) - the result is a set of nonlinear
equations, or with finite impulse response (FIR) - the result is a set of linear equations.

This paper proposes a method that uses a Wiener filter with finite impulse response
(FIR), because FIR filters are simple to calculate, stable and practical. The disadvantage
of FIR filters is that they require a larger number of coefficients to be able to
approximate the desired response [5].

Figure 1 illustrates the block diagram of the Wiener filter as a function of the
coefficient vector w. The filter has an input signal y(m) which is the distorted variant of
the signal x(m), and the output signal is x̂(m) and is calculated so as to obtain a
minimum square mean between this signal and the desired one. Time-domain and
frequency-domain operation of the Wiener filter is then formulated as follows [6–8].

2.1 Time-Domain Equations

The equation which describes Wiener filter operation is

x̂ mð Þ ¼
XP�1

k¼0
wky m� kð Þ ¼ wTy ð1Þ

where m represents the index of the discrete-time, yT = [y(m), y(m − 1), … , y(m −
P − 1)] is the input signal and vector w ¼ wT½ � represents the Wiener coefficients. The
error signal of the Wiener filter is defined as the difference between the desired signal
x(m) and the filter output signal x̂(m):

z-1 z-1 z-1

+ + +
w=Ryy

-1rxy

Desired signal 
x(m)

Input signal 
y(m)

Filtered signal 
x(m)

w w w w

Fig. 1. Wiener filter block diagram
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e mð Þ ¼ x mð Þ � x̂ðmÞ
¼ x mð Þ � wTy

ð2Þ

Equation (2) can be rewritten to matrix form in order to highlight the relation
between the Wiener coefficient vector w and the error signal e(m)

e 0ð Þ
e 1ð Þ
e 2ð Þ
. . .

e N� 1ð Þ

0
BBBBBB@

1
CCCCCCA

¼

x 0ð Þ
x 1ð Þ
x 2ð Þ
. . .

x N� 1ð Þ

0
BBBBBB@

1
CCCCCCA

�

y 0ð Þ y �1ð Þ y �2ð Þ . . . y 1� Pð Þ
y 1ð Þ y 0ð Þ y �1ð Þ . . . y 2� Pð Þ
y 2ð Þ y 1ð Þ y 0ð Þ . . . y 3� Pð Þ
. . . . . . . . . . . . . . .

y N� 1ð Þ y N� 2ð Þ y N� 3ð Þ . . . y N� Pð Þ

0
BBBBBB@

1
CCCCCCA

w0

w1

w2

. . .

wP�1

0
BBBBBB@

1
CCCCCCA

ð3Þ

Using vector notation, the relation (3) may be written as:

e ¼ x�Yw ð4Þ

where e is the error vector, x is the desired signal vector and Yw = x̂ is the filtered
signal.

We are interested in the dependence of the solution of Eq. (3) on the number of
input samples. Thus, we will have 3 distinct cases:

• N = P, in this case we have N equations with N unknowns, which leads to a
determined system with unique solution w, and zero estimation error;

• N < P, in this case we have a subdetermined system, an infinity of solutions w;
• N > P, in this case we have an overdetermined system, a unique solution, but non-

zero estimation error.

Thus, the coefficients of the Wiener filter will be calculated to minimize the mean
error, respectively the mean square error E[| e2(m)], where by E[.] the expectation
operator was noted, in this case the mediation.

E½e2 mð Þ ¼ E x mð Þ � wTy
� �2h i

¼ E x2 mð Þ� �� 2wTE yx mð Þ½ � þwTE yyT
� �

w

¼ rxx 0ð Þ � 2wTryx þwTRyyw

ð5Þ

where, Ryy = E [y(m) � yT (m)] is the autocorrelation of the input, and ryx ¼
E½yðmÞ � xðmÞ� is the intercorrelation vector of the input signal and the desired signal. If
we develop Eq. (5) can be obtained as:

E e2 nð Þ� � ¼ rxx 0ð Þ � 2
XP�1

k¼0
wkryx kð Þþ

XP�1

k¼0
wk

XP�1

j¼0
wjryy k � jð Þ ð6Þ
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where ryy kð Þ and ryx kð Þ are the autocorrelation elements of matrix Ryy and the cross-
correlation vector rxy respectively. From Eq. (5), the mean square error function gra-
dient with respect to the filter coefficient vector is determined by:

@

@w
E½e2 mð Þ ¼ �2E y mð Þ � x mð Þ½ � þ 2wTE y mð Þ � yT mð Þ� � ð7Þ

where, the gradient vector is defined as:

@

@w
¼ @

@w0
;
@

@w1
;
@

@w2
; . . .;

@

@wP�1

� �T
ð8Þ

The minimum mean square error Wiener filter is obtained by setting Eq. (7) to zero:

Ryyw ¼ ryx ð9Þ

or, equivalently,

w ¼ R�1
yy ryx ð10Þ

2.2 Frequency-Domain Equations

The output signal of the Wiener filter in the frequency domain is the product of the
input signal Y(f) and the filter frequency response W(f):

X̂ fð Þ ¼ Y fð Þ �W fð Þ ð11Þ

The estimation error signal E(f) is defined as:

E fð Þ ¼ X fð Þ � X̂ fð Þ
¼ X fð Þ � Y fð Þ �W fð Þ ð12Þ

The mean square error at a frequency f is given by:

E E fð Þj j2
h i

¼ E X fð Þ � Y fð Þ �W fð Þð Þ � X fð Þ � Y fð Þ �W fð Þð Þ½ � ð13Þ

To obtain the least mean square error filter we set the complex derivative of
Eq. (13) with respect to filter W(f) to zero:

@E E fð Þj j2
h i
@W fð Þ ¼ 2 �W fð Þ � Pyy fð Þ � 2 � Pxy fð Þ ¼ 0 ð14Þ

where, Pyy fð Þ ¼ E Y fð ÞY� fð Þ½ � is the power spectrum of Y(f) and Pxy fð Þ ¼ E X fð ÞY� fð Þ½ �
is the cross-power spectrum of Y(f) and X(f) respectively.
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Thus, the least mean square error Wiener filter in the frequency domain is given as:

W fð Þ ¼ Pxy fð Þ
Pyy fð Þ ð15Þ

3 Implementation

The Wiener filter, as given in Eq. (15), and the filter test scenarios were implemented in
Matlab. The block diagram for the implementation is illustrated in Fig. 2 and is
explained as follows.

The signals used were imported from the PhysioNet platform. ECG recordings
were obtained from volunteers aged between 13 and 75 years. Each signal represents a
20 s recording, sampled at 500 Hz with a resolution of 12-bits over a nominal voltage
range of ±10 mV.

Over the imported ECG signal, colored noise (pink, purple, blue, Gaussian white) is
added and the noisy signal is filtered using a Wiener filtering algorithm. This method
follows a series of test scenarios and comparison to a 5-sample local signal mediation
and 4th order bandpass filtering with Butterworth approximation, and finally, criteria for
objective evaluation of the filtered signal are applied.

ECG Signal 

Add noise

Wiener Filter

Evaluation method

SNR Processing   
time

Test scenarios
Mediation

Band-pass filter

Fig. 2. Flow diagram of the implemented solution
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4 Simulation Results

The implemented algorithm was simulated on several signals taken from different
patients. Also, the implementation was simulated both on low noise signals and on high
noise signals. From the results obtained, the Wiener filtering method produces satis-
factory results on the ECG signal, eliminating noise considerably (Fig. 3).

During several tests, it was noticed that at a very high level of noise on the ECG
signal, the filter no longer recognizes all components of the signal and produces sig-
nificant signal distortion after filtering. Thus, the Wiener filter is limited to a large
amount of noise present in the ECG signal as can be seen in Fig. 4.

By applying classical filtering methods, such as local mediation or 4th order
bandpass filtering with Butterworth approximation, the noise in the ECG signal is
eliminated, but not completely, as plotted in Fig. 5.

From Table 1 it is observed that the Wiener filter has a long processing time
compared to the other methods. This is explained by the implementation method
because this adaptive filter requires a much more complex implementation, which leads
to a longer processing time. From diagram it can also be seen graphically the increase
of the SNR value after Wiener filtering at all types of noise. The filtering approaches
were tested and compared on added noise, namely pink noise, blue noise and white
noise respectively. The bar-graph plotted in Fig. 6 illustrates the SNR gain via Wiener
filtering for each noise color respectively (Tables 2 and 3).

Fig. 3. Noisy signal and filtered signal using the Wiener filter, amplitude is measured in mV
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Fig. 4. Signal with high level of noise (blue) and filtered signal using the Wiener filter,
amplitude is measured in mV

Fig. 5. ECG waveforms to illustrate denoising via bandpass filtering, averaging and Wiener filter

Table 1. SNR measures for the Wiener filter

Signal Processing
time (s)

SNR before
filtering (dB)

SNR after
filtering (dB)

SNR improvement
(dB)

SNR improvement
(SNR/sec)

Pers. 1 2,24 5,34 22,12 16,76 7,4
Pers. 2 2,26 5,79 27,13 21,34 9,3
Pers. 3 2,41 13,42 27,35 3,93 5,7

Table 2. SNR measures for the bandpass filter

Signal Processing
time (s)

SNR before
filtering (dB)

SNR after
filtering (dB)

SNR improvement
(dB)

SNR improvement
(SNR/sec)

Pers. 1 0,7 4,95 6,51 1,56 2,22
Pers. 2 0,93 5,28 7,01 1,73 1,86
Pers. 3 0,66 14,08 15,28 1,2 1,81
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5 Conclusions

The ECG is an essential signal in the medical field for the analysis and interpretation of
heart activity. As such, the integrity of the ECG signal is crucial for diagnosis and
follow-up. Given the ECG amplitude and baseband frequency range, it is affected by a
variety of noises and artifacts, the suppression of which requires ECG-specific algo-
rithms and approaches.

This paper studied the applicability of optimal numeric filtering, in this work
Wiener filter, for ECG noise reduction. ECG denoising results obtained with the
Wiener filter were compared to those obtained with traditional approaches: bandpass
filter and local averaging.

As expected, in comparison to the traditional approaches, Wiener filter operated
towards a considerably larger improvement of the SNR, but with the expense of a
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filtration
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filtration
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filtration
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filtration
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filtration

Pink noise Blue noise White Gaussian noise

SNR Evaluation

Signal 1 Signal 2 Signal 3

Fig. 6. SNR values of the ECG signal to illustrate denoising performances via bandpass
filtering, averaging and Wiener filter

Table 3. SNR measures for the local mediation filter

Signal Processing
time (s)

SNR before
filtering (dB)

SNR after
filtering (dB)

SNR improvement
(dB)

SNR improvement
(SNR/sec)

Pers. 1 0.19 4,27 4,85 0,58 3,05
Pers. 2 0.21 4,46 4,84 0,38 1,8
Pers. 3 0.20 11,73 12,22 0,49 2,45
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longer execution time. Also, the Wiener filter was tested for ECG denoising with
various noise colors.

It was demonstrated that the Wiener filter is suitable for ECG denoising, provided
runtime is not an issue. As such, alternative means are advisable for real-time
applications.
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Abstract. Correlation analysis of EEG signals and VEP signal components,
brings new information of normal brain activity. An EEG analyzer Zwőnitz
2000 was used. Relative power of brain spectral activity is obtained. Analysis
used the Pearson correlation. The correlation procedure is applied both on the
EEG power values in steady state and white flash stimulation and on VEP
components amplitudes, in normal subjects. The VEP amplitudes are correlated
and then compared with each other. Analysis indicates that new features of
electrical processing of visual signal appear involving both higher levels of
linearity on minimized space areas of brain activity and patterns of electric
conduction and transport. The electric brain activity tends to construct pathways
on which the signal is not distorted on its shape. The electric energy transport of
signal is minimal and optimized in normal brain activity. By VEP correlation are
obtained the links between VEP structures generators.

Keyword: EEG signal � Linearity � Correlation � VEP signal

1 Introduction

Worldwide the humans try to understand deeply their nature, especially the way the
human brain works and activates. Synthetically, this paper analyzes the correlation
between EEG activity power in different brain areas and the correlation of visual
evoked potentials components acquired in steady state and white flash stimulation. The
aim of the work is the identification of neuronal features and electric features of the
signal conduction by revealing the correlated processes implied in different conditions
of stimulation for generation the visual perception. The procedure of recording of
signals and then correlate these values by each other is done by standard procedure in
normal functional cases, and no pathology situation is included [3, 5, 6]. The Results
Sect. 3 (notice Sect. 3, A, B, C) highlight both new and specific electric features of the
signal conduction and new neuronal features which appear in different conditions of
flash stimulation in normal status. The Discussion Sect. 4 clearly explains the corre-
lation results presented in Sect. 3. As such, the goals and the claims included in the
paper’s abstract presented above are met.
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2 Data Base and Methods

The database used in this study was obtained in Neurophysiology Department of a
Neurology Hospital, [3] by selecting 30 normal cases in correlation analysis of the
values of weighted electric EEG power, and 10 normal ones in correlation analysis
study of VEP amplitude components. The study was done using an EEG analyzer
Bioscript - Zwonitz 2000 with EEG QA (Quellen Ableintung) method of recording.

The records have of a length of 3 min each, both in stand-by and flash stimulation
conditions, with time base of 250 ms, with 25 sweeps number for VEP recording,
frequency stimulating of 1 Hz, signal filters between 0.3–70 Hz, with Map EEG 2000
analysis signal software. The electric EEG signal is digitized with resolution at 8 bits
over 50 mV. The white flashes for VEP signal were emitted from 30 cm in front of the
eyes, in 30 normal subjects. Each record for VEPs contains of two simultaneously
recorded electric signals taken from Occipital left-right, O1-O2 in flash condition.
The EEG records consists of 19 recording areas spread over the scalp in standard
schema of 10–20 electrodes and the null electrode connected to the ear [1, 3, 5].
In EEG analysis the electric signals after the recording on each brain area, are then
correlated on each other and results obtained are mapped for each of the 19 recording
areas, both in steady state and in flash stimulation condition. The VEP amplitude
signals are correlated by each other and then mapped both for Left and Right Hemi-
sphere [2]. Correlation analysis used Pearson correlation coefficient [4]:

qx;y ¼ q ¼ CovðX; YÞ
rxry

ð1Þ

with its propriety

�1� qx;y � 1 ð2Þ
The covariance coefficient is:

CovðX; YÞ ¼ 1
n

Xn

j¼1

ðxj � lxÞðyj � lyÞ ð3Þ

where lx; ly are the averages of variables x and y; n = number of samples.
The standard deviation r used for x and y is calculated by the following formula:

rx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
P

x2 � ðP xÞ2
nðn� 1Þ

s

;ry ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
P

y2 � ðP yÞ2
nðn� 1Þ

s

ð4Þ

The relation between coefficients a, b in the linearity expression y ¼ axþ b where with
a is the slope and b the intersection of regression line with OY axe, and qx;y, the
Pearson correlation coefficient between X and Y variables is the following [4]:

a ¼ q � ry
rx

and b ¼ ly � q � rx
ry

� lx ¼ ly � a � lx ð5Þ
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3 Results

A) The correlation of EEG electric weighted power in normal individuals in
steady-by state for Delta, Theta. Alpha and Beta is indicated in maps below:
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-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

TETHA STAND BY

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

ALPHA  STAND BY

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
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BETA  STAND BY

Fig. 1. The distribution of the correlation values of weighted electric EEG power in stand by
state for Delta, Theta, Alpha, Beta is indicated in maps above [2]. Generally, the values of
correlation decrease slowly from activation area for all frequency domains. Some patterns tend to
be formed in Delta F3-F4,C3-C4,P3-P4,O1-O2; on Theta in PF1-PF2,Pz-P4-T6, O1-O2; on Alpha the
tendency is noticed in F3-F4,T3-T5, T5-P3-Pz-P4-T6-O1-O2; on Beta PF1-PF2, F7-F3,C3-C4, T5-P3-
Pz-P4-T6-O1-O2; in these patterns values gradually decrease, (look inside article), [2].
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B) The correlation of EEG electric weighted power in normal individuals by
flash stimulation for Delta, Theta, Alpha and Beta is indicated in maps below:
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DELTA FLASH
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T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

TETHA FLASH

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9 F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

ALPHA FLASH

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
-0.2--0.1
-0.3--0.2
-0.4--0.3
-0.5--0.4
-0.6--0.5
-0.7--0.6
-0.8--0.7
-0.9--0.8
-1--0.9

F7-T5 PF1-O1 Fz-Pz PF2-O2 F8-T6

PF1-PF2

F7-F8

T3-T4

T5-T6

O1-O2

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1
-0.1-0
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Fig. 2. The distribution of the correlation values of weighted electric EEG power by flash
stimulation for Delta, Theta, Alpha and Beta is indicated in maps above [2]. On Alpha, Flash in
F3-F4, T3-T4, P3-P4, O1-O2 it’s noticed the constructed patterns. The Alpha domain is connected
with basic cortical activation. On Beta domain at Flash, it’s noticed the presence of pattern
formation in PF1-PF2, T3-T4, T5-P3-Pz-P4-T6-O1-O2, C3-C4. To be noticed that the concentration
of correlation values around activation areas at flash are higher than in stand-by state, mostly in
Delta and Alpha, (look inside article), [2].

Correlation of Electric EEG and VEP Signals 21



C) The VEP standard components correlated to each other, and the average
correlation of the VEP components related to the flash stimulation energy, in
normal individuals at white flash stimulation [2].
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Fig. 3. Correlation of VEP components with each other and with the energy of flash [2]. To be
noticed the correlation and the relation between inhibitory and excitatory VEP components
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4 Discussion

EEG Correlation Analysis
In steady state Delta correlation values at stand by state, appears as being spread
bilaterally, toward symmetrical hemispheric areas. The spreading of correlation values
is gradually done with an average spatial gradient indifferent of recording position. The
prefrontal and frontal areas are clearly delimited of occipital areas. and they have
opposite correlation values in steady state. Theta correlation at steady state tends to
spread bilaterally symmetric to activation area and appear to be restrained spatially on
prefrontal areas. On parietal-occipital areas tends to form correlation patterns and have
opposite signs as in Frontal areas F3-Fz-F4. On Alpha, correlation values get higher
values and spread bilaterally. The temporal-parietal-occipital areas tends to form cor-
relation patterns. On Beta domain the correlation values are continued with higher
values in parietal and occipital areas. The Beta values of correlation are signed opposite
in prefrontal and occipital areas (see Fig. 1). At stand-by state, the values of correlation
decrease slowly from activation area for all frequency domains. As a synthesis, some
patterns tend to be formed in Delta domain: F3-F4, C3-C4, P3-P4, O1-O2; on Theta
domain in PF1-PF2, Pz-P4-T6, O1-O2; on Alpha domain, the tendency is noticed in
F3-F4, T3-T5, T5-P3-Pz-P4-T6-O1-O2; and on Beta domain pattern tendency is seen in
PF1-PF2, F7-F3, C3-C4, T5-P3-Pz-P4-T6-O1-O2. Inside these patterns, the values of
correlation gradually decrease [2].

By Flash stimulation, at Delta it’s noticed the reducing values of spatial domains far
away from activation zone, on which the correlation values get higher than in steady
state. At Theta Flash the correlation with higher values is restricted mostly to the
activation areas. It tends to form correlation patterns in temporal T3–T4. In Alpha Flash
it exists patterns of correlation widely spread all over the cortical areas, mostly sym-
metric on frontal-parietal-temporal areas. In Beta domain at Flash exists lots of patterns
of correlation spread all over the cortical areas, with higher values in temporal-parietal-
occipital areas. These patterns tend to avoid central areas C3–C4, (see Fig. 2). As a
synthesis at flash stimulation, on Alpha, pattern construction is observed in F3–F4,
T3–T4, P3–P4, O1-O2. The Alpha domain is connected with basic cortical activation
(thalamic activation). On Beta domain at Flash, it’s noticed the presence of pattern
formation in areas: PF1-PF2, T3-T4, T5-P3-Pz-P4-T6-O1-O2, C3-C4. To be noticed that
the concentration of correlation higher values around activation areas at flash is greater
than in stand-by state, mostly in Delta and Alpha, and the tendency for pattern for-
mation increase as the frequency increase, by flash stimulation [2].

VEP Correlation Analysis:
It shows different structural and electric functional links in between neuronal structures
involved into the electric signal processing along the visual pathways [1, 2, 6]. The
excitatory VEP components have a positive correlation values with the energy (power)
of stimulation, and the inhibitory ones have negative correlation values with the energy
of flash stimuli. There are specific links between different VEP components which
show the tendency in producing a migration of correlation values between neuronal
VEP electric generators, which depends on stimulation energy (see Fig. 3). As a
synthesis, the EEG and VEP signal amplitudes are signals of electric activity, then
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some average correlation on left-right hemisphere in normal subjects, and diagrams of
VEP components amplitude can be obtained. The Fig. 3, indicates that the inhibitory
VEP’s component P100 is negatively correlated with all the others excitatory compo-
nents of the visual response N20, N150, and forms a coupled system with N70. Inhibitory
component P50 is positively correlated with the excitatory Hippocampus component
N220. To be noticed the negative correlation value of P100 with excitatory component
N70 and its correlation values with the level of stimulation flash power. The excitatory
component N70 correlates positively with all the others excitatory components both on
the primary and secondary pathway N150, N220. To be noticed, the N70 positive cor-
relation value with the level of power of flash stimulation and its almost zero corre-
lation value with retinal response N20. The dependency of power of flash stimulation
shows that both the primary pathways VEP components N20-P30-N40-P50-N70 and the
second VEP excitatory components N150, N220 have positive correlation values with
stimulation flash power. To be noticed that the inhibitory components P100 and P200
have negative correlation value with the flash stimulation power (see Fig. 3, the yellow
curve of trend, down right). So correlation analysis highlights a control system of
excitatory and inhibitory VEP components, which is connected to the neuronal
structures which generate the visual signal.

5 Conclusion

The correlation of EEG and VEP is a measure of functional linear linkage in between
the neuronal structures implied in electric visual conduction. It is noticed by correlation
analysis that exists in EEG activity the tendency for electric pattern activity con-
struction. Some of the features of pattern formations (see Sect. 3 and 4) are further on
exposed:

1 - These patterns (to be noticed Fig. 1 and Fig. 2, Sect. 3 and 4) have different
shapes related to the activation areas, frequencies and condition of stimulation.
These patterns in EEG correlation activity are clearly viewed in Alpha and Beta by
Flash, placed symmetrically, mostly in Parietal – Occipital – Temporal areas.

2 - These patterns highlight the necessity of construct a structure for electric con-
duction in excitation phenomena by creating pathways which go through different
neuronal areas, including both structures with grey matter and with white matter,
with different levels of morphology and functionality. The way these correlation
values appear reveals how the electric field interacts with the neuronal white or grey
substance [7] and finally, how the patterns are constructed [2].

3 - Inside these patterns, the correlation values of EEG weighted power indicate that
exists a strong linear relation between the power of electric signal distributed on
different cortical areas, fact which give birth to the pathways formation based on the
law of linearity.

4 - These patterns appear to be necessary, both for construction of electric pathways
and sustain an optimal electric energy consuming [1] on neuronal coherent behavior
and for generating linear responses in neuronal structures [2].
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5 - All these happens in order to preserve the shape of VEP [2]. The VEP correlation
analysis shows electric functional links between neuronal structures situated in
visual system and show a tendency of migration of correlation values in between
VEP generators. [2] This feature is sustained also by the model of conduction
pathways in between neuronal structures implied in the Visual Perception indicated
in [5, 6].

6 - The correlation analysis applied on EEG and VEP signals highlights a control
system of excitatory and inhibitory VEP components, which is connected to the
neuronal structures which generate the visual signal and use linearity, in order to
preserve the signals shapes and energy.

7 - Moreover, as a linkage and possible application to the present paper’s subject are
some of the EEG correlation studies which can reveal connections between some
features of EEG oscillatory activity and inter or intra hemispheric correlation [8] or
to point the sex differences in inter hemispheric correlations and spectral power of
EEG activity [9]. Knowing better and better this domain of the EEG electric activity
correlation generates studies connected to the present subject which imply opti-
mizing the cognitive performance with inter-hemispheric EEG correlation [10], an
now a day priority subject in education domain.
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Abstract. HRV signals can be treated as discrete time series. Healthy hearts
usually have a more complex beat rate, therefore a measured or estimated
complexity indicator of the HRV signal can be used as diagnosis tool. Com-
plexity measures are related to signal’s information content and estimates have
been made in many ways in last years. This paper uses information theory-based
estimates of complexity and tries to find a relationship between the introduced
method offered results and clinical observations using annotated signals from
specific databases. The proposed procedure uses the permutation entropy as
complexity measure, in order to estimate the complexity of HRV signals.

Keywords: Heart rate variability (HRV) � Entropy � Complexity

1 Introduction

Heart rate variability is actually the variance in time between the beats of a human heart
and is strongly related to the activity of autonomic nervous system (ANS). Heart rate,
recorded as time duration between two heart-beats or as a distance R-R (R being the
peak of QRS complex on a surface electrocardiogram (ECG)), is a measure of human
body’s response to parasympathetic and sympathetic inputs. This is a sign that the
nervous system is balanced, and the organism is adequate of adapting to its environment.
Heart rate variability is an extremely sensitive metric which varies greatly throughout
the day, from one day to the next, and from one person to another. Lately, scientific
research has shown a relationship between low HRV and different cardiovascular dis-
eases. Quantifying the complexity of a Heart Rate Variability signal is an important task
in order to have a deeper insight into the ANS mechanisms governing the human body.
This paper introduces the permutation entropy as an information theory-based param-
eter, in order to evaluate the complexity of HRV signals. Both of healthy and unhealthy
signals are analyzed, the evaluations are performed on annotated signals from specific
databases. The used test signals are obtained from PhysioNet, a research resource for
studies of complex physiologic and biomedical signals, namely from Normal Sinus
Rhythm RR Interval Database and Congestive Heart Failure RR Interval Database,
obtained from long-term ECG recordings. This method offered results are compared
with other measures given by sample entropy based approach. This paper is organized as
follows: the second chapter offers a review of the most used entropy metrics and
presents the permutation entropy as a signal processing procedure. In chapter three is
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presented the proposed procedure, chapter four brings the experimental results. Finally,
concluding remarks and possible future work ideas are presented.

2 Information Theory-Based Indices in HRV Analysis

2.1 Entropy Indices Overview

Since Shannon’s generic definition, a lot of other entropy interpretations and definitions
appeared in nowadays scientific researches. Basically, the entropy is strongly related to
the information content of a discrete event (or signal) due to his probability density
function [1]. The concept of Shannon entropy is a measure of the average information
content of a discrete information source, defined by the following expression

S xð Þ ¼ �
Xn

i¼1
p xið Þlog2 p xið Þ½ � ð1Þ

where X(xi) is a discrete random variable, p(xi) is the probability.
Some of lately introduced entropies are the Approximation Entropy (AE) and the

Sample Entropy (SE) relatively simple indices which estimate the conditional proba-
bility that two sequences of given number successive samples in a signal that are similar
to each other (within a given tolerance) will remain similar when one more successive
sample is included. The AE was first proposed by Pincus [2], and it shows a good
performance in the characterization of randomness even when the data sequences are not
very long [3]. These entropies asses the irregularity or randomness of a time series.

The sample entropy (SE) as a modification of AE was introduced by Richman and
Moorman [4] and is the negative natural logarithm of the conditional probability that
two sequences similar for a given number of points remain similar when one more
point is added, where self-matches are eliminated in calculating the probability.

The probability that two sequences match for m points

Pm rð Þ ¼ 1
N � mþ 1

XN�mþ 1

i¼1
Cm
i rð Þ ð2Þ

the number of matching templates for each template within a time series [6].

Cm
i rð Þ ¼ 1

N � m

XN�mþ 1

j¼1;x 6¼1
H r � dij
� � ð3Þ

H is the Heaviside function, defined as

H zð Þ ¼ 1 if z[ 0
0 if z� 0

�
ð4Þ
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For mþ 1, Cm
i rð Þ and Um rð Þ are calculated. Finally, sample entropy is:

SE n; rð Þ ¼ �lg
Pmþ 1 rð Þ
Pm rð Þ ð5Þ

The Fourier entropy is another complexity index defined in frequency domain. To
obtain this entropy, a power-spectral-density (PSD) of a time series is computed.
The PSD is normalized over the definition domain S, to produce a probability-like
distribution, the corresponding Shannon entropy is called the Fourier entropy [5].

FE ¼ �
X

S
PSD � logPSD ð6Þ

Fourier entropy seems to be a reference in comparison with other methods, but
often is the easiest approximation in case of large data sets.

The wavelet entropy (WE) uses orthogonal wavelet transforms (continuous or
discrete) to characterize different discrete signals. According to the characteristic of
orthogonal wavelet transform, at a certain time window the total signal energy E is the
sum of energy Ej of each component obtained from a signal x(k) at m scales. The
wavelet energy entropy is defined as

WE ¼ �
X

j
pj � logpj; j ¼ 1; � � �m ð7Þ

It carries information about the degree of order/disorder associated with a multi-
frequency signal response Usually, in this case the complexity measure is related to the
number of wavelet components needed to approximate the analyzed signal [6].

The generalized entropies of Rényi allow to explore the information content
enclosed by time‐frequency representations (TFR) of biomedical signals. The Rényi
entropy which is a generalized form of Shannon entropy can be evaluated in many
ways, obtaining different outcomes. The definition of Rényi entropy

R xð Þ ¼ 1
1� a

log2
Xn

i¼1
p xið Þ

� �
ð8Þ

where p(xi) is the probability that a random variable takes a given value out of n
values, and a is the order of the entropy measure. The best choice depends upon the
uniqueness of the considered application [7].

2.2 The Permutation Entropy

The permutation entropy describes complexity of a time series or discrete signals
through phase space reconstruction, and takes into account non-linear behavior of it. It
was introduced by C. Bandt and B. Pompe in 2002 [8]. As signal processing procedure,
the algorithm will partition the one-dimensional time series into a matrix of overlapping
column vectors using two parameters, the embedding time delay s which controls the
number of time periods between elements of each of the new column vectors and the
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embedding dimension D which controls the length of each of the new column vector.
The embedding time delay s any positive integer, the embedding dimension D will be
between 3 and 7 [8]. In the new matrixeach column vector has a number of elements
equal to the embedding dimension, D. In addition, the time period between each
element in the vectors is equal to the embedded time delay.

The permutation entropy is a natural encoding which reflects the rank order of
successive xi in sequences of length n and thus defining permutation entropy by

PEn ¼
Xn

i¼1
pi � log2pi ð9Þ

pi represent the relative frequencies of the possible patterns of symbol sequences,
named permutations. These relative frequencies are obtained as appearance probabil-
ities in the created patterns. One of the most important parameters in computing per-
mutation entropy is the pattern length n which provide n! possible permutation patterns
build from the numbers 1, 2, … , n. Their dynamical representation is shown in Fig. 1.

The ranks are the indices of the values in ascending sorted order. As it can be seen,
the permutation entropy is based on the notions of entropy and symbolic dynamics,
assures time causality and is non-parametric meaning that is free of restrictive para-
metric model expectations. The permutation entropy has shown its usefulness in many
signal analysis field as HRV analysis [11].

3 The Proposed Analysing Procedure

In this paper is performed a permutation entropy based estimation of HRV signal
complexity. A higher complexity of HRV signal will be always a sign of a better
response of the human body exposed to external excitations. A lower complexity will
emphasize a worse response and eventually will be assosciated with increased risk of

... With Permutation
patterns

1,2,3
1,3,2
2,1,3
2,3,1
3,1,2
3,2,1

Chosing the corresponding
Permutation patterns

...

The rank sequences 
of the selected values

The relative 
Frequencies 

Fig. 1. Exemplification of permutation pattern probability computation for pattern length 3
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diseases. The used signals are taken from from PhysioNet, a research resource for
studies of complex physiologic and bio-medical signals. Three signals are from Normal
Sinus Rhythm RR Interval Database, they are the reference signals and other three are
taken from Congestive Heart Failure RR Interval Database, all of them are obtained
from long-term ECG recordings [9]. The six RR interval time series used in this
analysis were preprocessed [10] by the removal of non-valid values caused probably by
data aquisition errors. Figure 2 presents the applied procedure.

In the preprocessing phase, gaussian white noise can be added in order to evaluate
the robustness against additive noise. Different levels of added noise can figure out this
characteristic.

4 Experimental Results

The procedure is carried out under Matlab environment, the signals are normed in order
to have an uniform appreciation over them. The normal sinus rythm signals are noted
nsr1 (length 117690), nsr2 (length 102253), nsr3 (length 102001) and the others with
chf1 (length 112181), chf2 (length 109296), chf3 (length 99382). They have various
lengths, all of them are preprocessed and processed with their original sizes.

After preprocessing and normalization the histograms of these signals are computed
and presented on Fig. 3. A first visual investigation of these histogram reveals the
dynamics of the signals, the distribution of consecutive heartbeat intervals presents
serious differences between normal and non-normal HRVs.

The values of obtained permutation entropies are presented Fig. 5, for both normal
(Pen) and non-normal (Peb) signals. There is easy to notice the existing permutation
entropy differences between them. These values are obtained for unity time delay and
variable embedding dimensions which varies between 3 and 6.

m 3 4 5 6

PEn1 1.7433 3.0537 4.5358 6.1274
PEn2 1.74 3.0474 4.5367 6.1712
PEn3 1.7117 2.9415 4.3158 6.1712
PEb1 1.6797 2.8997 4.2817 5.7913
PEb2 1.7397 3.0567 4.5597 6.2134
PEb3 1.6474 2.8683 4.2167 5.6272

preprocessing Setting parameters
D, τ

Permutation Entropy
Computing (PE)

comparisonX(xi)
Setting parameters

m, r
Sample Entropy
Computing (PE)

preprocessing

Fig. 2. The proposed procedure to compute the permutation entropy.
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The plot clearly indicates differences between them, where, compared to a normal
patient, the CHF patient has a lower variability. Figure 4 presents the obtained per-
mutation values, a more complex signal as a healthy HRV has greater permutation
entropy value. Also the differences between the permutation entropies of two signals
increase with the embedding length, meaning that this parameter is important in
complexity evaluation.
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Fig. 3. The histograms of the used signals.
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Fig. 4. Permutation entropy values obtained for different signal with different embedded
dimensions.
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In order to compare the results offered by permutation entropy computing, also
sample entropies for embedding dimensions and a given tolerance (usually 20% of
standard deviation) for the same two signals were calculated. The obtained values are
synthesized on Fig. 5, the results show a similarity with the previous evaluation.

The effect of an additive noise can be observed on Fig. 6, where one of the normal
sinus rythm signal was studied through the permutation entropy with different levels of
noise. The noise level is relatively low, at higher level the algorythm of permutation
entropy does’nt work properly. The graph shows that after a certain level of an gaussian
random noise, the permutation entropy does not change because the noise level
becomes comparably with the difference between two consecutive samples.
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Fig. 5. The sample entropy for the studied signals with the standard tolerance
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Fig. 6. The dependence of the permutation entropy (PE) on additive noise level
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5 Conclusions

Investigation and analysis of HRV is a growing field of research. In this study per-
mutation entropy of HRV sequences were calculated. This parameter obtained by a
nonlinear method is a trustable complexity index, the experiments show that a HRV
corresponding to the normal sinus rythm has a greater permutation entropy than other
corresponding to some diseases. The one of disadvantages is that requires a lot of
computational resources, especially with relativeley great embedding dimensions and
embedding delays. The experiments emphasized also the fact that after a certain level
of added noise this parameter could be almost invariant, therefore is recommendable to
use previously denoised signals. Also, the amplitude information is discarded; the.,
equal values in the analysed signal are not properly dealt with. The sample entropy and
the permutation entropy are different parameters which evaluate the complexity of
signals, they can be used correlated with the signal properties.
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Abstract. The diagnosis of alcoholism is of utmost importance to all the
human beings in the world. Severe pathological effects of alcoholism can be
witnessed in heart, brain, lungs, immune system, and liver. The alcoholic
patients can be analyzed with the help of Electroencephalography (EEG) signals
and with the advent of both optimization schemes and pattern recognition
techniques, they aid the medical community for the automated diagnosis of this
disorder by providing a good classification accuracy. In this work, initially
features are extracted with the help of Support Vector based Non Linear
Regression (SVNLR) technique and then it is optimized with two optimization
algorithms such as Brain Storm optimization and Sine Cosine optimization
before proceeding to classification with the help of a Margin Pruning Adaboost
classifier. This kind of a different and interesting approach provided results with
a high classification accuracy of 97.33% when SVNLR features and Brainstorm
optimization is utilized to classify with Margin Pruning Adaboost Classifier.

Keywords: EEG � Alcoholism � Optimization � Regression � Classification

1 Introduction

The number of individuals consuming alcohol throughout the world is increasing day
by day [1]. Alcoholism if consumed in moderation does not cause too much damage to
the human body instead can enhance the sociability and mood of a person. But too
much of alcohol consumption can lead to a condition called alcoholism. Alcoholism is
a psychiatric condition where the consumption of alcoholic beverages is very high and
can lead to adverse consequences to the health such as high blood pressure, stroke,
cancer, and liver cirrhosis [2]. The functions of the central and peripheral nervous
system too can get affected easily by this disorder. Alcoholism affects the social lives of
the person and their respective family members to a great extent. Some of the famous
techniques which aid the doctors to study about the chronic alcoholism are EEG,
Computed Tomography (CT) and Position Emission Tomography (PET). The effect of
alcohol on the cortical regions of the brain are easily analyzed by the EEG signals.
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The usage of EEG signals can work efficiently when compared to other techniques due
to its ease in the acquirement and cost effectiveness. With the development of a lot of
pattern recognition techniques, it is easy to classify EEG signals in medical practice as
it provides a good assistance to the doctors in automated diagnosis of this disorder. The
strategies utilized to assess and classify the EEG signals have become more versatile
and is nearing to perfection. As the diagnosis becomes more reliable with less cost,
EEG signals feasibility for the alcoholism diagnosis has become very high.

2 Materials and Methods

The database utilized in this paper was obtained from UCI-KDD dataset [3]. The
dataset has EEG recordings of 122 normal and alcoholic EEG patients. The electrodes
position was placed in a standard manner. For various stimuli, all the subjects have
undergone about 120 trials. 256 Hz was the sampling rate of the system and the
resolution range was 12 bits. To eliminate the artifacts, the EEG signal was band pass
filtered between 0.5 Hz and 70 Hz. Thirty such data recordings were considered for the
alcoholic EEG data set and it was subdivided into 120 files each comprising a total
length of about 2560 samples. The block diagram of the work is shown in Fig. 1.

3 SVNLR Based Feature Extraction

Instead of extracting the standard statistical type of features like mean, variance,
standard deviation, kurtosis, entropy etc… here the type of features extracted is
SVNLR features [4]. For Support Vector Regression (SVR), between the matrix of the

Pre-processing step

Sine Cosine optimization

SamplesEEG Signals

Support Vector Non-linear Regression Feature Extraction

Brain Storm optimization

Classification

Fig. 1. Block diagram of the work
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wavelength signals W and the corresponding concentration Z, a linear regression can
be performed as

Z : Z ¼ qW þA ð1Þ

where the matrix of the weight coefficient is expressed as q and the bias vector is
represented as A. Based on the Lagrange multiplier and Karush-Kuhn-Tucker
(KKT) condition, SVR is expressed as

q ¼
Xl

i¼1

ai � a�i
� �

wi ð2Þ

where a variable of matrix W is expressed as wi. The corresponding Lagrange coef-
ficients are expressed as ai and a�i , the total number of samples are expressed as l.
Therefore, the linear regression equation is expressed as

Z ¼
Xl

i¼1

ai � a�i
� �

wT
i wj þA ð3Þ

The calculation of the regression function is done by the concentration of the com-
ponent Z ¼ v; wð ÞþA:; wð Þ and is a high dimensional mapping that is initiated to
finish the non-linear regression. w is an input variable of the wavelength signals, v and
A acts as the same role in SVR. The kernel function K ¼ ;;T is defined [5]. Using the
following equation, the regression model’s component concentration is expressed as

Z ¼
Xl

i¼1

ai � a�i
� �

� wj
� �T; wj

� �þA

Z ¼
Xl

i¼1

ai � a�i
� �

Ky þA

ð4Þ

where for the validation set Z denotes an output variable. The matrix of validation
variable feature space mapping is expressed by ;y. Ky expresses the matrix comprised
of Kij ¼ K wi;wj

� �
, where the input variable to the validation set is expressed as wi and

the input variable to the calibration set is expressed as wj. The Kernel based SVR leads
to the attainment of the SVNLR features. The original alcohol EEG data has samples of
about [2560 � 64], that is for 64 channels with each of them having a duration of 10 s.
The sampling rate is 256 samples per second. Then it is reduced to SVNLR features as
[256 � 64], that is ten times reduction per channel. Then these features are fur-
ther optimized with the two optimization algorithms to have an eight-time reduction of
only [2560 � 1] feature length per patient.
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Figure 2 shows the normal plot of SVNLR features extracted from alcoholic EEG
signals. The presence of skewness and non-Gaussian representation in the graph
indicates the need for additional optimization techniques so that it could ease the
burden of the classifier. Therefore, Brain Storm optimization and Sine Cosine opti-
mization are utilized in this work and is explained in Sect. 4.

4 Optimization Techniques

The extracted features are further optimized with the two optimization techniques used
here such as Brain Storm optimization algorithm and Sine Cosine optimization
algorithm.

4.1 Brain Storm Optimization Algorithm

Some problems which cannot be solved by person can be solved with the intervention
of many humans and based on this inspiration, Brain Storm optimization algorithm was
developed [6]. It is actually a type of clustering algorithm where the solutions are
clustered into several types. To produce the new offspring, one or three clusters are
selected. The new off springs are then compared with the best solution of the entire
population present in the same cluster. This is done so that the population is updated
easily. The strengthening of the local search ability is done if parents are chosen from
one or two neighboring clusters. The global search ability is heightened if the new
offspring generated by parents are selected from three random clusters. The procedure
is explained in Pseudocode 1.
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Pseudocode 1:
Initialize: Generate ' 'M solutions in a random manner.

Problem-specific method is used to generate N solutions
Evaluate these solutions

While the stopping criteria is not satisfied do
Clustering process: M solutions are clustered into Q clusters by a cluster-

ing algorithm (In our work K- Nearest Neighbour (KNN) is utilized for clustering). 
Generation of new solutions: To produce new solutions, select one or two 

clusters randomly
Updating: The new solution is compared with the existing solution present 

in the same cluster.

The best is kept and the other is discarded.

4.2 Sine Cosine Algorithm

With a random set of search agents, this algorithm initiates the optimization process
[7]. Using a fitness function, the quality of each agents is evaluated. After the fitness is
evaluated, the algorithm traces and finds the best search agents obtained and then
assigns it to the far away destination points. Based on this, the updation of the other
solution is done. By undergoing a lot of iterations, this algorithm can reach the
expected solution. Once the termination criteria are satisfied, the algorithm terminates.
The procedure is explained in Pseudocode 2.

Pseudocode 2:
Step 1: A random set of search agents is generated
Step 2: The fitness of every search agents is evaluated
Step 3: The best solution achieved so far is updated
Step 4: 1 2 3, 4, ,q q q q are updated
Step 5: The search agents’ position is updated
Step 6: While ( t <maximum number of generations)
Step 7: The best solution obtained so far is returned as the global optimum. 

As the number of iteration increases, the updation of the ranges of the sine and
cosine function At

j shall be done. For both the phases, this update in position is
expressed as:

Atþ 1
j ¼ At

j þ q1 � sin q2ð Þ � q3M
t
j � At

j

��� ��� ð5Þ

Atþ 1
j ¼ At

j þ q1 � cos q2ð Þ � q3M
t
j � At

j

��� ��� ð6Þ
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The above equations are combined and used in the following equation as:

Atþ 1
j ¼

At
j þ q1 � sin q2ð Þ � q3Mt

j � At
j

��� ���; q4\0:75

At
j þ q1 � cos q2ð Þ � q3Mt

j � At
j

��� ���; q4 � 0:75

8><
>: ð7Þ

According to the above equation, there are four main parameters such as q1; q2; q3
and q4. These are helpful to determine the position of the new solution. The next
position’s region is dictated by the parameter q1 which could be either in the space
between the destination and solution. The progressive movement towards or away from
the destination is determined by q2. A random weight for the destination is brought out
by q3 in order to define the effect of destination from the distance. The switching
between sine and cosine components is done with the help of the parameter q4. To have
a good balance between the exploration and exploitation phases, the sine and cosine
ranges is adaptively changed using the following equation as

q1 ¼ b� t
b
T

ð8Þ

where the current iterations is expressed as t and the maximum number of iterations is
expressed as T , b is a constant and in our experiment the value of it is expressed as 4 to
get the best value after going through several rounds of trial and error basis with other
values. After the fitness is evaluated, a better solution is produced by the initial pop-
ulation which helps to update the position. To achieve a better exploitation capability
the periodic behavior of the sine and cosine function necessitates the solution to be
generated. Between the obtained current solution and the best solution, if the new
solution is generated, then the global search capability is easily generated during this
optimization method.

In time domain, one of the ways to indicate the statistical property of a signal is by
the usage of Hjorth parameter and the most important parameters here are the mobility
and complexity [8]. The Hjorth parameters are calculated for both the optimizations as
expressed in Table 1.

5 Margin Pruning Classification

Instead of using the conventional classifiers like neural networks and before proceeding
into advanced deep learning methods an attempt to use a variant of the standard
Adaboost classifier called Margin Pruning Boost Classifier [9] is done. To mitigate the
influence of noise like instances, Margin Pruning boost was designed for our work.

Table 1. Hjorth parameters for both the optimization techniques.

S. no Optimization techniques Complexity Mobility

1 Brain Storm optimization 1.6428 0.0439
2 Sine cosine optimization 1.6877 0.1623
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(1) The initial weights are set as

wl;1 ¼ 1=2; where l ¼ 1; 2; . . .:;N ð9Þ

(2) The following tasks for t ¼ 1; 2; . . .:; T is performed.
a) Based on the weighted instances, a weak classifier in trained and then Wk

tþ
and Wk

t� is calculated for every partition Pk
t .

b) The weak hypothesis f kt xð Þ for every partition Pk
t is computed by

f kt xð Þ ¼ Wk
tþ �Wk

t�
� �
Wk

tþ þWk
t�

� � ð10Þ

c) The weights of instances are updated as

wl;tþ 1 ¼ exp �yl
X
t

ft xlð Þ
" #

ð11Þ

d) A threshold Ztþ 1 is set by the following equation

Ztþ 1 ¼ max
l

wl;tþ 1
� ��maxl wl;tþ 1

� ��minl wl;tþ 1
� �

50
ð12Þ

For any instance xl, if wl;tþ 1 [ Ztþ 1, then reset wl;tþ 1 ¼ 1 and
P
t
ft xlð Þ ¼ 0.

Compute At ¼
P
i
wl;tþ 1, then the normalization is done by letting wl;tþ 1 ¼ wl;tþ 1

At
.

(3) Assume FT xlð Þ ¼ PT
t¼1

ft xlð Þ, the output of the strong classifier G xlð Þ is expressed as

G xlð Þ ¼ sign FT xlð Þ½ � ð13Þ

6 Results and Discussion

In this work, a K-fold cross-validation methodology was used. At the start, in this
methodology the splitting of the dataset into ‘K’ equal size points are done. To train the
classifiers, K � 1 groups are used, and the remaining part is utilized for testing. The
validation is repeated for K number of times. The computation of the classifier per-
formance is obtained based on the K results. Various values of K are selected and in
our work, K ¼ 10. Therefore, 90% of the data was used for training and 10% for
testing in the 10-fold cross-validation method. The procedure was repeated 10 times for
each fold of process. The performance metrics parameters utilized here are TP, TN, FP
and FN and they denote True Positive, True Negative, False Positive and False
Negative, respectively. The Tables 2 and 3 shows the consolidated result analysis of
SVNLR features with both the Brain Storm optimization and sine cosine optimization
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along with Margin Pruning Adaboost classifier. The performance metrics such as
classification accuracy, sensitivity, specificity, and Performance Index (PI) are
explained as follows.

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

� 100 ð14Þ

Sensitivity ¼ TP
TPþFN

� 100 ð15Þ

Specificity ¼ TN
TNþFP

� 100 ð16Þ

PI ¼ TPþ TNð Þ � FN � FP
TPþ TNð Þ

� �
� 100 ð17Þ

Table 2 shows that a higher accuracy of 97.33% is accomplished in the case of
Brain Storm optimization method with Margin Pruning Adaboost Classifier and it is
due to higher PI and perfect specificity with a less sensitivity. As depicted in the Fig. 3.
the scatter plot among Brain Storm optimization and Sine Cosine optimization, the
Brain Storm optimization (blue colour) covers the entire region of the classification
rather than a small, clustered area as shown for Sine Cosine optimization (red colour).
This leads to lower value of 94.79% accuracy in the Margin Pruning Adaboost clas-
sifier for Sine Cosine optimization with a less sensitivity value as shown in the Table 3.

Table 2. Consolidated result analysis of SVR non-linear features and Brain Storm optimization
with Margin Pruning Adaboost Classifier.

Classifiers PI (%) Sensitivity (%) Specificity (%) Accuracy (%)

Margin Pruning Adaboost Classifier 94.49 94.79 100 97.33

Table 3. Consolidated result analysis of SVR non-linear features and Sine Cosine optimization
with Margin Pruning Adaboost Classifier

Classifiers PI (%) Sensitivity (%) Specificity (%) Accuracy (%)

Margin Pruning Adaboost Classifier 88.38 89.59 100 94.795
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7 Conclusion

Around the world, one of the serious neurological disorder affecting many people is
alcoholism and because of it, many people are suffering from deadly diseases like heart
attacks, liver cirrhosis, cancer etc. Therefore, a computer aided automated analysis of
alcohol classification from EEG signals is of crucial importance. Here in our work, the
approach developed seems to be quite effective, easy, and useful for the alcoholic EEG
signal classification. The results prove that for SVNLR features when optimized with
Brain Storm optimization and classified with Margin Pruning Adaboost classifier, a
higher classification accuracy of 97.33% is obtained along with a PI of 94.49% when
compared with that of utilizing Sine Cosine optimization and classified with Margin
Pruning Adaboost classifier which reported an accuracy of 94.79% and a PI of 88.38%.
Future works aim to work with other optimization techniques and other feature
extraction and advance deep learning techniques for classification of alcohol from EEG
signals.
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Abstract. The objective of this paper is to present a device designed for the
monitoring of hand movements and grip force in specific situations namely in
case of an impaired hand, due to either paresis or trauma situations. Such a
device will allow the real time monitoring of the hand during the recovery
process and its data logging capabilities will permit a better following and
response during recovery. The device is based on several force sensors included
in a form which allow the hand to rest on it in a relaxed position thus permitting
to relatively small/weak movements to be measured. It is possible to measure
either each finger individually or the entire hand. The same device allows further
on the treatment to measure the grip force of the recovered/recovering hand or
fingers. The device is microcontroller based and the software used for the
application is LabVIEW. The force sensors – FSR type – were calibrated and the
actual mass-voltage diagram was experimentally determined.

Keywords: FSR � Paresis � Force measurement

1 Introduction

The current paper is expressing the results of an experimental study for the fine moves
of a human hand. First of all, we will monitor the normal movement of the human hand
and the gripping force. After defining the default normal values, we will start experi-
menting the minimal moves detected by the system. Only after determining the facts
mentioned above we’ll start monitoring cycles of recovery from paresis or other
mobility impairing hand injures.

The main idea is to follow a series of exercises meant to determine the basic hand
and fingers movement that improve in time. In the first few weeks of recovery, most of
the patients don’t move their hands at all or the values are insignificant.

For this experiment we will use a specifically constructed device designed for a
simple use and tailored for a specific or a specific group of patients. It consists of a base
and a handhold molded using the shape of a human palm. On the mold will be placed
six force resistive sensors, one for each finger and one for the palm pressing point. Two
more bending sensors will be placed on the wrist, one placed above and one below.

The force sensors will measure the force applied by the human hand that is monitored,
while the bending sensors will notice the very first weak moves of the hand (Fig. 1).
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2 Theoretical Considerations

2.1 Hand’s Movement

Natural hand movement is defined by the ability of a human hand to execute a wide
range of movements consisting of rotations, various types of bending and flexing within
a certain portion of space. Among many of this movements we consider the gripping
movement of being important both in everyday use and in recovery monitoring.

Human hand has multiple flexing points, it is important to mention the wrist hor-
izontal and vertical moving angles, and the finger joints conferring mobility to the
hand. As natural examples for this particular study we are mentioning grabbing,
squishing, even keyboard typing. All this simple reflex requires neurological capabil-
ities, otherwise will be noticed symmetry defects.

2.2 Paresis

Even if this device can be used in a large number of situations involving impaired hand
movements for the purpose of this paper, we chose to exemplify using the paresis
condition.

Considering that paresis is partial paralysis of some nerve damaging or disease, we
may say that hand paresis is affecting natural grip force reflexes and movement range.
In most cases patients are highly affected and they cannot practice even the most basic
exercises.

Paresis as an affection evolves from a sudden effect, manifesting slow improve-
ments step by step in the recovery process. Recovery treatment and monitoring is the
same for most of the cases, while time and results may vary depending on the patient.

Fig. 1. Hand relaxed position/Molded part of the device with sensors
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3 Practical Implementation

The actual construction of the experimental stand is presented below.
For this stand we used: one Arduino Uno R3 micro-controller, one breadboard,

connection wires, one 16 Channel Analog/Digital Multiplexer, six force resistive
sensors, two bending sensors, eight 10 kΩ resistors, one mold and the base.

A special consideration was given to the insulation aspect thus all wire ends were
insulated from the start so the values could not be influenced by the direct interaction
with the hand.

Considering the expected results, the most important part of the experimental stand is
the mold, being made from a special material giving the ability to replicate any hand
shape. It is necessary to discuss hand dimensions and finger shapes when realizing the
mold in order to obtain accurate results, this topic will be approached further in the paper.

3.1 Construction Design

The experimental stand was designed to be practical, targeting the ease of use.
Positioning the hand on the mold being one of the top priorities, therefore after

testing the sensors individually and confirming as supposed that the best way to measure
is to apply the force as close as possible to the center. Thus, the finger placement was
designed to be as close as possible to the center of each sensor (Fig. 2).

It is essential to model the form following the basic steps, starting by defining the
highest point on the palm while the hand is standing in a natural relaxed position.

For this specific experiment we used as the main testing hand, the one presented
below (see Fig. 3).

The first step as mentioned is defining the highest point, noted in this case with B.
Next step is to measure the distance between point B and the fingertip of the middle
finger, noted in this case with A, and distance between point B and the lowest point of
the palm, noted in this case with C.

Therefore D1 = B ! A and D2 = B ! C.
In this particular case D1 is equal to 12 cm and D2 is equal to 6 cm. We may

approximate that the test hand has a length of 18 cm.

Fig. 2. Experimental device, molded part and electronic circuit
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3.2 Sensor Calibration

The date on the available FSR used is a little scarce so it was deemed important to
perform a calibration process for the sensors.

The calibration setting was simple, and it was performed off-mold for a better
accuracy of data. In the molded form of the design the sensors are placed so that the
finger force vector is orthogonal to the sensor thus the same model was used for
calibration (Fig. 4).

Calibration was done with a series of metrological weights of 500 g, 200 g, 100 g,
50 g and 20 g. For each of these weights, the displayed voltage acquired thus per-
mitting to compute the closes function to the measured values. The resulting function is
an exponential one as presented below:

Calibrated Value ¼ 13:377 � e1:07�Un ð1Þ

The calibration for the bending sensors was made using the free 90-degree refer-
ence on a protractor. The voltage values obtained from the 40, 50, 60, 70, 80, 90, 100,

Fig. 3. Specific hand dimensions for mold design

Fig. 4. Calibration diagram of the FSR
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110, 120, 130, and 140° of gravity were measured by bending the sensor from the
center point.

Similar to the FSR the exponential function was found to be:

Calibrated Value ¼ 21:233 � e1:2618�Un ð2Þ

From the actual experimental data, it occur that due to the small forces acquired in
early stages of recovery it might be possible to us a linear approximation – within the
range of 0 … 100 g (0 … 1 N) – but the actual exponential function was preferred.

3.3 Data Acquisition

The LabView software and an Arduino microcontroller were used to make the data
acquisition setup. The Arduino microcontroller was used to retrieve the sensor data,
and the LabView software was used to process data acquisition.

To process all data as required, the virtual instrument was structured in 4 different
steps: Increment sequence for channel readout, Digital writing and analog reading,
converting into vector type data, Graphic representation.

The electrical diagram of the system is presented in Fig. 5.

4 Experimental Results

Several sets of measurements were taken from which the most relevant were presented.
Interpretation of the results was based on normal and erroneous use of the experimental
stand.

The first significant aspect is the difference in force between the fingers of the hand.
The fingers that exert the greatest force in the tightening process are the Thumb, the
Index Finger, and the Middle Finger.

Fig. 5. Electrical diagram of the system
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The movements of the joints are visible from the first pulses, the signal then
oscillating in intensity and speed (Fig. 6).

After studying the peripheral clamping points, a test cast on which the sensors were
mounted was modeled. After the tightening process was measured the difference in
signal received from different hand sizes, noticing that sensors must be placed different
on the mold for every patient.

More cycles of tests were taken with different length and intensity to study the
behavior of the hand. For a better comparison fingers movements and actions were
monitored both simultaneous and separated. The first example presented is the one with
the force of each finger represented individually.

The thick line is in the graph is representing the value taken from the force sensor
placed in the palm. It can be noticed that the lowest value is given by the thumb
because in a free hand holding position the thumb is pressing from side without
influencing the contraction of the palm.

Differences in force exerted by the opposite sex in the individual tightening process
is about 20% higher at men.

The graph above is a forceful tightening exercise of the hand of an apt person.
When exercising the maximum hand force, the physical difference between the fingers
of the hand can be observed. Using the values of analog indicators, it can be calculated
an average hand force of approximately 19 N.

Fig. 6. Finger movement measured as force variation on sensors

Fig. 7. Maximal gripping force for men and women
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According to experimental measurements from a sample of 20 people, 10 male and
10 female resulted in a male tightening is within the range of 18 N and 22 N, and
women between 10 N and 16 N. (see Fig. 7).

Testing of the measuring system was performed both under normal operating
conditions and under increased sensitivity conditions. The shock method refers to
touching the sensors with each independent finger as fast and powerful as possible.
This method reflects sensor response time and finger dexterity in the recovery process
(Fig. 8).

The response time of the sensors is favorable to the monitoring of the recovery
process as finger movements can be observed from tightening exercises to fine fingers
movements.

The nonlinear form of the arm prevents the sensors from being fixed to the 90°
position. Several types of exercises were performed to determine the results of the wrist
movement.

The first type of exercise is the vertical bending of the hand at a normal pace
(Fig. 9).

The resting state of the wrist in the right position shows a difference between the
two signals. The difference decreases gradually depending on the bending due to the
sensor’s return to the natural shape.

Fig. 8. Dexterity (left)/sensitivity (right)

Fig. 9. Normal wrist movement (left) versus rest state (right)
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The most relevant bending exercise is the broad hand movement at an alert pace.
Thus, one can observe the natural and fluid movement of the hand of a person without
disabilities, which is taken as a standard for normal values.

Unlike force sensors, the bending movement was similar in both male and female.
In the case of horizontal bending, the measured values are less clear due to sensor

location points (Fig. 10).

The physical limits of the experimental device are determined by the greatest extent
of the difficulty of the exercises. As a result of repeated tests carried out on different
persons, the fluidity of the signal acquired in the normal use of the measuring system.

The experimental stand in question was assembled as all purpose stand but futher
measurements proved that for different hands – dimensionally different – significant
errors may occur thus user needs a mold, modeled after his own hand.

Using a general molding can result in erroneous results due to different measuring
points (Fig. 11).

Referring to the initial design idea it is recommended to use a fit mold for every
patient. From our test trials it is shown that a hand size that differs with more than 5%
from the main testing hand will return false or unwanted results.

For this measuring trial, the testing hand is smaller than the main one, D1 being
10.5 cm and D2 being 5 cm.

Fig. 10. Vertical fast wrist movement (left) horizontal movement (right)

Fig. 11. Errors due to incorrect mold use or big differences in hand dimensions
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Size differing with more than 5% doesn’t allow the fingers to be placed on the
center of the sensor.

Diameter of the FSR sensor is 1.27 cm and for the most reliable result, the finger
must press on the whole surface. Having a case with a smaller hand, the fingers won’t
be able to press on the required surface, therefore the values won’t be reliable.

Real-time short timed measurements while useful may be relevant only for a short-
term diagnosis at high intensity.

In the post-paresis recovery process, it is recommended to log the data either in
numeric or graphic form both for tightening and for mobility so that the basis and
evolution of the movement/recovery can be suitably monitored.

5 Conclusions

The paper presents the development of a system for monitoring fine hand movements
in the post-paresis recovery process. The completion of the study required the theo-
retical considerations on hand anatomy, FSR sensors and the 16 channels multiplexer.

Following the assimilation of the theoretical considerations, the practical imple-
mentation part was taken, consisting of the physical construction of the experimental
stand, the connection of the electronic components and the data acquisition.

Data acquisition was performed using LabView and Lynx Maker hub software,
taking the signals from the Arduino Uno microcontroller.

After completion of the practical implementation, different types of experiments
were simulated to obtain the experimental data. The study of the experimental data
revealed the operation of the experimental stand according to the initial hypothesis.

The response time of the sensors is small enough to sense any kind of motion or
hand pressure.

Data analysis is based on values wrote into a vector and graphic representation in
LabView. For individual measurement point, an analog indicator panel is provided
displaying the last values read from the vector.

According to simulated exercises, we proved the possibility of monitoring the
entire post-paresis recovery process (dexterity, tightening, mobility, fatigue).

Initial trials have been successfully completed, and perspective proposals have been
considered for future implementation such as (Storing results in a database, Adjusting
the structure to create a portable device, Setting comparison values for each user,
Extending the bending part measurements to the fingertips).
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Abstract. To prevent the spread of infections, hospitals required their
employees and visitors to wear a mask at all times when in the facility. Wearing
masks for a prolonged amount of time causes a host of physiologic and psy-
chological burdens and can decrease work efficiency. In most cases the persons
subjected to such measurements perform various activities and most of the time
without being constantly monitored by a member of the medical staff. What
happens if such a subject quickly develops respiratory problems and is unable to
oxygenate effectively? How long does it take for another person to achieve this
and especially how long does it take until the specialized intervention in these
cases? Starting from these questions, we set out to create a device designed to
have a dual role: monitoring respiratory activity and the second role is to alert
the person in question in the event that he develops breathing problems and thus
oxygenation.

Keywords: Respiratory rate � Mask � Respiratory monitoring

1 Introduction

Wearing a mask is one of the measures to prevent and limit the spread of certain
respiratory diseases, including that caused by the new coronavirus. However, the use of
a mask alone is not sufficient to ensure an adequate level of protection and other
equally relevant measures should be taken. The use of the mask must be combined with
proper hand hygiene and other measures to prevent and control disease, especially from
person to person.

The mask is also an essential element used by medical staff for protection,
regardless of specialization or location. Medical personnel are advised to use a respi-
ratory mask whenever performing procedures that may generate aerosols (e.g., tracheal
intubation, noninvasive ventilation, tracheotomy, cardiopulmonary resuscitation,
manual ventilation before intubation, and bronchoscopy) [1].

Wearing a mask, when not indicated, can cause unnecessary costs, burden on
purchases and create a false sense of security that can lead to neglect of other essential
measures, such as hand hygiene practices. Moreover, the incorrect use of a mask can
affect its effectiveness in reducing the risk of transmission. Some of the studies reported
headaches [2], others discussed skin problems due to prolonged wearing of masks [3].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Vlad and N. M. Roman (Eds.): MEDITECH 2020, IFMBE Proceedings 88, pp. 55–60, 2022.
https://doi.org/10.1007/978-3-030-93564-1_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93564-1_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93564-1_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93564-1_7&amp;domain=pdf
https://doi.org/10.1007/978-3-030-93564-1_7


2 System Architecture

In this experiment we try to evaluate changes in respiratory reactivity and the response
of people forced to wear a mask in pandemic conditions with the new coronavirus and
to make a correlation of different parameters obtained by non-invasive methods to
determine what can lead to early diagnosis followed by actions appropriate therapeutic.

The respiratory system includes the airways (leading to the lungs), the lungs, and
the thoracic structures responsible for the circulation of air through the respiratory
system. The airways begin at the nostrils, which is the interface with the air in the
atmosphere. During a normal resting breathing cycle, the only type of movement is the
diaphragm up and down movement. The inspiratory stage of the respiratory cycle
causes the diaphragm to move down along with the lungs. During the expiration stage,
the diaphragm relaxes and the elastic retraction of the lungs determines the return to the
initial position. In case of forced exhalation, the abdominal muscles contract, causing
the abdominal organs to reach the diaphragm. These movements of the diaphragm
muscle and the rib cage can be recorded and the sequence of inspiration/expiration
determined during one minute represents the respiratory rate.

Using this monitoring method for a long time can lead to discomfort or in some
cases prevent the subject from performing activities [4].

Respiratory rate control ensures efficient exchange of respiratory gases, helping to
maintain the body’s pH and minimize energy consumption.

Considering the above mentioned, we opted for respiratory rate monitoring through
a thermistor small positioned effectively for this purpose.

Respiratory rate measurement is based on temperature variations of inhaled/exhaled
air. An SMD thermistor (10 kohm at 25°) is used as the temperature/voltage transducer.
The signal provided by it is amplified and subsequently filtered in order to retain
efficient data.

Thermography is a noninvasive imaging method of investigation which implies no
side effects and no contraindications for the patient. Unlike other imaging methods of
investigation, medical thermography is completely without risk for the patient and
physician.

The thermistor should be placed near the nostrils of the subject using the facemask.
It measures the temperature difference between exhaled and inhaled air which translates
into a variation in electrical resistance. This variation taken with a resistive divider and
amplified with an operational amplifier provides an analog voltage proportional to the
temperature at the output connector (Fig. 1).
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The prototype system does provide options for power-up using batteries and has
access to a USB 2.0 port for transferring conversion data, and programming the
microcontroller.

In order to facilitate its placement at the level of the mask, the thermistor is fastened
with the help of a metal clip fixed at the level of the nasal support of the mask as can be
seen in Fig. 2. This system allows easy removal of the sensor when you want to replace
the mask. Also, the capsule thermistor allows disinfection using standard solutions for
medical use, in order to comply with safety rules.

The pulse oximetry module allows by a non-invasive method the monitoring of the
oxygen level from the hemoglobin level in the patient's blood A small device was
designed, that integrates the pulse sensor using Autodesk FUSION 360 [5] (Fig. 3).

Fig. 1. Wiring diagram and wiring for the amplification and filtering part of the respiratory
signal.

Fig. 2. First prototype of the equipment (left) and final setup (right).
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Although pulse oximetry is used to monitor oxygen levels, it can also provide
information about oxygen metabolism or the amount of oxygen the subject/patient
needs [6, 7]. In this case it is necessary to correlate the two parameters. It can also be
helpful in detecting ventilation abnormalities.

3 Functionality of the System

The microprocessor microsystem used is the Arduino Uno development system, based
on the Atmel AtMega324 microcontroller, with 20 I/O ports, 32 kB flash memory, 2.5
kB SRAM, 1 kB EEPROM, 16 MHz CPU frequency, 10-resolution ADC bits and
integrated USB support. The characteristics of the microcontroller but also the format
of the development system facilitated the development of the prototype, allowing the
implementation of a system with small dimensions.

The information coming from the 2 sensors is transmitted to the microcontroller for
processing. The system being developed in order to monitor the parameters related to
respiration analyzes this information and compares the values obtained with some
standards, considered optimal. If deviations from these normal intervals occur, the system
carrier receives a warning by coloring an LED from green (normal) to red (danger). In this
way the subject is warned of certain changes in the ventilatory parameters.

There is also the possibility to connect to a PC in order to visualize and graphically
represent these parameters, in the future we want the possibility to attach a storage
system in order to obtain a holter type system for the previously mentioned parameters
(Fig. 4).

Fig. 4. Signal representation on oscilloscope (left) and using a graphic interface (right).

Fig. 3. Design of PPG sensor
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4 Conclusions

An experimental model of the device was implemented and tested. The signal acqui-
sition and user alerting part was implemented as a shield for the Arduino Uno
development system with the possibility of further development by including new types
of acquisition signals but also communication modes.

The proposed device offers the subject in question an opportunity to learn about
possible episodes of respiratory problems that may occur while wearing a mask and can
give him or a loved one a chance to mitigate their effects. Another possible use could be
its integration into a system of diagnosis or treatment of diseases related to respiratory
problems, to trigger or record these events or to optimization the therapy in case of
chronic diseases [8, 9].

In the future, we will focus on a better detection of the parameters but also on an
integration of a protocol for wireless transmission of the acquired data that would allow
the recording of the time moments in which the targeted events occurred.
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Abstract. Health can be easily monitored by performing routine blood assays.
The blood science offers complete information about the clinical state of the body
from a sample to which the concentration of the parameter of interest is measured
using specialized medical equipment. In order to maintain or to improve the
medical judgement, the measured results for the assay parameters must be precise
and accurate. If this condition is not fulfilled, the quality of the medical diagnosis
can be affected, which is translated into improper therapy that has negative
impact over the patient’s health. In this paper is presented the incubation time
effect over the precision and the accuracy of the concentration of one of the most
important parameter used in the self-monitoring procedure of diabetic patients,
which is the glycated hemoglobin. Regarding the experiment, HbA1c lateral flow
immunofluorescence test strips were used in order to measure the amount of
glycated hemoglobin for different incubation periods from an artificial quality
control material with known manufacturer assigned target values.

Keywords: Immunofluorescence � Incubation time � Lateral flow analyzer

1 Introduction

The blood science represents a step in the development of a particular path of
pathology [1]. Health is the most important state of a human being and in order to
properly monitor and diagnose it, periodical medical evaluation must be performed.
The most simple and accessible medical monitoring procedure is represented by the
blood assays.

The complete blood assay profile consists in a set of parameters that will provide
important information about the vital functions and the chemical and metabolic pro-
cesses that take place in the human body.

Blood is a complex suspension of cells in plasma proteins that flows through
arteries, veins and capillaries and transports the nutrients along with the oxygen to the
cells [2]. The analytical chemistry measures quantitatively the concentration of a
particular parameter from the blood, supplying important information that will improve
the clinical judgement when the diagnostic procedure is performed. The quantitative
measurements must be precise and accurate in order not to affect the quality of the
medical act. It is desired to obtain results as close as possible to the real clinical state of
the tested patient. The collection and the assay procedure must be performed following
strictly the medical protocol in order to minimize the operation errors that can be
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induced in the measurement process. Any operation issue involved in this process will
conduct to false positive or false negative results that can generate an improper medical
diagnosis translated into severe repercussions over the clinical state of the tested
patient.

In this paper is presented the effect of the incubation time over the accuracy and
precision of the results obtained on lateral flow immunoassay glycated hemoglobin
(HbA1c) tests. The paper is organized as it follows: in Sect. 2 are described the
precision and the accuracy of a blood assay analyzer, followed by Sect. 3, where the
HbA1c lateral flow immunoassay measurement technique is presented, ending with the
experimental results in Sect. 4.

2 The Precision and Accuracy of the Medical Assays

The medical record should include blood assay results in order to provide a correct
medical diagnostic. It is very important that the blood results to be precise and accurate
and in accordance with the clinical state of the patient because depending of the values
obtained during the assay procedure, the patient’s diagnostic will be framed in nor-
mality or in a specific pathology. Every assay has its specific normal range and any
other deviation from this limit represents a low or a high abnormality.

In the case of blood analyzers, the assay limits are specific to each type and model
and are provided by the manufacturer, with the emendation that the limits can be
modified according to every laboratory’s own targets. In Fig. 1 is illustrated the
measurement domain of a blood analyzer.

The normal range corresponds to the limit in which a result is reported as normal,
followed by the low and high range, where the result is outside the normal limit, being
situated in a specific pathology [3]. Any results that are outside the pathological range
will not be reported due to the measurement limitation of the instrument.

There are cases when the instrument is not properly maintained or operation issues
are induces generating measurement errors. A tested patient with a normal health state
can be easily misplaced in a pathological case with improper medical treatment that can
degenerate its health due to a false positive result. In the same manner, a patient with
health issues can be declared normal if the measured result is false negative, meaning
that there is no need for medical treatment, increasing the risk for the disease to
progress.

Fig. 1. The measurement domain of a blood analyzer.
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In order to establish the accuracy and the precision of a medical analyzer, the
standard deviation (SD) must be calculated using (1), where n represents the number of
measured results, xn are the measured results and x is the mean of the measured values:

x ¼
Xn

i¼1

xn
n

ð1Þ

SD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
xi � xð Þ2

n� 1

vuuut ð2Þ

The coefficient of variation (CV) can be calculated from (1) and (2):

CV ¼ SD=x ð3Þ

One of the most important assay that needs to be constantly monitored is the glucose.
The capillary blood glucose is an important indicator in the diabetes care management
system [4].

This substance is stored as glycogen in the skeletal muscle and in the liver cells [5]
and it is regulated by insulin, which is a hormone produced by the pancreas. The blood
sugar levels are mostly affected by external factors, such as bad gastronomic habits,
stress, sports, but also by internal factors, like illness or slow metabolism.

Along with the blood glucose, a more relevant parameter involved in the diabetes
care management system is the glycated hemoglobin (HbA1c), which is a standard for
the clinical evaluation of the glycemic control, providing complete informational
resources in the diabetes treatment.

In 2019, all over the world were reported approximately 463 million diabetic adults
with ages from 20 to 79 years old. The number is increasing each year and this is a very
alarming fact because diabetes caused 4.2 million deaths so far [6].

In order to have a better clinical understanding about the patient’s glycemic
management and to monitor if his metabolic control is in the normal range, HbA1c
should be tested every 3 months.

This indicator is primarily used to monitor the effectiveness of a treatment or to
modify the glycemic therapy [7]. This means that HbA1c is a blood assay that needs to
be precise and accurate and should be taken into account to be measured when the
routine blood assays are performed.

3 The Lateral Flow Immunoassay Principle

The monitoring procedure of the HbA1c can be performed in specialized laboratories
using automated or semi-automated equipment or with the help of point-of-care (POC)
analyzers. In the case of POC instruments, the assay can be performed also by non-
medical personnel for self-monitoring at home, since the POC instruments are mainly
Clinical Laboratory Improvement Amendments (CLIA) – waived equipment [8].
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For the self-monitoring procedure are used rapid tests, which are easy to use, quick
and cheap, useful for home or for on-site applications. The main disadvantage in the
case of the rapid tests is that they are qualitative and do not provide a measured and
concise value that will help in the therapy management system.

The POC instruments use tests that are quantitative, providing a measurable value
for the concentration of the analyzed parameter. In this paper, for the experiment are
used HbA1c immunofluorescence quantitative tests that are preprocessed in a time
variable incubator at 37 °C and after the incubation is finished, they are measured on a
lateral flow immunofluorescence instrument.

The immunofluorescence lateral flow principle is based on the reaction that takes
place in the test strip between the antigens and the antibodies. The blood sample is
placed on the application pad from the test strip, which has the role of transporting the
sample to the conjugate pad. It is pretreated to separate the sample components, to
adjust the pH of the sampled substance and to remove any other interferences involved
in the measurement process.

The conjugate pad is the segment on the test strip, where the fluorescent labeled
bio-recognition molecules trigger the labeled conjugate when interacts with the sample
transported from the application pad.

The next layer consists in a nitrocellulose membrane, where the analyte-labeled
antibody complex is transported by capillary action to the primary antibodies test line,
forming a labeled antibody-analyte-primary complex. The excess labeled antibodies
travel to the control line and bind with the secondary antibodies. When the complex
reacts with the secondary antibodies, the control line is activated, which means that the
test was performed in accordance with the testing procedure and it is valid. The color
intensity of the test line is direct proportional with the concentration of the measured
analyte. In order to obtain a quantitative value, the test strip is measured with an optical
strip reader [9]. In Fig. 2 is presented the composition of a lateral flow immunofluores-
cence test strip.

Fig. 2. The composition of a lateral flow immunofluorescence test strip.
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4 Experimental Results

The experiment was performed on the FA-160 immunofluorescence lateral flow ana-
lyzer using the bi-level CFPO-96 quality control (QC) for the HbA1c from Boditech.

The manufacturer assigned reference interval values from the QC’s insert sheet for
the HbA1c are 5.40% and 6.21% corresponding to the 1st level and 8.84%–11.96%
corresponding to the 2nd level.

The HbA1c testing procedure consists in analyzing 10 µl of control blood diluted in
1 ml of sample diluent, letting the mix to harmonize for 1 min and transferring the mix
to the application pad from the test strip, incubating it for 3, 5, 10, 15, 20, 25, 30, 35
and 40 min in order to observe if the results suffer any modifications for different
incubation periods.

In order to maintain a safe and correct assay procedure, the test strips were unsealed
only when the sample was about to be applied and for every incubation period a new
test was used.

In Fig. 3 is presented the FA-160 analyzer along with the volumetric pipette used
for transferring the sample into the diluent, the HbA1c tests and the HbA1c Boditech
control material.

In Table 1 are presented the measured results when the 1st level of QC was ana-
lyzed at the predefined incubation intervals and in Table 2 are presented the measured

Fig. 3. The experimental setup containing the FA-160 immunofluorescence analyzer and the
testing materials.
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results corresponding to the 2nd level of QC for the same incubation intervals as when
QC 1 was analyzed. The target value represents the mean between the low and the high
value of the quality control material assigned in its insert sheet.

In Fig. 4 is presented the plot corresponding to the coefficient of variation in
relation with the incubation time. There are two series for each QC level from which it
can be stated that after approximately 20 min of incubation, the measured results are
slightly increased, being falsely elevated.

Table 1. The experimental results for QC level 1.

Incubation time [min] Measured HbA1c [%] Target value [%] SD CV [%]

3 min 6.01 5.80 0.15 2.51
5 min 6.05 5.80 0.18 2.98
10 min 6.08 5.80 0.20 3.33
15 min 6.14 5.80 0.24 4.03
20 min 6.11 5.80 0.22 3.68
25 min 6.51 5.80 0.50 8.16
30 min 6.78 5.80 0.69 11.02
35 min 6.89 5.80 0.77 12.15
40 min 7.11 5.80 0.93 14.35

Table 2. The experimental results for QC level 2.

Incubation time [min] Measured HbA1c [%] Target value [%] SD CV [%]

3 min 10.37 10.40 0.02 0.20
5 min 10.37 10.40 0.02 0.20
10 min 10.38 10.40 0.01 0.14
15 min 10.45 10.40 0.04 0.34
20 min 10.40 10.40 0.00 0.00
25 min 12.82 10.40 1.71 14.74
30 min 14.05 10.40 2.58 21.11
35 min 14.12 10.40 2.63 21.46
40 min 14.38 10.40 2.81 22.71
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5 Conclusion

The blood assay science offers complete information about the clinical state of a
patient. It is the simplest method to diagnose potential diseases from a small blood
sample by analyzing it on a specialized medical equipment.

The improper collection, handling, assaying procedures or the abnormal func-
tionality of the medical instrument can affect the precision and the accuracy of the
measured results. This fact will decrease the quality of the medical diagnostic proce-
dure and can generate severe health issues due to improper medication therapy for the
patient from who the blood sample was collected and analyzed. There are situations
when the health state must be continuous monitored, as in the case of diabetic patients,
where the glycemic control must be maintained in normal limits with insulin com-
pensation therapy.

An efficient long term diabetes indicator is the glycated hemoglobin (HbA1c),
which must be periodically monitored. The patient can use a immunofluorescence
lateral flow POC HbA1c analyzer that is CLIA-waived because it is cheap, simple and
reliable. In order for the reaction between the antigen and the labeled antibody to take
place when a HbA1c sample is analyzed, the incubation of the test must be performed.
As can be observed from the presented experiment, a longer incubation time (after
approximately 20 min) in the case of a HbA1c test strip, affects the precision and the
accuracy of the measured results by increasing with almost 1% for the low levels and
3% for the higher pathological levels. This fact is possible because longer exposure in
the incubator will dry the nitrocellulose membrane containing the labeled antibody-
analyte-primary complex and will modify the color intensity of the test line.

Fig. 4. The coefficient of variation for each level of QC depending of the incubation time.
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Abstract. The paper presents a study on the performance of system of moni-
toring the activity of a person in the office. The equipment proposed by the
authors is based on a continuous evaluation, using data collection and pro-
cessing systems with wireless transmission, so that the monitored individual is
not uncomfortable in the activities they perform and it is performed based on the
evaluation of the position of the monitored person during the period in which he
carries out his activity sitting on the chair, but also during the rest period.

Keywords: Microcontroller � Monitoring � Wireless � Device � Sensor �
Acquisition system

1 Introduction

In contemporary societies, more and more companies are interested in studying the
degree of office comfort of employees that has effects on their productivity.

Spending a number of hours at the office, in front of a computer without the exis-
tence of breaks leads to a decrease in their performance and the degree of involvement.

Concerns about evaluating the activity of a person who works in the office has
attracted over time countless researchers in the field of psychology and beyond,
countless solutions have been developed based on sets of tests grouped by type of
activity, symptoms or emotions [1–3].

The European Union made a priority o support the prevention of work-related
diseases. EU directives and campaigns at Member State level (e.g. the Healthy
Workplaces - Stress Management Campaign, Healthy Workplaces Lighten the Load,
Healthy Workplaces for All Ages) on occupational health make more and more
companies look for solutions to assess working conditions and take actions which can
improve health [1, 4–7].

According to a study conducted by the market research company 4Service Group
Romania, in November 2019, 53% of employees in our country believe that the
companies they work for do not give any or very little importance to their physical and
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emotional health, and 7 of 10 employees complain that their managers do not provide
them with constructive support and feedback [8–10].

The equipment proposed by the authors is based on a continuous evaluation, using
data collection and processing systems with wireless transmission, so that the monitored
individual is not uncomfortable in the activities they perform and it is performed based
on the evaluation of the position of the monitored person during the period in which he
carries out his activity sitting on the chair, but also during the rest period [11–13].

The system of monitoring the activity of a person in the office (Fig. 1), is consti-
tuted mainly of a chair 1, which has the seating area made of two overlapping plates 2,
3 and, separated by four resorts 4, 4′, 4″, 4′′′ between which are placed, on the corners
of the plates, four force sensors 5, 5′, 5″, 5′′′, connected to an acquisition microsystem
with microcontroller 6 that transmits the acquired data to a computer 8 to be saved and
processed [13] (Fig. 2).

Fig. 1. Device for monitoring the activity of a person in the office [13]: 1 - chair; 2, 3 plates; 4,
4′, 4″, 4′′′ - springs; 5, 5′, 5″, 5′′′ - force sensors, 6 - microcontroller; 7 - power supply; 8 -
computer

Fig. 2. Device for monitoring the activity of a person in the office - prototype
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The system takes information about the distribution of body weight in the four
points and through the microcontroller can be determined by analyzing the variation of
signals from each sensor, with its own algorithm adapted to the activity of the moni-
tored person, weight, period of sitting, position and its activity (leaning forward
towards the sheets or a screen, left on its back in a relaxed position, leaning sideways
towards another person, with feet resting on the floor or not, sudden movements,
comfort level, continuous movements of the legs, etc.), information that is transmitted
to the computer where they are saved and can generate warning messages regarding
weight change over long periods of time, the need for relaxation breaks in case of long
periods of work, activities not suitable for work tasks, overload states, stress or anxiety
of the monitored person [13] (Fig. 3).

Data retrieved from the system is processed in a software application. Initially, the
system is calibrated, and the unit of measurement (kg or lbs) can be selected, then the
user’s weight distribution is analyzed.

The program for analyzing the position of the activity of the person at the office is
presented below.

Fig. 3. Circuit diagram for experimental assembly
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LiguidCrystal_I2Clcd(0x27, 2, 1, 0, 4, 5, 6, 7, 3, POSITIVE); 
float greutate; // definire paramentru greutate
float factor_calibrare =7240.00; // The sensor calibration factor for the kg unit of measurement // The calibration 
factor for the Lbs unit is 15950.00

voidsetup()

Serial.begin(9600 );
Serial.println("HX711 calibrare");
Serial.println("indepartatiorice greutate de pe scaun");
Serial.println("Dupa ce incepe o citire, puteti pune o greutate"); 
Serial.println ("Apasa tasta a sau c pentru a create factorul de calibrare"); 
Serial.println("Apasa tasta x sau v pentru a scidea factorul de calibrare"); 
scale.set_scale();
scale.tare ();
long zero_factor =scale..read_average();
Serial.println(zero_factor);
lcd.begin(16, 2); // Initialize the LCD display connection
lcd.backlight();
voidloop()

scale.set_scale(factor_calibrare ); // Adjustment to the calibration factor
Serial.print("Citire:");
greutate=scale.get_units(5)*0.453592;
Serial.print(greutate,1);// display weight
Serial.print("Kg");
Serial.print("Factor_calibrare:");
Serial.print(factor_calibrare);// Display calibration factor
Serial.println();
lcd.setCursor(0, 0);
lcd.print("Greutate[kg] :"); // LCD data display
lcd.setCursor(0,1); /
lcd.print(greutate,1 );
if(Serial.available ()) // change calibration factor

chartemp =Serial.read();
if(temp == '+' II temp = 'a')
factor_calibrare += 10;

elseif(temp ==II temp =='z')
factor_calibrare -= 10; 

if(temp == 'c')
factor_calibrare += 50;

elseif(temp == 'v' )
factorul de calibrare factor_calibrare -= 50; 
} 

'include "HX711.h"  
"include <Hire.h>  
'include <LiguidCrystalI2C.h>
HX711scale(2, 3); 
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2 Experimental Testing

In order to verify the functionality of the device, a series of tests were performed on the
weight variation over time for a person with a weight of 84 kg seating at the desk:
performing a simple sitting and stationary operation, without any movement from the
sitting position and with the feet touching the ground (Fig. 4), the variation of weight
according to time, for performing a stressed activity and with office support (Fig. 5).

Fig. 4. Weight variation when sitting operation

Fig. 5. Weight variation when sitting at the desk and performing a stressing activity
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According to the data obtained, a minor increase in the first part of the position over
the weight of the experienced person can be observed, indicating the moment of
stabilization of the position on the chair, and throughout the station there are certain
fluctuations representing small position changes but without significant fluctuation.

Compared to the graph obtained in the situation where the person sits relaxed at the
office, in the second graph it can be seen that in the first 4 min there is a variation in
weight between −15 kg and +10 kg compared to normal weight, indicating an
increased degree of stress during this period that generates repeated movements of the
person in the chair. In the next 3 min, a stabilization in time of the sitting position and
the appearance of smaller fluctuations in amplitude can be identified, indicating a
certain relaxation of the monitored person.
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Fig. 6. Variation of weights on left-right movement
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Fig. 7. Variation of weights on front-back movement
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The influence of an activity can be observed by the continuous variation of the
weight and movement that the analyzed person performs during the time of sitting on
the chair. In order to be able to observe the variation of the movement on the exper-
imental assembly, certain movements were performed from left to right and in front of
the back which are shown in Figs. 6 and 7.

The oscillations that can be observed on the graph from Fig. 6 represent move-
ments either to the left or to the right. The minimum values represented on the graph
representing resting positions and the maximums represent the movements to the left or
to the right. The maximum weight variation between rest and movement in the case of
the 84 kg subject is 10–12 kg for each movement.

In the case of back-and-forth movements, Fig. 7, a double weight increase can be
observed compared to the left-right movement, this is due to changes in the center of
gravity of the body by pressing, only on a certain portion of the seat emphasizing
weight in the direction of movement.

To determine a differentiation between the positions and movements performed by
the person using the chair, the relative errors lower and higher than the value of the
subject’s weight are calculated.

3 Conclusions

The system presents the possibility to determine the activity performed by the moni-
tored person, as well as his degree of involvement or stress [13].

The importance of developing systems for monitoring a person’s office activity is
highlighted by the fact that at European level there are various programs to improve the
quality of life at work, as well as the increased interest of companies for integrated
systems to provide an evaluation of employee activity of working conditions in order to
be able to adopt measures that can improve the state of health.

The system of monitoring the activity of a person in the office has the following
advantages:

• the possibility to identify the type of activity carried out by the person sitting on the
chair;

• the possibility to evaluate the level of involvement in activities of the person sitting
on the chair;

• the possibility of evaluating the time intervals in which the person sat on the chair;
• accuracy of processed data.
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Abstract. The electromagnetic waves emitted by antennas are found every-
where around us. The antennas are very frequently used nowadays, having many
fields of applicability. Thus, in order to offer very good quality services, an
increasing number of antennas are used. Many of the devices currently used by
humans contain antennas that emit electromagnetic waves, which, if they exceed
certain permissible limits, become harmful to health. This paper treats the
influence of electromagnetic waves emitted by PIFA (planar inverted-F antenna)
antennas on the human head. The PIFA antenna will be tridimensional numerical
modelled to determine its parameters and its fields emissions. The influence of
the PIFA antenna on the human head is modelled. The antenna is placed parallel
with the ear, simulating the position of the mobile phone. The electromagnetic
wave emissions are analysed, and the results are checked with the admitted
exposure limits from the standards in force. Also, the presence of a foreign body,
such as the earring, is considered. This case is also tridimensional numerically
modelled for the analysis of the influence of electromagnetic waves emitted on
the human head. The results of the three modelled cases are finally compared and
are treated in report with the human exposure to the electromagnetic waves
emissions in 0–10 GHz frequency range. We want to check if the admissible
limits provided in the standards in force are exceeded or not in these three cases.

Keywords: PIFA antenna � Electromagnetic waves emissions � Human head

1 Introduction

The PIFA antenna is the focus of this paper. Antenna is an element connected to the
outside or inside of devices that communicate via radio waves. The role of the antenna
for a device that communicates through radio waves is understood only if we have a clear
notion of electromagnetic field. The electromagnetic field that propagates in space is
called the electromagnetic wave. Radio signals are electromagnetic waves through which
information is transmitted remotely, wirelessly, but the antenna effectively provides the
connection. Radio waves as well as coloured light differ in wavelength (k) and frequency
(f), being linked by the formula: k = c/f. Electromagnetic waves have two components:
electric field (E) and magnetic field (H) in mutually perpendicular, inseparable planes.
The mechanism of propagation of electromagnetic waves is based on the phenomenon of
mutual generation of electric and magnetic fields. In the RF antenna (Radio Frequency)
an electric field is generated from the voltage and magnetic field variations to the current
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variations and thus an electromagnetic field will appear propagating in space in the form
of sinusoidal waves. Similarly, when an RF antenna is in an electromagnetic field,
changes in the magnetic field occur with changes in current, and changes of the electric
fields occur with variations of the voltage in the antenna circuit. To obtain broad
bandwidth characteristics, the PIFA antenna was introduced [1, 6]. The PIFA is widely
used in nowadays mobile handheld devices. It is a self-resonating antenna with purely
resistive impedance at the frequency of operation. This makes it a practical candidate for
mobile handheld design since it does not require a conjugate circuit between the antenna
and the load, reducing both cost and losses [2]. The PIFA antennas have many advan-
tages: low volume and weight, low manufacturing costs, easy integration into circuits,
robustness from a mechanical point of view when are placed on a rigid surface and low
profile planar configuration that can conform to the surface on which are applied.

2 PIFA Antenna High Frequency Modelling

The PIFA antenna is increasingly used in the mobile phone market. This type of
antenna resonates to a quarter-wavelength (thus reducing the space required on the
phone) and usually has good SAR properties. This antenna looks like an inverted F,
which explains the name PIFA. The PIFA antenna is popular because it has a low
profile and an omnidirectional pattern [8]. In Fig. 1 is presented the geometry of the
PIFA antenna that is analysed by three-dimensional modelling.

These antennas have a low profile, are compliant with planar or non-planar surfaces,
their manufacturing process is simple and inexpensive using modern printed circuit
technology, they are mechanically robust when mounted on rigid surfaces, and when a
particular shape of the patch is chosen and a certain mode of power supply, they are very
versatile in terms of resonance frequency, polarization and impedance. In addition, by
adding loads between the patch and the ground plane, such as pins or diodes, adaptive
elements with resonant frequency, impedance, variable polarization can be designed [5].

Fig. 1. The PIFA antenna geometry
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PIFA is one of the most promising types of antennas, because it is small and has a low
profile, which makes it suitable for mounting on portable equipment. Wireless com-
munication was intended for voice and short messaging services, but from time to time
some new services are integrated into the existing infrastructure to make communication
more and more lively. With the current advancement there is a trend of thin mobile
phones, with a functionality almost equivalent to a computer. Now, if mobile phones
need to be thin, then there is a high requirement for a single antenna to be multifunctional
because using multiple antennas for multiple function leads to a bulky device. To reduce
the size of the conventional microstrip antenna for this purpose, a flat inverted F antenna
(PIFA) can be used. A PIFA antenna can reduce the size of the PATCH by half.

The modelled PIFA antenna is composed of the FR-4 Epoxy substrate; the perfect
E ground plane; the perfect E patch with dimensions from (Fig. 2a) and the coaxial
supply wire of cooper (Fig. 2b) [7, 9].

The PIFA antenna was modelled at 0,835 GHz, to determine its parameters (S-
Parameters, directivity) and field quantities (SAR, electric and magnetic field).
A variable frequency is considered, between 0 to 10 GHz.

In Fig. 3 is represented the S-Parameters variation versus frequency.

a) PIFA antenna                b) coaxial supply wire

Fig. 2. The PIFA antenna components and dimensions

Fig. 3. The S-Parameters of the PIFA antenna
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The graph shows that the antenna begins to radiate at 6.41 GHz, resonates at
6.51 GHz and begins to reflect part of the wave at 6.62 GHz. The average calculated
frequency is 6.49 GHz. The calculated band width is 2.61% [3].

In Fig. 4 is presented the PIFA antenna directivity.

The modelled PIFA antenna emits in one main direction. We have a main radiation
lobe and we do not have secondary lobes, which means that no energy is lost.

The most important parameter used to evaluate human exposure to RF electro-
magnetic fields emitted by mobile phones is the specific absorption rate (SAR).

The Local SAR and Average SAR for the PIFA antenna modelled are presented in
Fig. 5.

Reporting the values obtained (maximal 0.0054) to the standards in force, either to
the American or to the European ones, it is found that the antenna does not exceed the
legal limits.

Fig. 4. The directivity of the PIFA antenna

Fig. 5. PIFA antenna Local_SAR and Average_SAR
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Figure 6a highlights the electric field produced by the antenna in the YZ plane, in
the direction where the head will be placed. The electric field will be represented in the
domain 0–100 V/m, to be compared with the case of antenna with head present near it.

The magnetic field is presented in Fig. 6b in a cross-section (YZ plane), as con-
sidered for the electric field. The values are represented in the limits 0–0.5 A/m in order
to compare them with the antenna magnetic field in the presence of the head [4].

It can be observed that the values are closer to the limits stated in the standards in
force only in the vicinity of the antenna, where the patch is present.

3 The Influence of the Electromagnetic Waves Emitted
by the PIFA Antenna on the Human Head

The PIFA antenna is modelled near the human head to study the influence of elec-
tromagnetic emissions on its tissues. Two cases are detailed in this paper, the first one
with the human head and PIFA antenna, and the second one with human head, gold
earring and antenna.

3.1 The PIFA Antenna Influence on the Human Head

The head implanted in the ANSYS-HFSS program is presented in Fig. 7.

a) E field b) H field

Fig. 6. PIFA antenna with the electric and magnetic field produced by it in a YZ cross section
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The head is a ghost head, formed of the skin layer, with radius of 111.5 mm and
bone layer, with radius of 106.5 mm.

In Fig. 8 is represented the S-Parameters variation versus frequency.

The antenna is functioning on three different frequency ranges, between
5.6–5.8 GHz, 6.5–6.86 GHz and 8.4–9.6 GHz [3]. Compare with S Parameters of the
PIFA antenna (Fig. 3) can be seen that the bandwidth increased with the appearance of
the head in the action area of the antenna.

The PIFA antenna directivity is also influence by the human head presence in its
emission direction. In Fig. 9 is presented the polar and 3D diagram of the directivity.

Fig. 7. The human head and the PIFA antenna

Fig. 8. S-Parameters for the PIFA antenna with the human head
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We have two main radiation lobes but also secondary lobes, which means that a
small part of the energy is lost to do the head presence.

The Local SAR and Average SAR for the PIFA antenna modelled with human head
are presented in Fig. 10. The SAR reaches a maximum value of 0.0086, so on the
surface of the antenna the values are below the imposed limits.

Figure 11 highlights the impact of the electric field on the human head. The limit
values are higher only in the skin layer and on a small surface, where the patch is placed
near the head. In the bone layer the electric field is present, but with small values.

The magnetic field is presented in Figs. 12. It can be observed how it penetrates
inside the head, the values being represented in the limits 0–0.5 A/m, in order to
compare them with the antenna magnetic field. The magnetic field values do not exceed
the limits and is present only in the skin layer.

a) polar diagram                                      b) 3D diagram

Fig. 9. The directivity for the PIFA antenna with the human head

Fig. 10. The PIFA antenna with human head Local_SAR and Average_SAR
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3.2 The Gold Earring Presence Influence

The PIFA antenna is modelled near the human head to study the influence of elec-
tromagnetic emissions in case of gold earring presence. An earring of gold of 9.5 mm
exterior diameter and width of 2 mm is drawn (Fig. 13).

Fig. 11. The electric field on skin and bone

Fig. 12. The magnetic field on skin and bone

84 C. Constantinescu et al.



The PIFA antenna is positioned at three distances relative with the human head.
The S parameters for distance of 0 mm are presented in Fig. 14a), for 10 mm in
Fig. 14b) and for 20 mm in Fig. 14c).

The presence of an earring, no matter the material, influences the S parameters, as it
can be observed comparing Fig. 14a and Fig. 8.

It can be observed that the distance of the antenna from the head influences the
antenna functionality. The antenna does not have the same operating frequency ranges
and it better functions when closer to the head.

The PIFA antenna and human head with gold earring directivity is presented also
for the three considered position in Fig. 15, as polar diagram, and 3D diagram.

As it can be seen above, the antenna’s directivity becomes bidirectional in the
presence of the human head. The main lobes are influenced by the distance between the
head and the antenna, the smaller lobe increasing with the increase of the distance.

The PIFA antenna and human head with gold earring Local SAR and Average SAR
variations are presented also for the three considered position in Fig. 16.

Considering the three graphs, it is determined that the values of the local and
average SAR is higher when the antenna is closer to the head, decreasing when the
distance between the antenna and the head is decreased.

The PIFA antenna and human head with gold earring model’s SAR Field is pre-
sented for the three considered position also locally colour coded in Fig. 17.

The conclusions remain the same as for the graphs, but this representation gives us
a better view at the fact that the maximum values are present where the earring and the
patch are present.

Fig. 13. The electric field on skin layer

The Influence of Electromagnetic Waves Emitted by PIFA Antennas 85



a) 0 mm

b) 10 mm

c) 20 mm

Fig. 14. S-Parameters for the PIFA antenna and human head with gold earring
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a) 0 mm

b) 10 mm

c) 20 mm

Fig. 15. The directivity for the PIFA antenna and human head with gold earring
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The electric field emitted by the PIFA antenna for the head with earring is repre-
sented for the limits 0 to 100 V/m in Fig. 18.

a) 0 mm

b) 10 mm

c) 20 mm

Fig. 16. The local and average SAR for the PIFA antenna and human head with gold earring
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a) 0 mm b) 10 mm

c) 20 mm

Fig. 17. The SAR-field for the PIFA antenna and human head with gold earring

a) 0 mm b) 10 mm

c) 20 mm

Fig. 18. The electric field for the PIFA antenna and human head with gold earring
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Considering the values obtained for the electric and magnetic field, it can be stated
that they closer to the limits only in the immediate vicinity of the antenna. It is better to
keep the antenna further from the head for the higher values to not be present on the
skin surface (Fig. 19).

The study was conducted on earrings made from three different materials, gold,
silver, and titanium. We only presented the case with the gold earring because for this
case the highest values were obtained.

From Table 1, it can be said that SAR does not exceed the imposed limits. The
bandwidth is wider for the antenna in the presence of the golden earring, but the
differences between the three cases are not that big.

a) 0 mm                            b) 10 mm

c) 20 mm

Fig. 19. The magnetic field for the PIFA antenna and human head with gold earring

Table 1. Values of the specific parameters of the antenna.

Materials Bandwidth Directivity [mV] Specific absorption rate [W/kg]

0 mm 10 mm 20 mm 0 mm 10 mm 20 mm 0 mm 10 mm 20 mm

Gold 5,84% 4,06% 3,89% 3,53e+001 2,07e+001 1,57e+001 2,38e−003 1,67e−004 2,96e−005

Silver 5,56% 4,04% 3,78% 3,52e+001 2,06e+001 1,56e+001 2,37e−003 1,66e−004 2,96e−005

Titanium 5,54% 4,02% 3,74% 3,52e+001 2,06e+001 1,56e+001 2,37e−003 1,66e−004 2,96e−005
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4 Conclusions

This paper focuses on the PIFA antenna and its influence on the human head, con-
sidering its position and the presence of foreign bodies like different material earrings.
It was observed that the values obtained for the electric and magnetic field limits are
closer to the higher limits of the standards in force in the near vicinity of the antenna, in
the analysed models.

When the antenna is present next to the human head the limit values are higher only
in the skin layer and on a small surface, where the patch is placed near the head. In the
bone layer the electric field is present, but with small values. The magnetic field values
do not exceed the limits and is present only in the skin layer.

The presence of an earring influences the S parameters. Regarding the directivity,
the main lobes are influenced by the distance between the head and the antenna. SAR is
higher when the antenna is closer to the head. All the values do not exceed the standard
limits and are higher where the patch and the earring are present.

Considering the values obtained for the electric and magnetic field, it can be stated
that they have higher values only in the immediate vicinity of the antenna and the
surface on which they have greater values is negligible. It is better to keep the antenna
further from the head for the higher values to not be present on the skin surface.

Conflict of Interest. The authors declare that they have no conflict of interest.
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Abstract. The fractal dimension is an index used in computer vision for
characterizing fractal patterns, by quantifying their complexity as a ratio of the
change in detail to the change in scale. A common approach for fractal
dimension estimation in binary images is the box-counting algorithm that counts
the number of boxes needed to cover the object at different scales. A new
approach for the counting task of the algorithm is proposed using integral
images (summed-area tables). We experimented with our proposed algorithm on
two distinct datasets (a texture dataset and a medical image dataset). The
experiments have proven that our algorithm statistically outperforms the stan-
dard approach.

Keywords: Fractal dimension � FD � Box-counting � Integral image �
Summed-area table � Optimization

1 Introduction

The fractal dimension (FD) is an index for characterizing fractal patterns or sets by
quantifying their complexity as a ratio of the change in detail to the change in scale [1].
The first concept around the fractal behavior cannot be traced in time, but the name
itself and current use was introduced in 1967 [2].

The FD is used in various computer vision applications, ranging from texture
description to medical image analysis [3]. In the medical field it is used as a feature
useful to characterize images that are too complex to be described by other features.

Let D0 be the box-counting dimension, a numerical approximation of the FD:

D0 ¼ lim
e!0

logN eð Þ
log 1

e

where e is the scale and N eð Þ represents the detail at e-sized scale.
The practical numerical approach approximates scaling and detail using the limits

gathered from regression lines over log vs log plots of detail vs scale.
For a binary image, a good approximation of the FD can be obtained by the box-

counting algorithm that considers as detail the number of boxes of e-size needed to
cover the object represented in the image.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Vlad and N. M. Roman (Eds.): MEDITECH 2020, IFMBE Proceedings 88, pp. 95–101, 2022.
https://doi.org/10.1007/978-3-030-93564-1_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93564-1_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93564-1_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93564-1_11&amp;domain=pdf
https://doi.org/10.1007/978-3-030-93564-1_11


The applications of FD computation in biology and medical fields are numerous
[4], practically any signal or image that can be acquired, with proper preprocessing, can
be described by its FD. The FD has been successfully used in bio-signals [5],
echography [6], computerized tomography [7], nuclear resonance [8], microscopic
images [9], ophthalmoscopy images [10], and the list could continue.

1.1 Box-Counting Algorithm

A box counting algorithm consists of three steps: (1) image preprocessing, (2) box-
counting at different scales (3) estimating the best fit of a line between the box-count
pairs and scale pairs computed at the previous step.

Image preprocessing implies that the image is square shaped and its size is set as
the smallest power of 2 that the original image can fit in. After estimating the smallest
power of 2 that is larger than each of the image dimensions, the original image is
padded with zeros to obtain the required square shape.

Box-counting at different scales implies generating the scale (box size) and then
counting the boxes that contain at least a pixel of the object. For the first scale, each image
dimension is split in two halves, thus dividing the original image in four equally-shaped
sub-images. The box-count and the scale are saved. Next each sub-image is split again in
4 sub-images, and the process continues until the image can no longer be split. Two
vectors of images are obtained: one is a power of two series of numbers and the other is the
box-count of the squares of that scale that contained at least one pixel of the object.

The FD is the slope of the best fit line between equivalent points of the vectors
computed at the previous step. It can be determined using polynomial fit.

1.2 Integral Images

Summed-area tables were introduced in 1984 [11], but they became known to computer
vision applications in 1995 [12] as “integral images”. For example, they were used
within Viola–Jones object detection framework [13] in 2001 as a common approach to
real-time face recognition.

In order to obtain an integral image, the value of each pixel is replaced with the sum
of all the pixels that are located above and to the right of it, including itself.

Let

I x; yð Þ ¼
X

x0\x
y0\y

i x0; y0ð Þ

where x, y are the coordinates of a pixel in the integral image (I) computed from the
original image (i).

The advantage of the technique is that after transforming an (n x n) image into an
(n x n) integral image using an O n2ð Þ algorithm, computation of the sum of pixels in
any sub-image of the original image can be done in O 1ð Þ using 4 simple algebraic
operations, regardless of the size of the sub-image, where here and in what follows, n
denotes the height/weight of the square shaped image.
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If x1; y1 and x2; y2 are the top-left and bottom-right corners of a sub-image then the
sum of the pixels in sub-image (s) is:

s ¼ I x2; y2ð Þ�I x1; y2ð Þ � I x2; y1ð Þþ I x1; y1ð Þ

The complexity of any sub-image evaluation, including the whole image, is O 1ð Þ.
The area of the marked sub-image can be computed from the integral image using 4
algebraic operations (for example in Fig. 1 this sum is computed as: 46� 22� 20þ
10 ¼ 14).

Current work proposes a hybrid algorithm for speed optimization of FD estimation
in binary image using integral images for the counting task.

2 Material and Method

2.1 Integral Image (Summed-Area Table) Box-Counting Algorithm

The standard algorithm for the counting task is:

1. Set current scale to half of image size.
2. For each sub-image with current scale size, search for a value larger than 0 (if found

break loop).
3. Save the scale and the resulted non-zero sub-image count.
4. While current scale is larger than 1, set current scale to:

scale ¼ current scale
2

and repeat step 2.

This algorithm computes two vectors representing the scales and their corre-
sponding box counts.

The hybrid integral image approach for the counting task, that replaces the iterative
counting task with the sum obtained from the integral sub-image is:

1. Compute the integral image
2. Set current scale to image size/2.
3. Count the sub-images with current scale size that have a summed value larger than 0

(meaning that they have at least one object pixel) with complexity O 1ð Þ.
4. Save the scale and the resulted non-zero sub-image count.

Fig. 1. Computing the sum of a sub-image in O 1ð Þ complexity using integral images approach.
Original image on the left, computed integral image on the right, red square is x1; y1, red circle is
x2; y2.
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5. While current scale is larger than 1, set current scale to:
scale ¼ current scale

2
and repeat step 4.

This algorithm determines two vectors, similarly to those obtained by the standard
algorithm.

Note that image preprocessing and FD estimation of the FD remain unchanged in
both approaches.

2.2 Dataset 1

Dataset 1 is a set of real medical images consisting in 460 histological images stained
with Masson’s trichrome procedure. Binary images were obtained using the algorithm
presented in [14].

A sample image and its binarized version are presented in Fig. 2.

2.3 Dataset 2

Dataset 2 is a public set consisting in 111 grayscale texture images offered by Trygve
Randen [15] and used in other FD applications [16]. The binary images were obtained
using a 0.5 (128/255) threshold. From the 643 � 643 images a crop of 512 � 512 was
made starting from the pixel at position (5, 5), thus removing some artifact of the
dataset. Image 14 (D14.gif) from the dataset is missing.

An image sample and its binary computed mask are presented in Fig. 3.

2.4 Statistical Validation

Mean computation time between the standard and hybrid algorithm for both datasets
were assessed with the Wilcoxon test, since the data distribution in the samples did not
have a normal distribution (Lilliefors test, p value > 0.05).

Fig. 2. Sample image from Dataset 1 (left), and resulted binary image (right); computed
FD = 1.334.

Fig. 3. Crop of image 13 (D13.gif) from Dataset 2 (left), and resulted binary image (right);
computed FD = 1.888.
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3 Results and Discussion

Computational Time for the Standard Algorithm (CTSA) and Computational Time for
the Hybrid Algorithm (CTHA) were measured. Statistics of Dataset 1 computation time
is presented in Table 1. Individual values and statistics of Dataset 2 computation time
are presented in Table 2.

For both datasets the FD estimation for each individual image was identical for the
two algorithms.

Table 1. Statistics and computed values for FD, CTSA, and CTHA on Dataset 1.

FD CTSA CTHA

Average 1.381 0.015 0.006
Standard deviation 0.210 0.002 0.001

Table 2. Statistics and computed values for FD, CTSA, and CTHA on Dataset 2.

# FD CTSA CTHA # FD CTSA CTHA # FD CTSA CTHA # FD CTSA CTHA

1 1.986 0.010 0.007 29 1.781 0.013 0.007 57 1.816 0.014 0.007 85 1.929 0.014 0.014

2 1.918 0.012 0.007 30 1.862 0.022 0.008 58 1.924 0.012 0.008 86 1.784 0.013 0.009

3 1.963 0.012 0.008 31 1.841 0.014 0.007 59 1.682 0.017 0.007 87 1.889 0.014 0.012

4 1.900 0.014 0.008 32 1.673 0.014 0.008 60 1.956 0.019 0.008 88 1.905 0.013 0.007

5 1.916 0.012 0.007 33 1.561 0.015 0.007 61 1.792 0.017 0.006 89 1.941 0.012 0.012

6 1.643 0.013 0.006 34 1.549 0.014 0.006 62 1.837 0.015 0.008 90 1.848 0.014 0.011

7 1.949 0.013 0.007 35 1.923 0.013 0.008 63 1.946 0.019 0.008 91 1.826 0.016 0.007

8 1.891 0.014 0.009 36 1.912 0.013 0.007 64 1.713 0.014 0.007 92 1.909 0.015 0.011

9 1.917 0.013 0.010 37 1.890 0.013 0.007 65 1.696 0.017 0.006 93 1.932 0.015 0.009

10 1.981 0.011 0.008 38 1.858 0.013 0.010 66 1.632 0.016 0.011 94 1.784 0.015 0.009

11 1.908 0.015 0.009 39 1.725 0.014 0.007 67 1.839 0.014 0.007 95 1.960 0.013 0.008

12 1.893 0.013 0.008 40 1.732 0.014 0.007 68 1.757 0.014 0.007 96 1.983 0.015 0.010

13 1.888 0.015 0.008 41 1.669 0.015 0.006 69 1.765 0.017 0.008 97 1.946 0.014 0.008

14 - - - 42 1.793 0.013 0.007 70 1.546 0.015 0.007 98 1.754 0.016 0.011

15 1.943 0.014 0.010 43 1.982 0.011 0.007 71 1.922 0.029 0.008 99 1.792 0.016 0.008

16 1.872 0.016 0.009 44 1.985 0.011 0.006 72 1.819 0.026 0.008 100 1.831 0.020 0.008

17 1.847 0.014 0.009 45 1.978 0.010 0.008 73 1.891 0.014 0.008 101 1.941 0.013 0.007

18 1.861 0.014 0.010 46 1.915 0.013 0.007 74 1.907 0.015 0.007 102 1.807 0.013 0.007

19 1.915 0.015 0.009 47 1.647 0.021 0.006 75 1.944 0.014 0.009 103 1.886 0.013 0.007

20 1.851 0.013 0.007 48 1.869 0.013 0.006 76 1.812 0.016 0.009 104 1.921 0.012 0.007

21 1.836 0.013 0.013 49 1.941 0.012 0.009 77 1.862 0.014 0.009 105 1.868 0.015 0.009

22 1.940 0.013 0.007 50 1.780 0.016 0.008 78 1.819 0.014 0.008 106 1.935 0.015 0.010

23 1.865 0.013 0.007 51 1.860 0.013 0.011 79 1.872 0.014 0.009 107 1.813 0.014 0.007

24 1.928 0.015 0.009 52 1.805 0.013 0.007 80 1.881 0.016 0.009 108 1.968 0.012 0.011

25 1.479 0.019 0.007 53 1.877 0.019 0.007 81 1.879 0.015 0.015 109 1.705 0.022 0.008

26 1.673 0.017 0.008 54 1.893 0.020 0.009 82 1.925 0.013 0.009 110 1.967 0.011 0.009

27 1.864 0.014 0.007 55 1.900 0.013 0.007 83 1.918 0.015 0.015 111 1.847 0.014 0.007

28 1.896 0.016 0.008 56 1.881 0.012 0.008 84 1.880 0.014 0.008 112 1.939 0.014 0.007

Average 1.851 0.015 0.008

Standard deviation 0.104 0.002 0.001
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Average computation time, in 100 runs, for Dataset 1 was 0.015 s for the standard
algorithm and 0.006 s for the hybrid algorithm. Average computation time for Dataset 2
was 0.015 s for the standard algorithm and 0.008 s for the hybrid algorithm. Statistical
assessment of the mean differences shows significant differences between the two groups
(Wilcoxon test p value < 0.05) for both datasets. Tests were carried out on a computer
equipped with an I7-7700K processor with 16 GB of RAM using MATLAB 2018a.

Integral image computation is done in O(n2) complexity. Since the resulted integral
image can be used to compute other features its determination can be moved from the
counting task to the preprocessing task thus resulting in a faster algorithm.

For large-scale images the summed-area pixel values at the end of a grayscale image
can overcome the possibilities of the standard integer formats, but, since the algorithm is
proposed for binary images this event in highly unlikely for standard applications.

For grayscale images other algorithms for feature extraction have been proposed
[17], with possible optimization with integral images.

Integral images have already been used in various applications like: very fast
template matching [18], detecting small objects in high resolution images [19], local
adaptive thresholding techniques for optical character recognition [20] and real-time
visual attention system using smart feature computation techniques based on integral
images [21].

4 Conclusion

A fast hybrid algorithm for FD estimation through box-counting using integral images
(summed-area tables) for the counting task was developed.

The resulted algorithm outperforms the standard one, even when the integral image
computation is included in the benchmark, with statistical significance. Taking into
consideration that for some applications the integral image can be reused for other
tasks, thus saving the time required for its re-computation (complexity O(n2)), this
might result in the further improvement of applications based on box-counting.
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Abstract. This paper presents two approaches for the task of multi-class object
detection at the 2019 Endoscopy Artifact Detection competition. In the first
approach, we successively combined a Faster R-CNN neural network (NN) with
two different object detectors (VGG16 and ResNet50 respectively). An
ensemble of NNs of this type was also investigated. The second approach
consists of a deep learning architecture based on the DarkNet framework. The
Faster R-CNN based solution obtained a better Intersection over Union score for
most of the artifact classes, while the DarkNet one proved better in terms of
mean Average Precision. The performances are competitive with the other
solutions submitted to the competition.

Keywords: Faster R-CNN � VGG16 � ResNet50 � DarkNet � Endoscopy
artifact detection � Ensemble learning

1 Introduction

Endoscopy is a medical procedure used both for disease investigation and treatment, in
which an instrument (endoscope) introduced into the patient’s body helps gain a view
of the internal structures. Even if high quality frames are captured from the instrument,
these might be corrupted with different artifacts, such as motion blur, debris or various
reflections. For this reason, visual diagnosis becomes difficult, so frame restoration
algorithms are needed.

To address this, the endoscopy artifacts detection (EAD) competition [1] has been
set. It asks the participants to provide solutions for detection and classification of
multiple objects in the same frame. Three tasks are proposed. First, the bounding box
localization of multi-class artifacts requires that any artifact belonging to one of the
seven classes specified to be precisely identified together with its spatial coordinates in
a set of images. Then, semantic segmentation of artifacts, which means correctly
identifying the class the object belongs to and highlighting the region of interest for that
artifact. Last, the generalization task is concerned with applying Machine Learning
(ML) techniques across different endoscopic datasets.
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In this paper, we present our approaches to the first of these tasks. The first
approach relies on the object detection method from the family of R-CNN [2], Fast R-
CNN [3] and Faster R-CNN [4], which gets combined with two different object
detectors (VGG16 [5] and ResNet50 [6] respectively). Another solution consists of the
NN architectures based on the Darknet framework (pjrreddie.com/darknet), which
performs well in terms of speed. We also report on using an ensemble of NNs whose
performances are competitive with the other solutions submitted to the competition.

The paper is organized as follows. Section 2 positions our work among similar
approaches. Section 3 details our solutions. Section 4 and 5 describe the experiment
setup and the results obtained. Section 6 concludes and sketches future work lines.

2 Related Work

EAD contest challenged competitors to come up with systems able to correctly identify
the 7 classes and their bounding box coordinates. One such systems [7] is based on
RetinaNet [4], which basically is a single NN, consisting of a backbone and two other
task-specific sub-networks. For the backbone NN, the authors of paper [8] adapted
RetinaNet to work with ResNet101 [6], obtaining a maximum final score equal to 49.26
when running the model on their test dataset.

Another system is described in [9]. Based on the unbalanced sample distribution of
the classes in the dataset, a model centered on Cascade R-CNN architecture [10] is
proposed. In this approach, the original Cascade R-CNN NN is modified by adding a
Feature Pyramid Network (FPN) [11] module during feature extraction [9]. The same
backbone NN, ResNet101, as in [7] is used. To avoid sharp Mean Average Precision
(mAP) dropping when the Intersection over Union (IoU) score is high, three cascade
stages of object detection NNs are applied. The best result mentioned is 36.10.

In [12] the authors propose an ensemble containing 7 RetinaNet models, for which
they varied the hyperparameters, data augmentation techniques, backbone NNs and the
subset of images they used. Finally, all 7 architectures were combined based on an
effective voting scheme [12], obtaining a final score of 34.51.

3 Proposed Models

Our first approach uses a combination of two models, each relying on the Faster R-
CNN architecture. In brief, Faster R-CNN is a two-stage object detector having three
main components: the convolutional layers (backbone of the NN), the region proposal
network (RPN) and the module for predicting classes and the bounding boxes’ coor-
dinates. Its architecture is presented in Fig. 1.
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The backbone is basically another NN that handles the features extraction and feeds
them to the other layers of the model. After analyzing the dataset, we noticed that the
object instances are usually small, many of which could easily either be mistaken with
the background (e.g., contrast) or be interpreted as belonging to a different class (e.g.,
bubbles, specularity). For the backbone, we chose VGG16 and ResNet50.

The RPN is a small NN whose purpose is to slide over the last feature map of the
convolutional layers and predict whether that region may contain an object or not. It
takes care of generating anchor boxes, classifying anchors into background or fore-
ground components and learning the offsets of boxes to fit the objects.

The last component of Faster R-CNN is yet another NN which processes the
outputs of RPN and predicts the label (classification) and bounding box’s coordinates
(regression) of an object from the image.

Figure 2 presents our architecture which relies on two similar models trained with
different backbones, VGG16 and ResNet50. The first model was trained by fine-tuning
the pre-trained Faster R-CNN model from Tensorflow Object Detection API. We used
a batch size of 1 together with the Momentum optimizer, training the model for 70000
steps (the policy for Tensorflow models). We started with a learning rate of 0.02, and
reduced it down to 0.0002 during training. The ResNet50 backbone was initialized with
the weights trained on COCO dataset (cocodataset.org). The second model was trained
using a Keras implementation of Faster R-CNN and a VGG16 backbone. This was
done for 27 epochs, each of size 1000. We used Momentum optimizer for the first
model and Adam Optimizer with a learning rate of 0.00001 for the second one. Due to
the inconsistent size of the image, they were rescaled during the training pipeline so
that the dimensions remain constant throughout the whole dataset.

Fig. 1. Faster R-CNN architecture [4]
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Once these NNs trained, they were combined in an ensemble where the bounding
boxes were obtained with an affirmative strategy, meaning that all predictions coming
from the models are kept. To keep the number of false positive results low, we set the
threshold of these predictions to 0.85.

The last step of our design was to apply the Non-Maximum Suppression
(NMS) algorithm. This way, we ensure that only the most relevant bounding boxes are
kept and we do not have duplicates for the same object in the image. After testing
several NMS thresholds, we found that the value 0.36 would return the best results.

Since the actual training dataset was small, we included an image augmentation
phase into the training pipeline. We applied vertical and horizontal flips, small angle
rotations and small random adjustments to the HSV values.

The second architecture we tried consists of 77 convolutional and 3 YOLO layers,
implemented using Redmon’s Darknet framework. The number of iterations in the
training process (max_batches) was 14000 (in line with the usual practice to set it at
2000 * number of classes). The learning rate was initially set to 0.001 and diminished
after 80% and 90% of max_batches iterations respectively. Each time, its value was
divided by 10. Finally, the batch and subdivisions hyperparameters, which determine
how many images are processed în parallel by the GPUs, were set to 64 and 8
respectively.

Fig. 2. Ensemble architecture
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4 Experimental Setup

The dataset was the one provided for training by the EAD competition. Each image can
contain more artifacts in the 7 specified classes. We split the dataset into two parts: one
used for testing, containing 209 samples and another one used for training (1871
images). The latter was further split, so that 1684 images were used for the actual
training and 188 samples for validating the model.

One can see in Fig. 3 that the available dataset was imbalanced, with 5382 spec-
ularity instances and only 426 instrument objects. An overview of the test data is
presented in Fig. 4.
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Fig. 4. Class instances in the test dataset
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During training each image was resized to a constant size. Even though most of the
images have a ratio of 1:1, we can see in Fig. 5 that exceptions might occur.

For model evaluation, we used the metric in [1].

Score ¼ 0:6 � mAP þ 0:4 � IoU ð1Þ

The mAP is computed as a mean of each class’s average precision, while IoU
represents the ratio of overlap between the predicted and ground truth bounding boxes.

5 Results

Table 1 contains the results of running each model on the test dataset. The most
significant score difference was obtained in the case of ResNet50 backbone, for which
the score value jumped from 30.57 to 34.17 due to augmentation. For the VGG16
backbone, the difference was much lower (33.6 and 34.66). DarkNet performed better
from this perspective (44.62).

Another interesting outcome obtained when experimenting with the two NN con-
figurations was the high value of IoU in the case of Faster R-CNN combined with the
ResNet50 backbone. This actually means a better match between the prediction and the
ground truth.

Table 1. Independent models’ results

mAP IoU Score

Faster R-CNN + VGG16 (no augmentation) 27.26 42.27 33.26
Faster R-CNN + ResNet50 (no augmentation) 18.73 48.35 30.57
Faster R-CNN + VGG16 (with augmentation) 29.43 42.52 34.66
Faster R-CNN + ResNet50 (with augmentation) 23.45 50.25 34.17
DarkNet (with augmentation) 44.26 45.16 44.62
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Fig. 5. Aspect ratio examples
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We tried different parameters combinations for our ensemble system. We focused on
varying two such parameters. The first one is the minimum confidence value for which a
bounding box would be taken into consideration. To eliminate similar detections and
keep only the best match for each object in the image, we altered the value of the NMS
threshold, which is in fact our second parameter. Table 2 and Fig. 6 presents a com-
parison of the results we obtained by using different combinations. We started with a
confidence threshold of only 0.6 and obtained just a small improvement in the final
score, besides our best single models’ results. After several experiments, we concluded
that for this problem our system would reach the highest score value of almost 38
(37.988) when the minimum confidence level is 0.85 and the NMS threshold 0.36.

Table 2. Results using ensemble learning with different confidence and NMS thresholds

Min confidence threshold NMS threshold mAP IoU Score

0.6 0.17 39.64 25.67 34.052
0.3 43.96 23.95 35.956
0.33 44.11 23.67 35.934
0.36 43.6 23.72 35.648
0.4 43.52 23.41 35.476
0.5 43.03 22.48 34.81

0.7 0.17 40.43 31.52 36.866
0.3 40.95 30.07 36.598
0.33 41.13 29.68 36.55
0.36 41.25 29.71 36.634
0.4 40.61 29.41 36.13
0.5 40.53 28.09 35.554

0.8 0.17 36.71 38.91 37.59
0.3 37.23 38.14 37.594
0.33 37.41 37.48 37.438
0.36 37.37 37.49 37.418
0.4 37.11 37.01 37.07
0.5 36.76 36.56 36.68

0.85 0.17 33.66 43.23 37.488
0.3 33.89 41.92 37.102
0.33 34.62 42.76 37.876
0.36 34.8 42.77 37.988
0.37 34.61 42.57 37.794
0.4 34.34 42.22 37.492
0.5 33.76 41.45 36.836

0.9 0.36 29.15 46.1 35.93
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Fig. 6. Charts of the experimental results from Table 2
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In [12], the best result of a system with 7 models run on the test dataset provided by
EAD was 34.51. Due to the lack of the same test data, we only ran the models on our
209 selected images. From Table 1 it can be inferred that our model using VGG16 with
augmented images has already surpassed the other model, being closely followed by
the one using ResNet50. Not only did we manage to outperform the best results in [12]
by testing on our dataset with a single model, but we even increased the final score up
to 37.98 using the ensemble.

One can see in Table 2 and Fig. 6 that the more we increase the confidence
threshold value, the more accurate our ensemble becomes, thus having the highest IoU
when the threshold is 0.9. On the contrary, the system obtained the best mAP value
when the threshold is set to 0.6. Similar values for the two parameters were obtained by
using a minimum threshold of 0.8, for which mAP and IoU were both close to 37.
Considering all three models, one can observe that the ResNet50 based model obtained
the best IoU, with the cost of a smaller mAP value, having a total score slightly smaller
than the VGG16 based one.

Table 3 presents the overall results for each of the seven classes. As one can see, the
ResNet50 based model has obtained the highest IoU values for instruments, bubbles,
contrast and artifacts, among all models. Also, considering the mAP values, our
ensemble has overcome the two singular Faster R-CNN architectures for each class,
however, obtaining weaker results then DarkNet based model (Fig. 7).

Table 3. mAP and IoU values for each class.

Faster R-CNN +
VGG 16

Faster R-CNN +
ResNet50

Ensemble DarkNet based
model

Class mAP IoU mAP IoU mAP IoU mAP IoU

Specularity 5.14 41.41 6.52 40.58 8.35 42.98 35.5 37.18
Saturation 35 45.59 5.94 39.99 39.24 46.23 40.59 43.08

Artifact 23.71 41.43 13.86 53.05 28.93 44 40.54 49.01
Blur 4.46 20.26 5.35 25.95 8.37 28.9 59.6 60.34
Contrast 50.56 58.2 45 58.22 61.58 49.32 25.32 27

Bubbles 5.69 25.71 0.58 40.54 6.44 26.65 18.04 32.01
Instrument 81.42 64.97 53.84 80.09 90.63 61.26 90.19 67.48

Fig. 7. ResNet50 model (left), VGG16 (center), ensemble (right)
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Judging by the images in Fig. 6, we observed that for this problem, Faster R-CNN
with VGG16 has been capable of better identifying the small objects then the second
model we used. The ensemble proved useful for bigger objects detection, like contrasts
or instruments.

From the classification speed perspective, DarkNet performed better. For a Google
Colab implementation (12 GB NVIDIA Tesla K80, Intel® Xeon® CPU @ 2.2 GHz,
56 MB cache), classification was done in 20 to 25 ms.

6 Conclusions and Future Work

We proposed two approaches for the task of multi-class object detection at the 2019
Endoscopy Artifact Detection competition. The first one was based on combining a
Faster R-CNN neural network with two different object detectors (VGG16 and
ResNet50 respectively). An ensemble of NNs of this type was also investigated. The
second approach consists of a deep learning architecture based on the DarkNet
framework. Both our models obtained promising scores, comparable with the other
architectures proposed at the competition. Our ResNet50 based model performed better
in terms of accuracy, always having high IoU values. More, we improved further the
performance of the system by introducing an ensemble followed by a NMS layer.
Experiments with different thresholds proved that the final score could reach the value
of 38.

DarkNet based architecture was the best in terms of mAP and overall performance
according to the metric used in competition. Finally, integrating the models into a
single system proved that they could compensate each other in terms of the objects they
detect, resulting in a robust and reliable endoscopic system.

In the future, experimentation with more advanced backbone NNs could be
investigated. Another challenge would be to propose a real time detector for which
DarkNet based architectures could be considered.
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Abstract. Hepatocellular Carcinoma (HCC) is the most often met malignant
liver tumor and one of the most frequent causes of death worldwide. The most
reliable method for HCC diagnosis is the needle biopsy, but this is invasive,
dangerous, leading to the spread of the malignity through the body, as well as to
infections. We develop noninvasive, computerized techniques for performing
HCC diagnosis based on ultrasound images. In this research work, we combined
the information provided by both B-mode ultrasound images and Contrast
Enhanced Ultrasound (CEUS) images, in order to improve the HCC recognition
performance. We computed classical and advanced textural features from both
types of images, we applied dimensionality reduction methods, and then we
provided the resulted features at the entrances of both traditional and deep
learning classifiers. Similar experiments were conducted using the pixel values
of the regions of interest. We obtained a recognition accuracy of 90%.

Keywords: Hepatocellular Carcinoma (HCC) � Contrast Enhanced Ultrasound
(CEUS) images � Dimensionality reduction � Stacked Denoising Autoencoders
(SAE)

1 Introduction

HCC is one of the most often met malignant liver tumors, appearing in 70% of the liver
cancer cases. It usually evolves on the top of the cirrhotic parenchyma. The golden
standard for HCC diagnosis is the needle biopsy, but this is invasive and dangerous [1].
Ultrasonography is an investigation technique which is non-invasive, cheap, repeatable.
The CEUS imaging assumes the injection into the blood of a specific contrast agent,
consisting of gas filled microbubbles, which spreads through the human body and
highlights the vessel structure. Within B-mode images, focal HCC appears as a
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well-defined region, of 3–5 cm, being hyperechogenic and heterogeneous [1]. In CEUS
images, HCC appears more highlighted, due to the specific dense and complex vessel
structure. However, in many cases, within both B-mode and CEUS images, HCC is
hardly distinguishable from the cirrhotic parenchyma [2]. In our research, we develop
non-invasive, computerized methods, for the automatic diagnosis of HCC based on
ultrasound images. Regarding the state of the art, many approaches perform tumor
recognition within medical images [3, 4]. Also, multiple approaches perform tumor
automatic diagnosis based on contrast enhanced medical images or on the combination
between multiple image types [5–7]. In [5] the authors aimed to recognize the liver
tumors using the textural parameters resulted from classical, as well as from contrast
enhanced CT images. The textural features computed from the classical CT image were
concatenated with those derived from the contrast enhanced image. After feature
selection, a C4.5 classifier was applied, leading to an accuracy over 90%. Regarding the
application of the deep learning techniques for the considered objective, in [7] the
segmentation of the sarcoma tumors was performed, by fusing Magnetic Resonance
Images (MRI), CT and Positron Emission Tomography (PET) images. Three approa-
ches were taken into account: (a) the fusion of the features individually determined on
each image type was achieved, then the result of this fusion was provided at the input of
a CNN (feature-level fusion); (b) only the parts performing convolution were separated
within the CNN, so that the images of each category were provided in parallel, to
identical convolution units, the results being processed by a single fully connected
network, which determined the class (classifier-level fusion); (c) the images of various
types were provided as inputs to different CNNs, the class resulting through majority
voting (decision-level fusion). The feature level fusion yielded the best results, the
accuracy being around 95%. However, no relevant approach exists, which performs
HCC recognition within both B-mode and CEUS images. In the current work, we
exploit the information provided by both B-mode and CEUS images, in order to get an
increased recognition accuracy. The textural features derived from the B-mode and
CEUS images, as well as the fused features, are provided at the entrances of conven-
tional classifiers. These features are also provided at the input of the SAE deep learning
classifier [9]. Also, the raw image data was provided at the entrances of these classifiers.

2 Proposed Methods

2.1 Texture Analysis Methods

Classical, as well as advanced texture analysis methods were employed in our work. As
classical techniques, second order gray level statistics, such as the Haralick features
derived from the Gray Level Cooccurrence Matrix (GLCM), as well as the autocor-
relation index were computed. The Hurst fractal index was also calculated, besides the
edge based statistics, respectively the frequency and density of the textural
microstructures obtained after applying the Laws’ filters [9]. Multiresolution features
such as the Shannon entropy, computed after applying the Wavelet transform, recur-
sively, twice [9], were employed as well. Concerning the advanced textural features,
the Haralick parameters derived from the third order GLCM [3] were added to the
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classical feature set. The second and third order GLCM matrices and the Haralick
features were computed as described in [3]. All the textural features were determined
on rectangular regions of interest, after the median filter application, independently on
orientation, illumination and region of interest size.

2.2 Dimensionality Reduction Techniques

As feature selection techniques, we considered the Correlation based Feature Selection
(CFS) and the Information Gain Attribute Evaluation (IGA) methods, which provided
the best results in our experiments [10]. CFS is a feature selection method that com-
putes, for each attribute subset, a merit, in order to retain those features correlated with
the class parameter and uncorrelated between themselves [10]. The IGA technique
calculates the entropy of the class C, before and after observing the attribute A [5]. The
gain due to the attribute A is provided by the measure in which the attribute A leads to
the decrease of the entropy of the class C. As for CFS, the subset of features corre-
sponding to the highest merit was taken into account, while for IGA, the first ranked
features, having a relevance score above 0.1, were considered. Finally, the union of
these subsets provided by each individual method was assessed. Principal Component
Analysis (PCA) projects the initial data on a lower dimensional space where the main
variation modes are highlighted [11]. Kernel Principal Component Analysis (KPCA),
the generalized version of PCA, represents the transposition of PCA in a superior
space, built using a kernel function having different forms, such as Gaussian, poly-
nomial and linear, in the last case being equivalent with the classical PCA [11]. In our
work, all the three versions of KPCA were experimented. The dimensionality reduction
methods were applied as follows: (a) on the features resulted from the B-mode images;
(b) on the features resulted from the CEUS images; (c) on the concatenated features,
resulted from the B-mode and CEUS images.

2.3 Classification Methods

For assessing the classification performance due to each image type, respectively to the
combination between the B-mode and CEUS images, the textural features, as well as
the pixel values, were provided at the entrances of the following traditional classifiers:
Support Vector Machines (SVM), Multilayer Perceptron (MLP) and AdaBoost com-
bined with the C4.5 technique [8]. These classification methods provided the best
results in our experiments [8]. Regarding the deep learning techniques, Stacked
Denoising Autoencoder (SAE) presents an architecture based on stacking multiple
Denoising Autoencoder units. A Denoising Autoencoder consists of a neural network
that receives x ε [0; 1]d as input and maps it into a hidden representation y ε [0; 1]d,
through the mapping provided by Eq. (1):

y ¼ sðWxþ bÞ ð1Þ

In Eq. (1), s is a non-linear transfer function, as the sigmoid, W is the weight
matrix, b being a constant, assigned by designer. The auto-encoder performs the
encoding of the input, preserving also the information and removing the noise. The
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code y contains a distributed representation, capturing the main data variation modes,
which makes this method almost similar to PCA. However, due to the hidden layers,
the autoencoder is able to capture more complex information than classical PCA.
Multiple denoising autoencoders can be stacked, yielding a deep autoencoder, each
autoencoder on the layer above receiving the output of the unit one layer below. Firstly,
an unsupervised, pre-training process takes place, by minimizing the reconstruction
error. A second, supervised training stage can be performed, by adding a logistic
regression or softmax layer on the network top [8]. In our work, both the relevant
textural features, as well as the pixel values were provided as inputs to SAE, for the
B-mode and CEUS images separately, as well as for the combined information,
resulted for the two types of images. The fusion of the information from the two image
types was performed as follows: (a) feature level fusion, by concatenating the feature
vectors resulted from the two image types; (b) classifier level fusion, by providing the
data corresponding to each image type to an individual SAE architecture, the resulting
features being provided to a unified softmax layer; (c) decision level fusion, by
employing separated SAE classifiers for each image type, performing the arithmetic
mean of the class probabilities.

3 Experiments and Results

3.1 The Dataset and the Experimental Settings

During the experiments, the B-mode and CEUS images corresponding to 35 patients
affected by HCC were considered. All these patients underwent biopsy or CT for
diagnostic confirmation. The images were acquired using a GE Logiq E9 XDclear 2.0
(General Electric, USA) ultrasound machine, under the same settings: Frequency of
6 MHz, Gain of 58, Depth of 16 cm, and Dynamic Range (DR) of 111. For the CEUS
images, the Sonovue (Bracco®) agent was employed, the images corresponding to the
arterial phase being considered. Pairs of B-mode and CEUS images simultaneously
acquired for each patient were taken into account. From these images, regions of
interest of 51 � 51 pixels, for HCC and cirrhotic parenchyma where HCC evolved,
were automatically extracted, using a sliding window algorithm, being augmented by
rotations with 90° and 180°. These two classes were compared, as the tissue aspect
within ultrasound images is almost similar in many situations. The data was uniformly
split, 1000 patches/class being considered, 70% of the data representing the training
set, while 30% of the data constituting the test set. Both the pixels values and the
textural features (41 attributes) computed by our Visual C+ + software modules were
involved in our experiments. The feature selection techniques and the traditional
classifiers were implemented using the Weka 3.8 library [12]. For feature selection, the
CfsSubsetEval (CFS) method was implemented with BestFirst search, and also
InfoGainAttributeEval (IGA) was employed with the Ranker search method. Regarding
the conventional classifiers, the John Platt’s Sequential Minimal Optimization
(SMO) algorithm [12], standing for SVM, was experimented, the best results being
obtained for the polynomial kernel, of third or fifth degree. Also, the MultilayerPer-
ceptron (MLP) technique was employed, with a learning rate of 0.2, a momentum of
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0.8 and a training time of 500 epochs. Correspondingly, various architectures, con-
sisting of one, two or three hidden layers, each of them having the number of nodes
equal with the arithmetic mean between the number of features and the number of
classes, were assessed. The AdaBoost metaclassifier with 100 iterations, with the J48
technique, the Weka equivalent of C4.5, was also implemented. The KPCA and the
SAE deep learning techniques were employed in Matlab 2020. KPCA was imple-
mented using the Matlab-Kernel-PCA toolbox [12]. The Gaussian, the third degree
polynomial and the linear versions were considered. The SAE technique was employed
using the Matlab Deep Learning toolbox [14]. The number of hidden layers, respec-
tively the number of nodes within each hidden layer were tuned in order to achieve the
best performance, a softmax layer being added on the top. The input data was nor-
malized. The other parameters were also tuned, the values leading to the best perfor-
mance being: 800 for the number of epochs, 0.0004 for weight regularization, 4 for
sparsity regularization, 0.14 for sparsity proportion, the transfer function being the
logistic sigmoid.

3.2 Results and Discussions

Classification Performance Assessment Using Textural Features
Concerning the results obtained by employing traditional classifiers, after performing
feature selection on B-mode images, the best performance resulted for AdaBoost:
accuracy (recognition rate) of 72.33%, true positive rate (sensitivity) of 86.1%, true
negative rate (specificity) of 58.6%, area under ROC (AUC) of 75.9%. After applying
traditional classifiers on the relevant features obtained from CEUS images, the best
accuracy, of 80.94%, the highest sensitivity, of 90.6%, the highest specificity, of 71.3%
and the best AUC, of 86%, resulted for AdaBoost, as well. The classification perfor-
mance obtained after applying traditional classifiers on the concatenated textural fea-
tures, resulted from both B-mode and CEUS images, after feature selection, is illustrated
in Table 1. As we can notice, the results overpassed those obtained when employing
only CEUS images, as well as those obtained when employing only B-mode images.
The best accuracy (86.01%), the best sensitivity (97.5%) and the best AUC (92.4%),
resulted for AdaBoost, while the best specificity (75%) was achieved for MLP. We
observe that the classification performance is higher than that obtained previously.
Concerning the relevant textural features, we observed in this case an increased density
of the attributes resulted from the CEUS images, such as those derived from the GLCM
matrices, the autocorrelation index, the Hurst index and the entropy computed after
applying the Wavelet transform, indicating the complex, chaotic structure of HCC and
granularity differences between the two considered tissue classes.

Table 1. The performance of the traditional classifiers on CEUS + B mode textural features

Classifier Rec. rate (%) TP rate (%) TN rate (%) AUC

SMO 82.123 93.0 71.3 82.1
MLP 80.48 86 75 89.1
AdaBoost + J48 86.01 97.5 73.5 92.4
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The results obtained by employing SAE after feature selection are provided in Table 2.
The best accuracy (90.1%) the best specificity (94.3%) and the best AUC (90.17%),
resulted for feature level fusion, while the best sensitivity (92%) was achieved for both
classifier and decision level fusion.

KPCA was also applied on the original textural feature sets, the best performance
resulting for the Gaussian kernel. For the B-mode and CEUS images, the first 20
components were considered. For the B-mode images, the highest accuracy, of 87.29%,
the highest sensitivity, of 75.4% and the highest AuC, of 89.4%, resulted for AdaBoost,
while the highest specificity, of 99.4%, was obtained for SMO. For the CEUS images,
the best accuracy, of 87.32%, the best sensitivity, of 75.4%, the best specificity, of
99.2% and the best AUC, of 89.9%, were achieved for AdaBoost. In the case of the
concatenated features, the first 40 components were considered. The best accuracy, of
86.68%, the best sensitivity, of 74.4% and the best AUC, of 99.2% were obtained for
AdaBoost, the best specificity, of 89.2%, resulting for AdaBoost and SMO.

Classification PerformanceAssessmentWhenEmployingDirectly the Pixel Values
The classification performance obtained when providing the pixel values to SAE are
depicted in Table 3. The best accuracy (68.4%), the best specificity (59.9%) and the best
AUC (74.63%), resulted for the combination between CEUS and B-mode images, for
classifier level fusion, the best sensitivity (89.1%), corresponded to feature level fusion.

The KPCA method was also applied on the pixel values, the Gaussian kernel
leading to the best results. For the B-mode, as well as for the CEUS images, the first
250 components were considered. For the B-mode images, the best accuracy (83.55%)

Table 2. Results obtained with the SAE technique on the relevant textural features

Fusion type Rec. rate (%) TP rate (%) TN rate (%) AUC

B-mode 76.6 86.7 66.6 77.7
CEUS 79.9 90.3 69.4 81.21
CEUS + B-mode (feature level) 90.1 85.4 94.3 90.17
CEUS + B-mode (classifier level) 83 92 74 84.11
CEUS + B-mode (decision level) 84 92 76 84.89

Table 3. Results obtained with the SAE technique on the grayscale and CEUS images

Fusion type Rec. rate (%) TP rate (%) TN rate (%) AUC

B-mode 64.9 83.8 55.9 71.53
CEUS 65.3 83.8 56.8 71.90
CEUS + B-mode (feature level) 65.1 89.1 50.1 73.12
CEUS + B-mode (classifier level) 68.4 86 59.9 74.63
CEUS + B-mode (decision level) 65.6 82.9 57.2 71.47
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the best sensitivity (75.6%), the best specificity (99.6%) and the best AUC (93.1%)
resulted for AdaBoost. For CEUS images, the highest values for the accuracy
(79.77%), sensitivity (61.6%), specificity (97.8%) and AuC (93%) were obtained for
MLP. In the case of the concatenated images, the first 400 components were considered
and the best accuracy (85.4%) the best sensitivity (70.2%) the best specificity (99.6%),
respectively the best AuC (93.1%) were achieved for AdaBoost.

Discussions
A comparison of the accuracy values obtained by applying the corresponding
methodologies, upon B-mode images, upon CEUS images and upon the combined
information is illustrated within Fig. 1. We notice that the information provided by the
CEUS images and especially that provided by the combination between B-mode and
CEUS images always led to an accuracy improvement. The classification performance
was generally better when employing the textural features, compared with the case
when using the pixel values. The time was also considerably improved when
employing the textural features (under 5 min), compared with the other case (30–60
min), on a computer with an i5 processor, 2.70 GHz frequency and 4 GB of RAM. The
best overall accuracy was achieved for SAE, when receiving as input the concatenated
relevant textural features resulted from CEUS and B-mode images. The SAE classifier
led to classification accuracy improvement compared with the approach based on
feature selection followed by traditional classifiers, also compared with the linear PCA.

4 Conclusions

As our experiments illustrate, the information obtained from the CEUS images, as well
as from the combination between B-mode and CEUS images, led to an improvement of
the classification performance, in comparison with the case when only the B-mode
images were employed, the best obtained classification accuracy being above 90%. The
results obtained when providing the textural features at the classifier inputs overpassed
those achieved when the pixel values where directly used. The currently achieved

Fig. 1. The classification accuracy improvement due to the CEUS images
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results are also comparable with the state of the art results [5–7]. In our future research,
we intend to improve the experimental dataset, by acquiring images corresponding to
more HCC cases, as well as to benign liver tumors. We also aim to employ other deep
learning methods, such as Deep Belief Networks (DBN), respectively CNN.
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Abstract. This research paper focuses on classifying brain MRI images into
two classes: Non-Dementia & Dementia. Crow Search Algorithm is used as
transformation method for converting non-linearly separable data points into
linearly separable data points. The accuracy enhancement in Support Vector
Machine and K-Nearest Neighbor classifiers through the usage of this trans-
formation technique is analyzed in this paper. To increase the efficiency of Crow
Search Algorithm as transformation technique, modified Adam method is newly
proposed. Support Vector Machine and K-Nearest Neighbor classifiers provide
Balanced Classification Accuracy of 72% and 68% respectively while usage of
Crow Search Algorithm with modified Adam as transformation technique in
Support Vector Machine and K-Nearest Neighbor classifiers provide Balanced
Classification Accuracy of 90% and 86%.

Keywords: MRI � Crow search algorithm � Modified Adam

1 Introduction

Dementia is a collective term used to represent the impairments originated in the
human brain that is responsible for the gradual decline in memory, reasoning and other
cognitive functions of human [1]. Currently around 50 million humans are affected
with dementia worldwide and 10 million humans are getting affected by dementia
every year [2]. Magnetic Resonance Imaging (MRI) is used extensively for diagnosing
dementia. Computer aided automated classification will be very supportive to the
clinician during diagnosis since manually inspecting large number of MRI images will
be tedious task and sometimes it may leads to error in diagnosis [3].

Meta-heuristic algorithms are preferred for solving real-world problems due to its
adaptability, derivation free structures and capability to avoid local optima [4]. Some of
the popular meta-heuristic algorithms are Genetic Algorithm (GA), Particle Swarm
Optimization (PSO), Crow Search Algorithm (CSA), Harmony Search Algorithm
(HSA), Bat Algorithm (BA), etc. In general these meta-heuristic algorithms are used
mainly for cracking numerical optimization problem, training neural networks and
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feature selection in classification problem. In this research work, CSA will be used as
transformation technique that helps to classify the input MRI images into two groups:
Dementia (DEM) & Non-Dementia (ND).

Experimentally it is found that control parameters present in the equations of meta-
heuristic algorithms plays a significant role and it affects the accuracy to a greater
extent when used in classification problem. Instead of fixing the control parameters
through Trial and Error Method (TEM), the control parameters are updated using the
modified Adam method. Adam is one of the popular techniques for updating the
weights in neural networks. It will be novel to use this technique for updating the
control-parameters of CSA. In addition to this, modified Adam is proposed to improve
its efficiency in transforming non-linearly separable data points into linearly separable
data points.

Many research articles can be found regarding the usage of Support Vector
Machine (SVM) and K-Nearest Neighbor (KNN) classifiers for classification of dis-
eases using medical images [5]. These two popular classifiers are used to prove the
accuracy enhancement attained through the usage of CSA based transformation tech-
nique with modified Adam for control parameters updation.

The remaining paper is organized as follows: The second section deals with the
overall methodology; Fundamentals of CSA is presented in third section whereas the
procedure for implementing CSA using Trail and Error Method is detailed in fourth
section; Fifth section deals with the implementation of CSA transform using Modified
Adam; Cumulative results are discussed in the sixth section and concluded in the last
section.

2 Overall Methodology

Brain MRI images related to dementia is openly available in Open Access Series of
Imaging Studies. From this database, MRI images of 117 patients with different age
groups are considered for this research work. Among these 117 patients, 65 patients are
ND and 52 patients are DEM. MRI images of 40 ND patients and 40 DEM patients are
considered for training while the MRI images of remaining 25 ND and 12 DEM
patients are used for testing.

The overall methodology is depicted in Fig. 1. Each input MRI image has 65536
pixels (256 * 256) and these 65536 intensity values are directly given as input to the
CSA. Modified Adam is used to update the control parameters of CSA in each iteration.
The output of CSA will be given to the SVM or KNN classifier and then input image
will be categorized as either ND or DEM. Finally the confusion matrix shown in
Table 1 is constructed and widely used performance metrics given in Eqs. (1–6) are
used to evaluate the performance of classification.
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In Table 1, True Positive (TP) symbolizes the total number of DEM images
properly classified as DEM while True Negative (TN) denotes the total number of ND
images correctly classified as ND; False Positive (FP) denotes the sum of ND images
which are wrongly classified as DEM and False Negative (FN) represents sum of DEM
images which are wrongly classified as ND.

Balanced Classification Accuracy BCAð Þ ¼ 1
2

TP
TPþFN

þ TN
TNþ FP

� �
� 100% ð1Þ

F1 score ¼ 2TP
2TPþ FPþ FN

� 100% ð2Þ

Mathews Correlation Coefficient (MCCÞ ¼ TP � TN� FP � FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPþFPð Þ TPþFNð Þ TN þFPð Þ TNþFNð Þp � 100% ð3Þ

Jaccard Index JIð Þ ¼ TP
TPþ FNþ FP

� 100% ð4Þ

Performance Assessment

ND DEM

CSA with Modified Adam to update control parameters

Dementia MRI image

SVM/K-NN

Fig. 1. Overall methodology

Table 1. Confusion matrix of dementia MRI image classification

Confusion matrix Class Predicted
ND DEM

Actual ND TN FP
DEM FN TP

Modified Adam to Update Control Parameters of Crow Search Algorithm 123



Sensitivity SENSð Þ ¼ TP
TPþ FN

� 100% ð5Þ

Specificity SPECð Þ ¼ TN
TNþ FP

� 100% ð6Þ

3 Fundamentals of Crow Search Algorithm

Inspired by the smart behavior of crows, CSA is formed. Generally a crow will make
efforts to steal the resources present in hiding places of another crow [6]. The positions
of crows are updated iteratively using this behavior as represented in Eq. (7).

xtþ 1
i ¼ xti þ r1 � FLti � mt

j � xti
� �

if r2[APt
j

a random position otherise

(
ð7Þ

Here xtþ 1
i denote the position of ith crow in the iteration (t+1) i.e., xtþ 1

i represents
the new location and xti represents the previous position of ith crow. FLt

i denotes to the
flight length of ith crow and indicates thAwaressbability (AP) of jth crow. mt

j denotes
the best place of the jth crow obtained till iteri t. The best place of jth crow is identified
based on the fitness function. r1 and r2 denotes the random numbers in the range 0 to 1.
For any Swarm Intelligence algorithm, exploration and exploitation process are vital to
get the optimum solutions. Exploration is responsible for searching in a large solution
space and exploitation is responsible for fine tuning of the solution. In simple words,
the amount of exploration will decide the global searching ability. If Flight Length
(FL) value is small, then there will more exploitation ability and if FL value is large,
then it has more exploration ability [7].

4 Transformation Technique Using CSA with Trial
and Error Method for Control Parameters Updation

When CSA is used to solve feature selection and numerical optimization problems, the
position of crows will be initialized randomly. But for using CSA as a transformation
technique for solving classification problem, the position of crows are initialized using
65536 intensity values directly obtained from the brain MRI image. These intensity
values will be varying in the range 0–255. Fitness function is used to identify the hiding
place (best position) of each crow. Fitness function of each crow will be equal to the
Euclidean distance between the target value and current position of that crow. Target
value is fixed as 300. In each iteration after finding the fitness function, the position of
crows will be updated using Eq. (7).

AP and FL are the two control parameters of CSA. Usually the value of AP will
vary from 0 to 1 and the value of FL will vary from 0 to 2 [8]. More than these two
control parameters, Maximum Number of Iterations (MAXIT) will play a vital role
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since CSA is an iterative algorithm. Hence these two control-parameters are fixed at
their mid-points: AP = 0.5, and FL = 1 while searching the optimum value for MAXIT
using Trial and Error Method (TEM) as shown in Fig. 2.
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Fig. 2. Finding the optimum value for MAXIT

45

55

65

75

0 0.5 1 1.5 2

BC
A 

(%
)

FL VALUE

AP=0.1

AP=0.3

AP=0.5

AP=0.7

AP=0.9

Fig. 3. Finding the optimum values of AP & FL in CSA-KNN classifier
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Fig. 4. Finding the optimum values of AP & FL in CSA-SVM classifier
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When MAXIT = 12, the maximum BCA of 86% and 87% are attained for CSA-
KNN and CSA-SVM classifiers respectively. Then the optimum values for FL and AP
are identified by keeping the value of MAXIT at optimum value as depicted in Fig. 3
and Fig. 4 for CSA-KNN and CSA-SVM classifiers respectively. Through Fig. 3, the
optimum values are found as FL = 0.9 and AP = 0.7 and for these optimum values,
maximum BCA of 88% is achieved for CSA-KNN classifier. Similarly through Fig. 4,
the optimum values are found as FL = 0.9 and AP = 0.7 and for these optimum values,
maximum BCA of 90% is achieved for CSA-KNN classifier.

5 Transformation Technique Using CSA with Modified
Adam Method for Control Parameters Updation

Exponential moving averages of gradients and squared gradients are used in the Adam
method [9–12]. The control parameters are updated according to the following equations:

wtþ 1 ¼ wt � Lrate

2 þ
ffiffiffiffiffi
bSt

q � bVt ð8Þ

bVt ¼ vt
1� Bett1

: ð9Þ

bSt ¼ st
1� Bett2

ð10Þ

vt ¼ Bet1 � vt�1 þ 1� Bet1ð Þ � @L
@wt

ð11Þ

st ¼ Bet2 � st�1 þ 1� Bet2ð Þ � @L
@wt

� �2

ð12Þ

In the above equations, wt& wtþ 1 denotes to past and new control parameters;
Lrate denotes the learning rate of Adam method; 2 denotes a small constant used to
avoid division by zero; @L

@wt
refers to the gradient of L i.e., the loss function which has to

be minimized according to control parameter w; Bet1 and Bet2 denote the constants of
Adam algorithm. The gradient L can be computed using the following equation:

@L
@wt

¼
ERt
winit

if t ¼ 1
ERt�ERt�1
wt�wt�1

if t[ 1

(
ð13Þ

Here Error Rate(ER) = 1-BCA and winit is the initial value of the control parameter.
In original Adam method, the loss gradient value depends only on the current ER and
previous ER along with the current control parameter value and previous control
parameter value. It is neglecting all the previous values including the best value. To
increase the efficiency of Adam method, the modified version of Adam is proposed in
which additional term is introduced as represented in Eq. (14).
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Initialize the parameters and solutions 

Evaluate fitness of each crow

Update the position of crows using equa-
tion (7)

Implement KNN or SVM

Calculate the Error Rate (ER)

If MAXIT 
reached?

Compute the gradient using equation (14)

Update the control parameter using equa-
tions (8-12)

If MAXIT_Adam 
reached?

Stop the iterative process and com-
pute performance metrics from the final 

confusion matrix 

Y

N

N

Y

Fig. 5. Flow chart depicting the implementation of CSA-KNN or CSA-SVM classifier with
modified Adam to update the control parameters of CSA
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@L
@wt

¼
ERt
winit

if t ¼ 1

ERt�ERt�1
wt�wt�1

þ ERt�ERmin
wt�wbest

if t[ 1

8
<

: ð14Þ

In Eq. (14), ERmin is the minimum Error Rate obtained so far and wbest is the
control parameter value corresponding to, ERmin. The newly introduced term will
compute the gradient based on the difference between current ER and minimum ER
attained till iteration t.

The common flowchart depicting the procedure for implementing modified Adam
as control parameter updation method for CSA is shown in Fig. 5. In Fig. 5, Control
parameter w is updated using modified Adam iteratively and t is the current iteration
number; MAXIT denotes the maximum number of iterations for the CSA and from
Fig. 2, its optimum value is found as 12; MAXIT_Adam denotes the maximum number
of iterations for the modified Adam algorithm; Through experiments, the optimum
value for the following constants are found as: MAXIT_Adam = 35, Lrate = 0.001,
2, = 10–8, Bet1 = 0.9 and Bet2 = 0.999. The hyper-parameter is initialized randomly
(winit) in the range [0, 1].

6 Results and Discussion

The performance metrics attained through the usage of CSA and its variants as trans-
formation technique in KNN and SVM classifiers are tabulated in Table 2 and Table 3
respectively. To highlight the efficiency of CSA transform, performance metrics of
individual KNN and SVM classifiers are presented. In addition to that Principal Com-
ponent Analysis (PCA) and PSO are used as transformation technique instead of CSA
and those results are also presented for the comparison. In Table 2 and Table 3, CSA (M-
ADAM) represents the CSA transform with modified Adam to update the control
parameters in KNN and SVM classifiers respectively; CSA-KNN represents the usage
of CSA transform with TEM for control parameters updation in KNN classifier.

Table 2. Performance metrics of various transforms in KNN classifier

KNN PSO-
KNN

PCA-
KNN

CSA
(TEM)-
KNN

CSA
(ADAM)-
KNN

CSA (M-
ADAM)-KNN

BCA 68 72 70 75 80 86
F1 52 57 55 62 69 77
MCC 31 40 37 47 58 69
JI 35 40 38 44 53 63
SENS 67 67 67 67 75 83
SPEC 69 77 74 83 86 89
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Table.3. Performance metrics of various transforms in SVM classifier

SVM PSO-
SVM

PCA-
SVM

CSA
(TEM)-
SVM

CSA
(ADAM)-
SVM

CSA (M-
ADAM)- SVM

BCA 72 75 73 76 82 90
F1 57 62 59 64 72 81
MCC 40 47 44 51 62 75
JI 40 44 42 47 56 69
SENS 67 67 67 67 75 92
SPEC 77 83 80 86 89 89
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Fig. 6. BCA comparison of KNN and SVM classifiers with various transformation techniques
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Fig. 7. BCA comparison of KNN and SVM classifiers with CSA and its variants
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The efficiency of CSA as transformation technique is proved through the com-
parison with various transforms as depicted in Fig. 6. BCA is mainly used in this
research work since the test dataset is highly imbalanced. When compared with KNN
and SVM classifiers without any transform, 11% and 6% increase in BCA is witnessed
if CSA (TEM) is used as transform in KNN and SVM classifiers respectively. Also
higher performance can be witnessed for CSA (TEM) transform when compared to
PCA and PSO based transformation techniques in both the KNN and SVM classifiers.
The primary reason behind the superior performance of CSA (TEM) is the good
balance between the exploration and exploitation ability since the value of FL is fixed
approximately at the mid-point (FL = 0.9).

The significant performance of Adam and Modified Adam (M-Adam) as control
parameter updation methods for CSA can be justified through the comparison with
CSA that uses TEM for control parameters updation as depicted in Fig. 7. When
compared to TEM, Adam method is yielding better performance since the control
parameters are updated in each iteration based on the classification Error Rate while the
value of control parameters are kept constant at ideal value in TEM method. Hence
Adam is capable for reducing the error rate and increasing the BCA. When compared to
Adam, M-Adam is providing better performance due to presence of newly introduced
term in Eq. (14). Due to the usage of best control parameter value at which minimum
error is attained, exploitation capability of CSA is improved. Due to this local search
ability, CSA can fine tune the positions properly when M-Adam is used to update the
control parameters.

7 Conclusion

The influence of Adam and Modified Adam methods for updating the control
parameters of CSA based transformation technique in KNN and SVM classifiers are
analyzed. The results clearly depict the superior performance of the above mentioned
techniques through comparison with TEM method and other transformation techniques
such as PCA and PSO. When compared to the KNN and SVM classifiers without any
transformation technique, 27% and 25% increase in BCA is observed when CSA
transformation technique is used along with the Modified Adam for control parameters
updation. Through this research, the ability of CSA to transform the non-linearly
separable data points into linearly separable data points is clearly established. This
research work can be extended in the direction of building more precise classifier using
hybridization and modification of original algorithms in appropriate manner.
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Automatic Detection of Diabetic Retinopathy
Using Image Processing Techniques
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Abstract. Diabetic retinopathy manifests in the case of diabetic people and in
many cases the detection of this disease is too late. As the number of people with
diabetes doubles every ten years, the ophthalmologists will be inevitably over-
loaded, which will lead to an increased risk of human errors in the diagnosis.
Therefore, we propose in this paper a solution for automatic detection of this
disease even in its early stage by image analysis of the retina, particularly the optic
nerve and the veins structure. The originality consists in a new processing pipeline
of the images and a careful feature selection to reduce the high dimensional image
representation. Then a number of automatic classification models, typically used
for image recognition (e.g. K-nearest neighbor [KNN], Support Vector Machines
[SVM] and Multilayer Perceptron [MLP]), have been tested. Finally, based on
these simulation results, we designed and delivered a software application to
support the doctors for a fast analysis process and decision making. The appli-
cation has been testedwith doctors in real life scenarios and it proved its efficiency.

Keywords: Diabetic retinopathy � Automatic classification � Image processing

1 Introduction

All blood vessels of diabetic people are affected, but especially small capillaries.
Capillary changes are the precursor to retinopathy in such patients. In some cases the
blood vessels are obliterated, in others to compensate for the lack of blood supply the
vessels dilate, appearing certain deviations, bulges, of the capillary wall. These swel-
lings represent the so-called micro aneurysms, which upset the permeability of the
vascular wall, thus infiltrating the plasma in the retinal tissue, causing the retina edema.
Prolonged existence of retinal edema causes compression and loss of nerve cells. The
exudates represent albino complexes, lipid formations on the retina.

Pathological changes are not only in the capillaries, large blood vessels, veins in the
retina are also affected. Thus, visual acuity begins to decrease with bleeding and the
number and size of exudative foci. Non-proliferative diabetic retinopathy is the term
used by ophthalmologists to classify the period until the appearance of newly formed
pathological vessels and scar changes. When the blood glucose level is high, there is a
thickening of the blood vessels. At the level of the retina when the blood vessels are
thickened, at first, the vision becomes blurred and without proper treatment can lead to
complete blindness, this process of retinal damage is called ophthalmic diabetic
retinopathy (Fig. 1).
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Diabetic retinopathy is defined by damage to the structure of blood vessels and
degradation of normal functions. At the level of the blood veins on the retina, proper
irrigation is no longer performed, the veins becoming weaker, producing ruptures and
blood leaks that flood the retina, causing exudates and retinal hemorrhages, thus
reducing vision [1]. According to a study launched by the World Health Organization,
it is shown that the number of diabetic patients will increase from 130 million to 350
million in the next twenty years [2].

The ophthalmological examination is a complex one, doctors do an analysis, a
research of the type of disease, age and other risk factors, after this the visual acuity is
determined with correction, an examination takes place, using a device called a
biomicroscope, of the anterior pole of the eye, is made a measurement of the tension of
the eyeball [3]. Early diagnosis of diabetic retinopathy can play a key role in main-
taining vision for as long as possible. Currently, ophthalmologists analyze the images
of the retina directly, following certain aspects of the tissue behind the eye, the method
being a difficult one that can suffer due to the human factor and the diagnosis is
subjective. Given the complexity of this medical analysis, we propose in this paper an
automatic detection of the retinopathy using image processing techniques in order to
fast the analysis process and to support the doctors in their decision.

2 Proposed Method

2.1 Image Database

In order to test the proposed method one of the largest image databases with the bottom
of the eyeball from the Internet was used in our research, the MESSIDOR database [4].
The database is part of a French research program conducted by the Ministry Research
and Defense from the Techno-Vision program, aimed to compare and evaluate different
techniques for segmentation and indexing of retina images. The 1200 images from
MESSIDOR were taken by three ophthalmology clinic departments: Service d'Oph-
talmologie - Hôpital Lariboisière Paris, Service d'Ophtalmologie - E3063 Faculté de
Médecine St Étienne şi LăȚIM - CHRU de Brest. In the clinical imaging it was used a
3CCD video camera mounted on an analysis device Topcan TRC NW6 non-mydriatic
retinograph with an inclination of 45 of degrees (Fig. 2) [4].

Fig. 1. Difference between normal retina and retina with diabetic retinopathy
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2.2 Features Extraction

In the pre-processing part, the image is cropped, using some predefined cropping
windows, to a window containing only the retina and as little additional space as
possible. After cropping, using the predefined functions, the image is divided into the
main RGB color channels (Red, Green, Blue) and the green channel is used. Then,
using the rgb2gray function a conversion is performed to transform the green channel
image to gray [5]. It removes the hue and saturation information while retaining
luminance, thus transforming the RGB image into a grayscale, in which case the
function only transforms the Green channel you are working with. The image must be
turned gray because the features in the image are extracted using the Gray Level Co-
occurrence Matrix (GLCM) [6] in which the inserted image must be gray. Finally, we
apply a method of equalization of contrast-limited adaptive histograms (CLAHE) [7] to
improve the local contrast of an image. At the end, we apply a feature selection process,
Gray Level Co-occurrence Matrix, in which the most important features are retained.
There are 13 features to be used, the most relevant features in the process of image
classification: contrast, correlation, energy, homogeneity, mean, standard deviation,
and entropy, Root Mean Square-RMS, variance, smoothness, kurtosis, skewness and
Inverse Difference Movement-IDM. Smoothness and IDM have been removed because
they did not showed contribution for the classification process, having similar values,
then only 11 features are used.

Fig. 2. The preprocessing stages
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2.3 The Training Process

The features extracted from images are labeled by the user to a class. This class is used
to classify the image, showing the state of the retina. Class 0 is for a retina without
diabetic retinopathy. Class 1 is for the identification of Non-Proliferative Diabetic
Retinopathy - NPDR in its infancy. Class 2 is for the identification of retinopathy non-
proliferative diabetics who are in a middle condition and Class 3 to identify retinopathy
non-proliferative diabetics who are in a severe condition. All annotated feature vectors
are saved in a training database. Further on, a part of this database is used to train 3
classification models (KNN, SVM, MLP) and the other part is used for testing. The
training process is implemented with the tools in WEKA, because it was not our aim to
develop new classification algorithms, rather than a robust feature extraction from the
image and finally an integrated software tool for the doctors.

2.4 The Testing Process

In the testing process of analyzing an image, an image not used before in the training
process is loaded in to the program, in order to be tested and subsequently classified.
The selected image goes through the same type of pre-processing, the image is auto-
mated cropped, using some predefined cropping windows, so that the extracted
information is taken from a window that contains retina and as little additional space as
possible. After cropping, the image is divided into the main RGB color channels (Red,
Green, Blue) and the green channel is used, as previously explained, this channel
provides the best contrast. After the entire pre-processing stage takes place, 13 features
are extracted using the Grey Level Cooccurrence Matrix (GLCM).

These extracted features are compared with the database obtained in the training
part, following the result obtained from the classification algorithm, between the data
obtained from the image and the data from the database a class is assigned to the
entered image and thus a diagnosis. Class 0 is for a retina without diabetic retinopathy,
a healthy retina. Class 1 for the identification of non-proliferative Diabetic Retinopathy
(NPDR) in the early stages. Class 2 for the identification of non-proliferative diabetic
retinopathy which is in a moderate condition and Class 3 for the identification of non-
proliferative diabetic retinopathy which is in a severe state.

3 Experimental Results

We have selected for the experiment a total of 413 images (125 from Class 0, 85 from
Class 1, 74 from Class 2, and 129 from Class 3), respecting so the proportions with the
entire MESSIDOR dataset. In the first scenario 34% of the images are retained for
testing and in the second scenario 20% of the images are used for testing.

3.1 Results for the 1st Scenario

For the KNN classifier we have selected the value of k to 1, batchSize is 100 and
numDecimalPlaces is 2. Following this classification, a correct classification of 75.7%
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was obtained. For the SVM classifier it was chosen the batchSize of 100, cacheSize 40,
with a cost of 200, 3°, loss of 0.1 and gamma 0.01. Following this classification, a
correct classification of 72.8% was obtained. For the MLP classifier default values from
WEKA have been maintained. Following this classification, a correct classification of
56.4% was obtained. This poor rate is explained by the fact that not enough data was
provided for the training. However, our aim was to train the classifiers with as little data
as possible and still to obtain good performance. Figure 3 presents the confusion matrix
for these 3 classifiers.

3.2 Results for the 2nd Scenario

In this scenario the parameters of the 3 classifiers have been maintained the same as for
the 1st scenario, only the size of the training data has been increased (80% of the total
database), so using 20% of images for testing. The classification performance is
increased to 78,3% for the KNN, to 76% for the SVM, and to 61,4% for the
MLP. Figure 4 presents the confusion matrix for these 3 classifiers. Overall, we may
conclude that the KNN classifier, although very simple, is the most efficient for our
task.

The performance of the proposed classification method is compatible with current
state of the art results on similar task, even with those employing Deep Neural Net-
works (DNN). More, our method is more efficient both in what concerns a small size of
the feature vector, as well as the simplicity of the classification method.

4 Practical Implementation of an Assistive Software Tool

Given the promising results obtained in the experimental phase, we have been advised
by the collaboration doctors to develop for them a dedicated software tool to help them
in image analysis, as well as an automated support in the decision making. Therefore, a
desktop application was developed in MATLAB with intuitive interfaces for image
processing and classification.

Fig. 3. Confusion matrix (from left to right) to: KNN, SVM, MLP (1st scenario)

Fig. 4. Confusion matrix (from left to right) to: KNN, SVM, MLP (2nd scenario)
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The user interface for the annotation of images (Fig. 4) is divided into three parts:
left side, for image selection, central part for the annotation of the input image with the
label of the class type, and the right side for the description of the classes with the retina
followed by two buttons to clear the image and to close the application. The footnote
on the left has the utility of specifying the meaning of various actions, so better
informing the user about his activity.

The user interface for image analysis and classification (Fig. 5) implements the
proposed image processing algorithms for feature extraction and for automatic clas-
sification. The interface respects the classification steps described above in the detec-
tion process. The interface is divided into three components: buttons, images and
features. The left side is the component part with the buttons that aim to achieve the
whole algorithm operation process. In order to use the whole process as intuitively as
possible is represented in descending order, from top to bottom, each button having the
functionality described on it. The central part is the component part used for the
purpose of a better view of the results and in the presentation of the diagnosis. The
results are presented in chronological order, being represented from left to right from
top to bottom the whole process through which it is passed image from loading to
diagnosis. In the last tab, on the right side are presented the features extracted from the
image processed. These features are the features used by the classification algorithm to
provide an estimation for the diagnosis after being compared with the previously
trained database.

Fig. 5. The user interface for the process of annotation of images
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To demonstrate this practical implementation we present here two testing scenarios.
The first one (left side in Fig. 6) is with an image of a healthy eye, and the second
scenario is with an image corresponding to diabetic retinopathy (right side in Fig. 6).

For the first scenario, the image “20051201-38041_0400_PP.tif” of a healthy eye
from the MESSIDOR database was used. After the pre-processing process, the image
looks like in Fig. 6(b), left side, and the values of the extracted features are presented in
Table 1.

The edge detection process (Fig. 6c-left) reveals only the optic nerve and veins, not
aneurysms or areas to present diseases. The segmentation (Fig. 6-left) accentuates the
optic nerve and the veins around it, not aneurysms or yellow areas that have ailments.
The classification result indicates a “healthy” diagnosis with a condition “normal”.
Checking the excel file with the original annotations provided by the ophthalmology
clinic (Fig. 7) it is noticed a correct classification, the image coming from a healthy
patient (Class 0).

For the second scenario, the image “20051214_51953_ 0100_PP.tif” corresponding
to a diabetic retinopathy was selected from the MESSIDOR database. After pre-
processing, the image looks like in Fig. 6(b), right side, and the values of the extracted
features are presented in Table 2.

Table 1. Features for the first scenario

Features Values

Contrast 0.165374
Correlation 0.911675
Energy 0.324627
Homogeneity 0.923914
Mean 73.3008
Standard deviation 26.9088
Entropy 6.17078
RMS 15,9683
Variance 469,421
Smoothness 1
Kurtosis 2.92782
Skewness −0.302063
IDM 255
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The edge detection (Fig. 6c-right indicates the optic nerve and the veins, and
additionally the aneurysms or areas presenting diseases and secretions of plasma and fat.
The segmentation (Fig. 6d-right) accentuates not only the optic nerve, but also the
yellow areas, cotton wool spots, that fat and plasma deposition who have diseases. The
classification result indicates “Retinopathy Non-Proliferative Diabetics”with a “Severe”
condition. This is fully verified with the original annotations of doctors from the excel
file (Fig. 8 and Fig. 9), “Class 2”.

Table 2. Features for the second scenario

Features Values

Contrast 0.205721
Correlation 0.917664
Energy 0.251231
Homogeneity 0.909828
Mean 74.9558
Standard deviation 32,857
Entropy 6,07844
RMS 15.9687
Variance 800.23
Smoothness 1
Kurtosis 3.06385
Skewness −0.110852
IDM 255

Fig. 6. The user interface for image analysis
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Left side: test scenario for a healthy eye  Right side: test for diabetic case

(a) original images of the retina (left – healthy, right – diabetic retinopathy)

(b) the images after the pre-processing stage

(c) the images after edge detection process

(d) the images after the segmentation process

Fig. 7. Demonstration of the processing flow in the software application

140 M. Ciobancă et al.



5 Conclusions

The analysis of the retina images in the case of diabetic retinopathy reveals that the
entire network of blood vessels is affected, including small blood vessels, small cap-
illaries which are most prone to changes in pathological order. Capillary changes are
the precursor to diabetic retinopathy in humans who have insulin deficiency. In some
cases the blood vessels are obliterated, in others (to compensate for the lack of blood
supply) the vessels dilate, appearing certain bumps, bulges, capillary wall.

In this paper we have proposed an efficient and robust retina images processing
pipeline in order to extract a minimal set of 13 features which are able to describe such
complex variability of eye’s blood vessels. These features have been further used to
train a number of well known classification models in order to automatically detect the
diabetic retinopathy. Still, there is room for improvement of the classification perfor-
mance and we look for the following solutions: to process a more large dataset possible
recorded in severe conditions (e.g. such as noisy images, different illumination), to
improve the processing pipeline adding new features that may be more relevant for this
task, improving the software application and integrating it with the medical devices
from the ophthalmology clinics.
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Abstract. In this study we proposed the improvement of the quality of the
periodontal images recorded in vitro on a defrozen pig mandible using a spectral
domain optical coherent tomography (SD-OCT) handheld operating in 1200–
1400 nm infrared domain. Anatomical elements of periodontal tissue necessary
to establish the diagnosis of periodontal disease by OCT imaging as a non-
contact and non-invasive alternative to periodontal probing could be identified.
The anatomical elements could be clearer visualized by using a dedicated
imaging processing algorithm, which applied a package of proper filters to
remove the noise and the blur, but also to enhance the original images contrast.

Keywords: Spectral domain - optical coherent tomography � Periodontal tissue
imaging � Imaging processing algorithm

1 Introduction

Optical coherent light tomography (OCT) is a non-invasive and non-destructive
imaging technique that allows the visualization of biomedical samples in the form of
two-dimensional (2D) and three-dimensional (3D) images. The operating principles of
the first OCT systems were presented in 1991 [1]. The first OCT image was recorded
with an axial resolution of 15 µm and a scan depth of 2 mm. These parameters are
lower than those obtained using ultrasound [2], where they depend on the ultrasonic
wave’s frequency, and higher than those obtained by confocal microscopy [3], where
they depend on the microscope objective numerical aperture.

In OCT, the microscopic objective influences the transverse resolution value, and
the axial resolution depends on the scanning source. Therefore, an axial resolution of
1–2 µm was obtained with the help of high-resolution OCT systems [4]. In OCT
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scanning, the lateral resolution is 1–2 µm and the depth of penetration into biological
tissues is about 1–2 mm. In clinical applications, OCT is used to obtain in vivo images
of the human eye, but there is an increasing interest in its application in dermatology,
dentistry and biological tissues [5].

In OCT the detected interferometric signal is correlated in phase and amplitude
with the light reflected from the given depth of the sample. Thus, a reflective axial
profile is obtained at a point in the tissue (type A or A-scan). Different OCT types are
already well described [6]. Nowadays, major research areas in OCT regards to swept
source and spectral (Fourier) domain OCT, respectively [7, 8]. Spectral-domain OCT
(SD‐OCT) methodology deals with the spectra analysis at the output of the interfer-
ometer. SD‐OCT is attractive because it eliminates the need for depth scanning, but the
obtained depth resolution depends on the illumination source bandwidth [6]. The
quality of digital images of OCT type can be also improved by using additional filters
[9–12]. Therefore, their effect among a processed digital image reveals little details
which are not distinctly visualized in the original image.

In our study is proposed the improvement of the quality of the periodontal images
recorded in vitro on a defrozen pig mandible using an SD‐OCT handheld in 1200–
1400 nm range. The anatomical elements of periodontal tissue necessary to establish
the diagnosis of periodontal disease by OCT imaging as a non-invasive alternative to
periodontal probing could be identified. These anatomical elements could be clearer
visualized by using a dedicated imaging processing algorithm, which applied a package
of proper filters to remove the noise and the blur, but also to enhance the original
images contrast.

2 Experimental

2.1 Materials and Methodology

A defrozen pig mandible from a butcher’s shop was used as sample within the in vitro
OCT scanning examination of the periodontal tissue for our preliminary study.

The SD-OCT measurements were recorded using a fiber-based portable handheld
scanner OCTH-1300 from Thorlabs (see Fig. 1b).

The light source used was a superluminescent diode operating in the 1200–1400 nm
range with 5.6 mW power output. The OCTH-1300 is based on an interferometer with
optically matched sample and reference arms, to minimize the image distortion caused
by dispersion. The reference arm and the sample arm are housed in a common path
design, ensuring the sample arm phase stability. The handheld scanner has an internal
MEMS scanner with a 2D scanning mirror with 3 mm clear aperture diameter (see
Fig. 1a) and an integrated color CMOS camera and LED illumination for sample real-
time visualization during the OCT scanning. The OCT scanner operation is completely
automated and controlled by a computer using the ThorImageOCT software.

The OCT investigations were done in the 2D and 3D scanning modes with a speed
of 76 kHz at a refractive index set to 1.5, which ensures a depth of penetration of
2.4 mm and an axial resolution of 5.5 lm in air and 4.4 lm in water, respectively. The
light was focused into the sample using a compatible lens kit OCTH-LK30 with focal
length of 30 mm, working distance of 22 mm, field of view of 10 mm (diameter) and
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lateral resolution of 24 lm. A compatible working distance holder OCTH-AIR30 with
focal length of 30 mm and working distance of 22 mm is attached to the lens kit,
preventing both the direct contact of the lens with the sample and ensuring the keeping
of the sample in focus (see Fig. 1b).

2.2 Image Processing Algorithm

Acquired periodontal tissue OCT images by in vitro scanning of a defrozen pig
mandible are blurred and faded in terms of contrast and luminosity. Therefore, a four
steps image processing algorithm [9–12] that filters the OCT images to improve the
quality of the original images is developed as follows:

1. The use of a sharpening filter, to diminish the image blur without affecting fine
details and edges,

2. The use of an anisotropic diffusion filter, to reduce the image noise without
removing significant edges, lines or other fine details,

3. The use of a homomorphic filter, to correct the non-uniform illumination of the
images,

4. The enhancement of the image quality in terms of contrast and brightness.

Sharpening Filter. The OCT images are faded and blurred. Blur removal requires the
employment of a sharpening filter. Such filter reduces the blur and enhances the filtered
image content by revealing its details that were not visible previously filtering.

Performing sharpening of the OCT images requires:

1. Frequency low pass filtering by a first order Butterworth low-pass filter (Eq. 1)
[9, 10]:

H u; vð Þ ¼ 1

1þ D u; vð Þ=D0½ �2n ð1Þ

where: D0 is the cutoff frequency and is a positive constant having the values in the
range (0, 1), n = 1 is the first order of the Butterworth, u and v are the image frequency

Fig. 1. SD-OCT setup: a. operating principle [6]; b. experimental, on periodontal tissue of a
defrozen pig mandible using the OCTH-1300 handheld operating in 1200–1400 nm range.
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coordinates and D(u,v) is the Euclidean distance from any pixel having the coordinates
(u, v) to the center of the frequency plane, i.e., D u; vð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2 þ v2
p

.

2. Image sharpening is achieved by subtracting the low pass filtered image from the
initial image (Eq. 2):

S x; yð Þ ¼ c
2c� 1

O x; yð Þ � 1� c
2c� 1

L x; yð Þ ð2Þ

where: S(x,y), O(x,y) and L(x,y) represent the values of the pixel located at the coor-
dinate (x,y) in the filtered image, original image and low pass filtered image, respec-
tively. The values of the constant c range between 0.556 and 1. Sharpening filter
enhances the visibility of the filtered image content by emphasizing its edges. Once the
blur decreases, the noise reveals itself.

Bilateral Filter. Noise presented in the OCT images needs to be filtered. In the noise
filtering process, an anisotropic diffusion filter is employed. This is a gradient filter,
which filters along image edges without crossing them. Isotropic diffusion equation
(Eq. 3) characterizes the operation of the anisotropic diffusion filter as follows [11, 12]:

@

@t
I x; y; tð Þ ¼ div c x; y; tð ÞgradI x; tð Þ½ � ð3Þ

where I(x,y,t) is the image’s intensity, x and y are image’s coordinates, t is the time
parameter, c(x,y,t) is the diffusion constant.

Filtering OCT image’s noise using Eq. 3 is similar to filtering the image’s noise when
apply a Gaussian filter. Parameter c(x,y,t) controls the diffusion rate of the bilateral filter,
so that the edges are preserved. Its mathematical expression is given in Eq. 4:

c x; y; tð Þ ¼ exp � rI x; y; tð Þ
k

� �2
 !

ð4Þ

Empirically, we found that the value of the diffusion rate is k = 0.2 and the number
of iterations is 100.

Homomorphic Image Filter. The homomorphic filter corrects the non-uniform illu-
mination of the images [9, 10]. In the image formation model, the intensity of a pixel is
the percent of the light reflected by a point located in the scene [12]. Thus, the reflected
intensity is the product between the illumination of the scene L(x,y) and the reflectance
of the objects R(x,y) located inside the scene (Eq. 5):

I x; yð Þ ¼ L x; yð ÞR x; yð Þ ð5Þ
The first step in the homomorphic filtering consisted of the transformation of the

multiplicative components into additive components by exchanging Cartesian coordi-
nates into logarithmic coordinates (Eq. 6):
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log I x; yð Þ½ � ¼ log L x; yð Þ½ � þ log R x; yð Þ½ � ð6Þ

where I is the image, L is scene illumination, and R is the scene reflectance.
The second step presents the analysis which was performed in the Fourier domain

(Eq. 7):

I u; vð Þ ¼ L u; vð ÞþR u; vð Þ ð7Þ

In the third step, a Gaussian high-pass filter was applied in the Fourier domain (Eq. 8):

M u; vð Þ ¼ I u; vð ÞH u; vð Þ ð8Þ

where M is the filtered image and H is a Gaussian high-pass filter, respectively.
Finally, an inverse Fourier transform was applied to the filtered image [M(u,t)] in

order to return from logarithmic coordinates into Cartesian coordinates. Thus, the
output image O(x,y) was rendered by Eq. 9:

O x; yð Þ ¼ invF M u; vð Þ½ � ð9Þ

Histogram. Histogram stretching increases the contrast of the image [9–12] using
non-linear and non-monotonic transfer functions. Histogram represents the number of
pixels afferent to any intensity in the image. In the OCT images the intensity varies
from black to white. Histogram is stretching out the intensity range of the image.
Thereafter, a better global contrast across the entire image results and the OCT image
becomes more accurate when it renders on the computer’s display.

Image Brightness. Brightness is a subjective property of an object rendered by a
display. OCT images are faded, so that its fine details are not clearly distinguishable
from the image background. Image brightening is useful in highlighting the OCT images
details [9–12]. If the image brightness is the average of all the pixels within the image f
(x,y), then increasing the brightens means to map the pixels values of f(x,y) into a new
higher value via a function or a constants values applied to f(x,y) as follows (Eq. 10):

g x; yð Þ ¼ af x; yð Þþ b ð10Þ

where: a[ 1 and b[ 0 are constants.

3 Results of Simulations and Discussion

Original OCT images of periodontal tissue, acquired by in vitro scanning of a defrozen
pig mandible, are blurred and faded. Thus, a four steps image processing algorithm [9–
12] that filters the OCT images to improve the quality of the original images is
employed (see Experimental Sect. 2.2).

OCT images were recorded in a cube as 3D volumetric images, both top (XY) and
lateral (YZ and XZ) images being recorded. The optical image of the top view
(XY) scanned area shows the gum in its upper part and the tooth in its downer part
(Fig. 2c). The corresponding OCT images, original (Fig. 2a) and processed (Fig. 2b),
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show a partial detachment of the gum from the tooth surface in the marked areas 1–2
and 3–4, respectively, and some changes in the tooth surface at positions 5 and 6. The
optical imaging allowed a correct identification of tooth (right part) and gum (left part)
positioning in the YZ OCT images, based on the ratio of each corresponding length in
both optical and OCT images (Fig. 2d, e). The proposed algorithm for OCT image
quality improvement was also run on another lateral view (YZ), acquired from an intact
periodontal tissue cross-section: original (Fig. 2f) and processed (Fig. 2g), respec-
tively. In this case, a proper contact of the gum with the surface of the tooth is
emphasized (Fig. 2f,g).

Fig. 2. OCT images of periodontal tissue (tooth and affected/intact gum) acquired by in vitro
scanning of a defrozen pig mandible: top view (XY), a. original, b. processed; lateral view 1
(YZ), d. original, e. processed; lateral view 2 (YZ), f. original, g. processed; c. optical image of
the OCT scanned area.
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The periodontal tissue aspect differs from teeth to gum because they are optically
inhomogeneous, their anatomical elements having variable refractive indexes [13]. The
consequent scattering will limit the penetration depth and imaging resolution.

The OCT image presented in Fig. 2d was subjected to an image processing by
colored manual segmentation (Fig. 3) to identify the periodontal tissues anatomical
elements. Therefore, the gum is shaped with red, dental crown with white, root with
yellow, alveolar bone with brown and gingival sulcus with gray. Considering the image
scale of 250 microns, the size of the gingival sulcus (Fig. 3b) is between 0 and 0.5 mm.
This dimension places the periodontal tissue in the category of healthy tissue, because
only gingival sulcus with dimensions over 3 mm is considered in the pathological area,
and thus, no proper periodontal pocket is assumed.

4 Conclusions

SD-OCT technique offers a high-resolution non-contact and non-invasive tissues
imaging with a good contrast. The periodontal tissue aspect differs from teeth to gum
because they are optically inhomogeneous, their anatomical elements having variable
refractive indexes. The consequent scattering will limit the penetration depth and
imaging resolution. The quality of the periodontal tissue images recorded in vitro on a
defrozen pig mandible by an OCT handheld system is improved by image processing.
The dedicated imaging processing algorithm uses a package of proper filters to remove
the noise and the blur, but also to enhance the original images contrast. The clearer
visualization of the OCT images allows identifying the anatomical elements of the

Fig. 3. Anatomical elements identification in original (YZ) OCT images of periodontal tissue: a.
bare; b. gingival sulcus (gray); c. crown, root and periodontal ligament (white, yellow, gray); d.
gum and alveolar bone (red and brown); e. all elements.
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periodontal tissue, necessary for diagnosis of periodontal disease by OCT imaging as a
non-invasive alternative to periodontal probing. The proposed algorithm was run on
different OCT images for testing the method and comparison with the optical method
visualization of the OCT scanned area.
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Abstract. For the diagnosis of any disease, the design of Computer-Aided
Diagnostic (CAD) model is a significant one that guides physicians to ensure
their opinion on diagnosis and so it influences the decline in mortality of breast
cancer. This paper intends to devise a CAD model for mammogram classifi-
cation i.e. benign or malignant and the same is done in three steps. The pre-
processing phase aims for the removal of noise, pectoral muscle, and other
unwanted objects. The region of interest (ROI) is extracted from the pre-
processing step. Then extraction of features is carried out by making use of two-
dimensional discrete wavelet transform (DWT), and the significant features are
selected by applying the discrimination power analysis (DPA) technique.
Eventually, the last step involves the classification using the Logistic Regression
Classifier (LRC), Nu-Support Vector Classifier (Nu-SVC), Complement Naïve
Bayes classifier (CNBC). Finally, the above said classifiers are conceptually
combined by making use of the average predicted probabilities to obtain robust
performance. The CAD model is evaluated with the MIAS dataset that provides
a classification performance of 97.39% accuracy with a soft voting technique.

Keywords: Mammogram � MIAS � Breast cancer � SVM � Wavelet � Voting

1 Introduction

Breast cancer is a highly crucial disease and remains a severe public health crisis in
many nations. The incidence rate of this type of cancer is more in developed nations
and it is progressively increasing in developing countries. It is anticipated that around
two million women died globally due to breast cancer in the year 2019 [1]. Thus, there
is a high demand for the robust design of computer-aided diagnostic (CAD) models to
predict cancer earlier. The early prediction of cancer will surely reduce the mortality
rate of breast cancer. For this, several imaging modalities are being popular at different
stages of cancer. But for the earlier prediction of breast cancer, the mammography
imaging technique remains a promising one in diagnosing the disease at its earlier
stage. Conversely, the rapid increase in mammography procedure requires a need to
build a robust CAD model that can support clinicians in the earlier prediction and
classification of tumor severity as either malignant type or benign severity. Rapid
improvements in both screening and diagnostic procedures will radically increase its
rate of recovery since 1990 [1].
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A tumor in breast cancer may be benign (non-cancer) or malignant (cancer). The
benign type will not be dangerous to health and so they are non-cancerous. Further-
more, benign tumors seem to be to normal in appearance, since they evolve gradually,
and most importantly, they will not invade other parts of the breast [2]. In contrast,
malignant types are dangerous to health i.e. cancerous. In this type of severity, the
tumor cells eventually have the ability to spread to other areas of the breast. Thus, in
general, “breast cancer” term makes mention of a malignant severity that has expanded
from breast cells [2].

Figure 1 gives the design-flow and analysis of the CAD model. The input for the
work is taken from the Mammogram Image Analysis Society (MIAS) dataset and the
features are derived using Discrete Wavelet Transform (DWT) together with the dis-
crimination power analysis (DPA) method. After extraction, the discriminative features
are analyzed and visualized as plots. From this plot, the algorithms are chosen and then
they are classified using three distinct classification models and finally combined using
the soft-voting technique. The performance is analyzed and compared using standard

Mammograms taken from MIAS Dataset
(Beningn-64 & Malignant-51)

2-D DWT Based Discrimination Power Analy-
sis for Feature Extraction & Selection

Data Visualization

Logistic Regression Nu-SVC Algorithm

Complement Naïve Bayes

Soft Voting Technique

Performance analysis

Fig. 1. Work flow of the CAD system
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metrics. The steps involved and shown in Fig. 1 will be discussed in the below sub-
sequent sections.

2 Proposed CAD Model

2.1 Preprocessing

The pre-processing phase of digital mammogram images is being a vital role used for
the ROI selection that contains the severities. The pre-processing is required to remove
noise, unwanted background, and pectoral muscles. The adoption of effective pre-
processing techniques guarantees a better performance for any CAD model. The details
about the MIAS dataset [3] are given in Table 1. As shown in Table 1, the noise (salt-
and-pepper) in input mammograms are removed by using an adaptive median filter [4].
After manual cropping, global thresholding [5] is used for the extraction of ROI.

2.2 Extraction and Selection of Features

The feature extraction process plays a vital role in the design of any CAD system used
for the diagnosis of any medical problem and the choice of suitable technique is a
challenging step for all classification tasks. Next to extraction, feature selection is an
important phase because the extracted features may not have a similar capability to
make a distinction among different output classes. The work makes use of DPA for
selecting the most discriminating and significant coefficients of DWT. This way of
feature selection provides larger values to the coefficients of DWT with a high range of
discrimination power and is determined by the ratio of the within-class variance related
to the between-class variance [6]. Hence, a higher range of discrimination power
represents a higher discrimination ability of the respective coefficients.

A discrete wavelet transform (DWT) is a mathematical approach that provides a
time-frequency representation of any image or signal. DWT has been used typically for
the decomposition of image or signal utilizing a series of high-pass and low-pass filters
to analyze the corresponding low and high-frequency components in the input [7]. For

Table 1. Information about MIAS dataset

Specification Details Sample Mammogram Image

Projection or View Mediolateral oblique 
(MLO) view

Spatial resolution 50 μm/pixel
Gray-level quantization 8-bits
Pixel resolution 1024 x 1024 pixels

Digitizer SCANDIG-3 Joyce-Loebl mi-
crodensitometer

Database Size 322 Digital Mammograms

Database Information
Normal – 207 
Benign – 64 
Malignant – 51 
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the decomposition of images, two filters are appealed across both columns and rows, in
order to acquire the DWT coefficients. And this should provide an approximation sub-
band and three detailed sub-bands on each decomposition level, and these coefficients
of DWT provide the reconstruction of the input image.

The value of discrimination power (DP) corresponds to a coefficient that is
dependent on both the smaller and larger variations between the output labels. Larger
discrimination power values more discrimination power to the DWT coefficients. The
coefficients of DWT are adaptably chosen based on their obtained DP values and the
coefficients with larger DP values are taken for further process [8]. The so obtained DP
matrix values are arranged as column vectors and then sorted in the descending order.
The amount of feature selection is based on the threshold value that can be applied over
the already sorted DP values. Thus, for choosing k feature vectors, a threshold that is
same as the DP value is selected at position k. After that, the formation of a mask
matrix is done by thresholding the DP matrix with the chosen threshold. The created
mask matrix comprehends the position ¼ 1ð Þ of the most significant features in the
wavelet domain. Soon after, in the process of classification, the mask created can be
utilized for choosing the coefficients of wavelet and is given by,

Mask x; yð Þ ¼ 1; DP x; yð Þ� threshold kð Þ
0; otherwise

�
ð1Þ

The extracted and selected features are then plotted in Fig. 2. As plotted below in
Fig. 2, the obtained features appear to be a non-linear one.

3 Classification Models

3.1 Logistic Regression Classifier (LRC)

The logistic regression algorithm is a type of linear approach for the process of clas-
sification more willingly than for the regression process and so this approach is also

Fig. 2. Visualization of both Benign and Malignant output class features
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termed as a log-linear classifier model. Logistic regression belongs to a statistical
learning approach that comes under supervised techniques dedicated to the process of
classification [9]. This model has attained remarkable popularity for the last two
decades particularly in the image analysis applications because of its promising
capability to detect defaulters. The hypothesis of this model makes it to limit the value
of the cost function to be 0 to 1. In this classification problem, the probabilities relating
to the possible findings of a unique trial are formed through a logistic function, as
given by [9]:

f xð Þ ¼ 1
1þ e�x

: ð2Þ

3.2 Nu-Support Vector Classifier (Nu-SVC)

The Nu-SVC is similar to the support vector classifier, but here the Nu represents the
advantage of controlling the number of support vectors [10]. As above said, a Nu
parameter is included for controlling both the margin errors and the number of support
vectors. In the Nu-SVC algorithm, a margin error occurs whenever a vector is placed
on the incorrect side of its hyperplane boundary, i.e. it is either classified correctly (but
not lies beyond the margin) or it is simply mis-classified [10]. Thus, Nu 2 0; 1½ �.
represents a lower and upper bound on the fraction of support vectors and on the
fraction of margin errors. The value of Nu is set as 0.6 for the classification of
mammograms. In this paper, the classification is attained by maximizing the margin
between the input vectors and the created hyperplanes. The hinge loss function is used
in the work to maximize the margin [10].

3.3 Complement Naïve Bayes Classifier (CNBC)

Naive Bayes’s techniques are a group of supervised learning approaches that follows
the principles of Bayes mathematical theorem together with the “naive”. assumption of
conditional independence among all the feature vectors assigned with the value of
output class [11]. Bayes theorem mathematically states that the given output class y.
and the dependent feature x1. through xn [11],

P y j x1; . . .; xnð Þ ¼ P yð ÞP x1; . . .; xn j yð Þ
P x1; . . .; xnð Þ ð3Þ

The different variants of Naïve Bayes algorithms differ primarily in the way of
assumptions they make in connection with the P xi j yð Þ distribution. CNB is an adap-
tation of the standard multinomial Naïve Bayes classifier (MNBC) that is particularly
suited for imbalanced data sets. Based on the experimentation, the CNBC algorithm
typically performed well for our classification problem than the MNBC algorithm. In
this work, the CNBC algorithm makes use of statistics considered from the comple-
ment of every output class for calculating the model’s weights.
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3.4 Soft Voting Technique

The soft-voting technique is a type of voting classifier, and its idea is based on con-
ceptually combining some machine learning classification models and employs the
average predicted probabilities (soft voting) for predicting the output targets [12]. Such
a classification strategy can be found to be helpful while employing a group of equally
well-performing models to compensate for their individual weaknesses. Here, a weight
parameter is used to assign specific weights to each classifier model. After assigning the
weights, the computed class probabilities for each classification model are considered,
multiplied by the assigned weights, and then finally averaged. The final output target is
then derived from the output class having the highest value of average probability [12].
In this work, the uniform weights are assigned for the three classifier models.

4 Results and Discussion

As given in Fig. 1, all the steps involved in the work are carried out using MATLAB
R2013a. There are so many wavelet families are available, but the paper utilizes the Bi-
orthogonal wavelet (bior4.4) based on our previous experimentation done in [13]. The
results are finally analysed and compared using the confusion matrix elements. There
are four different confusion matrix elements: true positives & true negatives and false
positives & false negatives. Based on these four elements, standard measures Sensi-
tivity (Se), Specificity (Sp), Precision (Pr), F1 score (F-Score), Accuracy (Ac), Mat-
thews Correlation Coefficient (MCC) are calculated and compared for finding the best
one for the classification problem. The paper employs 64 benign and 51 malignant
mammograms, thus a total of 115 ROIs are extracted and considered. These 115 ROIs
are further divided into two sets: a training set containing 80 ROIs and a testing set
containing 35 ROIs. The confusion matrix values are tabulated in Table 2 and are
graphically visualized in Fig. 3.

As shown in Table 2, the obtained number of false classifications (FN-9 and FP-7) is
high for logistic regression classifier and the obtained number of true classifications
(TP-49 and TN-63) is high for the soft-voting classifier. This indicates that the soft-voting
method provides more correct classification than others. But the obtained true and false
classification results of LRC,Nu-SVC, andCNBC algorithms are overlapping and appear
to be overlaid with each other. That is the reason for this paper to employ the soft-voting
technique in order to compensate for the individual weakness of LRC, Nu-SVC, and

Table 2. Confusion matrix values

Classifiers with bior4.4 wavelet TP FN TN FP

Logistic regression classifier 42 9 57 7
Nu-SVC classifier 46 5 58 6
Complementary NB classifier 47 4 60 4
Soft-Voting classifier 49 2 63 1
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CNBC algorithms for the classification of breast cancer. The same overlapping results are
clearly illustrated in Fig. 3. Also, from Fig. 3, note that the hand of the soft-voting
classifier is high in true classifications (TP & TN) and low in false classifications (FN &
FP). For the results obtained using the confusion matrix, the standard performance
metrics are computed and illustrated in Table 3 and are graphically visualized in Fig. 4.

Table 3 gives the comparison of the performance of LRC, Nu-SVC, CNBC, and Soft-
Voting algorithms used for the classification of breast cancer. For this, six different
performance measures are considered and computed for each algorithm. As shown in
Table 3, the classification accuracy is obtained as low for the LRC algorithm (86.09%)
and high for the soft-voting classifier (97.39%). The lowest performance is obtained for
the LRC algorithm with precision (85.71%), F1-Score (84%), and MCC (71.75%). This
is due to their more misclassifications obtained for each severity, benign and malignant
as shown in Table 2 and Fig. 3. The overall superior performance is obtained for the soft-
voting classifier with the precision (98%), F1-Score (97.03%) andMCC (94.72%). Thus,
it provides more true classifications rather than false classifications as shown in Table 2.
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Fig. 3. Visualization of confusion matrix

Table 3. Performance analysis of classifier models

Classification models Performance measures (%)
Se Sp Ac Pr F-Score MCC

Logistic regression classifier 82.35 89.06 86.09 85.71 84.00 71.75
Nu-SVC classifier 90.20 90.63 90.43 88.46 89.32 80.67
Complementary NB classifier 92.16 93.75 93.04 92.16 92.16 85.91
Soft-Voting classifier 96.08 98.44 97.39 98 97.03 94.72
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From Fig. 4, the individual classifiers had accuracy rates of (86–93)% on the input
data, but employing the soft-voting technique moved up the classification accuracy rate
to about 97%. This is not a massive improvement, but worth the reasonably little extra
endeavor. This little extra classification improvement attained by the soft-voting
classifier can be possible due to the classification computed based on the average
probability of the decisions of individual algorithms and this decision boundary of each
algorithm is visually plotted in Fig. 5.

5 Conclusion

The work in the paper conferred about the efficient CAD model design for the clas-
sification of breast cancer. The input mammograms are taken from the MIAS dataset
and they are pre-processed to obtain the ROIs. The features are extracted and selected
using a discrete wavelet transform with bior4.4 and discriminant power analysis
techniques. The classification performance of individual classifiers, logistic regression,
Nu-support vector classifier, and complementary Naïve Bayes is improved by utilizing
the soft-voting technique. How the soft-voting technique improves the classification
performance is illustrated by visualizing the decision boundary of all algorithms. The
decision boundary of the soft-voting classifier is improved with the inputs from the
individual LRC (86.09%), Nu-SVC (90.43%), and CNBC (93.04%) algorithms. Thus,
the soft-voting technique (97.39%) compensates for the individual weakness of above
said classification models. Future work involves the classification of a greater number
of mammograms with different datasets and with different pre-processing techniques.
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Abstract. In this paper the detection of Liver Cirrhosis from Ultrasonic Images
are investigated using Gray Level Co-Occurrence Matrix (GLCM) features and
six classifiers. Liver Cirrhosis is the most affected human health problem. A
Computer Aided Diagnostic system is proposed to categorize the liver images as
Normal or Cirrhosis. Eighty four liver ultrasonic images are collected from
standard liver ultrasonic image database and GLCM features are extracted. The
liver cirrhosis is detected using Gaussian Mixer Model Classifier (GMM),
Firefly Algorithm (FA), Expectation Maximization Algorithm (EM), Principal
Component Analysis (PCA), Firefly GMM, and EM-PCA. The performances of
classifiers are analyzed by the parameters like, Sensitivity, Specificity, Accu-
racy, Error Rate, Precision, F1 Score, MCC, Jacard Metric and BCR. The firefly
with GMM hybrid classifier attained higher accuracy of 89.28% when compared
with all other classifiers.

Keywords: Cirrhosis � Firefly � GMM � EM-PCA � GLCM � MCC

1 Introduction

The liver is considered the most important organ in the human body. The main purpose
of a liver is to filter the blood flow from the digestive path. We have to give more
attention to diagnose the liver diseases to live long life [1]. The data given by the world
health organization, 27.7% of expiries in India is due to liver associated problems.
Normally the liver diseases can be clustered into two main classes, the first one is focal
diseases and the second one is disperse liver diseases. Focal liver diseases are cyst or
abnormalities determined within a minor area, but the diffused liver diseases are
blowout through an area or the whole liver. Diagnosis is very important for deadly
diseases like liver fibrosis, cirrhosis, etc. So it is very important to detect such diseases
at an earlier stage. Medical image processing acts as an important role in these
applications [2]. The most commonly used techniques to diagnose the abnormalities in
a human body are Computer Tomography (CT), Magnetic Resonance Imaging (MRI),
X-ray, and Ultrasound. Ultrasonography is the widely used technique to detect the
abnormalities in the liver because it is a non-invasive, cost-effective, generally available
and non-radioactive in nature [3]. The organization of the paper is as follows subdi-
vision 1 introduces the paper. The Sect. 2 explains the materials and methods. Section 3
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discusses about the classifiers. The results are explored in the Sect. 4. Section 5 con-
cludes this article.

2 Materials and Methods

The overall process of this work contains Image Acquisition, Preprocessing, Extraction
of features and classification. In preprocessing the filters are employed to remove the
noises. GLCM features are extracted and classified using Six Classifiers. The classifier
performance are analyzed and compared through the bench mark parameters.

2.1 Block Diagram

Figure 1 shows the block diagram of the proposed system to detect the Cirrhosis in the
liver images. In this paper, a set of 84 liver ultrasonic images are collected from the SP
lab Database for classification. In that 42 images are normal and other 42 images are
Cirrhosis.

2.2 Preprocessing

The preprocessing is required for classifying the images, because the effectiveness of
ultrasonic imaging is reduced by the occurrence of unwanted signals called speckle
noise. Due to this noise the significant information of the images like edge, shape,
intensity values are degraded and the diagnostic value of the image modality is also

Preprocessing 

GLCM Feature Extraction

Ultrasound image     
Database

Classification 

Normal Cirrhosis 

Fig. 1. Block diagram model for proposed system
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affected. Ahmed S. Bafaraj [4] stated that the median filter is highly effective for noise
removal and it preserves image edges and corners. Therefore, 12th order Median Filter
of 5 * 5 window size is employed to remove the noise in this work [5].

2.3 Feature Extraction Using GLCM

Texture is one of the significant parameter used for detecting the objects or ROI in an
image [6]. In 1970 Haralick and Shanmugam proposed this technique to extract the
texture data from an image. The GLCM is useful to expose the texture features of an
ultrasonic image. The co-occurrences of the pixels with the values m ; n is calculated
using the co-occurrence matrix G ðm; nÞ [7]. In this study Twenty Two features are
extracted to describe the characteristics. These features and their equations are given in
Table 1.

Table 1. GLCM features and its mathematical description

S.
No

Features Mathematical description Description

1 Autocorrelation PN�1

m; n¼0
m : nð ÞP m; n

Measure of linear
dependency of a
variable between two
points in time

2 Contrast PN� 1

m; n¼ 0
Pm; n m � nð Þ 2 Measure the local

intensity variation

3 Correlation
(corrm)

PN� 1

m; n¼ 0
Pm; n

m� l mð Þ n� l nð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r 1ð Þ 2 r 2ð Þ 2

p
� �

The linear
dependencies of the
gray level values are
calculated based on
neighboring pixels

4 Correlation
(corrp)

P
m; n

ðm;nÞP ðm; nÞ� lx ly
rxry

5 Cluster
prominence

PN� 1

m; n¼ 0
Pm; n m þ n � l m � l nð Þ 4 Measure the skewness

6 Cluster shade PN� 1

m; n¼ 0
Pm; n m þ n � l m � l nð Þ3 Measure the skewness

and uniformity

7 Dissimilarity PN� 1

m; n¼ 0
Pm; n m � nj j Measure comparisons

between segmentations
created by different
algorithms

8 Energy PN� 1

m; n¼ 0
P 2

m; n

Sum of squared
elements

9 Entropy PN� 1

m; n¼ 0
Pm; n � l n P m; n

� � Measures the statistical
randomness

10 Homogeneity
(homop)

PN� 1

m; n¼ 0

Pm; n

1 þ m� nð Þ2
Closeness of
distribution in diagonal

11 Homogeneity
(homom)

PN� 1

m; n¼ 0

Pm; n

1 þ m� nj j

12 Maximum
probability

max
m; n

Pm; n Occurrences of the
most predominant pair
of neighboring intensity
values

(continued)
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The extracted GLCM features characteristics are analyzed in this section through
the scatter plot and statistical parameters. Figure 2 shows the scatter plot GLCM
features for Normal and Cirrhosis Cases for Liver Disease.

Table 1. (continued)

S.
No

Features Mathematical description Description

13 Sum of
squares:
Variance [1]

PN� 1

m; n¼ 0
m � lð Þ2 Pm; n

Measure of variation
from the gray level
intensities

14 Sum average
lm ¼ PN � 1

m; n¼ 0
m Pm; n

� �
; ln ¼ PN� 1

m; n¼ 0
n Pm; n
� � Average of a set of

two/more values

15 Sum variance
r2m ¼ PN � 1

m; n¼ 0
Pm; n m � l mð Þ2 ; rn 2 ¼ PN� 1

m; n¼ 0
Pm; n n � lnð Þ2 Measure of dispersion

of a set of data
calculated as the square
root of variance by
determining the
difference between each
pixel

16 Sum entropy � P2N
m¼ 2

Px þ y mð Þ log P x þ y mð Þ� � sum of neighborhood
intensity value
differences

17 Difference
variance

P2N
m¼ 2

m � P2N
m¼ 2

m Px� y mð Þ
� �� �2 Measure of

heterogeneity that
places higher weights
ondiffering intensity
level pairs that deviate
more from the mean

18 Difference
entropy � P2N

m¼ 2
P x� y mð Þ log P x� y mð Þ� � Measure of the

randomness/variability

19 Information
measure of
correlation1

HAB �HAB 1
Max HA ;HBf g Correlation between the

probability distributions
of ‘i’ and ‘j’ using
mutual information I(x,
y):

20 Information
measure of
correlation2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � exp � 2:0 HAB 2 � HABð Þ½ �p

Correlation between the
probability distributions

21 Inverse
difference
normalized
(INN)

PG
m; n¼ 1

Pmn
C m n

1 þ m� nj j2=G2 C m; n ¼ PmnPG
m; n¼ 1

Pmn

Measure of the local
homogeneity

22 Inverse
difference
moment
normalized

PG
m; n 6¼1

Pm; n
Cm; n

1þ m�nð Þ2=G2

Measures image
homogeneity
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As shown in the Fig. 2 that the overlapping nature of GLCM features among the
two classes is indicating the inseparable quality of the class features.

Table 2 demonstrates the analysis of statistical features in the extracted GLCM
features for liver images. As shown in the Table 2 that all the parameters are closely
followed in the normal and cirrhosis classes. The parameter Higuchi Fractal dimension
value indicates that the features are anti-persistence in the nature. The Canonical
Correlation Analysis (CCA) exhibits the non-linearity and closely correlated of the
features among the classes. Before classification the GLCM features are normalized
using the formula

XN ¼ X � Xmin

Xmax � Xmin
ð1Þ

Where, XN is the normalized data and its range is between 0 and 1. The Target
value for normal image is 0.1 and abnormal image 0.85.
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Fig. 2. Scatter plot for GLCM features for normal and abnormal cases for liver disease

Table 2. Statistical parameters of the GLCM features

S. No Statistical parameters GLCM features
Normal Liver cirrhosis

1 Mean 0.721373 0.688417
2 Variance 0.078306 0.063751
3 Skewness −0.15922 0.039307
4 Kurtosis 0.026416 −1.46914
5 Geometric mean 0.647788 0.64091
6 Harmonic mean 0.564972 0.592667
7 Permutation entropy 1.6638 1.6142
8 Sample entropy 4.2276 4.3664
9 Higuchi fractal dimension 1.9865 1.9703
10 Canonical correlation analysis (CCA) 0.641045
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3 Detection of Liver Cirrhosis Through the Classifiers

In this section the classification of liver images as normal and liver cirrhosis affected is
carried out. Six classifiers are utilized for this purpose.

3.1 Gaussian Mixture Model (GMM)

Gaussian Mixture Model (GMM) is a probabilistic method for demonstrating usual
distributed subpopulations within a whole population. In general to learn the sub-
population it uses the unsupervised learning method. The boundary of subpopulations
are learned using supervised learning or classification [8]. A GMM is a class of
probabilistic model which defines that all bred data models are derived from mixture of
finite Gaussian densities. A Gaussian density in a dimensional space is stated as

N x=l; Rð Þ ¼ 1

2 pð Þ 1=2 Rj jð Þ 1=2
exp � 1

2
x � lð Þ T R� 1 x � lð Þ

� �
ð2Þ

Where a d-component feature vector is x, the d-component vector comprising the
mean of each feature is µ, the d-by-d covariance matrix is R.

3.2 Firefly Algorithm

Firefly algorithm is one of the bio – inspired algorithm used to solve the optimization
problem in various fields. This procedure was developed on the idealized and com-
bined behavior of the flashing features of fireflies [9].

1. All the fireflies are attract each other irrespective of the gender.
2. Attractiveness of the fireflies are based on their brightness of the fireflies.
3. The illumination is based on the objective function.

To enhance the optimization problem, the light Intensity I of a firefly at a particular
distance x can be selected as

IðxÞ ¼ f ðxÞ ð3Þ

The brightness of the firefly I(r) differs with distance r monotonically and
exponentially.

I ¼ Io e
�c r ð4Þ

Where Io is the brightness and c is the light absorption coefficient. The attrac-
tiveness of the fireflies seen by adjacent firefly is given as

b ¼ bO e �c r2 ð5Þ
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Where bo represents the light intensity of firefly. The equation of ‘r’ is given by the
formula

r ¼ xi � xj
		 		 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd
k¼1

ðxki

vuut � xkj Þ 2 ð6Þ

Where i & j represents the location of fireflies. A firefly ‘i’ move towards another
brighter firefly ‘j’ and it is calculated using the formula

xi ¼ xi þ b0e
�c r2i jðxj � xiÞþ a 2i ð7Þ

Where the xi denotes the current location of firefly, b0e
�cr2i jðxj � xiÞ represents the

firefly’s attraction and a 2i denotes the randomization with random variable 2i. During
the implementation of firefly algorithm the value of b0 = 1, a Є [0, 1] and the variation
of attractiveness c = 1.

3.3 Expectation Maximization

The Expectation Maximization algorithm is used for calculating certain unfamiliar
parameters h, given a measurement data set D. To estimate the parameters of statistical
model maximum likelihood of EM is used [10]. Consider that a set of X observed data
is generated by statistical model, a set of mislaid values Z and the unidentified
parameter h, along with a likelihood function Lðh;X; ZÞ ¼ pðX; ZjhÞ, the maximum
likelihood estimate (MLE) of the unidentified parameters is found by maximizing
the marginal likelihood of the observed data.

Lðh;XÞ ¼ pðXj hÞ ¼
Z

pðX; ZjhÞ dZ ð8Þ

EM method consists of 2 main steps.
Step I-Expectation E-Step:

G ¼ ðHT HÞ�1 HT J ð9Þ

Step II-Maximization M-Step:

Hnew ¼ JGT ðGGTÞ�1 ð10Þ

3.4 Principal Component Analysis (PCA)

A general statistical procedure used for data investigation and preprocessing is Prin-
cipal Component Analysis (PCA). PCA is intended to convert the data in a compact
system and retain maximum of the unique variance existing in the primary data. In
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scientific terms PCA is used to convert ‘n’ correlated variables into a d (d << n)
uncorrelated variables named the principal components (PCs) [11].

The resulting SVD of matrix X is stated as

X ¼ PDQT ð11Þ

Where left singular vectors are I ¼ P � L matrix, right singular vectors are Q ¼
J � L and the diagonal matrix of singular values is Δ. In PCA the maximum signif-
icant components are attained by SVD [12].

3.5 EM PCA

It is a linear measurement reduction method and is measures as the finest in the mean
square error. It is 2nd order technique depends on the covariance matrix of the particular
variables utilized here. PCA discovers to diminish the data measurement by training a
few linear groupings of the original variables which are orthogonal [13]. The first PC
S1 is stated as

S1 ¼ xTW1 ð12Þ

Where the p-dimensional coefficient vectors w1 ¼ ðw1;1; :::::w1;pÞT , Where w1 is
derived as

w1 ¼ arg max wk k Var fxT wg ð13Þ

The second principal component is the linear combination with the second highest
variance and orthogonal to the previous principal component. If a consistent data is
supposed with the experimental covariance matrix

X
pxp

¼ 1
n
XXT ;

X
¼ UKUT ð14Þ

Where K = diag(k1, ….,kp)-Diagonal Matrix and U ¼ p x p-Orthogonal Matrix.
The Principal Component 0p0 rows of the 0p � n0 matrix S is given as

S ¼ UT X ð15Þ

PCA yet has some limitations. With huge number of data sets, training the principal
components is moderately tough, so EM algorithm is used in co-ordination with PCA.
The classifiers are trained by 70% of the images and 30% of images are used for testing
purpose. The Mean Square Error is the stopping criteria for the training of the classifiers.

The Mean Square Error (MSE) is represented as follows:

MSE ¼ 1
N

XN
i¼1

ðOi � TjÞ2 ð16Þ
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Where Oi is the observed value at time, Tj is the target value at model j; j ¼ 1 to 84,
and N is the total number of images in our case, it is 84.

According to the binary classification, the prediction to a particular class can fall
under one of four outcomes. Exact prediction that the instance belongs to positive class
or negative class called as True Positive (TP) and True Negative (TN) respectively. The
misclassifications are called False Positive (FP) and False Negative (FN) when the
positive class member is mispredicted as negative class and vice versa for the other
case.

Table 3 indicates the classifier outputs for GLCM Features based on the MSE
values. All the classifiers achieved good MSE values except for the PCA Classifier.

4 Results and Discussion

The results are discussed in the following section of the paper.

4.1 Performance Parameters of Classifier

The various parameters considered while evaluating the performance of classifier like
Sensitivity, Specificity, Accuracy, Error Rate, Precision, F1 Score, MCC, Jacard Metric
and BCR. Accuracy being a primitive metric of measure of any classifier, the number
of occurrences of exactprediction of class determines the percentage of accuracy of
classifier. Hence on calculating the sum of the prediction of instances, the following
equation is applied to calculate the accuracy of the classifier,

Accuracy ¼ TPþ TN
TPþ TNþFPþFN

� 100% ð17Þ

Comprehensive amount of wrong classification is Error Rate,

Error Rate ¼ FNþ FP
TNþTPþ FNþ FP

� 100% ð18Þ

Table 3. Classifiers outputs for GLCM features

S.No Classifiers TP TN FN FP MSE

1 GMM 36 36 6 6 5.3E-06
2 Firefly 29 35 13 7 2.31E-05
3 EM 24 33 18 9 6.23E-05
4 PCA 34 31 8 11 1.85E-05
5 Firefly GMM 38 37 4 5 2.75E-06
6 EM PCA 35 35 7 7 7.84E-06
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The Sensitivity and Specificity of the classifier is defined as,

Sensitivity ¼ TP
TPþ FN

� 100% ð19Þ

Specificity ¼ TN
TNþ FP

� 100% ð20Þ

Precision ¼ TP
TPþ FP

� 100% ð21Þ

F1 score ¼ 2TP
2TPþ FPþ FN

� 100% ð22Þ

The correlation between observed and predicted classification is given by Mathews
Correlation Coefficient (MCC),

MCC ¼ TP� TN � FP� FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðTPþFPÞðTPþFNÞðTNþFPÞðTNþFNÞp � 100% ð23Þ

Jacard Metric (JM) explicitly ignores the perfect classification rate of true samples,

JM ¼ TP
TPþFN þFP

� 100% ð24Þ

Balanced Classification Rate (BCR) will be very much useful in imbalanced
datasets and it will be given as,

BCR ¼ 1
2

TP
TPþFN

þ TN
TN þFP

� �
� 100% ð25Þ

Table 4. Performance analysis of classifiers for GLCM features

S. No Parameters (%) Classifiers
GMM Firefly EM PCA Firefly GMM EM PCA

1 Sensitivity 85.71 69.05 57.14 80.95 90.48 83.33
2 Specificity 85.71 83.33 78.57 73.81 88.10 83.33
3 Accuracy 85.71 76.19 67.86 77.38 89.29 83.33
4 Error rate 14.29 23.81 32.14 22.62 10.71 16.67
5 Precision 85.71 80.56 72.73 75.56 88.37 83.33
6 F1 score 85.71 74.36 64.00 78.16 89.41 83.33
7 Jacard metric 75.00 59.18 47.06 64.15 80.85 71.43
8 Balanced classifier rate 85.71 76.19 67.86 77.38 89.29 83.33
9 MCC 0.71 0.53 0.37 0.55 0.79 0.67
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Table 4 denotes the performances of classifiers based on the bench mark param-
eters. The hybrid classifier Firefly GMM is achieved higher accuracy of 89.28% with
MCC of 0.785 and low error rate of 10.71%. Then GMM classifier comes next in the
performance with accuracy of 85.71% and MCC of 0.71428 with error rate of 14.28%.
EM classifier is ebbed at low accuracy of 67.85%. However the Hybrid classifier
EM PCA improves the accuracy of the classifier towards 83.33%.

5 Conclusion

Herein, we describe the comparative analysis of a general CAD framework for the
classification of Cirrhosis and Normal Liver Images. The evaluation is performed using
Ultrasonic Liver images from Signal Processing Database. Six classifiers like GMM,
FA, EM, PCA, EM-PCA, Firefly-GMM classifiers are used in this analysis. The
extracted GLCM features are inputted to the classifiers. The classifier performance is
analyzed, and compared, which in turn discovered that the Firefly- GMM hybrid
classifier attains an average accuracy of 89.28%, where as the average accuracy of
GMM,FA, EM,PCA, EM PCA are 85.71%, 76.19%, 67.85%, 77.38%, 83.33%
respectively. The firefly GMM classifier has improved performance over other clas-
sifiers. Future research will be in the direction of detecting abdominal abnormalities
with different ultrasonic database.
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Abstract. Nowadays service robots are used extensively in and out hospitals to
improve the level of patient care. In this paper we present how Moving Pic-
ture Experts Group-7 features together with the Hidden Markov Models can aid
the TIAGo service robot to understand the context through audio signals, in such
a way that can be used as a medical robot. Due to the help of medical robots, the
person-to-person contact can be reduced, thus the physicians and medical staff
workload can be narrow down, also improving the healthcare facilities. Through
experimental results we prove that, in the test phase, the overall classification
accuracy is 96.86%, at least for the given framework.

Keywords: TIAGo service robot � MPEG-7 features � HMM � Isolated audio
events detection

1 Introduction

Nowadays more and more service robots are used as medical robots, in and/or out
hospitals, in order to improve the overall level of patient care. The International
Federation of Robotics stated that the request for medical robots will increase in the
next years; there will be spent about $9 billion until 2022 [1]. Recently, the role of
medical robots in global COVID-19 management was the subject of [2]. An investi-
gation from Juniper Research revealed that in 2024 more than 74 million robots will be
acquired, far from an estimation of 28 million in 2019 [3].

Due to the help of medical robots, the person-to-person contact can be reduced,
thus the physicians and medical staff workload can be narrow down, also improving the
healthcare facilities. Most of the robots that are used in the hospitals are alternatives of
the service robots with a limited degree of freedom and with a high payload capacity
[2]. The field of service robots is expended from robots which assist with learning
language [4], to robots who assist elderly with dementia [5], or children with cognitive
impairment [6].

Such a robot, that can be use as a medical one, is the TIAGo service robot from Pal
Robotics [7]. TIAGo can carry out tasks which come as audio signals. Based on the
received audio commands from patients or medical staff, TIAGo could perform certain
tasks, such as: providing medicines to patients, warning medical staff if the patient is at
risk (for example, has tripped and fell). Also, based on the audio information, TIAGo
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may signal to the medical staff that something inappropriate has occurred in the
patient’s condition (for example, when the patient coughs or sneezes).

The paper is organized as follows. In Sect. 2 we present the actual framework and
some theoretical fundamentals. The results obtained experimentally are the subject of
Sect. 3. Finally, we conclude the research in Sect. 4 and present some future
developments.

2 Framework and Theoretical Fundamentals

Previously, we have tried to improve the audio capabilities of the TIAGo service robot.
We wanted TIAGo to be capable to classify isolated audio signals which correspond to
some indoor events [8, 9]. An improvement of the orinal proposed signal acquisition
and processing diagram for the above mentioned service robot is presented in [10]. In
[8] three types of features were used in the extraction phase for each audio signal: Mel
Frequency Cepstral Coefficients, Linear Predictive Coding Coefficients, and Linear
Predictive Cepstral Coefficients. In [7] only the Mel Frequency Cepstral Coefficients
features were used.

Through this paper we will show how Moving Picture Experts Group-7 (MPEG-7)
features can help TIAGo to understand audio commands. The isolated audio events that
TIAGo is able to recognize should be consistent to the audio signals available in the
database [8, 10].

Actually, the database consists in 46 classes. In each class there are 30 audio files
(which means a total of 1380 isolated audio signals). The classes correspond to five
different scenarios: appliances (5 classes – toaster alarm, microwave open, microwave
close, microwave alarm, washing machine), room (8 classes – door knock, door key,
door open, door close, page turn, Velcro, zip open, zip close), kitchen (8 classes – tap
water, drop water, shower water, porcelain dish, cutlery, plastic-bag-rush, cardboard-
drop, chair), female voice (20 classes – numbers from one to ten, hello, medicines, yes,
no, right, left, stay, come, go, TIAGo) and non-verbal (5 classes – hand-clap, finger-
clap, cough, laugh, whistle). The words from the voice classes are for Romanian
language. For the classification phase we shall use the Hidden Markov Models (HMM).

2.1 Feature Extraction: Moving Picture Experts Group-7

The low level audio descriptors of MPEG-7 are of general importance for the repre-
sentation of audio signals. In applications 17 descriptors can be used (spectral and
temporal), but for this research, we have used only three of them: the Audio Spectrum
Envelope (ASE), the Audio Spectrum Basis (ASB) and Audio Spectrum Projection
(ASP).

The power spectrum of logarithmic frequencies which can be used for generating
the original audio signal, but with reduced spectrogram, is called ASE. This is achieved
by adding the energy of the initial power spectrum within a frequency band series. The
frequency bands are distributed logarithmically (base 2) between the lower and the
higher frequency edge [11]. To extract ASE a sliding window was implemented (Fast
Fourier Transform (FFT) analysis; it was used resampling to logarithmic space bands).
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After computing the window length, the FFT size is determined. Then, the Short-Time
Fourier Transform (STFT) is performed, using a Hamming window of the same length.
Finally, the squared magnitude of the FFT coefficients is computed to obtain the power
spectrum coefficients.

The ASB descriptor is the reference container function used to transfer a spectrum
to a lower-dimensional sub-space suitable for model classifiers probability. For each
sound class, a basis is calculated which captures the statistically most regular sound
features. The foundational functions are kept in a column of a matrix with row numbers
corresponding to the length of the vector spectrum and the column numbers represents
the number of basis functions. Using singular value decomposition (SVD) a basis is
extracted. In many software packages it can be found as a built-in function.

The MPEG-7 specification adopted a generic structure for sound processing. The
reduced dimension, decorrelated log-spectral features (ASP), are mostly used for
training Hidden Markov Model (HMM) for specific audio signal classification [12].
The system’s extraction feature is based on low-dimensional subspace spectrum pro-
jection through reduced spectral base functions, the ASB. To perform extraction for
ASP, the spectrum matrix must be multiplied with the basis vector obtained. The output
will be formed of the maximum value of L2-norm envelope, which is used for training
of HMM and the matrix of the projection.

2.2 Classification: Hidden Markov Model

An HMM is a statistical tool which is frequently used in classification of patterns.
HMM-based applications that are very popular include speech recognition, speaker
verification and recognition of handwriting. They are used to model processes with
characteristics that very in time [13].

The main idea, which was also used in this paper, is to train, for each audio class,
the statistical model on the basis projection features. MPEG-7 handles HMM; it consist
in several states. In the training phase, by evaluating the training sets of features, the
parameters are calculated for each state of an audio model. The aim is to acquire a
knowledge to recognize the audio classes delineated in the database.

Each state represents a part of similar behavior of a recognizable symbol sequence
process. At each instant, for each sequence, the recognizable symbol stays at the same
state or moves to another state; this depends on a set of probabilities for the state
transition. Using the Baum-Welch algorithm one can obtain the HMM parameters. For
each class of audio events one HMM is calculated; from the statistical point of view it
encapsulates the most typical characteristics of the signal feature space.

3 Results Obtained Experimentally

In order to reproduce a real-life scenario, the data from each audio events classes was
split into training data (70% - 21 audio events from each class) and test data (30% - 9
audio events from each class). All the steps were carried out in MATLAB 2020a
environment.
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For each class, the basis functions and the HMM were stored in a file, that was later
loaded, to test the theories. After that, the Sound Model State Path presents the audio
segments selected to every sound model. At the beginning, the code extracts and
compute the ASE, and later project it in the lower dimension feature; for this the basis
function of the model was used.

The Viterbi path and log likelihood of the sequence and instantaneous observation
probabilities are calculated based on the Viterbi decoder. The sound in test is intro-
duced to all 46 version; the HMM with the largest likelihood value is chosen as the
emblematic class for the tested audio event.

We shall exemplify the extracted features for two types of audio signals that can be
present for medical robots: “medicines” and “cough”. When the medical staff pro-
nounces the word “medicine”, TIAGo should know that is the time to give medicines to
the patient/patients. On the other hand, when the robot hears that the patient coughs, he
should alarm the medical staff that something inappropriate has occurred in the
patient’s condition.

In Fig. 1, on the left part, we have the ASE of “medicines” sound and in the right
one, the one of a sound that correspond to class “cough”. We can observe that the
“medicines” audio signal presents less energy at the higher frequencies and more
energy at the lower frequencies. The “cough” has a different distribution of energy level
and has a maximum value of 0.7 which is much greater than 0.16, the one of
“medicines” sound.

In Fig. 2 we have the ASB for 10 basis functions extracted on each sound. We can
observe that the basis are concatenated and a higher spectrum energy at the beginning
of the sounds is present.

Fig. 1. Audio spectrum envelope of “medicines” (left) and “cough” (right).
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After we apply the steps presented in Sect. 2.1, and we obtain the projection matrix,
we can say that our aim for minimizing data dimensionality while maintaining full
information is achieved. Also, in Fig. 3 we observe the difference between the two
sound signals that belongs to different classes.

The audio signals are illustrated as paths in the feature space (see Fig. 4). Based on
the noticeable evidence, the states are chosen to maximize the probability of the model.
In the features space of the audio event the states are clusters.

Fig. 2. Audio spectrum basis of “medicines” (left) and “cough” (right).

Fig. 3. Audio spectrum projection of “medicines” (left) and “cough” (right).
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The confusion matrix contains information on the actual and anticipated audio
events. Figure 5 illustrates the confusion matrix for all classes, in the test phase. It
presents the optimal case. The entries in the confusion matrix in the context of our
study are all the sounds on the test list (9 sounds/class � 46 classes). At the output, we
obtained the classified sounds. It is a matrix with 46 columns and 46 rows. We obtained
37 classes perfectly classified out of 46 classes, meaning that the overall classification
rate is 96.86%, in the test phase.

Fig. 4. Sound model state path of “medicines” (left) and “cough” (right).

Fig. 5. Confusion matrix – test phase – 96.86% accuracy.
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The misclassified audio signals are:

– One “drop_water” signal is misclassified as “microwave_close”
– One “plastic bag rush” signal is misclassified as “page turn”
– Two “cardboard drop” signals are misclassified as “cough” and as “laugh”
– Two “zip open” signals are misclassified as “zip close”
– One “door knock” signal is misclassified as “medicines”
– One “door open” signal is misclassified as “laugh”
– One “hello” signal is misclassified as “medicines”
– One “go” signal is misclassified as “medicines”
– One “finger clap” signal is misclassified as “page turn” and two “finger clap”

signals are misclassified as “stop”.

4 Conclusions and Future Development

Through this research paper we suggested an audio signal classification system for
environmental sound events, which can be used for a service robot to get a clear
understanding of the context, in order to help medical staff and patients in hospitals.
The robot should be mindful of the indoor environmental quality. The sound groups
selected for assessment pertain to indoor audio events. Based on the audio signals in
the database we have demonstrated that TIAGo can decipher the environment context
by the aid of MPEG-7 features. For the real-life scenario we have proposed in this
paper, we have attained a correct classification rate of 96.86%, in the test phase.

In a future development we shall extend the database, such to be more reliable for
medical robots. As all voice sounds are recorded with a female voice, more classes with
a male voice could be implemented. A new scenario could be recorded containing the
names of medicines with similar names. Because in a field hospital specially built for
Covid-19 there are many more patients thus noises appear much easier than in a regular
hospital, noise can be added to all sounds to see if TIAGo will be able to distinguish
and process the basic sound. Another ability that TIAGo might have would be to
analyze signals followed by prioritizing them according to their severity. This can be
implemented through a signal overlap.
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Abstract. The classification of the epileptic seizures is a challenging research
problem as epilepsy is a central nervous system disorder that affects around one
percent of the entire world population. Many medical professionals consider the
application of the electroencephalography (EEG) in the monitoring of the
electrical activity of the brain. In the method presented in this article we consider
the classification of the epileptic seizures as a binary classification problem such
that one class is represented by epileptic seizures and the other class is repre-
sented by non-epileptic seizures. The monitored data is classified using a two
layers Recurrent Neural Network (RNN) such that the values of the dropout and
of the recurrent dropout of the first layer, which is a Long Short-Term Memory
(LSTM) layer, are determined using Horse Optimization Algorithm (HOA). The
method is tested and validated on the Epileptic Seizure Recognition Data Set
from the UCI Machine Learning Repository.

Keywords: Horse optimization algorithm � Classification � Recurrent neural
network � Epileptic seizures � Deep learning

1 Introduction

Epilepsy is a chronic brain disorder which, according to the statistics of the World
Health Organization (WHO) [1], is likely to affect around 50 million people globally.
From a neurological perspective, in most cases the primary cause of the epilepsy is not
known. However, in many cases epilepsy could be a result of genetic factors, brain
injuries and tumors, and it results in altered behaviors such as temporary loss of
respiration, consciousness or memory. The application of deep learning in the classi-
fication of the epileptic seizures is still not exploited enough as can be seen in [2] where
the authors consider the application of a Feed-Forward Neural Network (FFNN) in the
context of a more complex method.

The main contributions of this research article are: (1) the development of a method
based on a Recurrent Neural Network (RNN) for the classification of the seizures in
epileptic or non-epileptic seizures, (2) the application of the Horse Optimization
Algorithm (HOA) [3] for the optimal selection of the dropout and of the recurrent
dropout values of the Long Short-Term Memory (LSTM) layer of the RNN and (3) the
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comparison of the results obtained using the HOA based RNN method with repre-
sentative results from the research literature.

2 Research Background

In [4] is presented a method in which the EEG signals are classified using a Particle
Swarm Optimization (PSO) based Artificial Neural Network (ANN). The two EEG
databases considered in that article are the Karunya Institute of Technology and Sci-
ences (KITS) EEG database and the Temple University Hospital (TUH) database. Prior
to the application of the classification approach, the EEG signals are decomposed in
several sub-bands and for each sub-band several features are computed such as the
Shannon entropy, the log energy entropy and the Stein’s unbiased risk estimate (SURE)
entropy. PSO is then applied in order to select the informative features and finally the
ANN is used in the classification of the EEG signals.

In [5] is described an approach in which a Convolutional Neural Network (CNN) is
used together with transfer learning in order to classify 8 types of epileptic seizures
using as experimental support the TUH database. The best results were obtained when
Googlenet and Inceptionv3 were applied. Moreover, the approach based on image
features extraction outperformed the approach based on transfer learning.

Finally, the method presented in [6] considers a features extraction approach based
on third order cumulant (ToC) prior to the application of the sparse autoencoder in the
extraction of structural information from the ToC features. Then a neural network
based on sparse autoencoder is applied in the classification of the data. The experiments
were performed on the EEG database publicly available at the University of Bonn and
the results demonstrate the effectiveness of that approach.

3 Experimental Dataset Description

The dataset used in experiments is the Epileptic Seizure Recognition Data Set and is
public in the UCI Machine Learning Repository [7]. That dataset consists of 11500
samples characterized by 178 features as follows:

(1) 2300 samples labeled with 1 (seizure activity);
(2) 2300 samples labeled with 2 (tumor area);
(3) 2300 samples labeled with 3 (healthy brain area);
(4) 2300 samples labeled with 4 (eyes closed);
(5) 2300 samples labeled with 5 (eyes open);

Each sample corresponds to one second of monitored data. In the RNN based
method presented in this research article the samples labeled with 2, 3, 4 or 5 are
labeled with 0 thus the dataset is prepared for a two class epileptic seizures classifi-
cation problem.

Therefore, in the experiments performed in this research article there are only two
types of samples which are summarized in Table 1.
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4 Recurrent Neural Network Based on Horse Optimization
Algorithm for the Classification of the Epileptic Seizures

The high-level view of the RNN based on HOA for the classification of the epileptic
seizures is presented in Fig. 1.

The input of the HOA RNN method for the classification of the epileptic seizures is
the EEG Sensors Processed Data described in Sect. 3. In the Cross-Validation phase
that data is split randomly in Training Data and Testing Data using a ratio equal to
80%:20%. The architecture of the RNN model for the classification of the epileptic
seizures is presented in Fig. 2.

Table 1. Summary of the samples used in the experiments.

Sample type Label value Number of samples

Non-epileptic seizure 0 9200
Epileptic seizure 1 2300

Fig. 1. HOA RNN method for epileptic seizures classification.
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The model was created using the Sequential model from keras and has two layers:
(1) one LSTM layer with the input shape (1, 178) as each data sample is characterized
by 178 features and the output represented by 300 nodes and (2) one dense layer with
the number of input nodes equal to 300 and the number of output nodes equal to 2 as
the problem is a binary classification problem;

The model was compiled using as loss the categorical crossentropy, the optimizer
adam and the accuracy as metrics. The model is further fitted using the Training Data
and the Testing Data, a batch size equal to 500 and a number of epochs equal to 10. In
the HOA RNN Hyperparameters Optimization phase, the two parameters that are
optimized are the dropout and the recurrent dropout of the LSTM layer. Their values
are by default equal to 0 and they are known to influence significantly the overfitting
behavior of the RNN model. The adaptations of HOA for the optimal selection of those
two hyperparameters are presented in Table 2.

The result of the HOA RNN Hyperparameters Optimization is represented by an
Optimized RNN Model with the values of the dropout and of the recurrent dropout
described by the position of the best horse. Finally, the results are evaluated in the

Fig. 2. Architecture of the RNN model for epileptic seizures classification.

Table 2. HOA adaptation for RNN hyperparameters optimization.

HOA concept Adaptation

Number of dimensions 2
First dimension of the search
space

Dropout

Second dimension of the search
space

Recurrent dropout

Search space 0; 0:5½ � � 0; 0:5½ �
Objective function One minus the accuracy of the RNN model for the

Training Data
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Evaluation phase. The confusion matrix considered in the evaluation of the model is
presented in Table 3.

5 Results and Discussions

The experiments were performed on a machine with the following configurations: Intel
(R) Core(TM) i7–7500 CPU @ 2.70 GHz 2.90 GHz, 8.00 GB RAM, Windows 10
Pro N, 64-bit Operating System.

In Table 4 are summarized the values of the HOA used in experiments.

After the application of HOA, the best horse has a fitness value equal to 0.039 and
the values of the dropout and of the recurrent dropout are equal to 0 and 0.016,
respectively. In Fig. 3 and in Fig. 4 are presented the confusion matrices for the case
when default values of the dropout and of the recurrent dropout are considered and for
the case when those values are determined using HOA, respectively.

Table 3. Confusion matrix for epileptic seizures classification.

Predicted epileptic seizure Predicted non-epileptic seizure

Actual epileptic seizure True Positive (TP) False Negative (FN)
Actual non-epileptic seizure False Positive (FP) True Negative (TN)

Table 4. HOA parameters values used in experiments.

Parameter Value

Number of iterations (Niterations) 10
Number of horses (Nhorses) 10
Horses hierarchy update frequency (M) 5
Dominant stallions percent (DSP) 10
Single stallions percent (SSP) 10
Horse memory pool (HMP) 2
Horses distribution rate (HDR) 10
Minimum velocity value (vmin) −0.001
Maximum velocity value (vmax) 0.001
Minimum position value (pmin) 0
Maximum position value (pmax) 0.5
Standard deviation (sd) 1
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Figure 5 presents the evolution of the accuracy and of the training loss both for the
Training Data and for the Testing Data.

Fig. 3. Confusion matrix for the default dropout and recurrent dropout.

Fig. 4. Confusion matrix when the dropout and recurrent dropout are determined using HOA.
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Finally, in Table 5 the values of the precision, recall, F1Score and accuracy
obtained using the RNN method are compared with results from the research literature.
The first row which corresponds to RNN (this approach) presents the results when the
default values for dropout and recurrent dropout are considered and the second row
which corresponds to HOA RNN (this approach) presents the results when those values
are determined using HOA.

As can be seen in that table, the HOA RNN results are better than the RNN results
and better than the results obtained by the method presented in [8] which is based on a
features extraction phase. The results presented in [9] are not directly comparable
because that method considers a CNN with 13 layers and 3 outputs, using the original
EEG signals data from the University of Bonn as experimental support.

Fig. 5. Evolution of the loss and of the accuracy values for: (1) the case when the default values
of the dropout and of the recurrent dropout are considered, (2) the case when the dropout and the
recurrent dropout values are determined using HOA.

Table 5. Comparison of the obtained results with the literature results.

Approach Precision Recall F1score Accuracy

RNN (this approach) 0.877 0.883 0.877 0.883
HOA RNN (this approach) 0.879 0.885 0.879 0.885
Moldovan 2019 [8] 0.745 0.641 0.756 0.866
Rajendra Archarya et al. 2017 [9] 0.838 0.880 0.858 0.903
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6 Conclusions

The results show an improvement compared to our previous research work even though
the proposed method does not consider a separate features extraction step explicitly.
Moreover, with further tuning and more samples, the classification results can be
improved significantly like in the case of other deep learning methods. As future
research work, the following directions are proposed: (1) the consideration of more
combinations of hyperparameters, (2) the consideration of other deep learning archi-
tectures and (3) the adaptation of the method to other biomedical datasets.
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Abstract. The classification of the daily living activities (DLAs) is a chal-
lenging research topic as the analysis of the DLAs data can help to improve the
general health condition of the monitored subjects, to identify patterns that
indicate various types of diseases such as the Alzheimer’s disease and to prevent
the falls caused by the poor health condition. The DLAs classification is
approached in this article using a machine learning methodology as follows:
(1) the standard Cat Swarm Optimization (CSO) algorithm is adapted to a binary
version (BCSO) applicable for features selection, (2) the features are selected
using the BCSO algorithm, (3) the cats are evaluated considering the sum of
square errors of the DLAs and (4) the DLAs data is classified by an ensemble
based on six machine learning classification algorithms. The data used in
experiments is the PAMAP2 Physical Activity Monitoring dataset from the UCI
Machine Learning Repository.

Keywords: Daily living activities � Classification � Features selection � Binary
cat swarm optimization � Gradient boosted trees

1 Introduction

The classification of the daily living activities (DLAs) is an important research topic,
considering that in the last years more and more people neglect the physical activities.
As mentioned in [1], a decreasing of the physical activity is one of the major issues that
affect the human health. The monitoring of the physical activities using wearable
sensors such as accelerometer and gyroscope is attractive among the healthcare device
manufacturers [2] and in the research literature there are machine learning algorithms
that are designed for accelerometry data.

The in-home monitoring of the healthy independent elders in Ambient Assisted
Living (AAL) systems [3] is a natural solution to the aging society demographic
change, especially in the industrialized countries. Moreover, the context aware tech-
niques can be used to process data related to the elderly home activity [4] and to
analyze the context dynamics continuously.
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The main contributions of this research article are:

(1) the adaptation of the standard version of Cat Swarm Optimization (CSO) [5] to a
binary version;

(2) the selection of the features of the DLAs data using an adapted version of the
Binary Cat Swarm Optimization (BCSO);

(3) the development of an objective function that evaluates the cats considering the
sum of square errors of the DLAs;

(4) the classification of the DLAs using an ensemble based on six machine learning
classifiers;

The experiments were performed on the public PAMAP2 Physical Activity
Monitoring dataset [6] from the UCI Machine Learning Repository [7]. The research
article is organized as follows: Sect. 2 presents the research background, Sect. 3
describes the dataset used in experiments, Sect. 4 presents the machine learning
methodology for the classification of the DLAs, Sect. 5 presents the results and Sect. 6
presents the conclusions.

2 Research Background

The approach presented in [8] which considers the PAMAP2 dataset among other
DLAs datasets in the context of a machine learning methodology in which the features
are selected using a bio-inspired algorithm, namely Kangaroo Mob Optimization
(KMO), and the data is classified using the Random Forest (RF) algorithm shows that it
is possible to obtain better classification results using a smaller number of features.
However, the imbalance nature of the data samples was not exploited at maximum in
that approach and the solution presented in that article was the consideration of an
equal number of samples for each type of daily living activity.

Another approach is represented by the optimization of at least two objectives such
as the accuracy of a machine learning algorithm and the number of selected features, as
can be seen in [9]. However, since there is a trade-off in that case between the accuracy
and the selected features, the value of the accuracy is often not maximized as that type
of approach promotes the solutions with the lower number of features. In the approach
presented in this article which has a single objective, the number of features is not
penalized, and therefore the method searches the solution that returns the best result
with respect to a classification performance metric.

CSO was used before in the research literature for features selection showing good
results. As an example, in [10] the authors consider an improved version of CSO for
big data classification which is evaluated using the accuracy of a Support Vector
Machines (SVMs) algorithm. The drawback of that approach is that the imbalance
nature of the data is not exploited at maximum by the CSO algorithm and is left as a
challenge for the classifier. However, those results are promising and show that optimal
modifications of standard bio-inspired algorithms can lead to better results.
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3 Description of the Data Used in Experiments

The data used in the experiments was collected by three Colibri wireless inertial
measurement units (IMUs) that have the sampling frequency equal to 100 Hz and that
were placed as follows: (1) on the wrist of the dominant arm, (2) on the chest and (3) on
the ankle of the dominant side. That data also contains information collected by a HR-
monitor with a sampling frequency equal to 9 Hz, but in this article that column is
ignored as the heart rate might be slightly different for the elders when they perform the
same activities. Another column that is ignored is the one that describes the timestamp
as in the experiments the data is shuffled when is split.

In the experiments described in this article was considered data collected from the
first monitored subject of the PAMAP2 dataset. From the initial number of 19 activ-
ities, only 9 activities were considered as follows: lying (1), sitting (2), standing (3),
walking (4), running (5), ascending stairs (12), descending stairs (13), vacuum cleaning
(16) and ironing (17), as those activities are also representative for AAL systems and a
part of the activities mentioned in the description of the dataset were not present in the
data collected from the first monitored subject.

Moreover, for the last four activities, new labels were assigned as follows:
ascending stairs (6), descending stairs (7), vacuum cleaning (8) and ironing (9), so that
the data can be processed by the average ensemble of six machine learning classifiers.
Therefore, the data used in experiments is characterized by one label from {1, 2, 3, 4, 5,
6, 7, 8, 9} and 51 51 ¼ 3� 17ð Þ features that describe the data that is generated by the
IMUs. The rows that contain NaN values were removed as their number was
insignificant and they might not influence the classification results significantly.

In Table 1 are presented the initial and final values of the labels and the number of
samples for each activity considered in the experiments.

Therefore, out of the initial number of 193205 samples that describe the selected
DLAs, the number of samples used in the experiments is equal to 191439.

Table 1. Summary of the data samples considered in the experiments.

Activity Label Number of
samples

Original Final Original Final

Lying 1 1 27187 27179
Sitting 2 2 23480 23465
Standing 3 3 21717 21593
Walking 4 4 22253 21383
Running 5 5 21265 20684
Ascending stairs 12 6 15890 15875
Descending stairs 13 7 14899 14892
Vacuum cleaning 16 8 22941 22875
Ironing 17 9 23573 23493

Binary Cat Swarm Optimization Feature Selection and Machine Learning 193



4 Machine Learning Methodology for Daily Living Activities
Classification

The high-level view of the machine learning (ML) methodology for the classification of
the DLAs using BCSO is presented in Fig. 1.

The input of the machine learning methodology for the classification of the DLAs is
represented by the Daily Living Activities Data presented in Table 1 after the pro-
cessing of the original data. That data is split randomly in Training Data (80%) and
Testing Data (20%) in the next phase of the methodology.

The BCSO Features Selection approach for the selection of the features is based on
the original version of the CSO algorithm with the additional adaptation for binary
optimization problems. In the approach presented in this article for each cat Ci with
i ¼ 1;Ncats an additional vector bCi of binary values is considered, which is derived
from the current position of the cat as follows:

bCi;j ¼ 1; if rand\ 1
1þ e�Ci;j

0; otherwise

�
ð1Þ

where rand is a random number from 0; 1½ � and j ¼ 1;D.
Then, according to the binary position of the cat, the Training Data and the Testing

Data are filtered such that only the features which correspond to values equal to 1 are
considered.

In the ML Ensemble Classification phase, 6 ML classifiers are considered as fol-
lows: Random Forest Classifier (RFC), Decision Tree Classifier (DTC), Passive

Fig. 1. High-level view of the machine learning methodology for the classification of the daily
living activities.
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Aggressive Classifier (PAC), Gaussian Naïve Bayes (GNB), Linear Discriminant
Analysis (LDA) and Multi-layer Perceptron Classifier (MPC);

The final prediction of the ML ensemble is the rounding of the average of the
predictions of those ML classifiers to the nearest integer as follows:

ypred ¼ Nint
1
6
� yRFC þ yDTC þ yPAC þ yGNB þ yLDA þ yMPCð Þ

� �
ð2Þ

such that Nint represents the nearest integer function and yRFC, yDTC, yPAC , yGNB,
yLDA, yMPC are the values predicted by RFC, DTC, PAC, GNB, LDA, MPC,
respectively.

The BCSO Objective Function is represented by the sum of the square error of each
DLA. In this article each DLA is considered separately as the data is imbalanced and
the target is to obtain good classification results for each DLA not only a good overall
classification result.

Therefore, considering as input the values ypred predicted by the ML ensemble and
the values ytest considered as testing data, the objective function OF is defined by the
following formula:

OF ypred; ytest
� � ¼

X9

k¼1

Xy
kð Þ
testj j

i¼1

1

2� y kð Þ
test

���
���
� y kð Þ

pred;i � k
� 	2

0

B@

1

CA ð3Þ

where y kð Þ
test are the labels equal to k and y kð Þ

pred;i is the value predicted by the ensemble

for the ith sample that has the label k.
In the ML Ensemble Evaluation phase the ensemble is evaluated considering the

values of the accuracy, precision, and recall such that the training data and the testing
data are filtered according to the position Gbest of the Global Best Cat.

5 Results

The experiments described in this article were written in Python and the standard scikit-
learn implementation of the RFC, DTC, PAC, GNB, LDA, and MPC classifiers was
considered. Some hyperparameter values were customized in order to get the prediction
results faster as follows: (1) RFC: maximum depth = 20, number of estimators = 10,
maximum number of features = 1, (2) DTC: maximum depth = 20 and (3) MPC:
alpha = 1, maximum number of iterations = 1000. The values of the BCSO algorithm
are presented in Table 2.

Figure 2 presents the confusion matrix when all features are considered by the ML
average ensemble and Fig. 3 presents the confusion matrix when the features are
selected according the value of Gbest.

When all features were considered, the overall accuracy of the ML average
ensemble was 0.93. When the features were selected according to the value of Gbest, the
accuracy was 0.96 using 20 out of the total 51 features as follows: f1, f2, f3, f5, f7, f14,
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f15, f16, f18, f21, f23, f26, f28, f29, f30, f32, f33, f40, f41, f45. The value of Gbest in
the case of CSO after 10 iterations was equal to 0.193.

Finally, Table 3 presents the values of the precision and recall for each DLA when
all features are considered and when the features are considered according to the value
of the Gbest.

Table 2. BCSO parameters values used in experiments.

Parameter Significance Value

D Number of dimensions of the search space 51
G Number of generations 10
Ncats Number of cats 10
MR Mixture ratio 0.3
SMP Seeking memory pool 5
CDC Count of dimensions to change 34
SRD Seeking range of the selected dimension 0.2
SPC Self-position consideration 0
c1 Constant used in seeking mode velocity update 0.5
Cmin Minimum possible value of the position of the cats −5.0
Cmax Maximum possible value of the position of the cats 5.0
Vmin Minimum value of the velocity of the cats −10.0
Vmax Maximum value of the velocity of the cats 10.0

Fig. 2. Confusion matrix when all features are considered.
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6 Conclusions

The novelty is justified by: (1) the DLAs classification using an ensemble of 6 clas-
sifiers, (2) the objective function which considers the mean square error for each
different DLA and (3) the labelling of the DLAs such that similar DLAs have close
labels. The precision values were equal or better for 7 out of 9 DLAs while the recall
values were equal or better for 5 out of 9 DLAs when the CSO based method was

Fig. 3. Confusion matrix when the features are selected according to the global best.

Table 3. DLAs classification results summary.

Activity All features Features
according to
Gbest

Precision Recall Precision Recall

Lying 1.00 0.97 1.00 0.95
Sitting 0.96 0.91 0.94 0.97
Standing 0.90 0.78 0.98 1.00
Walking 0.81 1.00 0.99 0.99
Running 0.95 0.99 0.97 0.99
Ascending stairs 0.79 0.84 0.91 0.94
Descending stairs 0.88 0.77 0.92 0.91
Vacuum cleaning 0.99 0.99 0.94 0.98
Ironing 1.00 0.99 1.00 0.93
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applied. As future research work, the following directions are proposed: (1) the
application of other objective functions, (2) the extension of the method for other DLAs
datasets and (3) the adaptation of the method using other bio-inspired algorithms.
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Abstract. The spike in the number of cases of SARS-COV-2 in Cluj county in
March 2020 brought up a set of challenges for the affected medical personnel
due to this atypical context, tied to the rapid evolution of pandemic, rather old
infrastructure requiring upgrade, limited expertise with a similar situation. To
avoid unnecessary exposure of physicians and nurses to the SARS-COV-2
infected patients, a video surveillance system was deployed. This was not a
trivial task because of the various technical issues related to infrastructure, short
development time and other specific constraints. This paper presents how such
solution got implemented, using a mixture of off-the-shelf equipment, combined
with flexible graphical programming environment used in industry and
academia.

Keywords: Remote monitoring � Graphical programming � Rapid prototyping

1 Context

1.1 SARS-COV2 Pandemic Situation, 2020

Given the circumstances of rapid evolution of SARS-COV-2 crisis in Romania and,
specifically, Cluj county, the Cluj county management decided for a staged approach
when distributing the newly diagnosed patients to the corresponding treatment facili-
ties, just to cope with local resources in terms of available beds, specialized personnel,
etc. As Fig. 1 shows, there was a rather slow evolution in the incipient phase of the
crisis, followed by a burst at the end of March/early April [1, 2].

Therefore, considering also that Cluj-Napoca benefits from its privileged position
of university town, where highly specialized faculty population is available, it was
decided to have the Infectious Diseases Hospital as the front line defense unit, followed
by other medical facilities, each with different levels of preparedness for dealing with
such situation, unique for the vast majority of us.

The hospital unit considered here is by no means a facility specialized for treating
SARS-COV2 patients, therefore it required a very quick accommodation to such
operation environment, which implied the creation of two separate areas, the clean one
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and the infected one. These zones were clearly separated by a physical drywall, plastic
made, just to avoid the spreading of the virus outside of the contaminated area. This
retrofitting operation was needed to be complete in a really short time window, with
very limited resources.

Part of this effort implied the deployment of a video surveillance system, with its
main purpose to allowing specialized personnel to remotely view and observe infected
patients in their respective dedicated rooms without direct interaction, minimizing thus
the risk of contamination and also reducing the frequency of visits in that area, keeping
also the number of such physical/direct contacts at the lowest as well.

2 Proposed Solution

2.1 Circumstances and Limitations

There are various factors to consider when designing and implementing such systems,
which has a higher degree of particularity. These factors could be grouped in several
categories:

• Topological: building floor plan, structure of walls affecting electromagnetic waves
propagation, access ways, etc.;

• Equipment: Available equipment, operational features and characteristics, supply
time, restrictions on use

• Ergonomics: Ease-of-use, trained personnel
• Engineering: Development and deployment time
• Budget: limitations and restrictions

Having all these limitations considered, our team has explored different options
considering off-the-shelf equipment, mainly used in domestic security applications. All
wired solutions were de facto disregarded since would have required intense deploy-
ment labor, generating debris and noise in an already operating medical facility. The
other constraint, rather obvious, was the time pressure. A wired solution would have
required a much different planning process, followed by intense work to laying the
cables and accessories, etc.

As result, the next step was to consider the Wi-Fi based video monitoring com-
mercial applications, delivered by a wide range of suppliers, with various operating
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Fig. 1. Cluj county cases – March through September 2020. Source: [2]
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results. Unfortunately, due to limited performances, none of these were able to meet
reasonably decent operating performances, so the team had to drop on these as well.

The final step which finally proved to be the right one was to implement a dedicated
system, involving specialized programmable hardware, able to:

• capture and process video images;
• remotely operable;
• easy to install and deploy.

2.2 Implementation

The proposed solution ended up being a custom one, tailored to meet the specifics of
such application, having the high-level architecture as depicted in Fig. 2.

The Image Acquisition layer is using ten embedded dedicated systems developed
by NI, www.ni.com, called myRIO. These devices are based on a Xilinx FPGA, and a
dual‐core ARM Cortex‐A9 processor. As described in [3], NI MyRIO 1900, is
designed for teaching the embedded design concepts for engineering students. Besides
its capabilities, details here [4], there are some features that made it useful for this
specific project, i.e.: (i) programmable; (ii) image acquisition capable; (iii) WiFi con-
nection and remote operation.

According to [4], these devices can sense motion, take physical measurements, read
barcodes and printed labels, inspect products for defects, and respond to colors. These
features, easy to implement, finally convinced the team to choose MyRIO as preferred
development hardware for the patients’ video surveillance system.

Specifically, the image acquisition unit was provided with a Logitech C615 High
Definition WebCam, supplied by Logitech, www.logitech.com, attached to its USB
port, allowing image capturing from the patient rooms, as seen in Fig. 3.

This dedicated embedded system enabled the team to deploy the software appli-
cation, developed in the NI LabVIEW™ environment. For programming MyRIO,
besides the LabVIEW core module which supports the language among many other
functions, a couple of other software modules are necessary for programming and

Fig. 2. System’s high-level architecture
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eventually deploying to the embedded devices, i.e. LabVIEW Real-Time and
LabVIEW FPGA. On top of these two modules, there is a third, specialized one,
dedicated for MyRIO management itself. Particularly, for the described system, the
IMAQ acquisition drivers and NI Vision were used as well.

The embedded application at MyRIO level contains two distinct sections, the first
one dealing with the image acquisition and processing, the second one being dedicated
to the bidirectional connection with the application’ server.

The graphical nature of the code is seen below, being self-explanatory in some
respect. The upper part of the application deals with the image acquisition part, fol-
lowed by an image decimation, reducing thus the image size in order to optimizing the
bandwidth usage [5, 6]. Once the image is acquired, it has to be prepared for trans-
mitting to the server, therefore it is converted to a string, first, having an identifier
attached in front of this string, allowing the server to recognize the source and manage
it accordingly.

The lower part of this code diagram depicts the TCP/IP implementation of the
image transfer to server. This is a simple solution that it opens the communication to
the server, sending out the flattened image out after every single acquisition (Fig. 4).

All images generated by the Image Acquisition units are transmitted via the WiFi
Network, which consists of commercial technology equipment, provided by TP-Link,
www.tp-link.com. The router itself, an Archer AC1350 one, was not able to cover
properly the floor area, so a couple of signal strengtheners/router extenders, TL-
WA860RE model, same provider, were added for supporting data transmission at a
decent rate. Deployment was easy as possible, requiring only power outlets, wall
mounted.

On the Server side, there are several sections implemented as well:

Fig. 3. MyRIO based image acquisition unit and its housing
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1. Communication server, which collects the flattened images sent by the Image
Acquisition units. There were different sever-client structures considered, but the
team decided for a simple and robust implementation, with less chances for failure.
Our solution took advantage of a freeware toolkit made available by NI, a
LabVIEW API for Network Communication in Distributed Systems, called NI STM
(Simple TCP Messaging), [7]. The main reasons for selecting this architecture are
the easy-to-use data package manipulation along with data parsing, then the fact the
transport layer (TCP/IP, UDP) is not specifically shown, making the developers’ life
easier, and, last but not least, STM minimizes network traffic by sending data only
when it is needed. The lower loop of the diagram presented in Fig. 5 depicts the
connection management (adding/deleting), listening incoming messages coming
from the Image Acquisition units. The Main loop, placed above, receives the
images, identifying the address they are coming from, then passing the information
along to the next module. This simple server-client approach allows smooth clients
addition/removal, with less interference for the other systems’ components.

2. Decoding module, which retrieves the information collected as described above,
unflattens it in the LabVIEW specific image format. The image arrives as a

Fig. 4. Graphical code at the image acquisition unit level

Fig. 5. The image server graphical code
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dedicated string (packed and compressed), as it was sent by the Image acquisition
units, so this module converts it back to the NI Vision image representation,
allowing the appropriate processing.

3. Displaying module, which shows all these images on the UI (User Interface) and
mobile clients (Fig. 6).

The UI (User Interface) consists of a collection of image snippets, as received from
the Image Acquisition units. There are also other system info displaying elements,
helping the user to monitor system’s performance and letting him to debugging
potential mis-functionalities. Such elements are the connection chart, (showing how the
polling process goes, with potential breaks, if any), event log display, and user access
info.

The implemented server is accessing the corresponding units per a polling protocol,
designed to match the timing requirements for a continuous observation of the sur-
veyed patients. Through its built-in capabilities, the LabVIEW application can forward
the displayed information in a web suitable format, [8, 9], allowing remote access for a
selected number of mobile clients.

Fig. 6. UI of the video monitoring system. Proof-of-Concept phase
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3 Conclusions

This paper is presenting in a very succinct manner how a video surveillance system
developed for COVID 19 patient’s monitoring was put together and deployed. The
implementation effort was reduced at minimum, only two working days/two specialists,
taking advantage of off-the-shelf, graphically programmable embedded systems, with
very versatile functional capabilities. This system had to comply with restrictive
requirements related to the computer network connection and personnel access at
medical facilities.

As future development, more functionality could be added with relatively small
effort:

• Bidirectional audio communication patient-physician, since the embedded system
displaced at patient level has such built-in capabilities. With minor software tweaks,
such capability could be added with almost no effort, requiring minimal equipment
investment.

• Alerting the supporting physician once the embedded system will be provided with
dedicated alarming button or lever.

• Remote temperature monitoring of patients using non-contact sensors

The whole approach of this implementation was driven by time pressure, looking
for and seeking an affordable approach in a crisis situation. It should be mentioned that
there were severe limitations on urban travel/commute, with almost no access at
equipment suppliers in lock-down circumstances.

The Image Acquisition units are designed and equipped for the engineering edu-
cation, being flexible enough to match various teaching needs, so using them in this
video surveillance system is just a testimonial of their flexibility and also team’s ability
to adapt and deliver as committed.

The software environment used for developing this quickly deployed solution,
besides its easy-to-understand graphical nature, it has provided all necessary modules
and elements to let the developers to assembly, prototype and commission the system
with no major barriers and road-blocks. This was a major advantage, reducing the
number of critical errors and bugs, saving valuable time, allowing the team to meet the
strict deadlines they have committed for.
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Abstract. Automatic segmentation of liver and hepatic tumors is a task that has
been widely studied in recent years but is still a demanding one. The largely
demanded approach to patient care is a requirement for computer-aided diag-
nosis, treatment planning and liver cancer monitoring. In this paper is presented
the performance of Convolutional Neural Networks (CNN) in liver and hepatic
tumors segmentation, using a modified U-Net model. The architecture of the
used CNN is composed by three down-sampling blocks, a central concatenated
dilated bottleneck and three up-scaling blocks. The architecture was trained and
tested on various datasets provided by the public medical dataset 3D-IRCADb-
01. In liver segmentation the achieved Dice value was 0.9 with 99% accuracy
and in the tumor case the accuracy obtained was about 98%. The aim of this
paper is to explore the use of modified U-Net CNN for automatic segmentation
of liver and hepatic tumors.

Keywords: Liver segmentation � Hepatic tumors segmentation � Convolutional
neural networks

1 Introduction

The issue of liver and hepatic tumors segmentation has received a considerable
attention in medical image computing community. Primary cancers such as breast,
colon and pancreatic cancer also extend metastases to the liver over the course of the
disease. As a result, the liver and its tumors are regularly analyzed in primary tumor
stages. According to the World Health Organization (WHO) reports from 2018, cancer
is a leading cause of death worldwide, accounting for an estimated 9.6 million deaths.
The fourth most common cause of cancer death is liver cancer [1].

Computed tomography (CT) is currently one of the most commonly used imaging
techniques for the identification and diagnosis of liver tumors, distinguished by its high
spatial resolution and quick scanning speed. Traditionally, the liver and liver lesions are
identified by radiologists on a slice-by-slice basis, manual or semi-manual, which is
time-consuming, subjective and operator-dependent, this is why different operators
often produce variable results. There is an urgent need to read, detect, and interpret CT
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scans automatically and rapidly. Liver and its tumors segmentation remains a chal-
lenging task due to the high variability of shapes, sizes and mostly because of chal-
lenges as a low-contrast between liver and lesion, different types of contrast levels and
varying number or lesions. Figure 1 shows an example of the slight contrast difference
from one organ/region to another.

Several interactive and automated methods for the segmentation of liver and liver
lesions in CT volumes have been proposed in literature. In 2007 the Grand Challenge
Conference on liver and liver lesions segmentation, in collaboration with MICCAI
(Medical Image Computing and Computer-Assisted Intervention Society) conference
took place. One of the papers [2] presents a comparative study of 10 automatic and six
interactive methods for the segmentation of the liver from contrast-enhanced CT
images. Methods proposed to the challenges were often focused on representations
with structural forms and texture analysis.

More recently, Deep CNNs have received considerable interest in the science
community to solve computer vision tasks such as target recognition, classification and
segmentation [3, 4]. Additionally, new segmentation approaches based on CNN have
been developed for medical image processing, with extremely successful outcomes
relative to state-of-the-art ones [5].

Segmentation is a very popular topic for papers applying deep learning on medical
imaging [6]. A well-known architecture for medical imaging processing is U-Net,
published by Ronneberger et al. (2015) [7]. Through this work, the CNN approach was
taken one step further and the new architecture combines learned upsampling paths
with skip-connections to directly connect opposing contracting and expanding con-
volutional layers. The U-Net architecture was firstly used for segmentation of neuronal
structures in electron microscopic stacks.

Fig. 1. Example of the similarity in gray levels between the liver and the spleen in computer
tomography (CT) images, imported from 3DIRCADb-01.
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2 Method

2.1 Dataset

The database used in this research belongs to the French Research Institute against
Digestive Cancer [8] and is publicly available. This is a database that includes several
sets of anonymized medical images of patients and manual segmentation of various
structures of interest performed by clinical experts.

The database contains 20 CT scans of patients, half of them for women and half for
men, with hepatic tumors in 75% of the cases. All the scans are available in DICOM
format, with the resolution of 512 � 512 pixels. For each case, we are presented with
the original CT scan, used as input image to the CNN and the corresponding manual
label portraying the liver region and also tumors. For the liver segmentation we con-
sidered all of the 20 cases, with a total of 2234 images. Because the hepatic tumor is
absent in some of the investigations, for the tumor segmentation only the scans where
the tumor is present have been used. The models have been trained and evaluated using
the 13 scans containing hepatic tumors in the liver, the other two scans had very small
tumors and were not conclusive enough. 3D-IRCADb-01 dataset is often used for both
training and testing in different scenarios [9, 10].

2.2 Network Architecture

For the segmentation, an updated version of the U-Net has been used [11]. The
approach [11] obtained satisfactory results in semantic segmentation for landing areas.

The proposed architecture in this paper is a U-Net-like network, as shown in the
Fig. 2, composed by three down-sampling blocks, a central concatenated dilated
convolutions bottleneck and three up-scaling blocks, with summed features. The sum
has the role to reduce the computational cost of applying many convolutional opera-
tions over a large set of filters. For the down-sampling part are used two convolutional
layers, one has stride 1 and the other one has stride 2 and in this way the input
resolution is divided into equal parts. The up-sampling part of the architecture has a
single convolutional layer for each block and also a feature map concatenation with its
corresponding map. The dilation rates are increasing progressively, so the number of
feature maps for the down-sampling blocks are raising from 16 to 64. For the up-
sampling block, numbers decrease gradually, from 64 to 16.

Fig. 2. The adopted CNN architecture [11]
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2.3 Evaluation Metrics

The performance is measured using well-known quantitative evaluation metrics for
segmentation such as precision, recall, specificity, accuracy and Dice coefficient. After
obtaining the predictions from the model, the pictures were converted in PNG images
for a faster and easier analysis. Using MATLAB software [12], evaluation is done over
each prediction map with reference to the ground truth label.

The confusion matrix analyzes the performance of the classifier and measures how
well the algorithm works. It provides four types of rates, as shown in Table 1. In image
segmentation true positive (TP) means that the model’s prediction was correctly
assigned to the positive class and true negative (TN) express the number of predictions
correctly assigned to the negative class. Also, false positive (FP) means that the neural
network model predicted that some pixels belong to the positive class, which in reality
belong to the negative class and false negative (FN) shows the number of pixels
assigned by the model to the negative class, which in reality belong to the positive
class. Using the metrics from Table 1, are obtained more indicators related to the
capacity of classification of the proposed model.

Precision measures the trust in the predicted positive class, as formulated in the
Eq. (1).

Precision ¼ TP
TP + FP

ð1Þ

Sensitivity, also known as recall, is used to quantify the ability of the algorithm to
detect positive results. Equation (2) shows the way to determine recall value.

Recall ¼ TP
TP + FN

ð2Þ

Specificity represents the rate of the correctly detected background or negative data
as formulated in Eq. (3).

Specificity ¼ TN
TNþ FP

ð3Þ

Accuracy can be calculated with the formula in the Eq. (4) and is a ratio of correctly
predicted cases to the total cases.

Table 1. Confusion matrix

Predicted
Positive Negative

Actual Positive TP FN
Negative FP TN
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Accuracy ¼ TPþTN
TPþTNþ FPþ FN

ð4Þ

Dice score or F1 measure is a harmonic mean of recall and precision, as formulated
in Eq. (5). It checks whether or not a point on the predicted boundary fits the ground
truth boundary. The Dice score value is between 0 and 1, where 1 shows a perfect
segmentation.

DICE ¼ 2TP
2TPþ FPþ FN

¼ 2 � Precision � Recall
PrecisionþRecall

ð5Þ

3 Experimental Results and Discussions

3.1 Liver Segmentation

Technical training details are presented as follow. 16 CT scans from the database were
used for training and 4 CT scans were used for testing and evaluation. In order to
achieve the best outcome from a very small database, the liver segmentation has been
studied using two different instances of training. Training was carried out over 50
epochs; the batch was set at 32 and the learning rate was set at 0.001. The training time
of the epoch lasted, on average of 140 s (*2 s/step).

In the first instance, the network was trained with all parts of each CT scan, having
a total number of 2234 training images. The quantitative outcomes of the segmentation
show a value for Dice of 0.87, while the precision, recall and accuracy achieved values
of 0.89, 0.85 respectively 0.8. The qualitative results are presented in Fig. 3.

The satisfactory results which were achieved in the first case, due to the value of
Dice coefficient, can be improved. As a second instance, it was analyzed the effect of
images that do not include an area of concern, on the learning process. There are a large
number of images that do not provide detail on the position, shape and scale of the

Fig. 3. Segmentation result using the proposed method: (a) – test image, (b) – ground truth (c) –
predicted segmentation in the first instance.
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liver, so these images do not offer valuable information. In this situation we used a
number of only 1678 images for training. The results are presented in Fig. 4.

The basic training parameters for the neural network remained the same for each
scenario and the testing set remained unchanged. In terms of quantitative results,
improved values are observed for all metrics. We obtained a very satisfactory Dice
score of 0.9 and an accuracy percentage of 99%. A comparison of other methods
performing liver segmentation is presented in Table 2 and the results included are listed
from the original papers.

3.2 Tumor Segmentation

Only 75% of the database used in this study includes liver tumors, contributing to a
substantial decrease in data valuable for the study of tumor segmentation. As a result,
with only 13 CT scans available for testing and evaluation, it becomes very difficult for
the network to learn certain features. For this cause, a variety of pre-processing tasks
were performed; augmentation techniques and noise reduction methods have been used
to increase the number of data, to obtain more pixels with positive value and therefore
better prediction.

The proportion of areas of concern with a hepatic tumor is very small relative to the
total amount of images. The compromise approach for this situation is to eliminate CT
slices without details, as in the case of liver segmentation. Thus, the tests to be

Fig. 4. Segmentation result using the proposed method: (a) – test image, (b) – ground truth, (c) –
predicted segmentation in the second case.

Table 2. Comparison of liver segmentation results on different methods

Method Dice Precision Recall

FCN-8s 3 slices [12] 0.89 0.95 0.86
Modified U-Net model 0.90 0.91 0.90
Cascaded U-Net [13] 0.93 - -
Cascaded U-Net + 3D CRF [13] 0.94 - -
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mentioned have been validated and conducted on groups of images containing only
slices in which the location of the tumor has been identified. In a much larger scale,
with an expanded amount of details, it will be possible to locate tumors in the whole
CT scan, without the need to eliminate images that do not represent any region of
interest.

The dataset has been split in both training and testing, using 10 CT scans for the
first set and 3 CT scans for the second phase. Training and testing parameters have
been maintained: 100 epochs, 16 batch and the value of the learning rate stays 0.001.

First, it was applied normalization and then several techniques of augmentation,
like rotation (90°, 180° and 270°) and flip (vertical and horizontal). Image augmen-
tation is a very effective method used to artificially generate images related to the
original version and extend the existing image data collection. This produces unique
and distinct images from the current image data collection, which represents a com-
prehensive range of alternative pictures. Augmentation is very often used in the seg-
mentation of medical images due to the small number of annotated images that exist
and are available to use. It helped us to obtain 50 more images for training phase. The
results of this stage and also of the next pre-processing methods are listed in Table 3.

Furthermore, the images were analyzed from a different perspective. By applying
some bounding boxes to both CT images and related masks, the process acted as a
magnification.

Another way that the images can be handled for segmentation is by adding dilations
to the reference masks, leaving the CT image unchanged. In this method, the associated
images can learn not only to recognize the location of the tumor but also the back-
ground in which it is located. The effect of dilation with a two-dimensional disk-type
structural feature has been studied, with a value of 10 and 50. This experiment reveals
that the existence of the background is only helpful to a certain degree, and that the
over-extended region of the mask helps to recognize the presence of the tumor, but
does not allow the contouring of its edges.

One more step was related to the small contrast between the regions that are
viewable on the CT slices. The contrast control feature is used to minimize this
interference (Fig. 5).

Table 3. Quantitative evaluation for liver tumor segmentation

Method Dice score

Normalization 0.08
Augmentation 0.14
Scaling 0.10
Scaling and addition 0.11
Factor 10 dilation 0.15
Factor 50 dilation 0.08
Contrast enhancement 0.12
Contrast enhancement and addition 0.18
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Table 4 contains a comparison between other approaches and our results. It is
necessary to note that the largest difference is the size of the database, which is why the
Dice coefficient has a very low value. Our main aim, as a future work, is to increase the
value of all measurement criteria in order to achieve a more precise segmentation. It
requires access to a wider collection of images for testing and we expect more con-
sistent outcomes.

4 Conclusions

The experiments show how promising is this architecture in order to perform liver
segmentation, although the task is not free of difficulties. Firstly, segmentation d
struggling were related to the very slight variations in the size of the pixels belonging to
the organ and those belonging to the neighboring organs. Second, the liver is not
defined in each segment of the CT. Considering the Dice coefficient value as the most
generic prediction parameter, there is an improvement from 0.8711 (first case) to
0.9063 (second case).

Hepatic tumors segmentation faces problems related to the limited amount of
available data and also the low contrast between tumor tissue and healthy tissue. We
showed an improvement when we applied different augmentation techniques. This
experiment reveals the strong connection between the amount of training data used and
model ability to produce the best outcomes.

Fig. 5. Segmentation result using the proposed method: (a) – test image, (b) – ground truth, (c) –
predicted segmentation.

Table 4. Comparison of tumor segmentation results on different methods

Method Database size Dice

Christ et al. [12] 100 0.56
U-Net [14] 179 0.65
DCNN: U-Net + ResNet [15] 200 0.67
Modified U-Net model 13 0.18
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It is known that the segmentation of CT images using neural networks is a pro-
cedure that can be automated, AI techniques providing a wide range of opportunities to
develop algorithms.

As a future work, the main purpose is to obtain better results in both liver and
hepatic tumors segmentation, using a wide database.
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Abstract. This paper presents a method based on Convolutional Neural Net-
works (CNN) for detecting brain tumors. The proposed method consists of the
following steps: dataset preparation, neural network preparation and training and
performance evaluation. To improve the performance of the CNN in terms of
results accuracy, ResNet50, a pre-trained model is used. The method has been
validated on a Brain Magnetic Resonance Imaging (MRI) dataset and evaluated
using appropriate metrics.

Keywords: Brain tumor diagnosis � Convolutional Neural Networks �
ResNet50 model � Magnetic resonance images

1 Introduction and Related Work

According to [1], in 2017 in the United States there were approximately 168,494
people living with brain and other nervous system cancer. In 2020, it is estimated that
the number of new cases will be 23,890 while the number of deaths will be around
18,020.

A delicate task for radiologists is detecting the brain tumors at an early stage. This
is crucial because brain tumors grow fast and their average size can almost double in
only 25 days. When proper treatment is not received in time, the survival rate of the
patient drops to just half a year. As every medical research area, tumor detection
requires a high accuracy and precision of the results since it involves the life of a
patient. Computer aided diagnosis (CAD) is becoming more popular nowadays because
it provides accurate results and is less time consuming. In particular, deep learning
offers accurate results in detecting tumors in medical images. It is seen as a crucial tool
for future medical applications that will lead to impressive changes in the medical
world.

There is a lot of work in this field of application of the ML techniques in tumor
diagnosis. Some of them are based on Support Vector Machine (SVM) classifiers [1, 2]
or Artificial Neural Networks [3–9]. For example, in [2] is presented a SVM based
method that combines multi model texture features with kernel based support vector
machine to detect the presents of brain tumors in Magnetic Resonance Imaging
(MRI) images. The performance of the proposed method was evaluated on 80 T1
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weighted brain MRI image sequences by using sensitivity, specificity and accuracy
evaluation metrics. [5] proposes a CNN based method for classifying brain tumors
from T1-weighted contrast-enhanced MRI images which consists of two steps: image
preprocessing, and image classification using CNN. The method has been tested on a
data set of 3064 images and evaluated using precision, recall and accuracy. [6] also
proposes a CNN based method for multi-class classification of brain tumors and
evaluates the method on the Contrast-Enhanced Magnetic Resonance Imaging (CE-
MRI) data set. Due to the small dimension of the data set used in the evaluation, in the
training phase, the weights of the CNN layers are initialized from the pre-trained
VGG19 model and then fine-tuned on CE-MRI data set. The method has been com-
paratively evaluated with others CNN based methods and the results demonstrated that
it outperforms them. Similar with [6, 7] uses a pre-trained CNN model to classify brain
tumors in three main classes: glioma, meningioma and pituitary tumors. The data set
used in experiments contains 3064 brain MRI images collected from 233 patients,
diagnosed with different types of brain tumors and the accuracy of the obtained results
was of 98%.

This paper proposes a method based on CNN for detecting brain tumors. To
improve the performance of the CNN in terms of the accuracy of the results, ResNet50,
a pre-trained model has been used. The method has been integrated into an experi-
mental prototype, validated on Brain MRI Images data set [10] and evaluated using
appropriate metrics.

The paper is organized as follows. Section 2 describes the CNN based method,
while Sect. 3 presents the experimental results. We end our paper with conclusions.

2 CNN Based Method for Brain Tumor Detection

This section presents the main steps of our CNN based method for brain tumor
detection.

Data Set Preparation and Image Augmentation. Resources for medical images are
usually low when it comes to online availability because the people to whom they
belong have to give their consent for researchers to use those images in their work.
Since, we have used in our experiments a data set [10] containing a small number of
magnetic resonance images (MRI) of the brain (our data set consists of 160 images out
of which 80 represent normal brain MRIs and the other 80 represent brains with
tumorous tissue), to enrich the data set, we have applied different types of image
augmentation techniques. Those augmentation techniques are provided by Keras deep
learning library and consists of applying a series of operations to slightly alter/modify
the available images in order to create similar ones such as: brightening the images or
making them darker in order to illustrate different compositions for the tumorous tissue,
zooming in and out to vary the size of the tumors and rotating the images at different
angles to diversify the shapes of the tumors. In this way the data set become ten times
larger.

An example of image augmentation obtained for some images from our data set is
presented in Fig. 1.
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For our data set, in the case of rotation transformation, the range of rotation was set
to 90 degrees for diversity of angles because the shape of a tumor is irregular. Hori-
zontal or vertical flips were not considered necessary since most of the images are taken
in the same way. Also, the brightness range is varying between 0.4 and 1.4. Anything
smaller than 1 will make the image darker and any value greater than 1 will brighten
the image. The values must be floats in the range of 0 to 2. For the zoom range, the
same interval is valid for the values. A zoom value smaller than 1 will zoom in the
image, while a value greater than 1 will zoom out. The shear range was also used for
the process of image augmentation with a value of 0.1. Shearing is an image altering
technique where a part of the image is pulled in one direction and the other part is
pulled in the opposite direction. This can create different forms and sizes of the tumors
from the images already available, to increase the diversity. We have applied these
types of transformations only on the images reserved for training since the validation
data set does not need them.

We have also, generated batches of a given size of augmented data. A batch rep-
resents how many images should be loaded at once by the network. If the batch size is
too large, the model might lack the ability to generalize. The number selected for a
batch size is usually a power of two such as 16, 32, 64 and so on. The default value for
batch size is 32 in most cases. Setting a suitable batch size will also prevent overfitting
of the model. Since the number of images available in our dataset is reduced, even with
the augmentation techniques are applied, the best performance seemed to be achieved
when the batch size was set to 16 images.

Network Preparation and Training Using Transfer Learning. In our approach we
have used the ResNet50, a pre-trained model trained on ImageNet data set [11], which
is a CNN that consists of 50 layers. The architecture of ResNet50, as a residual
network, consists of a sequence of residual blocks that are made of more convolutional

Fig. 1. Image augmentation example - (a) the original images, (b) the augmented images
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layers. ResNet50 has 16 residual blocks, according to the number of skip connections.
In order to be able to use the ResNet50 model with good results in our case, the output
layer is cut off and custom layers will be added to the model. To preserve the
knowledge obtained so far by the model, the weights will be frozen for the remaining
layers. By doing this process, those layers will be excluded from training because they
contain valuable information that should not be altered or lost by retraining them. The
following step was to add the new custom layers to the ResNet50 model (see Fig. 2).

First, a pooling layer is needed. It has the role of reducing the feature maps obtained
from the convolutional layers and making them more open to changes in the position of
the features in the image. The chosen layer is a global maximum pooling layer for
spatial data, since the problem works with images. Maximum pooling will take a region
from the image and get the largest value from that region, the result being a single
value. The global pooling will take the whole feature map, not just a region and output
a single value. This type of pooling was used because it is the last pooling layer in the
model and the main feature can be summarized more roughly.

After the pooling layer, a dropout layer was added. The purpose of it is to avoid the
overfitting of the model. A rate for dropout must be set carefully. The rate represents
the percentage on which the outputs from the activation function at the previous layer
will be dropped (set to zero) before feeding them to the next layer after the dropout
layer. For our network, a rate of 0.2 has been set.

The next layer added is a fully connected one with 128 units. The output space is set
by this parameter representing its dimensionality. For this layer, the activation function
used is hyperbolic tangent function (tanh function). An activation function is needed in
order to determine which outputs of the neurons are relevant and should be passed
forward to the following layers. The activation function takes the sum of the weighted
inputs and transforms that number to fit between a lower and a higher limit, according
to an interval. For tanh function, that interval is between −1 and 1.

At the end, an output layer will be the one that makes the predictions. It should
consist of a number of neurons equal to the number of classes for the classification, two
in our case. This layer will be a fully connected layer. The activation function is desired
to be able to give the result in percentage values for each possible class. This is exactly
what softmax activation function does, hence the reason it was chosen. The output will
be given as an array of predictions for the two classes, namely tumor and healthy brain.

Fig. 2. Custom layers added to RestNet50
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After the network is built, it is ready for the training process. As loss function
chosen for our model we have used categorical cross-entropy and as optimization
algorithm we have used Adam optimization algorithm because it allows parameters to
have a unique learning rate each one and to be adapted individually. The setting value
for the learning rate is very important because when the learning rate has a value too
high, the model overshoots. Overshooting means that the steps taken in minimizing the
loss value are too big and they step over the optimal value, without reaching it. The
opposite happens if the value set for the learning rate is too small. The learning process
will be too slow and will probably require a larger number of epochs. In our case we
have set a learning rate of 0.0001 and for this learning rate a number of epochs of
around 45 has provided good results.

Performance Evaluation. The final step is evaluating the performance of the obtained
model. The history of the training process provides valuable information that can be
used for performance evaluation of the model. The accuracy and loss values are the
main indices when evaluating the model in general. The history of the training provides
information about those two parameters at each stage, after each epoch. If the training
loss begins to differ too much from the validation loss, it could imply that overfitting
occurred. In this case, some changes should be made such as reducing the number of
epochs, lowering the learning rate. This situation happened during training and it led to
the optimal result obtained in the end.

3 Experimental Results

This section presents the experimental results obtained by applying our method on a
data set provided by Kaggle [10]. The considered data set consists of 160 images out of
which 80 represent normal brain MRIs and the other 80 represent brains with tumorous
tissue. A sample of the data set can be seen in Fig. 3.

Fig. 3. Sample from the set of data
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The images on the first row are from the class containing tumors, while the images
on the second row represent healthy brain MRIs. The data set was divided into training
and validation sets, following the 80% to 20% rule.

By applying the CNN based method, our goal was to obtain a model with a high
accuracy that gives reliable results. Figures 4 and 5 illustrate some examples of brain
tumor detections that was obtained with our method applied on images from the
considered data set. The resulted class is the one with the percentage value above 50%.

The above detection was made using the best trained model which has the highest
accuracy (i.e. training accuracy of 88%) and the lowest loss (i.e. loss value of 0.27)
value in comparison with all the other models created through a process of trial and
error. The validation accuracy for this model was of 81% with a loss of 0.32. Other
metrics such as precision, recall (i.e. sensitivity) and F1 score was computed for the
best model. They are all calculated depending on the number of false positive, false
negative, true positive and true negative samples and the values has. The obtained
values for these metrics are: 1 for precision, 0.75 for recall and 0.85 for F1 score.

A comparative analysis between the best 5 trained obtained models is presented in
Table 1. As it can be seen, for the obtained models we have varied the batch size, the
number of epochs, the used optimizer, the learning rate, the loss function, the dropout,
the FC layer and the output layer. From Table 1, it can be noted that better results were
obtained when the learning rate was lowered but the epochs number was at the same
time increased to compensate the slower learning process. Also, the best results were
obtained for Adam optimization algorithm with a learning rate of 0.0001. The dropout
rate was also lowered which helped the learning process.

Fig. 4. Brain MRIs with tumors

Fig. 5. Healthy brain MRIs
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Figure 6 presents the values of accuracy over epochs, while Fig. 7 presents the loss
values over epochs obtained during the training process for the best trained model. In
the case of Fig. 6, it can be seen that after 20 epochs the validation accuracy started to
decrease while the training accuracy increased but they corrected and intersected again
after 35 epochs.

Table 1. Comparative analysis between the best trained obtained models

Model1 Model2 Model3 Model4 Model5

Accuracy 88% 72% 69% 71% 73%
Loss 0.27 0.46 0.62 0.53 1.04
Val_acc 81% 78% 71% 62% 71%
Val_loss 0.32 0.37 0.46 0.54 1.10
Batch
size

16 16 16 16 32

Epochs 45 15 20 10 3
Optimizer Adam AdaDelta Adam AdaDelta AdaMax
Learning
rate

0.0001 0.001 0.0001 0.001 0.001

Loss
function

Categorical
cross-
entropy

Categorical
cross-
entropy

Categorical
cross-
entropy

Categorical
cross-
entropy

Squared
hinge

Dropout 0.2 0.5 0.5 0.5 0.5
FC layer 128

units + tanh
128
units + tanh

512
units + tanh

512
units + tanh

128
units + tanh

Output
layer

softmax softmax softmax softmax softmax

Fig. 6. Accuracy over epochs diagram for the best model
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In Fig. 7, it can be observed that similar with the case of the accuracy, at
approximately 25 epochs the validation loss increased dramatically in comparison with
the training loss, but it regularized again after 30th epoch.

4 Conclusions

In this paper we have proposed a method for brain tumors detection using CNN. Keras
Deep Learning library was used for implementing the neural network. In order to solve
the problem of insufficient data, a number of image augmentation techniques imple-
mented in Keras were applied. The method has been validated on a magnetic resonance
images (MRI) data set.
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Abstract. Fatigue is considered as reduced workability and motivation that
affects physical, emotional, and mental activeness. It is a critical concern that
influences the precision and accurate implementation of some tasks or the
emotional condition. Early detection of fatigue onset is crucial, such that pre-
ventative or corrective controls may be presented to minimize work-related
traumas, the inexact performance of a task that require high-level accuracy, as
well as to avoid making a wrong decision as a result of tiredness.
Our goal is to create a non-invasive, proactive model for real-time fatigue

estimation based on typical features as tremor, heart rate, and blood oxygen
saturation. We expect to set up a relation among the handshaking, heart rate, and
oxygen level on one side and the weariness onset on the other. We will use a
compact high-precision accelerometer to capture the low-frequency physiolog-
ical tremor and an optical sensor to detect the heart rate and blood oxygen
saturation. Intelligent learning algorithm will be used to personalize user char-
acteristics, such as baselines of the tremor, heart rate, and oxygen level.

Keywords: Fatigue � Tremor � Heart rate � Blood oxygen saturation �Machine
learning

1 Introduction

Fatigue is a common non-specific condition that identifies with reduced ability to work
and motivation to implement voluntary tasks or emotional disturbance [1]. Tiredness
accumulation could cause a chronic fatigue syndrome, overtraining syndrome, disor-
ders, dysfunction, or diseases on human health. Fatigue is classified as physical when it
affects the muscles’ motion performance, mental in case it is related to overworking or
working under pressure and stress, and emotional that is known as long-term or chronic
fatigue with incapability to retain mental focus [2].
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Fatigue is influenced by multiple factors, which is the main reason for the lack of a
tool that estimates the exhaustion level. The main techniques that are used for tiredness
evaluation are motion detection and estimation, electromyography, questionaries, and
fatigue scales, perceived exertion and discomfort scales, visual attention tests, analysis
of the work quality, productivity and number of errors, and some physiological
parameters as heartbeat/heart rate, blood pressure, blood oxygen saturation (SpO2),
biomarkers, force measurement, etc. Typical signs of physical load and fatigue are
increased heartbeat/heart rate and diminished blood oxygen level. It is reported that
reduced SpO2 in muscles has significant effect on muscle tiredness [1].

A significant indication of the tiredness or exhaustion is tremor [4], defined as a
slightly involuntary shaking of a body part [5]. It can be detected in healthy individuals
(physiological tremor). Physiological tremor is rarely visible and is not considered as a
disease. It is a normal human phenomenon that is a result of physiological properties in
the body (for example, rhythmical activities such as heartbeat and muscle activation). It
is amplified by anxiety or panic, stress, some medicine, etc. It can also be caused by
fatigue as a natural event after making a long-time effort or short-time efforts with high-
intensity. Physiological tremor with a frequency between 8 to 12 Hz and an amplitude
of the oscillations in the range 50–100 lm range [6], is usually reversible once the
underlying cause is addressed. The quantitative measurements of tremor frequency and
amplitude cannot give a detailed information regarding the tremor type. To determine
the characteristics that are independent of the body part motion, features in time and
frequency domain as amplitude, power spectra density distribution, frequency disper-
sion, frequency peak, etc., should be calculated [7].

Machine learning (ML) techniques are applied to recognize daily human activities
and tremor severity evaluation [8, 9], as well as to interpret the tremor data and predict
fatigue [10, 11]. Recently in microsurgery, handled instruments with active tremor
compensation are used to avoid the influence of the oscillations of the operator's hand
based on the physiological tremor or handshaking affected by tiredness. Alongside the
improvement of clinical methods, the robotic systems with the highest significance of
the precision, stability, and controllability are used. For tremor compensation, dis-
tinctive and accurate recognition and separation of the unwanted involuntary hand
movements in real-time are required.

2 Objectives

We aim to create a non-invasive, proactive model for real-time fatigue estimation based
on typical signs of tiredness as tremor, heart rate, and SpO2. The framework aims are to
distinguish the early signs of tiredness and exhaustion in workers to prevent them from
unfavorable outcomes of fatigue and predict fatigue onset using the motion and
physiological data. We will apply advanced ML techniques to create a mobile phone
application to alert the user when the first signs of fatigue appear.
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Accomplishments in ML and wearable sensor innovation have made the potential
for creating frameworks that use the information gathered from the sensors and predict
fatigue onset in real-time. The suggested approach will give an answer to address a
fundamental and pragmatic requirement for care for the user's physical, mental, and
emotional well-being. It is an advanced methodology for distinguishing the first
manifestations of the tiredness.

3 Methodology

A group of 20 volunteers older than 40 years will be invited to participate in the study.
Three target subgroups will be recruited: subjects working in unfavorable conditions
such as high level of contamination, heat, humidity, noise, etc. (field or outdoor
workers); subjects implementing long-time effort or short-time effort with high-
intensity (machine operators, loader, etc.); subjects working under stress (emergency
room workers, etc.). They will be asked to wear the watch for one month, imple-
menting the daily activities.

A compact high-precision accelerometer integrated into smartwatch or in a com-
mercially available device will be used to capture the low-frequency physiological
tremor. Smartwatch's optical sensor will collect the heart rate data. The blood oxygen
saturation will be examined by a sensor integrated into a ring available in the market.
Collected data will be Bluetooth transferred to a smartphone where signal analysis
software will estimate the data and will create a model that predicts fatigue based on the
tremor and heartbeat quantification (Fig. 1).

To collect the accelerometer and heart rate data continuously in real-time, we could
use smartwatch as TicWatch E or Polar M600 (Fig. 2) that combine both sensors.
Smartwatch application (Android or iOS) will record and plot the accelerometer data.
A smartphone application will receive collected by the smartwatch data and will
analyze it.

Fig. 1. The principle of operation of the system for detection and prediction of fatigue onset.
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Motion data could also be collected using a MetaMotionR sensor by MbientLab
(Fig. 3). It is a circular sensor with a diameter of 20 mm and a lifetime upwards of 24 h
that uses a Li-Po rechargeable battery. A personal wearable sleep tracker
GO2SLEEP HST by Sleepon, will be used to monitor the heart rate and blood oxygen
level (Fig. 4). It consists of 660 nm and 940 nm dual-wavelength reflective photo-
plethysmogram sensor to detect the finger arterial capillaries. Data will be recorded
with a sampling frequency of 50 Hz; the calibration range is from 70% to 100% for
SpO2. Data from both devices will be transferred to a smartphone for analysis.

Intelligent learning algorithms will be used to personalize user characteristics, such
as the baselines of the tremor, heart rate, and oxygen level. ML techniques as Support
Vector Machine, Ensemble classifiers, and Neural Network will be applied to discover
arbitrary models or structures in the recorded data. This approach will be based on the
innovative extraction of the features in time and frequency domain from the raw
accelerometer data, heart rate, and SpO2 that are relevant to fatigue detection (Fig. 5).
Auditory and vibrotactile alerts will trigger when tremor characteristics changes cor-
respond to the fatigue onset.

Fig. 2. Smartwatches that will be used in the study: TicWatch E and Polar M600.

Fig. 3. MetaMotionR sensor by MbientLab.

Fig. 4. Rings measuring heart rate: GO2SLEEP HST by Sleepon.
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To accomplish this, we will design and develop a model for fatigue estimation and
detection of the early onset of fatigue based on the recorded tremor, heart rate, and
SpO2 data. The data enable tracking of the health status of risk groups. We will create a
proactive model that will identify the user’s first signs of tiredness in real-time and will
alert him/her and the control center/supervisor to provide the rest spots of the vul-
nerable area and ensure the relaxation to continue work and make the right decisions.

4 Expected Results and Potential Applications

In a previous study with results published in [12], we developed an algorithm for the
recognition of rest and effort tasks implemented by the participants during the per-
formance of maximum voluntary contractions. ML algorithms (Decision Tree, Support
Vector Machine with different kernels, k-Nearest Neighbor algorithm, and Ensemble
Bagging Tree classifier) were applied to classify and identify the rest and the effort
tasks. The achieved performance of the models was 96%.

We are target to create a non-invasive, proactive model for real-time fatigue esti-
mation. We expect to set up a relation among the tremor, heart rate, and SpO2 on one
side and the onset of weariness and fatigue on the other. After the tremor detection,
accurate recognition and separation of the voluntary and undesirable involuntary hand
movements in real-time should be implemented. In the developed ML model, age,
gender, co-morbidities that can impact the tremor, and exercises being performed as
well, will be taken into consideration to create a personalized weariness level prediction
for the user.

We expect to define a relevant admonition framework for the presence of early
indications of fatigue. It will keep up the physical, emotional, and mental health of the
user by distinguishing the early symptoms of tiredness and cautioning that break is
required.

The framework could be utilized in microsurgery or in the fields where hand/body
exactness, steadiness, and controllability are critical. It can help to recognize the tremor
of the operator and develop models for tremor indemnity to isolate undesirable hand
motions in real-time. The fatigue detection device will be suitable for usage from the
people working in unfavorable conditions such as high level of contamination, heat,

Fig. 5. Overview of the machine learning schema.
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humidity, noise, etc., to alert the supervisors for the fatigue level of the workers and to
take preventative or corrective controls to minimize work-related traumas, as well as in
other cases where the making the right decision quickly is with high importance (pilots,
public transport drivers, etc.). Since the exhaustion is additionally a weakening result of
long work hours, lacking recovery, and a helpless errand plan (e.g., motion repetition,
intense efforts, etc.), it is crucial, as it can influence the exactness and precise execution
of particular assignments.

Conflict of Interest Statement: The authors declare that they have no conflict of
interest.
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Abstract. Monitoring systems are of great importance in patient healthcare.
They provide real-time data about a patient’s wellbeing and allow disease
prevention. Employing wireless sensor networks for this task provides the
advantages of remote monitoring, reduced hospitalization and increased
mobility of the patient by reducing the amount of wiring. As such, this paper
aims to design a healthcare monitoring system (HMS) based on the
IEEE802.15.4 standard. Several simulation scenarios are implemented in
QualNet Developer 6.1 to analyze the behavior of the HMS in a variety of cases:
single static/mobile user, multiple users, data forwarding by means of cellular
mobile networks, or periodical data collection by a drone. The performance of
the system is evaluated in terms of QoS parameters. Energy consumption is also
considered.

Keywords: Wireless sensor networks � Remote patient monitoring � IEEE
802.15.4 � ZigBee

1 Introduction

Careful monitoring of a patient’s vital parameters ensures the early discovery of illness
aggravation signs and rapid intervention, prevents hospitalization and leads to an
increased quality of life of the patient. Moreover, to lower the costs of healthcare and to
offer better patient care, remote patient monitoring has been widely employed [1].

Depending on the patient illness, several sensors might be needed to assess the bio-
physiological parameters of interest. All the information collected by these specialized
sensors is then sent to the healthcare provider to be processed and analyzed. To achieve
a complete and complex patient monitoring system that enables continuous observation
of patients, Wireless Sensor Networks (WSNs) can be used.

As such, this paper aims to design a wireless sensor network based on IEEE
802.15.4 for health monitoring, to implement the WSN in QualNet Developer 6.1, and
evaluate its performance through simulation in terms of QoS parameters.

The remainder of this paper is organized as follows. Section 2 presents related
works on WSNs for health monitoring, Sect. 3 describes the proposed WSN solution.
Section 4 outlines the simulation scenarios while Sect. 5 shows the experimental
results. Section 6 concludes the paper.
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2 Related Works

Taking into account the considerable advantages the WSNs are showing, especially in
the health domain, a particular study about patient monitoring using Wireless Mesh
Networks (WMN) is analyzed in [2]. The cabling needed for the connection to the
backbone network is significantly reduced when WSNs are used. The monitoring of the
patients is made respecting the following scenario: a bio-medical packet that is asso-
ciated to the patient is used to automatically supervise the heartbeat, pressure and
temperature of the patient.

Because WSNs are very suitable to deal with emergency situations and with
abnormal conditions of the patients, in [3] is proposed an ECG and blood pressure
supervision based on the wireless network technology and continuous information
analysis using the mobile phone. In case of mobility, [4] provides an idea about a
portable monitoring system where all the sensors are connected to a microcontroller,
containing a wireless communication module. A prototype system has been designed
with recommended medical standards, the obtained results indicating that the proposed
healthcare system is effective and can be used to supervise outdoor patients [4].

The system proposed in [5] presumes a coordinator node attached on the patient’s
body to collect all the signals from the wireless sensors and send them to the base
station. This system can detect the abnormal conditions, issue an alarm to the patient
and send a SMS/E-mail to the physician [6, 7]. Also, the proposed system consists of
several wireless relay nodes which are responsible for relaying the data sent by the
coordinator node and forwarding them to the base station.

In [8], the recently proposed Body Sensor Networks (BSNs) combine context-
aware sensing for increased sensitivity and precision, in addition to providing con-
tinuous assessment and control of physiological parameters. The BSN hardware
development structure is developed to promote research and development in BSN and
multi-sensor data fusion. The BSN nodes provide a scalable setting for wireless sensing
technology development with their low power, versatile and compact design.

As most devices and their applications are wireless in nature, security and privacy
concerns are among major areas of concern. Whether the data gathered from patients or
individuals are obtained with the consent of the person or without it, misuse or privacy
concerns may restrict people from taking advantage of the full benefits of the system.
These issues are discussed and analyzed in detail in [9], indicating some possible
solutions.

3 Proposed WSN Solution

The key goal of this paper is to design and test through simulation a WSN for health
monitoring. The proposed WSN relies on the ZigBee IEEE 802.15.4 specifications and
is implemented in QualNet Developer 6.1 network simulator.

The WSN consists of several sensors (Reduced Function Devices, RFDs) that
collect data regarding the patient health and transmit it to the Personal Area Network
(PAN) coordinator (a Full Function Device, FFD, or data sink).
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The most common set of medical sensors used in patient supervision were con-
sidered, being important variables for disease prevention and treatment especially in the
case of elder patients. The type and number of bio-physiological factors to evaluate in a
mobile patient monitoring system can differ based on the implementation situation and
the patient’s health condition [1]. Table 1 summarizes the general characteristics and
the performance requirements of some reliable, low power and small-size medical
sensors [1].

For accurate simulation results, the features in Table 1 were considered when
configuring the simulation scenarios. As such, Constant Bitrate (CBR) applications
were configured to simulate the traffic generated by each wireless sensor (or acquisition
front-end in case of multiple leads). Given the multiple leads in the ECG, the corre-
sponding CBR resulted in a data rate of 9600 bps. A high sampling frequency for
glucose monitoring resulted in a CBR of 3200 bps.

The simulation scenarios underwent a calibration phase to determine the set of
configuration parameters that yields the best performance results. If not efficiently
selected, parameters like MAC channel polling, routing protocol, or buffer size may
result in decreased performance of the network. The main physical and MAC layer
parameters are synthesized in Table 2.

After several studies performed on different scenarios, it was noticed that Ad-hoc
On-demand Distance Vector (AODV) protocol is suitable only in case of monitoring
less than 4 bio-physiological variables per patient. When the number of sensors is
increased, the Dynamic Source Routing (DSR) protocol needs to be employed, offering
better performances. In case of needing to forward the data to a collecting center
through LTE or WLAN technologies, a challenge occurs taking into consideration that
DSR protocol implementation in QualNet cannot support more than one interface. To
solve this inconvenience another routing protocol was tested, the most satisfactory one
for this situation being Dynamic MANET On-demand (DYMO) protocol.

Table 1. Transmission requirements for bio-physiological variables [1].

Bio-physiological variable Delay sensitivity Data rate (bps)

Electrocardiography (ECG) *1 s 7,200–9,600
Motion detection NO 7,200
Glucose monitoring NO 640–3,200
Blood pressure NO 1,920
Blood oxygen (SpO2) NO 1,920
Cardiac output NO 640
Respiration NO 300
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4 Simulation Scenarios

4.1 Monitoring One Static Patient

The first simulation scenario considers the health monitoring of a hospitalized patient
as presented in Fig. 1. In this case, the data collected by the wireless sensors are
transmitted to the sink, which, in a real case, would allow the doctor in charge to verify
the data. Device 2 is the PAN coordinator while the other devices are RFDs, all of them
being connected to a subnet. The scenario dimension is set to be 4 � 4 m.

Table 2. Main PHY and MAC settings in QualNet 6.1.

PHY parameter MAC parameter
(RFD)

MAC parameter (FFD)

Radio type 802.15.4 Radio MAC protocol 802.15.4
Tx power
(dBm)

3.0 Device
type

RFD Device type FFD

Packet Rx PHY802.15.4 Rx
Model

Poll
interval

1 FFD mode PAN
coord

Modulation
scheme

O-QPSK Beacon
order

3 Enable GTS Yes

CCA mode Carrier sense SF order 3 GTS trigger
precedence

1

Antenna
model

Omnidirectional Data ack No

Beacon order 6
SF order 6

Fig. 1. Monitoring of one static patient.
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4.2 Remote Patient Monitoring – Data Forwarding Through LTE

This scenario takes into account the case where the patient is at home but still requires
health monitoring. As in the previous scenario, the sensors collect health data from the
patient and transmit it to the sink. Then, the data collected by the sink are transmitted to
the healthcare provider for analysis by means of an LTE network. This means that the
sink must be equipped with an LTE radio interface as well. Making use of cellular
mobile technologies to transmit the data to the care provider ensures the quality of the
transmission, distance and delay not being an issue. The terrain dimension is set to be
10 � 15 m to account for the patient’s home (Fig. 2).

This scenario also considers a mobile patient, Fig. 3 showing that the patient has a
random path inside the house (marked with red flags), while the sink remains in the
same position. As the patient moves, so do the sensors, thus varying the propagation
conditions during data transmission. Device 9 represents a data collection center in the
healthcare provider facility.

4.3 Monitoring Multiple Patients

In a similar approach, this scenario accounts for the monitoring of group of patients
from an elderly center. There is a sink for each patient, gathering health data from the
sensors and forwarding them to the medical staff in charge of patient monitoring. Given
that data forwarding is done by means of an LTE network, the data collection center
can be in the same building as the patients, or in a remote area. Figure 3 illustrates this
scenario, where 5 patients are being monitored.

Fig. 2. Remote patient monitoring and data forwarding through LTE.
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4.4 Remote Monitoring of Multiple Patients in an Isolated Area

While the previous case made use of LTE to ensure proper data transmission to the
monitoring center, this scenario accounts for the monitoring of patients living in an
isolated area, where the infrastructure for cellular mobile communications (e.g. LTE) is
not available. In this case, the data can be collected using a drone which will fly by
each house and wait to download the data from the sink (1 min in this case). After the
data is downloaded from the first patient, the drone will fly to the next one and so on
until all the information is collected. In this scenario, illustrated in Fig. 4, the sink
continuously collects the sensor data but forwards it only when the drone is in the
vicinity. A temporary ad-hoc WLAN network is set up between the PAN coordinator
and the drone for data collection. The terrain dimension is set to 400 � 300 m.

Fig. 3. Monitoring of multiple patients.

Fig. 4. Monitoring of multiple patients in an isolated area.

Wireless Sensor Networks for Healthcare Monitoring 237



5 Results

For the first simulation scenario, the DSR protocol was used. The packet loss rate is
low, being 0.87% overall. The overall average end-to-end delay is 0.42s.

For the second simulation scenario, where the data has to be forwarded to a
monitoring center, the routing protocol used is DYMO, which changes the network
performance. Although the same amount of data is sent by RFDs to the PAN coor-
dinator, an increase of dropped packets is noted when using DYMO. The overall packet
loss rate reaches 1.26% for a static patient. As expected, employing LTE for data
forwarding from the from PAN coordinator to the collecting center ensures a successful
transmission with no additional packet loss. When the patient is mobile and moves
away from the sink, the overall packet loss rate increases to 1.28%. In this case the
overall average end-to-end delay is 0.16 s.

In the third scenario, increasing the number of monitored patients leads to worse
network performance. The packet delivery is affected by node placement, application
start time, DYMO protocol settings and node opportunity to access resources. The
overall packet loss is 1.92% and the overall average end-to-end delay is 1.04 s.

For the last simulation scenario, the overall packet loss rate reaches 2.3%, but the
average end-to-end delay is 0.6 s.

Table 3 summarizes the obtained results which show that the performance of the
network is affected by various factors such as number of sensors per patient, number of
supervised patients, or interfacing with other networks for data forwarding. The packet
loss rate increases with the complexity of the network, while the delay is highly
dependent on the existence of other networks and possible interferences. The jitter is
insignificant, given the application type.

In order to estimate the battery lifespan, the simulation time was set to 6 h. The
power consumption rate during this period is approximately 0.3%. Therefore, the
battery will be empty after 2000 h, or about 83 days when sensors are sending data
continuously. The battery can be changed for all sensors at once when the battery runs
out at the most requested sensor, or in turn if necessary.

Table 3. Overall QoS performance.

Scenario Packet loss rate
(%)

Average delay
(s)

Average jitter
(ms)

1 – one static patient 0.87 0.42 39
2 – one remote mobile patient 1.28 0.16 15
3 – multiple patients 1.92 1.04 70
4 – multiple patients in an isolated
area

2.3 0.6 49
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6 Conclusions

The effective implementation of a WSN for patient monitoring relies on several key
aspects. First, the bio-physiological variables of interest and the associated traffic
profiles have to be evaluated in order to determine the specific QoS requirements for
each type of sensor. Next, the requirements in terms of number of devices, placement,
propagation conditions and mobility have to be taken into account when deciding what
topology is suited for the use-case scenario. Then, the WSN candidate is selected,
determining the communication protocols and standard specifications (in this case
ZigBee based on IEEE 802.15.4) to meet the previously determined requirements.
Interference with existing networks must be considered when selecting the operating
frequency. Device interfacing with other wireless communication technologies may be
required if data needs to be forwarded to a remote monitoring center.

Due to their performance, small size and low power consumption, WSNs are
suitable for patient health monitoring and transmitting the collected results to the
healthcare center, leading to decreased healthcare costs and an increased quality of life
of the monitored patients.
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Abstract. Smart homes have a positive impact on people with physical dis-
abilities by improving their quality of life. Thus, depending on the health and
physical condition of the person, a certain type of architecture can be chosen.
This paper presents a system designed to command a smart house low-cost
prototype being based on two modalities of hand gestures recognition. The first
approach is referring to the usage of an envelope signal taken from an elec-
tromyography (EMG) sensor. The gestures sequence of tightening and releasing
an elastic object in the hand was coded in such a way that through the digital
output signals, different appliances in a smart home can be controlled. The
second application uses hand gestures images and with the help of a recognition
algorithm the same smart home prototype can be commanded. A particle clas-
sifier was used in order to recognize nine hand gestures. The beneficiary of this
system could be mainly a person with motor disabilities that can manage in a
simple and relatively inexpensive way any household devices such as lights,
doors, fans, TV sets, heaters and others. The applications are implemented in
LabVIEW environment from National Instruments (NI) and they offer a friendly
interface and also a simple and robust way to communicate with the relays
module that controls the intelligent house.

Keywords: Smart house � Hand gestures recognition � Electromyography �
Image processing � LabVIEW

1 Introduction and Related Work

Home automation refers to the integration of systems like lighting, security, heating, air
conditioning, video, audio and other household appliances in a single central interface.
Thus, the smart homes can be controlled in different implementation approaches
starting from the simple button press to voice or gestures recognition.

There are many assistive domotics that are specially designed for elderly people
with disabilities [1]. In this case the the interaction with appliances based on the hand
gesture recognition is considered often more natural and simpler than that of using
different computer peripherals like keyboard, mouse or remote-operated devices [2].
The hand gesture systems were also designed for medical assistance like in [3] where a
wheelchair is driven intelligently by using a human-computer interaction based on a
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gesture vocabulary. In the same area of interest, hand gesture recognition was used to
switch different electrical equipment (lights, fan) or to communicate with the hospital
staff [4].

The hand gesture can be recognized in real time from electrical signals or images.
In the first case, the information can be acquired from diverse wearable devices like
accelerometers or gyroscopes. Thus, such systems like that presented in [5] uses ten
gestures for controlling a smart house. Similarly, in [6] a hand gesture recognition
system was developed and based on two deep models representing features from
several mobile sensors.

Electromyography (EMG) signal is the basis of many applications in the field of
hand gesture recognition. The signal captured by the electrodes can be processed by
specialized circuits so that after digitization it can be processed and interpreted for
directing different prosthetic devices, machines or robots [7, 8]. The acquisition of the
EMG signal can be done non-invasively using surface EMG or invasively using
intramuscular EMG. Surface EMG involves the sensors placing on the skin in order to
measure the electrical activity of the muscles. The second variant, intramuscular EMG,
consists in inserting the needle into the muscles. The real time gesture recognition
based on EMG signal uses often machine learning models [9]. Here new techniques
were developed in preprocessing, feature extraction, classification and postprocessing
stages. In [10] a Myo Sensor is used for designing a device model that helps people
with disabilities to have a normal live.

The gestures recognition using hand images was a permanent preoccupation
regarding the field of human-computer interaction. There are studies, like in [11],
where diverse machine learning algorithms are presented and compared. In [12] the
authors propose an accurate RGB hand gesture recognition model using a two-stage
deep convolutional neural network (CNN) architecture. Another approach uses a
wavelet-based feature extraction and supervised Artificial Neural Networks (ANNs)
based classification [13]. In [14] the gestures can be recognized with high accuracy
from low resolution images.

The concept of smart home is often correlated with people with special needs, and
consequently there are a large variety of smart home models. The main objective in
designing a smart home for people with mobility disabilities is the installation of
devices to assist in mobility. The selection of devices varies from one category to
another depending on the needs of the person. The right choice of devices must give to
the inhabitant the confidence regarding the mobility and possibility to communicate
with domotic environment [15].

Our paper presents a smart house prototype that is controlled by using two different
hand gestures recognition LabVIEW applications. The first one uses the rectified
envelope signal from a surface EMG (MyoWare) sensor. This signal is used to com-
mand the household appliances. In the second application, different hand gesture
images are acquired, processed and classified in order to operate the the same house
devices.
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2 System Design

Figure 1 shows the schematics of our hand gesture recognition system and its inter-
action with the smart house. The system contains two main parts: the first one contains
the prototype where the appliances are switched using a module of relays and the
second one is referring to one of the hand gesture recognition LabVIEW applications:
the one based on an EMG signal and the one based on hand gesture image recognition.

2.1 The Smart House Prototype

The idea of designing and implementing of smart house prototypes was and continues
to remain the main preoccupation of many researchers. Thus, in [16] an integrated
system representing a smart house was presented in detail. This approach is useful
when an evaluation of the system compliances with its requirements is needed.

The goal of our research was to implement and test two types of applications
regarding a smart house control by using the hand gesture recognition. In order to
achieve these objectives, we developed a low-cost smart house prototype where the
opening and closing of the doors, the switching of lights, TV station and fan are
possible due to the user hand gestures. The proposed system contains the home
environment, the Arduino Uno unit and the a module with 12 relays. The digital
outputs of Arduino board and the relays inputs were used to test a software simulation
with all the commands necessary to switch the appliances in the house. Each ON/OFF
state will represent one of the recognized hand gesture. The prototype components
were installed on a wooden house provided with fours rooms and two doors like in
Fig. 2a. The electrical diagram of the house prototype and its main parts: Arduino
board, relays module, Light Emitting Diode (LED), dc motors, fan, power supplies are
presented in Fig. 2b.

Fig. 1. The schematics of the hand gesture recognition system
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3 Application 1. Smart House Control Using EMG Signal

In the first LabVIEW application an EMG sensor is used to detect the gestures and thus
different devices in the smart house can be operated. An elastic ball is tightened and
released several times by the user and the number of these actions will be coded. The
opening or closing of the appliances in the house will be decided, simply, only by
playing with the ball.

3.1 Hardware Components

The hardware part for the application based on EMG signal consists of a MyoWare
surface sensor placed on the users hand and a NI-myDAQ data acquisition board
connected like in Fig. 3.

The electrodes placement was chosen in order to have the maximum response for
the user’s hand gestures. The envelope signal from the SIG output on MyoWave sensor
board was used to codify the gestures. The application was tested for recognition of five
gestures and for this purpose five LEDs were used as seen in Fig. 4.

Fig. 3. Applications 1-the hardware components

Fig. 2. The smart house prototype: a. Top view, b. Electrical diagram
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3.2 Methodology and LabVIEW Application

The main objective of the application was to use the signal from the MyoWave EMG
sensor in order to drive the digital outputs of the NI-myDAQ acquisition board. The
user has the possibility to tighten and release the object in the hand 1, 2, 3, 4 or 5 times.
Two successions of repeated movements performed by the user were considered as one
gesture. The identified code can thus be used to drive the various functions of a smart
home. These functions were tested on the five LEDs placed at the digital outputs of the
acquisition board (Table 1).

The front panel of the LabVIEW application is shown in Fig. 5 and it contains a
graphical waveform chart indicator where one can view the signal received from the
EMG sensor during the execution of the gesture. This signal is also displayed in a
waveform graph indicator for 6 s, on a number of 30,000 points, with a sampling
frequency of 5k points/second. The gesture code (message) can be viewed on a string
indicator. This code can be obtained if the tightening maneuvers of the elastic object
are repeated twice in the signal analysis window. The coding is based on determining
the number of peaks in the signal values that exceed a predetermined threshold. Thus,
before running the application, a calibration stage as well as an initialization stage is
required. Once the gesture is identified, for example if the code is 55, the LED (virtual
and physical) related to it will switch to ON state. For the LED-OFF code status the
user has to make a new gesture: for example, 5-followed by a single tightening
maneuver, i.e. 1. Consequently, the resulting gesture code will be 15 and this means
that the LED for gesture 5 will be turned OFF. The front panel has a logical indicator

Fig. 4. The schematics for testing the application 1

Table 1. Hand gesture codification

NI myDAQ DO Gesture LED-ON Code Gesture LED-OFF Code

Line 0 Gesture 1-ON 55 Gesture 1-OFF 15
Line 1 Gesture 2-ON 44 Gesture 2-OFF 14
Line 2 Gesture 3-ON 33 Gesture 3-OFF 13
Line 3 Gesture 4-ON 22 Gesture 4-OFF 12
Line 4 Gesture 5-ON 66 Gesture 5-OFF 16
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(Boolean) that will announce the user of the application when he can start executing the
next gesture. This is signaled simultaneously by a beep sound.

The front panel also has the possibility of displaying in real time the entire
experiment in an “Image display” type window.

An important element in the block diagram was the Peak Detection.vi, where the
threshold and the width were chosen in order to have a stable and strong detection of
signal peaks. The number of gestures can be increased, and the codes can be expressed
in more than two digits, thus there is the possibility to extend the application if the
number of outputs of the acquisition board permits this.

4 Application 2. Smart House Control Using Hand Gestures
Images

4.1 Hardware Components

The application 2 (Fig. 6) is based on hand gestures images and is implemented using
the following hardware components: the smart home prototype (1), the webcam placed
above the user's hand (2), the computer (3) and the NI-myDAQ acquisition board (4).

Fig. 5. The LabVIEW front panel of the application 1

Fig. 6. Application 2 - the hardware components
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The acquired images are processed and classified in order to recognize hand ges-
tures. Thus, nine such gestures were learned and then associated with the ON/OFF
commands for the relay’s inputs according to Table 2.

4.2 Methodology and LabVIEW Application

In order to recognize hand gestures, the NI Vison Assistant program was used in the
classification learning stage. For this, the images were pre-processed by applying a
mask (Fig. 7), extracting the color plane and respectively applying a smoothing filter.
Then the gestures were learned by generating the classification file (Fig. 8).

Table 2. Hand gestures images associated with the appliances commands

Relay NI-myDAQDO Gesture - ON Gesture - OFF

1-Light Line 0 Gesture 1 Gesture 2
True False

2-fan Line 1 Gesture 3 Gesture 4
False True

4,7-Doors 1,
2 Closing

Line 2 Gesture 5 Gesture 6
False True

3,6-Doors 1, 2
Opening

Line 3 Gesture 7 Gesture 6
False True

7-TV Set Line 4 Gesture 8 Gesture 9
True False

Fig. 7. Hand image preprocessing: appling the mask
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The front panel of the application (Fig. 9) contains two image displays in which
images with hand gesture before and after preprocessing are presented. If the gesture
identification score is maintained above a 900 threshold for more than 2 s, meaning a
static and stable image, the command will be considered valid and consequently the
relay associated with the gesture will change its state. The recognition of the gesture is
signaled by the Boolean indicators. To align the camera and to maintain the state of the
relays on the chosen position, a reference image was used. This is represented by a
green round landmark disposed on the work surface.

The application was tested for all the possible situations. Thus, for example, with
the Gesture 7 followed by Gesture 6 the doors 1 and 2 will open and with the Gesture 1
the light in the room will turn on (Fig. 10).

Fig. 8. The generation of the classification file.

Fig. 9. The LabVIEW front panel of the application 2
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5 Conclusions

The design of a smart home is currently oriented on software development strategies,
when through dedicated algorithms the devices in the house can be controlled by
human gestures.

The applications presented in this paper permit the user to interact with the smart
house environment. The first application offers the advantage of using EMG sensor for
gesture recognition by counting, in a simple way, the numbers of hand movements. The
drawbacks are related to the uncomfortable mounting of the sensor on the user's hand
and to the necessity of system periodical calibration. The recognition system based on
hand gesture images does not imply any special conditions for interaction with the
appliances. The lighting conditions can be kept relatively constant if a local illumi-
nation system is installed. In an improved solution for this application a camera or more
could be mounted on the ceiling of the house and the user, based on his hand gestures,
could interact with the different devices disposed in the house.
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Abstract. In this paper we present a method of analysis of skew data. Skew
data exists in many areas including medical data. Our contributions consist in
the use of probabilistic functional dependencies together with statistical evalu-
ators and elements of information theory to find correlations in skewed data. The
experimental part uses real medical data that shows the skew property. The
results highlighted the most representative classes in the practical field analyzed
which was determining HLA-CMV correlation in renal transplantation.

Keywords: Probabilistic databases � Probabilistic functional dependencies �
Skewed data � HLA � CMV

1 Introduction

1.1 Context and Motivation

The context that generated the research presented in this paper is the following:

• There is a collection of patients suffering from a malady X.
• Every person has intrinsic properties.
• In the treatment of the disease D1, there is susceptibility to some patients acquiring

another disease D2 (viral).

The question that is asked and to which this article tries to present a possible
solution is whether some of the patient's properties facilitate illness D2.

Data skew is common in various areas, including medical data. One of the diffi-
culties we have over which to pass in data analysis is positive skewness of the data.

Distributions of this kind have been extensively studied in the literature - Pareto [1],
Zipf [2], power-laws.
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Our experiments were performed for D1 = kidney dysfunction and D2 = cy-
tomegalovirus (CMV) disease, and the characteristics studied were human leukocyte
antigens (HLA). In kidney transplantation, CMV disease leads to rejection of the graft.
The rationale behind our analysis is that by demonstrating the causality “the existence
of an HLA locus leads to the appearance of CMV after transplant”, one can predict and
treat early.

1.2 Probabilistic Databases

Relational data model remains a model widely used although it took almost half a
century after the publication of E. F. Codd’s works [3, 4]. The most important aspect
related to the relational model is normalization of relations. About the normalization
functional dependency (FD) between the attribute single or compound X and the
attribute single or compound Y (X ! Y), means that when there is a tuple which
contains the combination of x and y, where x ε X and y ε Y in the case that another
tuple contains x ε X, then the Y attribute contains the value y.

In the field of medical database, functional dependencies cannot be defined with
100% certainty. In the medical area for events already occurred the relationship
between an x ε X and y ε Y can be specified but we can make only an approximate
statement, with some confidence, related X ! Y for future events. Therefore, in
medical field probabilistic approach is more appropriate.

In the last decade, researchers have extensively dealt with database type proba-
bilistic. The field of applications include data integration systems, multimedia data-
bases with image recognition, stock market prediction. Probabilistic database prototype
systems include: MayBMS - A Database Management System for Uncertain and
Probabilistic Data from Cornell University [5], The MystiQ project at the University of
Washington [6], Trio - A System for Integrated Management of Data, Uncertainty, and
Lineage from Stanford University [7].

Related work regarded functional dependencies assuming uncertainty include
among others [8, 9].

2 Proposed Method for Determining Correlations in Skewed
Data

Definition 1
We define probabilistic-functional-dependency (pFD) on relation R between attribute X
and attribute Y, notated X ! pY, a FD X ! Y which holds with probability p.

Definition 2
We define conditional-probabilistic-functional-dependency (cpFD) on relation R
between attribute X and attribute Y, notated X ! p,cY, if X ! pY holds with respect
of condition c (X ! pY holds only for a subset of tuples of relation R).

Input
Some relation, noted R; the set of subject attributes, noted X; consequence attribute,
noted Y; target class of Y.
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Output
The set of cpFDs on relation R.

Step 1
For the first step of the proposed method we cleanse the data in the input relation R.
The data must adhere to some standards.

Because of the assumed property of skewness some normalization of data may be
necessary.

Step 2
This step involves data preparation. We count the cardinality of each class in the set of
attributes of relation R. The probabilities (or support of classes) are simple obtained
(see [10]). In general case, the number of columns in probability relation is determined
by the cardinality of Y domain. In our experiments the cardinality was two.

Step 3
We test for each combination of interest X and Y the truth of the joint entropy H(X, Y)
[11].

We continue with step 4 only with that Xg ε X for which joint entropy of Xg and Y is
less than the sum of individual ones.

Step 4
We determine statistical evaluators [12–14] that will help us finding the pFDs and
cpFDs.

We calculate confidence and all-confidence for each Xg.
We continue with the calculation of lift, conviction, j-measure and z-score.
We shall use z-score to exclude the edge interval values (long tail) and the other

evaluators in validating the excluded classes and in finding the most relevant classes.

Step 5
We determine pFDs. We initiate some voting system. For each class of Xg we deter-
mine the vote for one of the classes of Y supplemented with a dummy class ‘Unknown’
which corresponds to equal probabilities. Next, we maximize the vote. This way we
found orientation of pFD. We consider average of individual probabilities for elected
candidate as p of pFD.

Step 6
We suppose that one class of Y attribute is considered “the most important citizen”
(target class). Conditional probabilistic FD will help us in determining the most rele-
vant classes of Xg i.e. with a probability that encounter a certain confidence threshold
(the condition).

3 Experimental Results

Cytomegalovirus (CMV) is an important pathogen that leads to significant morbidity
and mortality. With more patients undergoing transplants, along with the expanding
indications for immune-modulating agents, the number of patients at risk for devel-
oping CMV disease is increasing.
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Major Histocompatibility Complex (MHC) is a group of genes on a single chro-
mosome that mediate rejection of grafts between two genetically different individuals.
HLA (human leukocyte antigens) are the MHC antigens of humans and are called so
because they were first detected on leukocytes.

We evaluated the association of CMV disease and HLA genotype’s in recipients
after transplantation, out of 670 kidney transplant recipients.

Typing was performed by complement-dependent cytotoxicity (CDC) method using
magnetic beads for cell isolation and monoclonal typing trays (One Lambda, USA),
while HLA-DR alleles were determined by PCR-SSP technique (Olerup, Sweden).

Input relation for our experiments was the one from Table 1.

Table 1. Patient relation

Patient No Gender Age
HLA_A HLA_B HLA_DR

CMV1 2 1 2 1 2

As shown in Fig. 1, 2 and 3 skewness is expressed approximately as a straight
segment with a certain slope on the log-log representation of rank and frequency. That
is, the number of patients holding a certain property (HLA - A, B and DR) decreases
orderly by the rank.

Step1:
Firstly, we have assured that HLA data are consistent with standard names of alleles.
Each patient has pairs of alleles HLA -A, -B, -DR thereby we ordered alleles inside pairs.

Secondly, from the age of patient at transplant date we derived Age_Group so as to
increase the frequency and to overcome the problem of skewness.

Step 2:
We counted the total number of patients (the cardinality n of the relation showed in
Table 1).

Because the position of allele in the pair does not have any importance we have
calculated probabilities for each domain (A, B, DR) in the following way: for each
distinct value in HLA_A1 we count the number of appearances, for each distinct value
in HLA_A2 we count the number of appearances and we sum the partial results by
distinct HLA-A allele. The probabilities (or support of alleles) are obtained as in [10].

The process is the same for HLA-B and HLA-DR. Our study has the characteristic
that Y from a X ! Y FD test is categorical data (Y domain has cardinality two: “yes”
or “no” for events already occurred).

The probabilities for Age_Group and Gender are calculated much simpler by
counting the number of appearances by distinct value in domain.

Step 3:
For Patient relation, X varies with {A, B, DR} and Y is CMV.

In Table 2 we can see individual results for HLA-A, -B, -DR but in Table 3 the
results are for pairs (A1-A2, B1-B2, DR1-DR2). It is obvious that the entropy grows
when pair is considered (Table 4).
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Fig. 1. HLA A skew = 2.6

Fig. 2. HLA B skew = 2.1

Fig. 3. HLA DR skew = 1.2

Table 2. The contribution of information H(x) results

Patient number Gender Age group HLA A HLA B HLA DR CMV

6.5132 0.6654 2.2729 2.2491 2.9792 2.2654 0.2042
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It follows when considering joint entropy which are the attributes of interest to
continue the test for pFD respectively cpFD. In our case are all three HLA (A, B and
DR). Gender and Age Group does not present interest.

Step 4:
We calculated statistical evaluators for each allele (class) of HLA -A, B and DR (Xg).
The classes selected for exclusion by considering a threshold of −0.5 for z-score were
as follows:

• HLA – A alleles: 69(28), 30(19), 2403, 10, 66(10), 34(10) with z-score = −0.5709,
confidence = 0, lift = 0, conviction = 1, and with corresponding j-
measure = 0.0001, 0.0004, 0, 0.0003, 0.0003, 0;

• HLA – B alleles: 56(22), 46, 73, 75(15), 45(12), 64(14), 15, 14, 62(40), 17, 37, 52
(5), 62(15), 70, 42, 16 with z-score = −0.8353, confidence = 0, conviction = 1 and
with corresponding j-measure = 0.0004, 0.0001, 0, 0, 0.0002, 0.0001, 0.0004,
0.0005, 0.0014, 0.0001, 0.0006, 0.0007, 0.0003, 0, 0, 0.0002;

• HLA – DR allele/z-score: *09/−2.2775, *01/−1.1106, *03/−0.9737, *04/−0.5228
with corresponding confidence = 0, 0.025, 0.0279, 0.0376, lift = 0, 0.4814,
0.5379, 0.724, conviction = 1, 1.0234, 1.0249, 1.0352, j-measure = 0.0003,
0.0008, 0.0009, 0.0002.

Step 5:
For each HLA (-A, -B, -DR) we determined the vote for one of categorical value {‘CMV-
Yes’, ‘CMV-No’, ‘CMV-Unknown’} by comparing (‘>’, ‘<’, ‘=’) the number of ‘CMV-
Yes’ occurrenceswith the number of ‘CMV-No’ occurrences for each allele. After that we
maximized the vote and considered the average of individual probabilities for elected
candidate as p of pFD. For example, if we take pFD between HLA-A and CMV we
calculated one vote for ‘CMV-Unknown’ and 19 votes for ‘CMV-No’ with Pavg =
0.9377. We can say therefore that HLA_A ! 0.9377CMV in direction ‘CMV-No’.

Step 6:
For clinical adequate treatment of transplanted patients, the purpose we are interested in
is the correlation between some values of HLA domains and certain value from domain
CMV namely ‘CMV-Yes’. Conditional probabilistic FD will help us in this goal. Using
statistical evaluators presented in section above we can determine the most relevant
alleles i.e. with a probability that meet a confidence threshold to specify disease risk.

In searching for cpFD, for each person to whom the status of CMV is known, we
use pFDs previously determined and calculate max(Pi) where i ε {‘HLA-A1’,

Table 3. H(X) results

HLA
A1, A2 B!, B2 DR1, DR2

3.8092 4.9462 3.8799
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‘HLA-A2’, ‘HLA-B1’, ‘HLA-B2’, ‘HLA-DR1’, ‘HLA-DR2’} for both conditions
“CMV = ‘Y’” and “CMV =‘N’”. Afterwards we test the definition of FD namely for
“CMV =‘Y’” condition what are the alleles which do not appear in combination with
‘CMV-No’ and for “CMV =‘N’” condition what are the alleles which do not appear in
combination with ‘CMV-Yes’. The results must contain only the values that respect the
rule. An example is HLA-A ! 0.9545; c = HLA-A IN {32(19); 68(28)}CMV. We
found that none of HLA-A,-B,-DR alleles determine positive CMV.

4 Usage of the Proposed Method

For a new transplanted person for which we don’t know the CMV value we will try to
estimate {‘CMV-Yes’, ‘CMV-No’, ‘CMV-Unknown’} based on cpFD.

Results of proposed method for CMV positive (patients) are presented in Table 5
and Table 6, where for a patient number it can be interpreted as how useful the most
relevant allele is in predicting CMV in both directions.

What we can see for example at patient number 3 in Table 5 is that if we did not
exclude edge positive interval values by using z-score, HLA_A 36 was elected for
direction “CMV-Yes”. The confidence measure is 0.5, the lift measure is 9.6286, the
conviction measure is 1.9985, the j-measure is 0.0012 and z-score is 4.0077. The
explanation is the noise induced by small counting (two transplanted, from which one
patient and one control).

In the same situation with HLA_A 36 are HLA_B 65(14), 53, 63(15), 57(17), 48
and HLA_DR *09, *01 (left side of z-score), *16, *15.

Table 4. H(X, Y) results

Patient number,
CMV

Gender,
CMV

Age group,
CMV

HLA A,
CMV

HLA B,
CMV

HLA DR,
CMV

6.5132 0.8684 2.4731 0.1971 0.1931 0.2008

Table 5. Excerpt of patient CMV positive

Patient number Probability CMV “No” Probability CMV “Yes”

3 HLA_DR *03 p = 0.972 HLA_A 36 p = 0.500
1779 HLA_B 18 p = 0.948 HLA_B 48 p = 0.250
1450 HLA_A 24(9) p = 0.942 HLA_B 57(17) p = 0.200
3713 HLA_A 1 p = 0.978 HLA_B 57(17) p = 0.200
2488 HLA_DR *04 p = 0.962 HLA_B 57(17) p = 0.200
3457 HLA_B 35 p = 0.965 HLA_A 33(19) p = 0.136
3122 HLA_A 11 p = 0.980 HLA_A 33(19) p = 0.136
2925 HLA_A 3 p = 0.945 HLA_A 33(19) p = 0.136
3040 HLA_B 35 p = 0.965 HLA_B 63(15) p = 0.125
3332 HLA_DR *03 p = 0.972 HLA_B 65(14) p = 0.125
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In step 6 of our method if we consider z-score in the interval (−1, +1) and we
determine conditional probabilistic FD again we found the results presented in Table 6.
For patient number 3 cpFD has for “CMV-Yes” the most representative allele =
“HLA_B 44(12)” with p = 0.082.

However, as already mentioned, probabilistic values in column ‘Probability CMV
“Yes”’ from Table 6 indicate “possible” but cpFD does not applies. Therefore, for
people with CMV value unknown column ‘Probability CMV “No”‘ must be con-
sidered conditioned by the presence of alleles in cpFDs already determined and the
chance of illness is obtained by 1-p.

5 Conclusion

The conclusion is that conditional probabilistic functional dependencies could highlight
the most representative alleles correlated with CMV disease (negative): {HLA-A: 32
(19), p = 0.962; 68(28), p = 0.947}, {HLA-B: 7, p = 0.936}, {HLA-DR: *14,
p = 0.947; *07, p = 0.937}.
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Abstract. High speed information dissemination in the online environment is
useful, but could also lead to fast spread deceptive content. Among the areas
affected by online misinformation is the medical field, hence the need of tools
able to help the users filter inaccurate information. This paper is focused on the
detection of false medical information distributed online. The proposed model is
a sequential neural network with three layers which employs word embeddings.
When tested on a dataset concerned with vaccine hesitancy, its accuracy reached
83%. We show that effective detection of potentially deceptive articles on
vaccination can be achieved by using this neural network.

Keywords: Neural networks � Misinformation detection � Fake news �
Anti-vaccination � Natural language processing

1 Introduction

At the beginning of 2020, SARS-CoV-2 virus started spreading across the world and so
did COVID-19 news, at an unprecedented level [1]. This has been described by World
Health Organization (WHO) also as a “massive infodemic” [2]. When Oliver Véran,
the French Health Minister, suggested that anti-inflammatory painkillers could worsen
the effect of coronavirus [3] on the following days it has been retweeted over 40 000
times. This is just an example of how misinformation can cause harm by influencing
attitudes and beliefs. Individuals are more engaged to understand and make health-
related decisions on treatments and test [4], instead of having personalized recom-
mendations from specialized personnel [5]. Most people tend to trust all the health
information available on the Web without attempting to validate the sources [6].

The vaccine misinformation has been recognized as a global public-health threat. In
2019 World Health Organization included the anti-vaccination movement as a top-10
global health hazards [2]. The overload of conflicting information, misinformation or
manipulated information on social media started to cause serious public health con-
sequences, as a decrease in vaccination rates and increasing the risks of disease out-
breaks [7]. Thus, online anti-vaccination articles may lead parents to question the safety
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of vaccine, distrust health professionals, and seek non-medical vaccine exemptions,
targeting people with low confidence in vaccination [8].

Social media and online information growth since 2010, started to have a con-
siderable impact on society opinion and since then many tools have been developed to
combat fake news and satire articles shared online [9]. In the early days, manual
methods were preferred over automatic ones in fake news detection, denoting the
incipient phase of Natural Language Processing [9]. Automatic methods used on fake
news detection are based on linguistic analysis such as lexical, syntactical or semantical
criteria [10]. Rubin et al. [10] work defines three type of fake news after a research
conducted on deceptive news as follows: fabrication, hoaxing and satire detection.
Other works such as Al Asaad et al. [11] have addressed different on fake news
detection using a machine learning algorithm.

The problem that has been studied on this paper is focused on the detection of false
information distributed online on medical field, on vaccines topic. In our research, we
used a neural network model for Natural Language Processing meant to identify
whether an article has a misleading content or provides legit information. This paper
presents our results obtained in this respect.

The paper is organized as it follows. Section 2 describes the related work on fake-
news detections and anti-vaccines articles. Section 3 provides the knowledge for the
proposed model, including the pre-processing, modelling and training phase. Section 4
describes the experimental results obtained. Section 5 provides conclusions for the
proposed architecture and future work related to the goal of this study and how it can be
improved.

2 Related Work

The paper studies two current topics: one of them being misinformation from online
content on vaccination topic and the second one is referring to automatic methods using
neuronal networks to filter content shared online.

Due to the acceptability of online content sharing, people are prone to bias [11] and
they do not intend to validate the source of information as long as it follows their
preconceived ideas [12]. This has determined a growth in discerning truth and
deceptive articles shared online due to the impact on emotional and personal beliefs
[13], including medicine misinformation. Since 2012 the interest in developing auto-
mated tools to identify satire and fake articles has helped increasing the automated
detection using Natural Language Processing and machine learning techniques on
misleading information and legitimate content [13]. Online misinformation is a well-
known topic in researchers field [11]. Public perception of vaccines misinformation is
an exemplar problem of online misinformation spread through the web [15]. Shah et al.
[14] studied the credibility of online content shared on Twitter using a recurrent neural
networks (RNN) classifier indicating that 12% of websites with vaccine content have
low credibility. Meanwhile, another approach proposed by Guibon et al. [9] classifies
the textual content of the articles into three classes: Fake News, Trusted and Satire.
With an optimized LGBM classifier they predicted better the cases of satire, while
neural networks outperformed for fake and trusted classifications [9]. In their study,
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better reults were obtained with machine learing algorithms compared with the results
obtained with the convolutional neuronal network model. The work proposed by Rubin
et al. [13] towards a news verification system using Rhetorical Structure Theory
(RST) on content data from NPR achieved a 63% prediction accuracy over a 56%
baseline. The study [13] aims to identify differences in narrative between different
stories, topic which is well suited on vaccines article content detection. However, all
the above work is focused to develop computational tools used for detection of false
information distributed online. Therefore, when implementing solutions for binary text
classification algorithms they are focused on the laxical use of the words, evaluating
data on the word level. For the stated problem, the developed solution classifies
medical articles evaluating data at a paragraph level.

When comparing conventional machine learning algorithms with neural networks,
we find that neural networks represent a more complex subset of machine learning
algorithms which have a better performance and are scalable for complex applications
[16]. In [17] Masino et al. proposed a convolutional neural network used to identify
drug reaction from Twitter data. Du et al. [18] adopted CNN models to analyze Twitter
data regarding the public perception of a measles outbreak. In [19] the proposed
solution is a 3-layer neural network to characterize the discussion about antibiotics on
Twitter. Looking at the related work, in the last years the interest in public perceptions
of diseases and medical knowledge has increased significantly.

3 Problem Aproach

The solution we propose relies on a sequential neural network model. The model was
implemented in Python. NLTK was used for preprocessing, while Tensorflow and
Keras were employed for building the model. The architecture of the neural network
model is displayed in Fig. 1. The layers are described in detail in Sect. 3.2.

Fig. 1. Model architecture
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3.1 Dataset

The dataset used is the Facebook Anti-Vaccination Dataset [20]. This set consists of
over 50,000 data containing medical articles, scientific papers and videos which deals
with the subject of vaccination and anti-vaccination movement. For model develop-
ment were extracted 3000 articles from the dataset, where 2400 were used for the
training the model and 600 for testing. Data distribution according to the “anti-vaxx”
label is presented in Fig. 2.

A set of processing steps were conducted in order to enable the data for feature
extraction. Multiple steps of normalization, substitution and tokenization processes,
including the removal of stopwords and tokenize the articles, as displayed in Fig. 3.

Data encoding is made using the Tokenization API provided by Keras, where each
word is represented by a unique integer, so it can be feed into the model. Each sequence
that has been vectorized, having the same defined length of 150. An example of
representation is given in Fig. 4.

Fig. 2. Data distribution sorted by label value

Fig. 3. Stages of a preprocessed article
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The goal was to label paragraphs like the one in Fig. 3 as either “normal” or “anti-
vaxx”. We assumed the “pro-vaccination” opinions possess enough scientific support
to be considered “normal”. Once a text is automatically classified into one of these two
classes, this information could further be used for assessing user/site credibility.

The corpus vocabulary we used the articles from the dataset, instead of the whole
English vocabulary. Due to the diversity introduce by such a huge amount of data, the
embedding layer will be to generic, and it will cause the underfitting of the model. In
order to avoid unbalanced data distribution, we crated a domain related vocabulary for
the stated problem.

Also, another advantage provided by the dataset was that all the data was labeld,
and a lot of time was saved. Each article had a label of 0 and 1 using “antivaxx” label,
indicating if the article is a deceptive one or it contains valid information.

3.2 Classification Model

The developed solution is based on a neural network model with 3 layers. The model
consists of an embeddig layer with a droput applied, a maximum pooling layer aplied
with droput and the output layer with sigmond activation function applied.

The embedding layer is used as the first layer of the neural network and it is fit in a
supervised way using the Backpropagation algorithm. It is the first hidden layer of the
network and it is defined by the size of the vocabulary or the total number of unique
words in the corpus, the number of the dimensions for each word vector and the length
of input sequences. Using word embedding, the words are represented by dense vectors
where a vector represents the projection of the word into a continuous vector space.

The Embedding layer has a vocabulary of 500 with an input length of 150 and the
embedding space of 24 dimensions. The output from the Embedding layer will be 150
vectors of 24 dimensions each, one for each word, creating a dense matrix. We apply
dropout to the output of the embedding layer by selectively dropping certain ids to
prevent overfitting. The second layer consists of a one-dimensional global maximum
pooling layer, used to compute the maximum vector of a from the vector representation
of an article. The third layer is a dense layer with one neuron and a sigmoid activation
function. Since the classification problem is a binary one, the output layer uses sigmoid
as activation function for probabilistic approach in terms of decision making and
variation between 0 and 1 for predictions.

Fig. 4. Padded sequence with defined length
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The model was compiled using binary cross-entropy for the loss function and
Adam optimizer with the learning rate equal to 0.001. The training data and testing data
is fit into the model in 150 epochs and the verbosity is set to 1 to observe the model
evolution.

4 Experimental Results

During our research, another experimental model investigated was the one in [9].
A convolutional neural network which has an embedding layer, the second one is a
convolutional layer were the kernel slides along one dimension with a dropout acti-
vation function, the next layer is a global maximum pooling one for one dimension and
the output layer is a dense layer with 3 neurons with softmax activation function,
because the proposed model uses three labels to solve the classification problem. The
proposed architecture is suggested in articles who discuss about Natural Language
Processing problems and it was adapted for the stated problem. We added an extra
dropout function on [9the second layer and adjusted the hyperparameters to maximize
performance. This new model obtained an accuracy 80% as shown in Fig. 5.

To estimate the expected level of fit of the proposed model to a data set that is
independent of the data that were used to train the model, we performed a k-fold cross-
validation, where we chose k = 5. The mean of the model accuracy scores obtained
was 83% and validates sufficiently the model for the proposed classification problem.
In both situations, it outperformed the baseline model.

Fig. 5. Model accuracy
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5 Conclusions

The online environment allows the spread of deceptive content, which can lead to
misinformation of users and contouring wrong society opinions. Figuring out sources
in social media or forums where content with no factual support originates or is spread
is part of a bigger effort of assessing the credibility of websites and publishers. To
achieve this, the first step is to detect fake content in raw text. We explored this by
focusing on the anti-vaccination case, i.e., classifying paragraphs of texts into “normal”
or “anti-vaxx”.

The problem has been addressed by a sequential neural network with 3 layers. The
solution employs Natural Language Processing techniques for modeling the text con-
tent in a manner which allows classifying it as either pro- or anti-vaccination. The
model classifies medical texts by evaluating data at a paragraph level.

The proposed model obtained an accuracy of 80.95% on the dataset. Also, the
model obtained a mean score of 83% accuracy of expected level of fit when performing
a 5-fold cross-validation. Thus, we can conclude that effective classification o deceptive
articles vaccination topic could be achieved using the neural network model developed.
Information about the presence of non-factual content could then be used, for example,
for automatically displaying warning for readers.

As future work, we intend to employ pre-trained models such as ELMo or FastText
for the NLP part. Experimenting with some other datasets will also be pursuit.
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Abstract. Music is currently used as a method of therapy in different areas of
medicine, as it can reduce stress and anxiety, increase the level of relaxation and
improve the patients’ mood. This paper presents a prototype music recom-
mendation system, which provides a result based on the correlation of the user’s
emotional states. The prototype was implemented and developed using Python
and the Google Colab environment. Preliminary results were obtained using a
free music samples data set, but the algorithm can be scaled and optimized for
larger, more complex data sets. Mobile versions of the algorithm can be
included in apps designed to improve the user’s mood.

Keywords: Music therapy � Music recommendation � Python � Correlation

1 Introduction

Music is a source of inspiration, healing and expression of feelings. It evolved grad-
ually over time and it plays an important role in all cultures. Nowadays, music is not
just a symbol of art and culture, it is used also as a method of therapy in different areas
of medicine.

It was proven that music has effects on physiology and symptoms. If carefully
selected, music can reduce stress and anxiety, offer distraction from pain, increase
relaxation and comfort level, boost the energy, improve the mood of the patients and
enhance clinical performance. For example, music can improve mood in oncology
patients, reduce anxiety and blood pressure for surgical patients, reduce depression,
decrease patients’ perception of pain and classical music increase weight gain for
premature infants [1].

Music supported therapy is used for patients who suffered a stroke because it helps
them in cognitive rehabilitation [2]. In addition, music therapy can help people who
have gone through traumatic events to move on easily [3].

Listening to music is a complex process, which involves many motor, cognitive,
perceptive and emotional components that work together to create our subjective
experience of music [2]. Our mood and emotional state are greatly influenced by the
music we listen to, and we can steer away from negative emotions by means of
appropriate music.
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The user’s emotions are the key to developing a music recommendation system.
Currently, recommendation systems are among the most popular applications, in var-
ious fields, such as engineering, research, finance, sales and to industries such as
applications that recommend music or movies. The main purpose of a recommendation
systems is to predict what users might be interested in [4]. The recommendation can be
made according to the user’s preferences, recommending a ranking of the most suitable
elements [5].

Recommendation systems can be classified based on three main models: the col-
laborative filtering model, the content-based model and the hybrid model, which is a
combination of the two [6]. There is also the knowledge-based model and the demo-
graphic recommender system [5].

This paper presents the implementation and development of a prototype music
recommendation system, based on the correlation of the user’s emotional states. The
system uses tags or keywords assigned to songs and the correlations between them. An
approach similar to collaborative filtering is suitable for a recommendation algorithm
that uses correlations between emotions, because this model allows making recom-
mendations for new users. This kind of recommendations are based on similarities
between users and between recommended elements. The implementation uses the
Python programming language and the Google Colab environment.

The remainder of the paper is organized as follows: Sect. 2 describes the imple-
mentation of the prototype, Sect. 3 shows user scenarios and preliminary results, while
Sect. 4 concludes the paper and states sets future work objectives.

2 Work Description

2.1 Tools and Objectives

The Python programming language was used to develop the prototype music recom-
mendation system, in the Google Colab environment used.

The objective is to develop a system that recommends music based on the corre-
lations of the nine emotions presented in the data set. The database is created through
annotations, collected using the GEMS scale (Geneva Emotional Music Scale). This
scale contains nine tags of emotions: amazement, solemnity, tenderness, nostalgia,
calmness, power, joyful activation, tension and sadness. Each of the 400 songs from
the data set is labeled according to these emotions.

The system computes the similarities between emotions, which are interpreted as
tags, for making recommendations. The first goal of the prototype is to make recom-
mendations of emotions, similar to the one introduced by the user. In the second phase,
music recommendations are made based on the similarities between these emotions.

2.2 Implementation

The input data is taken from the data set and processed in the first phase, within the
correlation algorithm.
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The correlation algorithm receives the emotions from the data set as input, which
are interpreted as tags, and computes the correlations.

These correlations are inputs to the feelings (emotions) recommendation algorithm.
This algorithm receives a feeling as input, and it generates two other similar feelings as
a result. The obtained results are implemented in the final algorithm that will recom-
mend songs based on the similarities between emotions, given by the calculated cor-
relations (Fig. 1).

The data set in [8] was used to implement the recommendation algorithm. This
system is based on 400 excerpts from songs, lasting one minute, divided into four
musical genres (rock, pop, classical and electronic). Sorting or recommending songs by
genre was not a priority in achieving the proposed goal. The developed algorithm
focuses on the idea of making recommendations based on emotions.

Fig. 1. Conceptual diagram of the prototype music recommendation system
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During the implementation of the system, emphasis was placed on the emotions
and the evaluations of the songs, not on the popularity of the songs, their level of
appreciation or on the demographic information of the participants.

The data was divided into two subsets. The dataset used to develop the system
contained information about the nine tags of emotions, the musical genre, the id of each
song and its name, added later. The file with the 400 songs that were evaluated was also
attached to the data. This file with songs is the second reason why this dataset was
chosen, because it is desirable that once the songs have been recommended according
to the mood, the user can listen to them.

In the dataset, the evaluation of the songs is realized by a unary evaluation system.
If a participant felt a certain emotion when he was listening to a song, that state was
assigned to the value 1. In addition, if a certain emotion was not felt, the participant did
not make any specification. Thus, unspecified fields were initialized with the value 0, to
allow data processing and analysis. Taking this to account, a binary matrix is obtained.

The adnotations were performed by 64 participants, who listened to the songs. Each
of them could select a maximum of 3 tags (emotions that were experienced when
listening to the song).

The purpose of the first algorithm is to make recommendations based on the
emotions contained in the data set. In the beginning, a correlation was made between
tags. This correlation is an association between tags that are similar. The correlation
between two tags returns a value between 0 and 1, which represents the probability of
finding the two labels belonging to the same category or list. This suggests the simi-
larity or the semantic correlation between the emotions from the dataset. This type of
correlation is necessary, since the labels are categorical variables, as opposed to con-
tinuous ones. The correlations between two labels is computed as a probability:

p ¼ No: of favorable cases
No: of possible cases

ð1Þ

Where p is the number of cases where variables a and b are labeled together, against the
number of cases where just a or just b are labeled in that category. There are three
possible cases: (1) both variables are labeled in a song (a_and_b); (2) only a is labeled
(a_not_b); (3) only b is labeled (b_not_a). Variables a and b are initialized with the
rows of the dataset where a or b is equal to 1 (meaning that the emotion was labeled).
The dataset is parsed three times, to count all three possible cases. Finally, the number
of favorable and possible cases are computed and the correlation between a and b is
computed, using Eq. (1).

With these values, the correlation matrix was formed (Fig. 2). The matrix shows a
correlation of 1 (maximum) on the main diagonal and is symmetrical with respect to it.

The algorithm explained above was integrated into another algorithm that recom-
mends music based on the correlation between emotions from the data set. The reason
for choosing this kind of approach is that a certain song can be defined by several tags
or can convey more emotions. This is more relevant if a data set with more tags is used.
However, the associations are also suitable for the data set used and the functionality of
the algorithm is highlighted.
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3 User Scenario and Preliminary Results

The operating principle of the correlation system is illustrated in Fig. 3: when the user
chooses an emotion, the system will recommend two similar emotions, which have
highest correlation with the emotion given as input. This suggests that the three pre-
viously mentioned emotions can be integrated into a certain category and they fre-
quently occur together as tags for the same songs in the data set.

For example, if the user chooses to give as input the emotion “calmness”, the
returned emotions will be “tenderness” and “nostalgia”. The semantic bond between
these three emotions is clearly visible. This type of recommendation can help the user
define and better understand his mood, and then choose a song according to his current
emotional state or a song compatible to a new emotional state he wants to experience.

In another possible user scenario, the input emotion is “amazement” and the
received emotions are “joyful activation” and “power”. These three emotions are also
connected and can be placed in the same category.

Fig. 2. The correlation matrix between the emotions from the data set

Fig. 3. Principle of operation for the correlation system
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Next, the music recommendation algorithm receives as input data, the output data
of the algorithm that generates correlations.

The user has the possibility to choose a certain emotion from the list of emotions in
the data set used and two similar emotions will be returned to him, which have the
greatest correlations with the emotion given as input. After the user received these
recommendations for similar emotions, he will be given song recommendations based
on the first emotion received as output. The recommendations are made this way
because there are certain similarities between the emotion given by the user and the first
recommended emotion, as they are often tagged together in the dataset. In the end, the
user can listen to the chosen song.

The principle of operation for the music recommendation system is visible in the
usage scenario illustrated in the Fig. 4.

4 Conclusions

Emotions govern our daily lives, whether we want to accept this or not. The emotional
state we are in influences the quality of our work and relationships, as well as our
mental and physical state. One of the handiest tools in quickly changing and improving
our emotional state is music.

The proposed system can make music recommendations based on the correlations
of the emotional states from the data set. This approach allows the users to define and
understand better their mood and to listen to music from a certain category of songs.

Fig. 4. Usage scenario for the music recommendation system
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Also, the users can choose the emotion they want to have and listen to music according
to the desired mood.

This system is a prototype and was implemented for small scale integration, but
large scale optimization can be achieved, provided the access to larger data sets. Also,
testing the system and collecting user feedback is crucial to further development. The
long-term goal is to include the system into a mobile app designed for mood
improvement, with music and visual effects as the main instruments of the mood
changing process. A wider range of emotions and tags would significantly increase the
precision of the system.
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Abstract. Medical service relies on patient-doctor interaction, which is mod-
eled in this work with the Stag Hunt game. As prescribed by game theory, the
Stag Hunt game has two pure-strategy Nash equilibria in which either both
players cooperate or both players defect. This paper investigates means of
achieving cooperation in a recurrent patient-doctor interaction scenario. For this
purpose, genetic algorithms (GA) are employed to solve the Stag Hunt game. As
such, evolutionism models learning along the generations, whereas randomness
in the evolutionary process models trembles in the choice of strategy. Four test
scenarios are simulated: variable number of GA iterations, variable initial choice
of strategy, variable number of recurrent interactions and variable fraction of
population partitioning. Simulation results provide valuable insights into the
means of achieving patient-doctor cooperation.

Keywords: Game theory � Stag Hunt game � Genetic Algorithms

1 Introduction

Medical service relies on patient-doctor interaction which, in a modern ubiquitous
healthcare environment, is carried out through a variety of communication channels.
The quality of the medical service relies very much on patient-doctor cooperation,
which requires openness and honesty from both sides.

Such a relationship however is not always bilaterally supportive. On one hand, the
patient may (purposely) omit symptoms because of fear of diagnosis, fear of treatment,
fear of long-term commitment with sacrifices regarding change of lifestyle, etc. Also, in
case of a long-term medical treatment for example, the patient may neglect to follow
the prescribed medication, give up after minor improvement in the state of health,
return to former lifestyle, etc. On the other hand, from the doctor’s point of view,
establishing a diagnosis when facing an improperly drawn case history becomes
problematic, follow-ups also become inefficient when the patient doesn’t keep to the
prescription, changes of lifestyle, etc. Also, the doctor could be overwhelmed by all the
legal situations and stipulations he needs to take care of. All these situations that can
appear, can affect the patient-doctor relationship.
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A question which stands in the field targets the means to acquire patient-doctor
cooperation, which becomes a problem of rational decision making in the context of
inter-human interaction.

Game theory is a very strong mathematical tool to analyze interaction among
rational self-interested individuals. Although initially employed as a rational decision-
making tool in economics, game theory found applications in a variety of domains,
ranging from political science to biology and medicine.

To the best of our knowledge, application of game theory to analyze and model
interactions in healthcare is incipient, with relatively little literature available in the
field. Some examples are provided as follows. Game theory attempts to formalize a
quantitative and prescriptive means for optimal decision-making in [1]. Game theory
also provides valuable models of interaction in-between medical staff. For example,
Saposnik et al. present a scenario of reporting an error in medication administration
which involved the physician and the pharmacist, modelled by the Prisoner’s Dilemma
[2]. Patient-doctor interaction is also modeled with game theory. For example, an
employment of the Prisoner’s Dilemma was reported by Djulbegovic et al. to model
opioid prescription to potentially drug-seeking patients [3]. Alternatively, Saposnik
et al. reported an observation where patient tracking in a stroke prevention clinic could
be modeled by the Stag Hunt and Assurance game [2].

In this work, we analyze the means of achieving cooperation in the patient-doctor
relationship. We employ the Stag Hunt game for modeling the interaction as described
in [2]. The story behind the Stag Hunt has two hunters, unable to communicate, choose
whether they go hunting for stag or hare. In the absence of communication, each hunter
makes his choice independently. Both hunters prefer stag to hare, but hunting for stag
requires both hunters to cooperate whereas hunting for hare can be done individually.

The Stag Hunt game is illustrated generically in the normal form from Fig. 1, with
parameters a, b, c and d following

a[ b� d[ c ð1Þ

and where (urow, ucolumn) from each cell of the normal form representation specifies the
utilities of the row and column player respectively.

Modeling patient-doctor interaction with the Stag Hunt game requires the following
assumptions. The Stag strategy assumes cooperation from the player’s part, and only

a, a

b, c

c, b

d, d

Stag
(cooperate)

Hare
(defect)

Stag
(cooperate)

Hare
(defect)

Fig. 1. The Stag Hunt game in normal form
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brings utility to the players if all cooperate. The Hare strategy on the other hand
assumes defection from the player’s part, e.g. untruthful report of symptomatology to
get medication, medical documentation etc., and only brings some utility, smaller in
magnitude, to the player who defects.

Following the reasoning to determine pairs of mutually dominant strategies, it
comes to the result that Stag Hunt exhibits two pure-strategy Nash equilibria:
s1 = (Stag, Stag) and s2 = (Hare, Hare). Indeed, if the column player chooses Stag, the
row player will be best off by also choosing Stag. On the other hand, if the column
player chooses Hare, the row player will be best off by also choosing Hare. Thus, Stag
Hunt is an example of a pure coordination game.

In addition to determining the optimal play in the stage game, we assume repeated
interaction which enables learning along the recurrent medical appointments. Fur-
thermore, we allow trembles to model mistakes in choosing the optimal strategy.

Given the nature of the repeated interaction, learning can be modeled by evolution
and trembles can be modeled by randomness. As such, Genetic Algorithms (GA) are
suitable to solve the recurrent Stag Hunt game in an evolutionary fashion and provide
valuable insights into the means of achieving cooperation.

2 Mathematical Formulation

Given the availability of multiple Nash equilibria, players face the challenge of
coordinating onto the same pair of actions. One approach is to search for the payoff
dominant equilibrium, which Pareto dominates all other equilibria. One will notice that
the (Stag, Stag) equilibrium is strictly Pareto dominant in the sense that no other
solution will make both players better off [4]. Indeed, as prescribed by the formal
definition of Pareto dominance [5], a strategy profile s Pareto dominates a strategy
profile s′ if and only if

ui sð Þ� ui s0ð Þ; i 2 N
9j 2 N such that ui sð Þ� ui s0ð Þ

�
ð2Þ

where N is the set of players. Relations (2) are satisfied only by s = (Stag, Stag).
Although the theory of Pareto dominance prescribes (Stag, Stag) as the payoff

dominant solution, practical experimentation on situations of pure coordination show
that players prefer the “safe” equilibrium solution (Hare, Hare) [4]. The motivation is
that players prefer a sure utility b or d from Hare, which is larger than c from the
unsuccessful coordination on Stag. Indeed, failure of coordination on Stag results in a
deviation loss

b� a ð3Þ

Similarly, failure of coordination on Hare results in a deviation loss
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c� d ð4Þ

Taking both players into account, if the deviation loss on Hare is larger than the
deviation loss in Stag, namely

c� dð Þ2 [ b� að Þ2 ð5Þ

it is the case that solution (Hare, Hare) risk dominates (Stag, Stag). The power of 2 in
Eq. (5) stands for having the multiplicative product of the deviation losses for both
players in the given equilibrium.

To handle uncertainty regarding the actions of the other player, let p be the
probability of the other player choosing Stag. The risk factor pStag of equilibrium (Stag,
Stag) is the value of p which equals the expected utility gained via both actions

p � ui Stag; Stagð Þþ 1� pð Þ � ui Stag;Hareð Þ
¼ p � ui Hare; Stagð Þþ 1� pð Þ � ui Hare;Hareð Þ; i 2 N

ð6Þ

The risk factor qHare of equilibrium (Hare, Hare) is calculated similarly, letting q be the
probability of the other player choosing Hare. Then, an alternative definition of risk
domination assumes the equilibrium with the smallest risk factor, i.e. (Hare, Hare) is
risk dominant provided qHare < pStag.

Risk domination also allows an evolutionary interpretation. Consider a population
of individuals and let p be the fraction of the population choosing Stag. Resistance of
equilibrium (Hare, Hare) against equilibrium (Stag, Stag) is defined as the maximal
value of p such that individuals playing Stag have no reproductive advantage over
individuals playing Hare [4],

p � ui Stag; Stagð Þþ 1� pð Þ � ui Stag;Hareð Þ
\p � ui Hare; Stagð Þþ 1� pð Þ � ui Hare;Hareð Þ; i 2 N

ð7Þ

Then, equilibrium (Hare, Hare) is risk dominant if its resistance against (Stag, Stag) is
larger than the other way around.

To be noticed is that Eq. (7) constitutes the definition of evolutionarily stable
strategies [6]. This yields the result that the risk dominant equilibria will be the out-
come of the evolutionary process. Accordingly, the preference for the safe solution is
evolutionary (i.e. acquired by former experience, learning, etc.) rather than purely
mathematical.

3 The Genetic Algorithm

As presented in Sect. 2, game theory provides several solution concepts to solve the
Stag Hunt game. In this paper, we aim to analyze the recurrent Stag Hunt game
modeling patient-doctor interaction. Some particularities had to be considered for this
scenario as follows. First, we have considered two classes of players: patients and
doctors, thus a play will always account for a patient-doctor interaction. Second, we
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have assumed repeated interaction with recall in the sense that players learn which
strategy to play based on former interactions. Third, we have also allowed mistakes.
Additionally, we have assumed randomness in establishing the patient-doctor pair.

Given the recurrent Stag Hunt scenario modeling patient-doctor interaction, we
have employed Genetic Algorithms (GA) to solve the game, aiming to maximize the
payoff gained within the population. The block diagram of the GA implemented in
Matlab is illustrated in Fig. 2, and its particularization to the given game is explained as
follows.

The GA was initialized with a population size of 50 individuals partitioned into two
classes: doctors and patients, with an arbitrarily chosen doctor-patient ratio 1 : k. Binary
representation of the individuals was considered for strategy encoding. Depending on
the simulation scenarios, we have implemented two creation functions for the gener-
ation of the initial population. One creation function implements a purely random
generation of the initial population, i.e. the choice for either strategy is random. The
second creation function imposes the initial strategy for each player, having a popu-
lation distribution with fraction p playing Stag, leaving 1 – p to play Hare.

For evaluation, the Stag Hunt game is played by randomly generated patient-doctor
pairs, and the fitness of each individual is computed as the sum of the payoffs gained in
each individual play.

In this application, the GA was designed to evolve for a fixed number of genera-
tions, with no additional stopping criteria. Computation of the next generation is
performed as follows. Recombination is implemented with single-point crossover
among randomly selected parents. Mutation is applied to 10% of the population by
randomly complementing loci of the binary string.

As described, the GA implemented to evolve the population playing Stag Hunt
resembles an evolutionary scenario with trembles. Evolutionism models learning,
having knowledge, i.e. which strategy to play, transferred along generations via
crossover. Trembles, i.e. mistakes in which strategy to play, are modeled with ran-
domness during mutation.

max 
iter? Cross-over MutationSelection 

(random)

Solution

Yes

No

Evaluation

Initialization

Fig. 2. The Genetic Algorithm implemented for evolving a population playing Stag Hunt, under
a recurrent patient-doctor interaction scenario
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4 Simulation Results

In order to determine the evolutionary outcome of the Stag Hunt game in a recurrent
patient-doctor interaction scenario, the game parameters were arbitrarily set to a =
b = 3, b = d = 2 and c = 0. Accordingly, the game exhibits both risk and payoff
dominant solutions respectively with a risk factor p = 1/3 for Hare.

Four test scenarios are presented as follows to study the effects of evolution length,
population distribution regarding the initial strategy choice, population distribution
regarding the doctor – patient ratio and number of interactions for the same doctor –
patient pair. The pairs of individuals to play the game are chosen randomly in either
test. As such, 10 GA runs were carried out for each test setup and we have considered
the test result to be the average of the evolutionary outcomes of each run.

The simulation results are plotted in Fig. 3 and are explained as follows. The
nominal test conditions are an evolution length of 100 generations, random distribution
p of the strategy choice, random partitioning of the population 1 : k into patient and
doctor classes and random generation of the patient-doctor pairs (with no account for
repeated interaction). The parameters of interest are varied according to each scenario.

The first test scenario, Fig. 3(a), studies in what respect the evolutionary strategy
for Stag Hunt is influenced by the evolution length. The evolutionary outcome
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Fig. 3. The GA outcome – the Stag Hunt strategy under various test scenarios: (a) length of the
evolution, (b) distribution of the strategy within the population, (c) number of recurrent patient-
doctor interactions and (d) partitioning of the population into doctors and patients
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illustrates that the payoff dominant solution (Stag, Stag) prevails for short evolution
lengths up to 15, while the risk dominant solution (Hare, Hare) prevails for long
evolution lengths above 100. For evolution lengths in between, the outcome varies in-
between the payoff and risk dominant solutions respectively, depending of the random
generation of pairs to compete.

The second test scenario, Fig. 3(b), studies the effect of the initial choice of strategy
on the evolutionary outcome. For this purpose, the fraction p of individuals playing
Stag was varied between 1/8 to 7/8. As expected, the risk dominant solution (Hare,
Hare) prevails for values of p below the risk factor, while the payoff dominant solution
prevails for values of p above the risk factor. However, as illustrated, the evolutionary
outcome varies between the payoff and risk dominant solutions respectively for values
of p around the risk factor, determined by the random generation of pairs to compete.

The third test scenario, Fig. 3(c), studies the effect of the number of recurrent
patient-doctor interactions on the evolutionary outcome. Thus, the number of inter-
actions was varied from 1 to 50. As illustrated, the risk dominant solution (Hare, Hare)
prevails for a small number of interactions below 15, whereas the payoff dominant
solution (Stag, Stag) prevails for a large number of interactions above 25. One will
notice a critical number of interactions around 20 where the evolutionary outcome
depends on the random distribution of the population and the random generation of
pairs to compete.

The fourth test scenario, Fig. 3(d), studies the effects of population partitioning, i.e.
number of patients for each doctor, on the evolutionary outcome. For this purpose,
factor k was varied between 2 and 23. As illustrated, for a large number of doctors in
the population and consequently a small number of patients per doctor, i.e. small value
of k, the population evolves to the risk dominant solution (Hare, Hare). Once with the
increase of factor k, i.e. fewer doctors and consequently more patients per doctor, the
population evolves towards the payoff dominant solution (Stag, Stag).

5 Conclusions

Patient-doctor interaction was modeled in this work using a recurrence of the Stag Hunt
game. As prescribed by the Stag Hunt game, patient-doctor interaction has two pure-
strategy Nash equilibria: the payoff dominant solution where the patient and doctor
cooperate, i.e. the patient is sincere and the doctor is trustful, and the risk dominant
solution where both defect, i.e. the patient is insincere and/or uncooperative and the
doctor is distrustful and/or suspicious. It is obvious that the payoff dominant solution is
preferred, yet practice shows that it is often the case for the risk dominant solution.

This paper investigated means of achieving cooperation in a recurrent patient-
doctor interaction. For this purpose, the Stag Hunt game modeling the patient-doctor
interaction scenario was solved using GAs. As such, evolutionism models learning
along the generations, whereas randomness in the evolutionary process models trem-
bles in the choice of strategy. The conclusions of the proposed evolutionary test sce-
narios, transcribed to the medical field, are summarized as follows.
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• The players, both patients and doctors, become uncooperative with the length of the
learning process. This can be translated from the patient’s point of view into a
generalized distrust into the medical staff, and from the doctor’s point of view into
suspicion regarding the patients.

• The recurrent patient-doctor interaction evolves towards cooperation provided the
interaction starts off by cooperating for a rather large fraction of the population. This
result is straightforward, as cooperation acquires a larger utility to both players, and
this knowledge is transmitted along the evolutionary process.

• The recurrent patient-doctor interaction evolves towards cooperation provided the
number of recurrences increases. This result illustrates that a larger number of
interactions within the same patient-doctor pair grows mutual trust which leads to
cooperation.

• Recurrent patient-doctor interaction evolves to cooperation for a smaller number of
doctors within the population, i.e. a larger number of patients per doctor. This result
illustrates that, provided the medical staff is outnumbered, both patients and doctors
are bound to cooperate in order to attain medical care and reduce overcrowding of
the medical institution. Adversely, a large number of doctors will rather enable
defection, such as competition for patients, lying with regard to symptomatology,
mistrust, suspicion, etc.
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Abstract. Software-defined networking (SDN) is an emerging network para-
digm which allows networks to become more customizable through pro-
grammability. In the current healthcare context, services and modern standards
(e.g. FHIR) can be integrated in the networking layer for faster content delivery
in the desired format. The purpose of the current work is to define a system
proposal where heterogeneous sensor data can be collected from different net-
work sensors and delivered in a standardized way to the applications plane.
Compared to related studies which try to achieve interoperability in the appli-
cations layer, the current work focuses on defining a communication protocol
which allows the SDN controller to interpret the sensor data and to format it
accordingly. This enables the lower networking layer to process and format the
data to match the needs of the applications. The chosen context is that of
Wireless Body Area Networks (WBANs) which can contain different types of
sensors, but the data must reach the applications layer in a unified way.

Keywords: Software-defined networking � Medical data � Heterogeneous �
Sensors

1 Introduction

The term e-health covers a broad variety of domains, ranging from medicine, public
health, economics to technology. It can encompass terms such as telemedicine, tele-
care, telehealth, health information systems/technology, or interactive health. WHO
defines eHealth as “the use of information and communication technologies (ICT) for
health” in [1]. The main goals of e-health systems are to reduce costs (both for patients
and health professionals), improve health care, built trust between all involved parties,
encourage innovation and also support various educational and research activities (by
using anonymized medical data) [2].

Given the current Internet of Things (IoT) context, where the number of devices
connected to the internet is rising, it is a normal phenomenon that medical devices
connect to the internet as well via wireless sensor networks (WSN). A WSN is com-
posed of several types of wireless sensors (called nodes) that communicate with each
other or with a central station (called a gateway or a sink) using radio frequencies, in a
wide range of application areas [3]. Wireless Body Area Networks (WBAN) represent
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a specialized type of WSN designed for medical monitoring and other applications.
WBANs are autonomous and mobile devices that can be placed inside or outside the
human body [4] with the aim of improving the quality of life of their users (Fig. 1).

Software-defined network (SDN) is a novel network paradigm which allows net-
works to become more customizable through programmability. A SDN architectures,
compared to a classical network architecture, separates the network responsibilities
between different planes (or layers): data plane, control plane and the applications
plane. The control plane acts as the intelligence of the SDN managing the data plane
and offering services to applications, through the application plane. The data plane
represents the physical devices that forwards data using the rules specified by the
control plane.

Fig. 1. WBAN architecture [5]

Fig. 2. SDWSN architecture [6]
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Using the SDN paradigm, it is possible to bring an additional benefit to the current
work through the fact that it allows the WSN to be programmable and customized to
meet the applications’ expectations and therefore ensure high quality medical services
being delivered to the end users. This leads to the SDWSN architecture, where a WSN
is controlled by an SDN. Figure 2 shows the main architecture of a SDWSN. As seen
in the figure, there is a separation between the control and data planes. The control
component is aware of the entire network topology in the data plane and oversees
defining rules and behavior which the lower layer devices will follow.

The current work is important because:

• It allows interoperability with modern standards
• It allows sustainable innovations in health care practices
• It combines eHealth technologies with state-of-the-art communication networking

technology.

The paper is structured as follows: Section 2 provides background information
related to the current research together with a summary of related work. Section 3
describes a system proposal which achieves the sensor data collection from a
heterogenous environment. Section 4 concludes the paper and adds some proposals to
extend the current work.

2 Related Work

The standards used for medical data exchange are in continuous transformation and
together with the increasing number of wearable devices which generate new medical
data, modular standards need to be used for better healthcare interoperability between
entities. Various data formats can be used to transmit data over the internet, such as
FHIR (Fast Healthcare Interoperability Resources). In addition to data representation,
the systems can employ different topologies or designs to better support the application
layer above, such as WSNs, SDNs or a combination of both. This chapter presents the
key theoretical concepts used in the current work and highlights several related studies
in this domain area.

In order to ensure interoperability between eHealth systems, a unified standard must
be used. This is where the emerging FHIR comes in. FHIR uses a modular structure
which allows easy customization of resources to be used by specific applications. [7]
explores the use of FHIR to design and prototype a bidirectional system to exchange
patient health records. FHIR data is usually generated in the applications layer by
medical software, however the current work is generating data in this format in the
lower networking layers.

The same functionality to retrieve data in a unified way can also be achieved using
protocols such as MQTT, which is a publish/subscribe application layer transfer pro-
tocol allowing a client and a server to exchange information [8]. In the context of
sensor networks, each sensor can choose to subscribe to a server to report changes and
receive updates. The current work differs with the MQTT architectural approach as the
data processing and formatting is being performed in the lower networking layer, with
the advantage of reducing overhead in the applications layer.
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An important aspect of next-generation eHealth systems is represented by their
ability to integrate and extract knowledge not only from medical sensor data, but also
from home, hospital or other health care environments. Peng and Goswami [9] pro-
posed a web ontology language (OWL)-based integration ontology for data from dif-
ferent health services/systems and home environment. A combination between SDN
technology, to relieve data and sensors heterogeneity and existing data representation
could further benefit the creation and adoption of next-generation eHealth systems.

WBANs are characterized by their heterogeneity (both in terms of their types and
communication protocol used) and limited power supply. In order to interconnect
heterogeneous WBANs, SDN can be used as a unifying technology. The future of
eHealth should provide medical systems that interoperate securely, reliably and in
a scalable fashion, thus allowing heterogeneous devices to work together. The
ICE++ architecture [10] combines mobile edge computing paradigm with SDN and
virtualization techniques to automatically manage all the components of an eHealth
system. The SDN approach provides flexibility to the proposed architecture, by
enabling real-time and on-demand communication between the systems’ components.

Cicioğlu and Çalhan [11] proposed a flexible SDN-WBAN architecture with a
communication interface protocol and the results demonstrated that an SDN-enabled
solution outperforms traditional WBAN architectures. The proposed SDN-based
solution adheres to ISO/IEEE 11073 Health informatics - Medical/health device
communication standards [12] in terms of real-time and efficient data exchange and
plug-and-play capabilities.

The current work offers a system proposal that uses the SDN paradigm to collect
heterogeneous medical sensor data from different network sensors and delivered it, in a
standardized manner, to the applications plane.

3 System Proposal

As previously stated, the current research proposes a system where data can be col-
lected from a network of WBANs composed of heterogeneous sensors. Each WBAN is
associated with a patient. This system focuses mostly on a communication protocol
which allows the different WBANs to collect sensor data in any way and using any
technology, but they must all deliver the data in the same format. This means that each
WBAN will forward the data to the central SDN controller in a predefined way.

The key feature of this communication protocol is that it supports a variable number
of sensors. It is important to note that each WBAN can act as an emitting station or a
relay station as depicted in Fig. 3, therefore the communication protocol must contain
relevant information so that the SDN controller can correctly match each incoming data
packet to the corresponding WBAN.

With the above system constraints, a common sensor object must be defined
(Fig. 4), to make it possible for a network administrator to identify a sensor in the
WBAN. The generic sensor data object contains a tuple consisting of the sensor ID and
the sensor serial number or the sensor’s physical address (can be the MAC address).
This is also useful to allow keeping the human in the loop and allow further
customizations.

A System Proposal for Collecting Medical Data 285



Next, after having defined the generic sensor data object, it can be integrated in the
payload delivered by each WBAN (defined in Fig. 5). This payload is parsed by the
SDN controller and the operations it performs are done in the following order:

1. Extract the first four bytes which represent the patient ID. This ID is mapped
directly on the WBAN making it unique.

2. Extract the last four bytes representing the checksum. Verify the checksum.
3. Verify that the remaining bytes are a multiple of 15, since this middle portion

represents the array of sensor data values collected from each WBAN. After this
verification, extract every sensor data value and convert it to the format acceptable
in the applications layer (e.g. FHIR).

4. Forward the data in the desired format towards the applications layer.

Fig. 3. System proposal

Fig. 4. Individual sensor data object

Fig. 5. Payload format delivered by each WBAN
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Figure 3 shows that Patient 1 generates data from three sensors, whereas Patients 2
and 3 generate data only from two sensors. This means that the traffic volume generated
by Patient 1 is greater than the traffic generated by the other two patients. Therefore,
another desirable factor is that the network of WBANs configures itself (if possible) to
place the high traffic WBANs closer to the SDN controller. Figure 6 demonstrates how
the placement of the WBANs in the network affects the total traffic volume. In Scenario
1 the patient closer to the SDN controller generates data from three sensors, this results
in a data payload of 53 bytes, whereas Patient 2 only generates data from two sensors,
resulting in a data payload of 38 bytes. The number of sensors for the patients is
reversed in Scenario 2. Since the patient closer to the Controller must also forward the
payload generated by the other patient, the total traffic volume will differ. This results
in a total of 129 bytes of relevant application data in the first scenario compared to a
total of 144 bytes in the second scenario. Therefore, this demonstrates that it is better to
place the WBANs generating multiple data as close as possible to the SDN controller.

Using an SDN controller brings many other benefits to the approach. The SDN
controller can define caching policies or implement optimizations to increase the net-
work lifetime or sensors battery life [6]. It also allows storing information related to the

Fig. 6. Scenarios for WBAN placement with different number of sensors
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network traffic in order to detect patterns or perform an in-depth analysis on the patient
data to identify any possible risks.

Another benefit of the programmable SDN-based approach is the fact that the
network is easily scalable by adding multiple WBANs or by adding multiple sensors to
the same WBAN. Adding a new WBAN to the network requires that the WBAN
implement the needed communication protocol (described above in Fig. 5) and that it
connects to the same network as all the other devices. After that, the network will take
care of transmitting the traffic and the controller will take care of processing the WBAN
information. Adding multiple sensors to an already existing WBAN requires that
information about these sensors is configured on both the WBAN and on the controller.
This is because the controller is the entity that must be allowed to process and format
the data received by each sensor. After that, the new sensors are connected to the
WBAN and the WBAN will take care of formatting the sensor data and deliver it
upstream using the predefined communication protocol.

4 Conclusions and Future Work

The current work proposed a system design where a network of WBANs is managed
using the SDN paradigm. Interoperability in the healthcare domain is a very important
topic so that patients can experience the best treatments. Exchanging data between dif-
ferent systems can best be achieved using middleware systems which adhere to modern
communication standards. Another desirable feature is the fact that the data is processed
(or formatted) as it is being delivered through the network, thus reducing some time
delays during data processing which would otherwise occur in the applications layer.
A future direction the current research could take is to integrate the current proposal in a
system where applications can register specific requirements (e.g. data formats) in the
SDN controller, allowing even greater programmability through the SDN paradigm.

The main benefits brought by the proposed SDN system to the e-Health community
are: reducing costs by automating applications’ deployment and resource allocation
processes, increasing reliability by allowing network specialists to control WBANs in a
centralized manner, optimizing nodes power consumption and allowing flexibility in
adding new WBAN devices or replacing an existing one.
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1 Introduction

In today’s age, health in a digital form is in a continuous progress and demand. New
technologies can help better treat patients and monitor their illnesses. This monitoring
offers doctors up-to-date data about their patients. This type of health, meaning the
remote exchange of medical information/services using electronic communication, is
also called telemedicine. Telemedicine was practiced for the first time in 1950, when
NASA used it to monitor the astronauts’ health status. Today, along with major pro-
gress in the medical field, the telemedicine grew along with it.

In more developed countries, medical field are using technology and the IT field
more and more. This usage has a positive effect on the efficiency of medical services,
on improving the quality offered, on the communication between patient and medical
staff and on reducing human error in the medical processes. The health field has a great
impact on the well-being of the society, respectively on the people that live in that
society.

A medical platform is designed as helpful tool for the institutions that use it for a
better management of confidential data. Keeping the information digitally, in data-
bases, results in a positive impact towards patients care. Even though problems can be
identified in the process of saving the information digitally, the benefits outweigh them.
For hospitals or very big institutions, in which there are a lot of patients coming in
daily, there will be a big influx of information as well. In such a context, managing the
medical files physically will generate a need of a big storage space, space that can be
difficult to maintain and the information hard to access.

Together with the growth in the percentage of digitalized patient information, the
problem of data confidentiality and protection arouse. Patients want their personal data
to be available only to the right persons, so it’s imperative to design a system that
doesn’t allow unauthorized persons to access it. It’s necessary for the patients’ data to
be well secured in order to guarantee the quality of medical services. With the right
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information, the medical staff can take precise decisions related to the diagnosis and
treatment of patients.

Who can benefit from such a platform? The main advantage of such a system is
allowing its users to socially distance each other in a context where human face-to-face
interaction is not desired. So, in the context the world is in right now, a telemedicine
platform represents an answer to the distancing measures and hurries the process of
using technologies in the field of health. Anyone with a device and internet connection
can use such a system and can connect with their doctor for a consultation. In this day
and age, digital health is becoming a necessary tool in people’s lives. The more people
get used to telemedicine, this can become a viable alternative to the traditional medical
practice.

2 Why Use It?

There are several reasons as to why someone should use a medical platform [1]:

• Helps you save time and money used for the hospital journey,
• Helps you book an appointment online, based on your preferences and availability,
• Reminds you to take the drug prescription when needed be,
• Allows you to check the lab results in a couple of clicks only,
• Shows you the route to the hospital/clinic where the appointment is booked at,
• Allows you to access the medical records 24/7,
• Permits you to conduct more convenient patient-doctor communication and the

other way around,
• Reminds you of an upcoming appointment,
• Allows you to find information regarding the hospital/clinic, the medical staff and

their qualification and the services offered in a quick way.

3 The Process of Creating a Medical Platform

When trying to build a digital system, we will face the usual software development
lifecycle, which can be divided in the following phases [2]:

3.1 Business Analysis Phase

This is one of the most important steps in the software development lifecycle. In order
to make sure that the system we build in the later phases is usable by the clients, we
need to have clear specifications from the business. The BAs (Business Analysts) take
the role of translating the requirements from the business into software requirements,
which will be the foundation for the future application.
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3.2 Design Phase

In this phase, the elements of the system such as the architecture, the modules and
components and the data and different interfaces for the components are designed. In
order to create these elements, the software requirements gathered in the previous phase
are used as an input.

3.3 Software Development Phase

Here, the coding of the medical platform starts. The development team receives the
design document which then will be translated into source code by them. The team will
involve a variety of software developers such as front-end developers, back-end
developers, mobile developers and full-stack developers. All the components that are a
part of the system are implemented and tested in this stage.

3.4 Maintenance Phase

After the telemedicine system is implemented and tested, it can be deployed to the
client. After the deployment, the system should be updated regularly and supported by
the team so it stays reliable and productive regardless of the moment in time and the
circumstances.

4 Basic Functionalities of a Medical Platform

A medical platform should be a reliable piece of technology that comes with diverse
functionalities that helps both the doctor and the patient. It should help the doctor in
doing their job, respectively the patient in receiving the medical services from the staff.
Any telemedicine application is created to minimize the amount of time the patients
spend in medical establishments. Such a system can come in many different sizes, such
as: WEB applications, desktop applications, mobile applications and so on. Regardless
of that, they all have some features in common. So, a good medical system should have
the following functionalities [2]:

• Appointment Booking: the platform should allow its users to book appointments
and manage their schedule at the clinic/hospital.

• Monitoring overall health status and offering decision support for patients: tele-
monitoring is extremely useful in monitoring persons that have chronic cardiac
illnesses and diabetes. Patients that suffer from these diseases need permanent
monitoring due to the nature of the illnesses and the drugs they take. Using the data
introduced or synchronized in the platform, the system can support the decisions
that the patients take. For example, if the glucose level of a diabetes patient is too
low, the system will suggest for him/her to consume some sugar or glucose. If the
glucose level is too high, the system will suggest for him/her to administrate insulin.

• Chatting and video meetings: this is at the core of any telemedicine system. A pa-
tient should have the possibility to connect with the doctor in order to be diagnosed
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and/or to get consulted. Depending on the complexity of the consultation, the doctor
could request a video consultation with the patient.

• Medical records visualization: There should be a medical records storage, which is
updated as soon as a new medical file is uploaded and that contains the entire
patient’s medical history.

• Billing: the patient should be able to pay for a virtual visit or any of the other
services offered through the platform.

• Treatment: the doctors should be able to prescribe drugs using the system and the
patients should receive further information regarding the drugs they were
prescribed.

• Decision support for the medical staff: the system, using machine learning, should
be able to help the doctors in diagnosing the patients and offering drug
prescriptions.

• Offer urgent care information: in case of an urgent issue that needs to be attended,
the patient should be able to really easily find information that redirects them to
their local emergency room.

5 Database Structure

One of the most important things in an application is the possibility to save/load saved
data. The data in a medical platform should be persisted in a well secured and efficient
database. An example of a database is in Fig. 1.

We must save the information used by the patient and the medical staff to login into
the system. Also, we must save patient data such as address, email, telephone and
others. When creating an appointment we need as a foreign key the primary key of the
doctor for which the patient makes the appointment at, as well as the primary key of the
patient as a foreign key. In the tables Anamnesis and Diagnosis we have as foreign key

Fig. 1. Example of a simple medical database structure
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the primary key of the patient. Here we save the anamnesis and diagnosis for each
patient in particular. Related to a diagnosis, we can also have a treatment for it and the
diagnosis must have the information of the doctor that put the diagnosis.

Some of the most crucial information for the doctors in order to make a diagnosis
should be the anamnesis. The anamnesis, also called medical history of a patient, is the
information about the patient that contains the current symptoms that he/she has, the
history of present illnesses, previous treatments, current medications that he/she is
taking, history of present illnesses, family history, whether he has been abroad or not
and so much more. Based on this important information, the doctor can then request
further data about the patient, request a follow-up consultation, put a diagnosis and
offer a treatment plan. More often than not, patients have a complex medical history
and some information received from them should be filtered before inserted into the
database. For example, in the otolaryngology field (medical specialty that is focused on
the ears, nose and throat) the age, the time of employment and the actual occupation is
the key data to save. For instance, a significant progress of hearing loss in a retiring
person is probably due to the aging of the hearing organ. The type of noise in the
workplace also plays a role in the hearing loss, people that are exposed to impulse noise
being more prone to it than the people exposed to a steady-state noise. In the oph-
thalmology field, other information like the risk factors, the effect of previous treat-
ments, ocular history is key information.

6 Standards in Medical Applications

The security and confidentiality of data is the primary concern of medical applications.
All network applications are vulnerable, but a medical system should be as secure as
possible as they are desirable targets for cybercriminals.

Besides the security and the confidentiality, the system should focus on patients.
The system needs to increase the convenience, usability and access for patients and
doctors/nurses. The patient users of the platform are used to other complex retail
systems and as a consequence, have high expectations for other customer services, like
health. The best resource of input information for the healthcare platform would be the
medical staff. Such a system would function at its best when involving the medical staff
to decide how the healthcare system can be used. Based on their answers, the devel-
opment team can then decide which technologies would be best to use.

The Health Insurance Portability and Accountability Act (HIPAA) is one of the
standards all healthcare systems should abide by. HIPAA regulated the protection and
confidentiality of individual medical information. In order to keep the systems secure,
medical platform team should [3]:

• Encrypt all data,
• Back up the data,
• Train employees,
• Use multifactor authentication,
• Monitor the usage of the system.
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7 Relevant Technologies

There are many technologies out there already being used in the medical industry.
Some of the most relevant ones are:

7.1 IoMT

IoMT is a combination of medical devices with software applications that can connect
to health care IT systems using networking technologies. At a time when a lot of IoT
devices are being used in multiple industries, they fulfill a crucial role in delivering
medical services in some remote places or in times when people need to distance each
other. The rise of Internet of Medical Things came about due to an increase in the
number of medical devices that can collect, can analyze or can transmit data from
patients to a health care provider. Potentially, using IoT in the medical industry can
lead to a better workflow management in the clinics and overall improvement in the
process of health care of the patients.

The IoMT approach allows the medical personnel to use the secure network of
services to better offer medical services to their patients while also enabling a more
transparent and fast access to information for the patients (Fig. 2).

There are several facilities that IoMT can bring to the table. Using some monitoring
devices patients and doctors alike can monitor their health. Examples of such devices:
sensors that monitor the insulin intake and/or sugar levels in the blood, devices that are
embedded with respiratory rate sensors, heart rate sensors, temperature sensors etc.,
These devices are, most generally, adviced by the doctors and can improve some

Fig. 2. Example of IoMT facilities
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chronic health conditions by the quick information they provide. Consultations can take
place online now and they only require a connection to internet, a microphone and a
video camera. In this way it will also benefit rural communities by providing good
medical services remotely for a lesser cost. Also, to keep track of the state of the
discharged patients that need a continuous observation of their health, medical per-
sonnel can use remote patient monitoring devices. This can prevent patient readmission
into the hospital and can accelerate their recovery process.

7.2 Artificial Intelligence (AI)

Artificial intelligence describes the use of computers and technology to simulate an
intelligent behavior and critical thinking that is comparable to that of a human being.
AI in medical applications uses computer techniques to give diagnoses and suggest
treatment for the patients. In a similar way in which the medical personnel is educated
through years of medical school by doing lab work, assignments and projects, taking
practical exams and learning from mistakes, the AI can also learn to do its job [5].

A very important branch of AI is machine learning. One of the challenges for this
technology is the ability to obtain patient sets of data which are needed to be used in
order to train the models, data which is protected by very strict privacy rules and laws.
Fortunately, machine learning and data science is starting to be used more and more in
the medical industry. Not only that its ability to process the data is way beyond human
capability, but it can also convert the analysis of data into valuable insight for the
medical staff which can take better planning, diagnosis and treatment decisions.

Even though AI is currently already helping doctors to more efficiently give
diagnoses, to give treatments or even develop drugs, the more we digitize the medical
data and give AI access to it, the more it can help us find valuable models – models that
can be used to give correct and cost-efficient decisions in complex situations [6].

8 Examples of Professional Medical Platforms

8.1 MDLive

MDLive is a telemedicine platform that can be used both by patients and the medical
staff. The patient can use a mobile application or a website to get a appointment with a
doctor to login into the system. On the other side, the doctor logs into a dashboard
where the online consultations are located. Some of these consultations happen on-
demand, meaning that the patient requests a consultations and is left in a virtual lobby.
The algorithm of the platform determines which patient is next in the queue based on
the relevant information. The doctors have the ability to create a schedule for when
they are available. One of the difference between this telemedicine application and
others is also having a call-center. The patient that call in for a video consultation
through this application are redirected and helped by the operator to the website/mobile
application to make an appointment.

The system is said to be secure by the CTO by having a HIPAA compliant security
and privacy rules and using end-to-end DTLS encryption [7].
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8.2 Doclandia

Doclandia is the biggest telemedicine platform in Romania. It can be used by both the
patients and doctors. They can have video consultations, patients having the option of
searching for the doctor wanted in whatever speciality he/she wants, while the doctors
can also give pro-bono consultations at their choice. The users can create medical
profile for each of their family members, the medical history beign accessible 24/7 from
the smartphone. There is also an option for the patient to save the video consultation in
order for it to be replayed whenever needed.

The technology behind this platform is compliant with HIPAA, which means that it
offers high standars of security, being specially dedicated to the medical industry as
opposed to other video sharing/communication platforms that doesn’t cover the needs
of its users such as the security of data which is extremely important in this field. All
the traffic on Doclandia.ro is secured and encrypted. The platform has a capacity of
holding over 100.000 simultaneous consultations. More so, over the emergency state
here in Romania at the beginning of 2020, the platform offered free access to its
services to all doctors and patients [8].

9 Conclusions

The medical field progressed a lot in the past century and continues to do so with a fast
pace. Until the discovery of antibiotics, people used to die because of a simple infection
produced by a small cut. Today we are capable even to program robots that execute an
operation instead of a person with a lot more precision than the human hand. Each day
we advance more and more from a scientific point of view and we build smart tools and
applications that take our daily life to a higher level. A medical platform is only a small
piece from the big set of functionalities that the IT field can bring to the medical field,
but even so, brings a lot of improvement to doctors and patients compared to traditional
medical practice.

All in all, telemedicine platforms and medical applications are the steps for a better
tomorrow, the future being more safe with them around. They improve the quality of
life for patients with chronic diseases and of elderly people that need continuous
observation, reducing so the frequency of visits at the doctor’s office and the number of
hospital admissions. Using them efficiently and in a correct way they can be an
important resource for the health care system after the crisis produced by the global
pandemic COVID-19.
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Abstract. This paper presents a summary of the state of the art in regard to pet-
like robots and the design process of one specially focused on elderly people and
their emotional as well as physical needs; our designed pet-like robot aims to
provide companionship to people that are no longer able to adequately support a
real pet, therefore the mechanical design took into consideration modelling of a
general shape that resembles a dog and design several mechanisms that bestow
some real life interaction. In light of the fact that there might be some health
issues that have to be monitored, the electronical and control subsystems were
designed to sense the heart rate and alert via SMS a predetermined contact
person if there are any problems detected.

Keywords: Pet-like robot � Assistive robot � Social robot � Design

1 Introduction

World population is slowly aging, which is not a negative thing in itself as this only
means that medical services are successful in providing a longer and healthier life to an
ever-growing number of citizens. An important issue for elderly people is that some of
them are unable to take proper care of an actual pet, yet the desire to have one is still
strong. A pet robot solves both issues, as it is usually low maintenance and highly
tolerant to neglect.

Pet robots is a natural development of electronic toys; far from providing simple
amusement, this type of robots require special abilities not normally encountered or
associated with electronic devices: perceiving (sensing the environment, assessing
owner desire), acting (responding to stimuli), communication (learning from the
interactions with the owner) and surviving (preserving own integrity, e.g. not bumping
into furniture, self-charging, etc.) [1]. These robots belong to a class called “personal
service robots” which includes companion, assistive and entertainment robots, being
characterized by their permanent interaction with humans. This is the reason why for
their acceptance are important some features, like: adaptability, ease of use, appear-
ance, emotive expressions, humanness, and facial dimensions [2]. Pet robots potential
as tools for increasing quality of life for elderly people was early recognized, as a 2002
case report [3] found that even after 20 sessions there were significant improvements
observed in speech, emotional words and satisfaction index; other mental health related
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parameters, like loneliness and mental stress, showed improvement. Subsequent ran-
domized controlled clinical trials in a residential care facility [4] confirmed that those
who had interaction with the robot had significant decrease in loneliness in comparison
with the control group; also, interaction with the robot was far more frequent than with
the resident dog and conversation about it were more frequent between residents.

Our proposed pet-like robot resembles a dog, our focus being on the functional
aspects of the head that are related to human-dog communication/interaction. The paper
describes the design process of the mechanical as well as the control subsystem.
A prototype for testing purposes was not ready at the time of this writing.

2 State of the Art

Currently, the research in the area of pet like robots is mature enough that there are
successful examples of such devices on the market. This section will look closely to the
research that surround this type of robots in order to infer the strengths and weaknesses
of systems that attempts to replicate a pet. Two complimentary approaches are evident in
the literature, one that deals with healthy adults and another one that deals with people
that suffer from cognitive impairment, the latter being much extensively researched.

An important issue with dealing with individuals in various stages of cognitive
impairment is the development of behavioral problems, which increase the burden of
care. To solve this matter, Petersen et al. [5] proposed a randomized study to see how
well a robotic pet is able to reduce the patients stress and anxiety related to their
treatment; their result are consistent with similar study and it reports that throughout the
trial psychoactive and pain medication could be safely reduced. Another study [6]
states that despite the continuous confirmation of multiple benefits of interaction
between a pet robot and a patient with cognitive impairments, there are some important
issues that might not be easily overlooked: the cost of such systems (expressed not only
as the price, but also the necessary maintenance), concern of possible infectious vector
(especially in hospital settings), and ethical concern related to social stigma, as the
robot might be seen as a toy and the usage of it by cognitive impaired adults might be
perceived as infantilizing. These concerns are valid, but applied with care in a patient
centered approach, the chance of acceptance is high, as elderly patients with various
stages of dementia, despite the fact that they saw the pet robot as a toy, treated it like a
technological companion, helpful for supporting their psychosocial needs [7].

A literature review [8] found that social robots are useful for elderly people
regardless of their cognitive health, as it provide emotional support in terms of enter-
tainment, stimulation and calm; a troubling finding is that despite high satisfaction
levels, the intention to actually use it was lowest in healthy individual, as they felt that
they do not necessary need it. Given the fact that living alone is prone to slowly erode
mental sanity, further efforts must be made to improve acceptability. In this regard,
Whelan et al. [9] found that acceptability improve if the robot use humanlike commu-
nication and meet the emotional, psychological, social and environmental users’ needs;
another important factor is the attitude of the significant others from the person’s social
circle regarding the pet-like robot. A robust predictor for post-interaction positive affect
is the engagement frequency [10], despite personal beliefs as the robot is more useful for
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others and not for him-/herself, which is an interesting finding that shows that if an
elderly person is persuaded to use such a device positive outcomes are not dependent on
personal assumptions. A critical view is expressed by Abdi et al. [11] which found many
methodological issues in studies related to pet-like robots, and recommends a more
rigorous delimitation about the role a robot serves in the study: affective therapy,
cognitive training, social facilitation, companionship and/or physiological therapy.

3 Design Process

The design process took two main directions: designing of a mechanical subsystem,
with a general shape easy relatable to the final user and with enough biomimetism to be
accepted as a pet robot, and designing of the electronics and control subsystem to
animate the robot and to provide basic health sign monitoring.

3.1 Mechanical Subsystem

The first step was to determine which animal to consider as a model; it was chosen a
dog (Canis familiaris), as this is the kind of pet the authors are more familiarized with.
Next, the function related to movement were identified: locomotion, tail-wagging, head
orientation, jaw open/close movement, tongue movement, eyes and ears orientation.
Early in the design process it was determined that the best strategy is to concentrate the
effort on the head, therefore, locomotion, tail-wagging and head orientation were not
yet studied; furthermore, given the fact that the objective of the implemented motions
was to give an emotional anchor, only the jaw open/close movement, tongue motion
and eye orientation are considered.

Fig. 1. Mechanism for (a) jaw and (b) tongue movement
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The jaw is actuated by a MiniServo RS-3 servomotor, capable of producing a peak
torque of 250 Nmm, maintaining a maximum angular velocity of 6.5 rad−1. Its mass is
16 g and takes a volume of only 29 mm � 13 mm � 32 mm. The servomotor is
placed on the upper half of the muzzle, its center of rotation at 64 mm removed from
the jaw joint, and forms with the lower half (to movable part) of the muzzle a crank-
rocker four-bar linkage (Fig. 1a); in this case, the crank moves 140° (out of the 180°
allowed by the servomotor internals), which translates in a 5° rotation for the rocker
(the jaw); this limited motion doesn’t allow for yawning, and this is by design, as a
large opening of the snout might expose the internal mechanisms, but it is enough to
realistically emulate jaws motion during barking.

The tongue is also actuated by the same type of servomotor; this motion was
deemed important for the capacity of the robot emotional expression: tongue hanging
out is a universal sign of satisfaction and relaxation for dogs. For that purpose, the
employed mechanism is the slider-crank linkage (Fig. 1b), where the crank executes a
90° motion, and the tongue exits the snout for a distance of 19 mm. The tongue rests on
multiple rollers build into the lower half of the snout that reduce the friction forces and
preclude scratching sounds. The range of movement might be further extended with
minimal design modification.

Eye orientation is accomplished by using two parallelogram linkages in series
(Fig. 2a); the first linkage transfers the movement from the servomotor (identical to the
previous ones) to the right eye, and the second linkage ensure the coordinated
movement of both eyes; range of movement is −32°… + 32° relative to the sagittal
plane. The first linkage is needed because is not feasible to place the servomotor
directly under one of the eyes, as is not possible to simultaneously maintain biomi-
metism and stack this motor with the other two. The external shell was designed using
the dog owned by one of the authors as photographic reference (Fig. 2b).

Fig. 2. Mechanism for eyes movement (a) and CAD modeling after real-life reference (b)
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3.2 Electronical and Control Subsystem

The electronical and control system is built around an Arduino Uno board; Fig. 3
shows the system architecture: as inputs, the robot features a microphone, a miniature
electrocardiograph (ECG), a distance measurement unit, and a tactile sensor. The board
controls 3 servomotors (powered separately), an MP3 shield and a GSM module.

At this stage, the microphone, an ADMP401, is used for simple background noise
monitoring; the robot reacts by turning its eyes in response to the sound pressure level, a
randomizing function making sure that this reaction does not leave the impression of
predetermined response. The miniature ECG, AD8323, is activated only if the IR
proximity sensor, GP2Y0A21YK, detects that the hands are closing on the electrodes,
strategically placed on both sides of the robots neck; the proximity sensor has useful
range of 10…80 mm and its sole purpose is to turn the ECG on/off to prevent needlessly
power drain. The ECG signal is read by one of the analog-to-digital converter
(ADC) enabled pin, the peaks are extracted and timestamped, after which simple
statistics is employed to determine the mean heart rate and the standard deviation of it. If
certain thresholds (currently for tachycardia, bradycardia, and arrhythmia) are exceeded
an alert is send to a predetermined contact person using the SIM800L GSM module.

The tactile sensor is custom made using a Velostat™ sheet sandwiched between
two conductive textile materials (the textile materials are insulated from each other);
this sensor is integrated into the synthetic fur of the pet robot and, as force is applied on
it, its resistance decreases, which, together with a fixed resistor connected in series
determines a proportional voltage change that is easily read by an ADC pin. This signal
is used to control the MP3 shield that access (currently 15) audio files that contain
various dog sounds, from whining to aggressive barking; the assertiveness is primary

Fig. 3. System architecture
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determined by the intensity of the signal received from the tactile sensor, but there is
also an element of randomness introduced to give a more lifelike interaction. The MP3
shield drives an class D amplifier MAX98300 that works at a voltage level of 5 V, and,
provided adequate power supply, has a power output of up to 2.6 W; the sound volume
is adjusted by a trimmer, and is subject to individual fine-tuning.

The sounds are synchronized with the movement of the jaw; the position of the
servomotor and implicitly of the jaw are dependent of the assertiveness score of the
played sound and a random element. Also, the tongue is sticked out based on the same
assertiveness score and another random function. All randomizing functions mentioned
here are initialized with a random seed that is determined by taking an ADC read of an
unconnected ADC pin: the random environmental electromagnetic fluctuation and the
10-bit ADC resolution provide enough randomness for this application.

4 Conclusions

The main limitation of the presented system is that, due to the current pandemic, it
could not be adequately build and tested, therefore one of the very first task is to
experimentally validate the design; although appropriate design procedures were
employed, there is nothing that tops actual full system testing.

The current approach towards the development of a pet-like robot follows our
previous work regarding the development of anthropomorphic robotic heads, as
assistive robots, also. As such, this design is a milestone toward further planned
improvements: the inclusion of voice recognition software would provide a natural
interaction and would open pathways of integration with existing smart home systems.
Another improvement is the inclusion of a more capable platform, like the ones pro-
vided by the growing market of single board computers: such a platform would be
essential to provide a learning function implemented with one of the existing various
artificial intelligence agents. Adding mobility is an improvement that will greatly
expand the usefulness of the robot.

One major role of the pet-like robots is to interact with humans and make them feel
emotional attachment, but they proved to be useful for relaxation, to relieve mental
stress, exercise for physical rehabilitation, increase communication and reduce lone-
liness. The efforts to develop these types of robotic systems aim to encourage inde-
pendence and maintain good health, but without promoting a lonely elderly. It is
important to note that these kind of robots must not be treated like innocuous toys; they
are fully fledged medical devices, their usage being subject to medical prescription and
responsibility that carefully considers individual related variables like how psychoac-
tive medication might change the human-robot dynamic or how preexisting conditions
might preclude their usage.

Conflict of Interest. The authors declare that there is no conflict of interest regarding
any commercial products (equipment, components and/or software packages) described
here, nor does they endorse any product mentioned; names of equipment, components
and software packages were given solely for reference purposes.
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Abstract. The paper explores an intensively researched field, linked to the role
of robots in assisting and rehabilitating people with motor disabilities. Thus, the
paper is focused on presenting a concept of a mechanical system, able to provide
solutions for interaction between the human, with locomotors problems, and a
mobile assistance/recovery robot, in order to improve the quality of life. The
mechanical system proposed for development is customizable, based on human
needs and physical capabilities. The paper presents the constructive character-
istics and the kinematic control functions which are the base of the automation
of the robot’s functionality.

Keywords: Robot � Medicine � Locomotors disabilities � Assistance

1 Introduction

Nowadays, robots and the robotization of certain mechanisms, represent a major
challenge, hence they are being part of all fields of activity as food & beverage service,
management, storage purposes, industrial and medical.

Regarding the medical robots used in the assistance and rehabilitation of people
with disabilities, they can be classified as:

• robots that help with functional readjustment - helping to correct disability, when
illness or accidents have altered body abilities, practicing physical training or
remedying organic deficiencies with an exoskeleton, as in the case of amputated
arms or tetraplegia robotic replaces the defective part/lack of the body);

• robots that help with social rehabilitation - which can be useful to provide physical
and social support to people with disabilities or the elderly. This class includes
robots which can act to supervise, or help physically people, when human aid is
lacking or is rejected for pathological reasons.

Human-robot interaction is a multidisciplinary domain, with contributions in the
field of human-computer interaction, artificial intelligence, robotics, and social sci-
ences. The term assistive robotics, in the past, referred to robots that assisted people
with disabilities through physical interaction. Currently, the term is used in a broader
sense, generally referring to all robots that help or support human users. People often
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need assistants to help them with their daily activities. Thanks to the personal robots
that have been developed in recent years, this has become easier, but research in this
area is still ongoing and there are many shortcomings until a robot can help humans in a
safe, efficient way and fully autonomous. These types of robots are generally called
assistance robots and are intended to help a person live better, by sharing the envi-
ronment with their human operators [1].

2 Achievements in Assisting People with Motor Deficiencies

The development of medical robots is part of an avant-garde field and perspective of
our century, so many research centers have developed various rehabilitation or assisting
mechanical systems laying the foundations of a new direction of research, the positive
results obtained are encouraging for development of new systems.

Among the realizations, in Fig. 1, a mechanical structure is presented, named
PAM-AID walker. It is a mobility aid for people with disabilities, which can provide
both physical support for walking, but also navigational intelligence. Its objective is to
allow users to retain their personal autonomy and take independent exercise [2].

Another achievement that should be mentioned is a helping robotic walker for
people with locomotors disabilities (see Fig. 2), Walkmate [3] that has two force
sensing resistors embedded into the handlebar. These sensors are fixed with the han-
dlebar directly so it can detect both pull and push pressure of the handlebar. Moreover,
the force sensors embedded into the handlebars offer a natural negative feedback loop
of the motion control. When the user wants to keep a constant velocity, the handle will
be pulled/pushed to decelerate/accelerate the walker if the walker is faster/slower than
the user.

Fig. 1. The PAM-AID walker.
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Another robot worth mentioning, used in helping people with locomotor problems,
is Lokomat 3D, presented in Fig. 3, by Hocoma [4]. The Lokomat is a driven gait
orthosis that automates locomotion therapy on a treadmill and improves the efficiency
of treadmill training [4]. The Lokomat improves the therapy outcome by providing
highly intensive, individualized training in a motivational environment of constant
feedback.

Further, considering the efforts made in improving the quality of life for people
with musculoskeletal problems, by various research institutes or companies, the paper
proposes a concept for prototyping of hybrid mobile structure.

Fig. 2. The prototype Walkmate.

Fig. 3. The robotic system Lokomat 3D.
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3 The Design of ARPMD System

The structure proposed for development, abbreviated ARPMD (Assistant Robot for
People with Motor Disabilities), is designed to be used both in assisting people with
certain motor disabilities and with their recovery therapy, based on the movements
required from the robot to perform locomotor rehabilitation operations [5–7].

As resulting from Fig. 4, the ARPMD system is based on a mobile structure
marked with (1), on which a frame with two movable arms is fixed (2), which can
perform a series of up-down or front-rear movements, which would allow easy cus-
tomization for the user.

The movement of the mobile structure (1) is performed by means of four wheels,
two of which are driving wheels, and the other two driven omnidirectional. The driving
wheels are actuated by two DC motors, one for each wheel [8], the controlling of
motors being performed with an L298 IC board from Arduino, [9].

The serial structure, (the arms of the ARPMD system), are driven by four DC
motors [8], as can be seen in Fig. 5, they can be customized according to the char-
acteristics of the operator, which can also change the moving speed of the robotic
system. Given the average human body size [10], the ARPMD prototype has the
following overall dimensions.

Front/rear 
movement Modifying the 

displace-
ment/reverse 

Up-down 
movement 

2

Configuration of 
the robot arms1

Fig. 4. The proposed prototype ARPMD.

Concept of Robotic System for Assistance/Rehabilitation 311



In keeping with Fig. 5, the characteristics of ARPMD are concentrated in Table 1.

An important aspect in the construction of the mechanical structure is represented
by the mass properties. Based on the analysis performed in Solid Works, to create the
3D model, and considering the high density materials used for the structures, the
following results were obtained: the mobile structure of 85 [kg], adding the weight of
the serial structure of 10 [kg], adding up together 95 [kg].

Also, as presented in Fig. 6, the position of the mass center in relation to the
reference system of the robot, it is situated at x = 0.215 [m], y = 0.355 [m] and
z = 0.115 [m].

DC Motors

0,5 [ ]m

1,5 [ ]m

0 1 [ ]m

0,7[ ]m

0 0,4[ ]m

0,8 [ ]m

Fig. 5. Overall dimensions of the ARPMD structure.

xz

Fig. 6. Mass center position of the ARPMD structure.

Table 1. The proposed overall dimensions and characteristics of the ARPMD structure.

Mobile structure Serial structure

Length [m] L � l � H = 0,8 � 0,7 � 1,50 Horizontal arm 0–0,30
Vertical arm 0–0.8

Travelling speed [m/s] 0,05–0,8 –

Mass [kg] 85 10
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Based on the Solid Works data, the robust structure, but also the mass center of the
robot which is close to the floor, make it impossible for the robot to flip over and cause
injuries to human operator, for which a weight of 90 [kg] was considered.

The structure incorporates inclinometers on its system that can detect if the surface
is inclined or not. This information enables the robot to increase or decrease its velocity
depending if it is an up or down slope. The goal is to adjust the robot velocity while
climbing. This will help the user to walk in slopes, a type of terrain that usually leads to
the fall of the user.

4 The Operating of the ARPMD Structure

As presented in the paragraph above, the ARPMD structure can be custom made, based
on the needs of the human operator.

The right arm contains touch sensors, with the role of detecting the presence of the
human operator, therefore, any functionality is linked to the grip of the handle. The
operator can set the movement speed by spinning the right handle clockwise or anti-
clockwise and, at the same time, holding down the safety button with the thumb of the
right hand. If the handle is rotated clockwise and the safety button is held down, the
robot will increase its speed by 0,005 [m/s]. Otherwise, if the handle is rotated anti-
clockwise and the safety button is held down, the robot will reduce its speed by 0,005
[m/s] (see Fig. 7). To maintain a constant speed, the operator needs to release the safety
button.

As presented in Fig. 8, the robot can turn if the right handle is moved horizontally
to the left or right side, based on the direction needed by the operator. Also, based on
the same figure, if the operator wants to move the system backwards, he needs to raise
the right handle slightly, without holding down the safety button.

Fig. 7. Increasing and decreasing the speed of ARPMD structure.
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In order to obtain movements of the robot’s arms, the operator needs to hold down
the safety button on the left handle and, for an ascending move, rotate the left handle
clockwise or, for a descending move, rotate the left handle anti-clockwise, as presented
in Fig. 9. The speed for this type of movement will be of 0,005 [m/s].

It is important to emphasize the fact that, as explained in the previous paragraphs,
the robot is equipped with safety systems, to prevent any accidents.

For the elongation of the robot arms, the operator needs to hold down the safety
button of the left handle and move it horizontally to the right or left, as shown in
Fig. 10. Through this action the robot arms will become shorter or longer, with a speed
of 0,001 [m/s].

Fig. 8. Orientation and reversing of ARPMD structure.

Fig. 9. Ascending/descending of ARPMD arms.
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5 Establishing the Kinematic Control Functions for Velocities
of the ARPMD Structure

Notions are presented below regarding the motion control of each component of the
ARPMD structure. The aim is to obtain the expressions for velocities control, of each
of the two structures, analyzed individually.

5.1 Mathematical Modeling for Mobile Robot (1)

As seen in Fig. 11, structure (1) performs a parallel- plane movement (translational and
rotational movement in the same plane), which gives the disabled person the oppor-
tunity to move easily, in the home and/or outside of it (traveling to a store or meeting
with other people), effectively replacing the use of a forerunner. Also, the robot base
can be used to transport objects, facilitating the everyday activities of disabled persons
(shopping, moving personal items in the home, performing basic operations). As

Fig. 10. Shorting/extending of ARPMD arms.
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Fig. 11. Input parameters of mathematical modeling for mobile robot (1)-bottom view.
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presented in Fig. 11, the input parameters for robot (1), where qj; j ¼ 1 ! 9, are the
generalized coordinates corresponding to displacements; Mrðf;sÞi; i ¼ 1 ! 4 are repre-
senting the masses of back or front wheels and ri; i ¼ 1 ! 4 are the radii of the wheels.

In accordance with [11], the robot motion is studied with respect to reference
frames: a fixed one, denoted Of g, having the origin in point O0f g, and a mobile frame
Rf g, fixed on robot.
The column vector, of the operational velocities, which expresses the absolute

motion of the robot is [12]:

0 _X ¼ _xp _yp _h
� �T¼ _q1 _q2 _q3½ �T ; ð1Þ

Following some mechanical considerations regarding the structure (1), according to
[12], the kinematic parameters of the points in relation to the system Oi; i ¼ 1 ! 4f g
attached to the centers of the wheels of the mobile robot, projected on the axes of the
fixed reference system, are expressed with the following relations:

vO1 ¼
_q1 þ l � _q3 � cos q3
_q2 þ l � _q3 � sin q3

0

2
64

3
75 x1 ¼

0

_q4
_q3

2
64

3
75 ð2Þ

vO2 ¼
_q1 � l � _q3 � cos q3
_q2 � l � _q3 � sin q3

0

2
64

3
75 x2 ¼

0

_q5
_q3

2
64

3
75 ð3Þ

vO3 ¼
_q1 � L � _q3 � sin q3 þ b � _q3 � cos q3
_q2 þ L � _q3 � cos q3 þ b � _q3 � sin q3

0

2
64

3
75 x3 ¼

0

_q6
_q7

2
64

3
75 ð4Þ

vO4 ¼
_q1 � L � _q3 � sin q3 � b � _q3 � cos q3
_q2 þ L � _q3 � cos q3 � b � _q3 � sin q3

0

2
64

3
75 x4 ¼

0

_q8
_q9

2
64

3
75 ð5Þ

and representing the linear vOi ; i ¼ 1 ! 4, and angular xi; i ¼ 1 ! 4 velocities of
the wheels centers.

The previously obtained expressions are characterizing the kinematic control
functions in velocities, with the help of the L298 IC board.

Based on the above considerations, and the kinematic parameters contained in the
expressions determined above, the following relation is written in matrix form:

_X ¼
_q1
_q2

x ¼ _q3

2
64

3
75 ¼

cos q3 0

sin q3 0

0 1

2
64

3
75 �

r
2 � _q4 þ _q5ð Þ
r
2�l � _q4 � _q5ð Þ

� �
; ð6Þ

316 C. Schonstein and A. F. Cristea



which expresses the velocity of the point belonging to the mobile robot projected on the
fixed system and are representing the kinematics equations.

5.2 Mathematical Modeling of the Serial Structure (2)

Further, will be made an analysis of the kinematic control for the serial robot (2), fixed
on the mobile structure (1). According to [13], in the first phase the direct geometric
model is established for the robot structure (2), the results being used as input data in
kinematic modeling, ie the determination of motion control functions for speeds.

For analysis, the input data of robot (2) are presented in Fig. 12.

According to Fig. 12, and [13], the matrix of the nominal geometry, which
describes the position and orientation of each kinetic link, is presented in Table 2, as:

Corresponding to initial state of the robot, in the geometric center of each kinematic
link is attached a mobile system for each link i ¼ 1; 2. According to Table 2 and Fig. 7,
there are highlighted the following geometrical particularities:

1l
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2q
1q

0y0x
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1z

1x
1y2O

3O
2z

2x
2y

3z

3x 3y

2l
3l

4z

4x 4y
0z

Fig. 12. The geometrical parameters of robot (2).

Table 2. The situation parameters for the serial structure

Element
i = 1 ! 2

Joint type
R;Tf g

fpð0Þii�1gT ¼ pð0Þi � pð0Þi�1 k
ð0ÞT
i

p 0ð Þ
xii�1 p 0ð Þ

yii�1 p 0ð Þ
zii�1 k 0ð Þ

ix k 0ð Þ
iy k 0ð Þ

iz

1 T l1 0 l2 0 0 1
2 T 0 l3 0 0 1 0
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i ¼ 1; k1 � z1;D1 ¼ 0
� �

; i ¼ 2; k2 � y2;D2 ¼ 0
� � ð7Þ

which serves to direct geometrical modeling of the robot, where i ¼ 1; 2 is the joint, ki
is the versor of the axis along occurs the movement and Di is an operator which takes
into account the type of the axis (Di ¼ 1 for rotation; respectively Di ¼ 0 for transla-
tion), [13].

Following the algorithm of locating matrices [13], there is obtained the expression
which describes the positioning of the arms of the structure (2):

0
2 T½ � ¼ 0

1 T½ � � 12 T½ � ¼
0
2 R½ � p2
0 0 0 1

� �
¼

1 0 0 l1
0 1 0 l3 þ q2
0 0 1 l2 þ q1
0 0 0 1

2
6664

3
7775 ð8Þ

which includes both the rotation matrix 0
2 R½ � for orientation, and the position vector p,

for positioning of the robot arms.
Considering that the orientation of the person is done with the help of the mobile

robot (1), the serial structure (2) has no orientation. Thus, the column vector of the
operational coordinates for structure (2) has the form:

( )

( ) [ ]

1

3 2

2 10 ..... .............................. .....................
0 0 0ψ α β γ

⎧ ⎫⎡ ⎤
⎪ ⎪⎢ ⎥

+⎪ ⎪⎢ ⎥
⎪ ⎪⎢ ⎥⎡ ⎤ +⎡ ⎤ ⎪ ⎪⎣ ⎦⎢ ⎥ ⎪ ⎪= = =⎢ ⎥ ⎨ ⎬⎢ ⎥

⎢ ⎥ ⎪ ⎪⎢ ⎥⎣ ⎦
⎣ ⎦ ⎪ ⎪

⎪ ⎪
⎪ ⎪
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T
x y z

TT
z y z

l

l q
p p p l qp

X ð9Þ

and is characterizing the direct geometrical modeling for the robot (2).
In the literature (see [12, 13]), the expressions (9) are known as direct geometry

equations, and express the position and orientation of the characteristic point of the
final effector relative to the fixed reference system Of g attached to the robot (1).

The kinematic analysis considers both the position and orientation of each joint
required to describe the location of the final effector in the robot's workspace and the
variation of joint speeds throughout the operating process. In the first stage of appli-
cation of the iterative algorithm (described in [13]) it is considered that the linear and
angular velocities and accelerations corresponding to the fixed base of the robot are
defined as follows:

0x0 ¼ 0½ �
3x1ð Þ

; 0 _x0 ¼ 0½ �
3x1ð Þ

; 0v0 ¼ 0½ �
3x1ð Þ

; 0 _v0 ¼ 0½ �
3x1ð Þ

( )
ð10Þ
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For i ¼ 1; 2, there are established the angular and linear velocities that defining the
absolute motion of each joint, of the structure (2). Thus, depending on the positioning
Eqs. (8), the absolute movement of the arms are expressed by:

0
2 1

0
20

2

0

0 0 0

T

T

v
X

q q
ð11Þ

and are representing the kinematics equations, being useful in controlling the speeds in
each i ¼ 1; 2 joint of the robot (2).

6 Conclusions

The approach of this topic was determined by the need to design a support robot to
perform activities or operations in domestic environments, so that communication and
interaction between it and the human operator is done in a manner like human
behavior. It is not desired to remove the necessary human contact involved in the care
of the persons with elderly or mobility problems, however the aim is to facilitate the
greater independence of the person within a caring environment.

The paper presents a concept of moving/recovery assistant robot for people with
locomotors problems, to lift and move towards a chair or bed, or simply supporting a
person with weak muscle structure. Given that, these people often need support and
their weight can be an impediment for those who support them, this robot complements
that. The concept is abbreviated ARPMD, and consists of a mobile structure, on which
a serial robot is fixed. The prototype has been 3D modeled and analyzed by using
specialized software, which provided data regarding the geometrical behavior. For each
joint of the robot, the velocities are established, then the kinematic control functions,
which are the base of the mechanical system functionality.

As it can be seen from paper, the mobility of the robot’s arms allows the disabled
person to use the robot to perform basic movements, such as sitting or lifting from a
sitting position. We believe that this type of robot can have functionality in hospitals or
homes, in helping elderly or people during a post-operative recovery.

Considering that this is just a prototype concept, no comments can be made
regarding the acceptance of such a system by real users. Hopefully, in a near future, this
concept can become a prototype and be tested by people with motor disabilities.

As an essential observation, the paper shows that man, through his creation, can
assist other people by creating aids, in this case the creation of assistive robots, which
can help, rehabilitate or even prolong a person’s life.

Conflict of Interest. Hereby mention that, I have no conflict of interest regarding this
paper.
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Abstract. The paper seeks to highlight how it could influence the transmission
of vibration in terms of sensitivity to the hand, respectively reducing it by
mounting an additional vibration attenuator. Thus, the paper deals only with the
experimental way of reducing them, when a vibration attenuator has mounted
and the possibility of avoid the occurrence of occupational diseases due to these
causes.

Keywords: Vibration attenuator � Transmissibility � Hand-arm system

1 Introduction

As explained in the summary of this paper, it is intended to highlight how it be might
influence the transmission of vibrations in terms of sensitivity to the hand, respectively
reducing it by mounting an innovation additional vibration attenuator. In this scope the
special literature [1] imposed by the standard in force SR EN ISO 5349-1: 2003 [2–4]
shows how the vibrations that are transmitted from the human hand to the human body,
and it establish the displacements value so that we don’t be affectated its. Mechanical
vibrations are transmitted to humans from excitatory sources such as machine tools and
mechanical devices and may change over time, if measures are taken to reduce and in
this case will not be allowed to increase an occupational diseases of professional nature
[1, 5, 6]. The term “Vibration disease is characterized by a polymorphism clinic with
original evolution. The main etiological factor are often vibrations. Secondary and
favored etiological factors could include:

Factors related to the human body such as the ability to adaptive compensatory
capacity, vascular-peripheral nervous disorders, smoking, age, individual susceptibil-
ity;” [8].

“The unfavorable actions of vibration on body are the tremors at the frequencies
between 30–1000 Hz; the one of 150 Hz less often causes pathology. Pneumatic
hammer type instruments are very common in used of 30–50 Hz, or like as vibrating
and rotating instruments with frequencies over 1000 Hz” [6].

Therefore, the cumulative effect of vibrations in hours and years, might be lead to
occupational diseases [6], which is not desirable and should be avoided by taking
precautions such as: avoiding used devices, respect break of times, protective equip-
ment (specialty literature recommends only gloves in the case of the hands) etc.
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2 Mathematical Modeling

The present paper is based on a mathematical model of the hand-arm system [5, 10–12]
with additional shock absorber of mechanical vibrations, the system takes into account
the specifications of the literature. The paper will not insist on the mechanical and
mathematical part of the research, this being briefly described. All these studies have
been treated in the other papers, so the paper is part of the theme of engineering
research with medicine implication and will focus only on the experimental demon-
stration that, the mechanical vibrations are transmitted from an excitation source and
may be minimized.

The work is based on a basic model (Fig. 2), with concentrated masses, considering
that soft tissues can be described phenomenologically, as a viscous-elastic medium.

Matrix form of the linear differential equations of motion can take the form of:
present paper is based on a mathematical model of the hand-arm system [5, 10–12]
with additional shock absorber of mechanical vibrations, a system that takes into
account the specifications of the literature. Reminded that these studies have been
treated in the other papers, so the paper is part of the theme of engineering research
with medicine implication and will focus only on the experimental demonstration that
mechanical vibrations are transmitted from an exciting source and can be minimized.

Considering that soft tissues can be described phenomenologically, as a viscous-
elastic medium.

Linear differential equations of motion in matrix form can take the form of:

½M� � f€zðtÞgþ ½c� � f_zðtÞgþ ½k� � fzðtÞg ¼ fFðtÞg ½14� ð1Þ

where, z (t) is the displacement after Oz axis of hand-arm system with three/four
masses; FðtÞ ¼ M€z � cosðxtÞ � excitation force;

x = excitatory source pulsation [rad/s].

Fig. 1. Source of excitation (the device) that acts upon the hand - arm system [10]. a. The
position through which the operator catches the tool fixed to the device, this has the main
direction of vibration transmission, respectively the Oz axis; b. Anatomical reference system
given by SR-EN ISO 5349/2003 [13].
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The matriceal Eq. (1), which characterizes the hand-arm assembly, is a second-
order differential equation, linear, inhomogeneous and transcendent, in which:

z(t) respectively, zi i = 1–4 represents the displacement according to the Oz axis,
for the corresponding masses;

The notations in the Fig. 2 represent:
The amplitude of the excitation force, at the entrance to the system, and

_z0 = 0.025 m/s and z0 = 0.003 m are measured values, along the Oz axis of the
anatomical system [1], of the velocity and displacement, at the wrist, for the rotation of
the machine at which maximums were recorded (1000 RPM). In the Fig. 2 the nota-
tions are following:

mi – i = 1–4 represent the masses of the hand (palm), forearm and arm [kg];
ki – i = 1–5 the longitudinal elasticity constants of the fingers, the hand, the forearm,
the arm, attenuator along the zh axis, respectively Ox at the arm [N/m];
ci – i = 1–5 the damping constant of the fingers, hand, forearm, attenuator along the
Oz axis, respectively Ox for the arm [Ns/m].

There are two possible situations to analyze. First, when there is no additional
shock attenuator mounted on the forearm and the second when an additional shock
absorber has mounted along the forearm; the second case is analyze in this paper.

The mechanical coefficients (ki, ci, i = 1–5) of the hand and the anthropometric
parameters were determined experimentally by anthropometric measurements [1, 3].

Fig. 2. Mechanical hand - arm system [10].
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These performed on a group of 15 subjects (men), of about the same height and weight,
and their age was between 40–45 years, then the arithmetic average of these mea-
surements has studied in the paper. The arithmetic average has used to determine
mechanical coefficients of the hand-arm system.

The ethical principles of research (measurements) on human subjects have been
observed, according to the World Health Organization, respectively the subjects had
been prior informed and it been their provided physical well-being at the measurement
conditions.

The joints of the wrist, elbow and shoulder are neglected, because the hand is
positioned on the excitation source (drilling machine), during which a certain operation
(drilling) is performed it The human operator having the arm vis a vis of the forearm at
an angle of the 90° at elbow. These joints have simplified at a spring and a shock
absorber.

It been considered the shoulder rotation of 0° (Fig. 2).
The conditions under which the work tool has handled and the position of the

human operator during this time, there have described in Table 1.
It have been imposed (of build) the direction of transmission of the excitation, from

the shock absorbers:
Masses: m1 (gives by c1) and m2 (gives by c2), after Oz axis;
Mass m3 after Oz (gives by c4) and Ox (gives by c3) (unstudied in this paper);
An additional shock absorber will be attached to the hand-arm system [13]

(Fig. 2), along the forearm and it’s the behavior will be studied following vibration
damping along the system up to the arm, using the initial conditions like in the Table 1
(Fig. 1a).

Table 1. Initial conditions taken into account when simplifying the actual hand - arm model.

Vibration direction Oz (in conformity with anatomical system given by SR EN ISO
5349/2003)

Excitation:
harmonically
displacement

F(t)
z(t)

Subject position Vertical (stand up)
Device diameter 42 mm
Frequency scale 0–200 Hz
Grip force 25 N, after ISO 15230/2007
Grip place Hand (palm and fingers)
Shoulder angle 0°
Subjects Men (over 40 years)
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3 Experimental Measurements

In the second part of the research, it was effectuate acceleration RMS (Root Mean
Square) measurements using a percussion-drilling machine [3]. The measurements
were performed on the system without shock absorber and with the additional shock
absorber mounted on the forearm (Fig. 3). The measurements were performed on a
group of 15 people, approximately 40–45 years old men, weighing average 85 kg and
1.70–1.85 m tall. The measurements equipment included an triaxial vibration
accelerometer type K3, represented as element in the Fig. 3. This was connect to a
vibration measuring device type SVAN 958. The paper presents only the vibration
transmission after the Oz (Oz is along of the forearm). The accelerometer measure-
ments vibration after wrist and elbow, it was fixe directly under the attenuator/damper
bracelet by tightening it (Fig. 3) and taped directly on the skin. Sets of three mea-
surements were performed and their arithmetic mean was used in the case analysis.

The researches results are presented in the Fig. 4 for wrist anatomical area, where
made measurements. In addition, they took in account the mode in which the bracelets
have fixed on the skin (felt – Fig. 3). It mentions that, the interior padding of the
metallic bracelets prevents skin lesions.

3.1 Mechanical Impedance

The measurements were performed for a frequency of 40 Hz (medium localized in the
scale between 20–300 Hz) [5] and were measured the accelerations of the root mean
square (aRMS), next, after a double integration with special software and Runge-Kutta
of order 4–5 method) they have been found the velocities and displacements corre-
sponding of its.

Then, it has been calculated the mechanical impedance of the system, this been
established to different frequencies, and for all anatomical masses of the system (hand-
forearm-arm).

By definition, mechanical impedance is define as the ratio between the forces
applied to a system and velocity. The mathematical relation that reproduces the
mechanical impedance has the form:

Damper/Attenuator 

Fig. 3. Vibration damper [10].
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Z ¼ Fexcitation=v [Ns/m] ½9� ð2Þ

The Fig. 4 shows the evolution of the impedance according to the excitation force
and the velocities resulting, without additional attenuator, respectively at contact with
the excitation source (drilling machine) and hand. The sensitivity has the highest value
close 100% (gray curve), and is harmonic according to the excitation force. In the
forearm it reduces its value (orange curve), but in jumps from 60%, 50% to 70%
proving instability, but still, at the beginning of the movement has a peak of almost
100% (this being the elbow, where the muscular or adipose system does not there is),
and from arm to shoulder the sensitivity is reduced until 10% (blue curve). This is due
to the viscous-elastic properties of the skin, muscles and blood system. However,
resuming these activities daily, for 8 h, the properties of these tissues become insen-
sitive, and they no longer react in the same way, in the sense of damping the arousal.

Unlike the sensitivity and behavior of the hand-arm system without shock absorber
treated in Fig. 4, in Fig. 5 its behavior is analyze when an additional attenuator is
mounted on the forearm, between the wrist and elbow (Fig. 3). Thus, it is possible to
observe the evolution of the mechanical impedance depending on the excitation force
and velocities. The sensitivity has the highest value close to 100% (gray curve) and it is
harmonic according to the excitation force. In the forearm it reduces its value (orange
curve), at first having a value of almost 100%, in elbow joint, then stabilizes at 58%
lower than in the case of Fig. 4 (without attenuator) which had a value of up to 70%, in
jumps. From arm to shoulder, it was reduced the sensitivity by around 5% (blue curve),
much less than without the supplementary attenuator, which was 10%.

This minimization is due, first, to the additional attenuator mounted on the forearm.
However, also in this case, too, special attention must paid to the resumption of these
activities daily for 8 h.

Fig. 4. Mechanical impedance for the hand-arm system without supplementary attenuator.

326 A. F. Cristea



3.2 Mechanical Transmissibility

The present subchapter tries to validate the results obtained at sensitivity (Fig. 4,
Fig. 5) by calculating the mechanical transmissibility of the hand-arm system. The
transmissibility represents the ratio between the maximum transmitted force and the
relation (3) gives the excitation force and it.

T ¼ Fmax=Fexcitation ð3Þ

Figures 6 and 7 represent the evolution of mechanical transmissibility from the
excitation source to the hand-arm system. The literature [5] says that in order for the
system to be in equilibrium not to resonate or not to have disturbances, the trans-
missibility should be T <= 1.

As seen, in Fig. 6, we talk about the hand-arm system without additional damping
and we discuss on the hand, it has a transmissibility greater than 1 at the beginning of
the movement (blue curve) and stabilizes harmoniously around one smaller value. The
same initial instability it has their forearm (transient movement) (orange curve) and the
arm (gray curve).

The Fig. 7 brings stability by introducing the additional attenuator, so that this
instability of the beginning of movement in Fig. 6 (in hand of 2.5 is reduced to 1.4, in
Fig. 7, using an additional attenuator). The transmissibility for the arm is small very
close of the axis zero, it does not be visible on the graph (Fig. 7). However, in
comparison the Table 2 shows the reduction of the vibration from hand until arm, using
or not a supplementary attenuator.

Fig. 5. Mechanical impedance with supplementary attenuator.

Sensitivity to Mechanical Vibrations, Methods of Attenuation 327



Fig. 6. Transmissibility without supplementary attenuator.

Fig. 7. Transmissibility with supplementary attenuator.
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4 Conclusions

The research [3, 10] carried out on the hand-arm system regarding the action of
vibrations, it shows that:

Vibrations are transmit along of the system starting from the excitatory source
through the hand and up to the arm. Under certain conditions, they grow, but as is normal,
they attenuate through the skin muscles, to a certain extent, up to the shoulder. The paper
highlights the fact that they decrease in a short time, with about 50% in the hand (Table 2),
but they are reduced minimize with 20% for the forearm and with 5% to the arm, when is
mounted on the forearm one supplementary attenuator, which makes the object of the
study more interesting and validates it. Clear values of the human body's sensitivity to
vibration are didn’t yet known, but the standards give clear limits on the maximum
acceleration (aRMS) of the excitation source, respectively transmission of vibration at
daily exposures of up to 8 h and measures to prevent adverse effects [2–4, 8]. Of course,
the reduction of vibration transmitted to the system is beneficial to the health of the subject
and comfort of his, but the mounted of a vibration attenuator along the forearm, makes
them more “comfortable” because them being dissipated through the attenuator;

– It is imposed by the standards [2, 3] to be respected breaks during work, overtime
being avoided, because this should could be to lead to signs of numbness in hand,
this specifies the possibility of occurrence of occupational diseases. In this case,
must be take supplementary protection measures.

– The professional affections of the human operator, due to the transmission of
vibrations given by tools and vibrating devices can be:

“Washing with cold water or freeze water, produce the pain in the hand.
Nocturnal or rest pain in the hands accompanied by paresthesia (in the form of

tingling).
After 10–15 min from the start of work, the pain usually disappears.
The pain differs according to the intensity and de pends on the degree of mani-

festation of the disease. They often cause sleep disorders” [5, 7].
In the next researches, the studies will done on equipment with high vibration

(percussion), such as percussion hammers, and consecutive measurements will take
several weeks. Regarding the additional attenuator, at it will done ergonomic
improvements. In addition, a possible relationship with medicine institute regarding
these results will done benefic.

Conflict of Interest. I mention that, I have no conflict of interest regarding this paper.

Table 2. Experimental vibration transmissibility.

Transmissibility Without With Difference of transmisibility
reducing [%]

Experimental Hand 2.2 Hand 1 45%
Fore arm 1 Fore arm 0.2 20%
Arm 0.2 Arm 0.01 5%
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Abstract. The paper is a continuation of other studies and wants to demon-
strate what negative effects (diseases) produce the vibrations transmitted to the
hand until arm, without or with a supplementary vibration attenuator. Thus, the
paper deals with both the theoretical and experimental mode of their diminution
when mounted or not, a vibration attenuator. The attenuator will testing in terms
of blood pressure in the hand-arm system, through the IGB index (ankle-wrist
coefficient). Therefore, the paper is approaching from an engineering point of
view through modeling, design, and the measurement and from the medical
point of view through IGB index measurements as a validation measure.

Keywords: Supplementary attenuator � Transmitted vibration of the operator

1 Introduction

1.1 Generalities of Medical Nature

The paper comes with the supplementary additions and validates the results presented
in other papers, on this studied. Such as, the vibrations on the hand-arm system are
transmitting during the work process. This paper wish of new validate of the recently
studies regarding the effect of the vibration about hand, in the work process.

Regardless of the industrial activity from which it comes, vibration acts on the
human body and it can cause discomfort to the operator, might been changed its
activity or even have negative influences on the health of the human operator, subjected
to its. The action of vibrations with a frequency between 20–200 Hz [3, 9] determines
osteo-musculoskeletal syndrome that evolves with pain, joint swelling, and limitation
of movements, in this, the examination radiological highlights the narrowing of joint
spaces and tendons and inflammatory phenomena occur in the muscles. Vibration
exposure has found to be associated with a reduction in grip strength of the hand at the
handling, and their neglect can lead to incapacity for work.

This paper might been compared with the similar theoretical studies, in terms of
vibration transmissibility but without/with additional attenuator. The novelty of this
paper consists in the fact that the obtained results was been wanted to validate other
studies and to strengthen the fact that the vibrations of the hand-arm system are
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transmitted along for the forearm. In these cases, it was been measured and it has been
calculated the IGB indices and displacements caused of the vibration in the work
process. All this was been demonstrated using an additional vibration attenuator, which
was been realized practical and patented.

In the paper, we will refer to human operators who are daily expose to vibrations
through the regular use of portable machine tools (all these respecting the OSM pro-
tective rules regarding measurements). They might been present different forms dis-
eases with different severity, from reducing peripheral circulation to stopping
circulation in the extremities.

In the next subparagraph will been presented some possible occupational dis-eases
related to the transmission of vibrations, like vascular disorders.

In this way, the two most serious conditions are relates to Raynoud syndrome, and
another related to carpal tunnel syndrome. Raynaud’s syndrome is a disorder of blood
circulation in the fingers. It affects the reaction of the fingers to the cold producing the
crisis of the “white fingers” by strongly reducing the circulation. At first, whitening
attacks refer to the extremities of one or more fingers, but gradually if the exposure to
vibration continues or increases in intensity this fact is dangerous (Figs. 1, 2, 3).

Atrocious 
changes

Normal 
cartilage

Fig. 1. Bone changes due to osteoarthritis [1].

Extension 
tendon

Inflamed 
synovial 
sheath

Fig. 2. Tenosynovitis (inflammation of the
tendon sheath) [1].

Fig. 3. Upper limb diagnosis [1].

332 A. F. Cristea and C. Schonstein



One of effects of the illness caused by the action of vibrations on the hand could be
the carpal tunnel syndrome [4], but this could be aggravate of the other work conditions
like irritation of the median nerve (tingling, numbness in the thumb etc.), respectively
dexterity (Fig. 4).

2 Mathematical Model

For the hand-arm system, the soft tissues might been describe the phenomenological, as
a viscous-elastic medium for which were substitute of the dampening and rigidity
coefficients [3]. In this way, the differential equations of motion could take the form
given by the relation (1) [2]:

m½ � � €u tð Þf gþ c½ � � _u tð Þf gþ k½ � � u tð Þf g ¼ Ff g ð1Þ

The mechanical hand-arm system is composed of 5 springs and 5 shock absorbers
c0, c1, c2 located along the Oz axis, i.e. along the forearm and c3, c4 located along and
perpendicular to the arm, and the springs that give the system rigidity and they are
placed similar. The real model was been simplified to a model with concentrated
masses in the center of mases, and the wrists were considered, in this case, rigid
without elasticity or damping. If the additional shock absorber has been add, it mounted
in parallel with the forearm and was fixe between the wrist and elbow. The supple-
mentary attenuator has an attenuation and a stiffness c5, k5.

In the relation (1), u(t) is the displacement along the Oz / Ox axis of the three bodies
that make up the hand-arm system.

The initial condition of the operator are there: position vertically, scale 0–20 Hz
frequency, shoulder at 0° degrees, and gripping device is in palm.

Fig. 4. Tendonitis and carpian tunnel syndrome [1].
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Using as excitation source (drilling machine) and take in account SR-EN ISO
5349/2003, paper analyses only main vibration transmitted after Oz axis (along the
hand-arm system).

Figures 5 represent the system solutions (1) obtained of the integration with Runge
Kutta of 4–5 order.

2.1 System with Supplimentary Damper Montated Along of the Forearm

The paper, in the next figures, will be analise the transmissibility of the hand-arm
system (theoretical), in presens of not of supplimentary damper/atenuator.

Solving the Eqs. (1) by double integration to find out the velocities and displace-
ments of the bodies, was performed with the Runge Kuta method of order 4–5, by
running in Matlab [3, 5, 6].

Figure 6 represents the system solutions, there obtained from the integration.

Fig. 5. Theoretical displacements and velocities of the system without supplimentary attenuator.

334 A. F. Cristea and C. Schonstein



Fig. 6. Theoretical velocities and displacements corresponding of the system with supplimentary
attenuator. a. Results of displacements and velocities, b. ZOOM of velocity and displacement.
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3 Measurements

3.1 Experimental Vibration Measurements on the Hand-Arm System

The study, it use the same drilling machine similar with it the other researches (1000
RPM).

The measurements sets were perform on a group men (15 men), of the appropri-
ately age (between 40–50 years), weighing medium and over 1.70 m tall. The mea-
surements have indicate the RMS (root mean square) accelerations displaying on the
device vibrometer and interest us only the measurements after Oz axis (along of the
forearm). The accelerometer fixed directly under the metallic bracelet by tightening it
(Fig. 6b) and directly on the arm (taped).

The results are analyzing in the Figs. 9, 10, 11 for all the cases taken into account
by the experiment and taking into consideration the anatomic location (wrist, elbow
and shoulder.

In this paper is presented a new idea, this is the design of a vibration attenuator
device, which will be fixed along of the forearm. The scope of this attenuator is
minimizing the transmitted vibration from hand to the shoulder. The dissipater (at-
tenuator) has the next components: 2 dampers type FA 1008 VB, fixed with a complex
bracelets. The damper device in parallel, between the wrist and elbow (Fig. 7). It was
respected the theoretical weight of the attenuator/dissipater, respectively 0.5 kg.

The vibration attenuator contains the next elements: Attenuator (element 1) are
fixing in the structure (2 pcs.); It extension which has the role of supporting the
attenuators (element 2); Mobile bracelet (element 3). Fix bracelet (element 4). Mag-
netically support of accelerometer.

Firstly, theoretically, the hand-arm system is analyze in terms of transmitting
vibrations from the excitation source using or not an additional shock absorber.
Figure 8, referring to the hand, shows the blue curve (theoretical) 0.04 m without

Fig. 7. Vibration damper device [10].
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damping, as it is above the gray curve 0.015 m, with additional damping. Which
indicates that the extra shock absorber reduces vibration, and to the theoretical form we
are talking about in now [7, 8].

The Table 1 presents the experimental displacements for the hand-arm system
without/with supplementary attenuator.

The peaks of vibrations are reduced toward forearm using a damper and theoreti-
cally (according to the modeling), but also to the experimental mode (Table1) in
percent. In this studies was observed that the reduction of vibrations with additional
attenuator both in theory (33–37%) and in practice is minimized by more than 50–55%.
This fact can only be gratifying and useful for the human operator who handles
vibrating machines and devices. In this way, the chances of being affected by occu-
pational diseases being small (White Fingers Syndrome).

The experimental displacements are stable, without the disturbances, from the
beginning of the movement.

The measurements were performed in 8 h with the 2.5 s cycles and theoretical
analize has been raportated at the them.

3.2 Theoretically and Experimentally Results –Without/With Attenuator

Figure 8 analyzes the behavior of the hand-arm system both theoretically and exper-
imentally, when there is no additional attenuator and according with the Table 2. Its
shows that the experimental vibrations on the hand - arm system have higher values
than those resulting from the theory, but they respect the shape except for some jumps
that mark imbalances, being superior in value to the theoretical ones.

Table 1. Experimental displacement (peak).

Without With Difference [%]

Theoretic Hand 0.04 Hand 0.015 37%
Forearm 0.006 Fore arm 0.002 33%
Arm 0.058 Arm 0.0005 33%

Experimental Hand 0.058 Hand 0.03 51%
Forearm 0.008 Fore arm 0.004 50%
Arm 0.0018 Arm 0.001 55%
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Figure 9 analyzes the behavior of the hand-arm system when there is an additional
attenuator and according with Table 1. Shows again that, the experimental vibrations
on the hand-arm system have higher values than those resulting from the theory, but
they respect the shape, and are superior in value, compared to the theoretical ones
resulting from the presented simulation in the percentages of the Table 1. Those small
jumps, in the shape of the graph, are the points where the percussion comes into
operation, this contributing to the increase of the excitation values.

1     1.25       1.35      1.45     1.55      1.65    1.75   1.85    1.95   2     2.5

Fig. 8. Hand-arm system without supplementary attenuator.
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3.3 Medical Investigation

To determine blood pressure in peripheral vessels, the Ankle-Arm Index (IGB) can be
determined, which is a fast, noninvasive method used to diagnose arterial disease. This
measurement helps the doctor to make a first assessment of the foot-hand sanguine
circulation, but also vice versa and to monitor over time, its improvement or worsening.

The index is obtain by dividing the blood pressure from one ankle to that of the
wrist.

IGB ¼ Pankle

Pforearm
ð2Þ

1     1.25       1.35      1.45     1.55      1.65    6.7   1.75   1.85    1.95   2 2.5

Fig. 9. Hand –arm system with supplementary attenuator.

Table 2. Diagnostic index [8].

Index Diagnostic

<=1.41 uncompressible;
1.40–1.00 normal
0.99–0.91 in limit
0.90–0.41 unnormal
<=0.40 serious
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The paper aims to analyze a set of tests on blood circulation to the hand-ankle
(Fig. 10), at rest (horizontal position) and in operation (vertical position), for a group of
15 people, aged 40–45 years old, men, who operate in a work environment with
vibration transmissibility (the subject handles with a percussion drilling machine).
Analyzing the blood pressure in the wrist before using a vibration attenuator and after
using it, during the drilling operation. It was, three sets of measurements performed,
and was using their arithmetic mean in the paper.

Such as, while the human operator is lying horizontally, a technician measures
blood pressure in both arms, using an inflatable cuff.

Then a doctor measures the blood pressure in two arteries at the ankles, using the
inflatable cuff and a portable Doppler ultrasound device, which pressed on the oper-
ator's skin, he is already in a working position, vertical. The Doppler device uses sound
waves to make sounds and allows the doctor to measure the pulse in the arteries of the
ankle after the cuff is deflate.

Fig. 10. Diagnostic equipment _ IGB.

Fig. 11. Measurements of IGB.

340 A. F. Cristea and C. Schonstein



Figures 11 show how to measure pressure. This presents an exception, respectively
at rest the pressure is compare in the sitting position, and in the working position, it is
compare in the vertical position.

The pressure in the blood vessels can vary depending on this position, this pressure
is adding to fatigue, other disease, age and sex.

The IGB analysis for subjects is giving by the following graphs.

The Figs. 12a, b show us that IGB values without supplementary attenuator along
of the forearm is bigger, and when this is mounted, they are these values are smaller,
for all of the 15 subjects. In addition, we observe the peaks of the graphical shapes, that
show instability in the pressure of blood in some moments, but these are ok, in case of
attenuator supplementary.

4 Conclusions and Discussions

These conclusions are the result of some measurements performed with the installation
of an additional vibration attenuation device (patented), which validated the fact that:

Vibrations were been transmitted from the source of excitation through the hand to
the arm, and their effects over time could cause occupational diseases [3].

The paper monitors whether the measured values (Fig. 9) of the vibrations fall
within certain limits, compared to those imposed by the standard SR EN ISO
5349/2003.

Fig. 12. IGB index.
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It is observed that the experimental results obtained are in the hand of 5.8 cm
without additional attenuation (in the warning area according to the standards) and are
reduced to 0.05 cm with additional attenuator, this being a significant variation and a
confirmation of the fact that the additional attenuator has an important role in this
transmission.

However, this reduction at the elbow is not brings significant with the additional
attenuator (0.1 cm), it being quite small and without its use (0.18 cm). We can say that
the additional attenuator has a vital role in attenuating the transmission of vibrations to
the hand, where in fact occupational diseases occur frequently.

A comparison was been made with the standards in force (we mention that they
refer to accelerations not to displacements. It mentions that the transformation of these
accelerations into displacements by special software (using mathematical integration
methods), showed us that the values obtained from measurements do not exceed these
limits of the RMS acceleration of 5 m/s2 (and expressed in displacements of 0.06 m) for
8 h daily at work, but are found near them (0.058 m) called the high-risk warning area.

In this case, taking into account the values obtained from the measurements, we can
say with certainty that: non-compliance with breaks and the presence of overtime, can
lead to the cumulative effect of vibrations, and this can degenerate at first with
symptoms of numb fingers, low dexterity, and finally, the appearance of an occupa-
tional disease in the hand [1].

Under certain conditions at work, the transmitted vibrations increase, but as is
normal, some of them are been attenuated by muscles, skin, blood system, so that up to
the shoulder, to be greatly attenuated.

As this paper has shown, the big problem that arises is the fact that these vibrations
transmitted largely to the hand and less to the forearm.

The paper also highlighted the fact that, they decrease in a short time, almost 100%,
when using the additional vibration attenuator, which brings improvements in the
comfort of the human operator and over time, prevents the occurrence of occupational
diseases (the sanguine system-most often found in White Fingers Disease).

The maximum values must be avoided, and this is done by wearing protective
equipment (specialized literature, provides rubber gloves) and respecting breaks in
work. The other recommendation for prevention are:

From a medical point of view, we can say that carpal tunnel syndrome can be
aggravated if in main, the wrist is repeatedly stretch and excessively.

Repeated use of equipment brings upload with a supplementary effort about of the
wrist and contributes to the swelling and compression of the median nerve of this.

Minimizing repetitive handling when is possible.
It is recommend involving one or both hands for something difficult;
Avoid taking the object in the same position for a long time.
It is also, desired to ergonomic the vibration damping device so that it can be easily

transported and handled.

Conflict of Interest. Hereby mention that, I have no conflict of interest regarding this paper.
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Abstract. By applying artificial intelligence and virtual reality, this study
presents results and challenges for robotic ambulances. Programming vehicle
dynamics and testing protocol is intended to support task of developing an
autonomous ambulance and engineering efforts. Testing parameters are con-
trolled with automated driver. Using software will diminish human input in
driving. Actual values of robotic ambulance in testing are displacement, speed,
and acceleration. Ambulance’s velocity in testing on a virtual track with corners
and straight lines is an important kinematic parameter that influences safety of
transport and some program sections. Accelerations are also important to be
programmed. Objective of this paper is to highlight sequences of programming
robotic ambulance using virtual reality and artificial intelligence. Results are
consisting in testing scenarios, ambulance automated driving program on virtual
track, refined program code, solutions for challenges.

Keywords: Artificial intelligence � Automated � Programming � Robotic
ambulance � Virtual reality

1 Introduction

Programing a robotic ambulance with virtual reality tools is not different than a con-
ventional robot. For any type of propulsion in robotic vehicles, final product will be
programmed as standard robot, if it relies on digital control.

There are two available solutions for applying artificial intelligence (AI) in robotic
ambulance, either fuzzy logic or neural networks. Some programming tools [1] and
automatic applications are used with fuzzy regulators or fuzzy techniques. Smart
systems were used to measure and monitor levels of sound pollution [2, 3]. Thus, it was
possible to make intelligent evaluations regarding some environmental parameters.
Automatic and smart monitoring, along with corresponding control tools, in complex
metropolitan environments [4, 5] can be used also with embedded artificial intelligence
programs and fuzzy techniques. Complex systems were used in making automated
tasks or in evaluating road events with more than one car [6]. Some updates and
optimization steps of software and hardware components applied in testing [7] and AI,
are required. In metropolitan areas, for automated road inspection, sound control and
pollution evaluation, there are required autonomous, and self-driven robotic systems
[8]. These are vital for performing complex tasks of control.
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Achievements were recorded in developing applied smart program for automated
driving supported by fuzzy regulators with virtual reality software [9]. Also were made
some advancements in programming, designing, and improving control of autonomous
robots used as exploration tools [10]. Programing robotic systems and defining their
inherent formalism, as well as implementation of artificial intelligence techniques, are
close related. These are considered for improving automated robotic car’s dynamics.
They are also useful for improving energy efficient use in challenging competitions
[11–13]. Specific considerations must be given toward three-dimensional development
and virtual reality programing of complex environments. When making complex
models, and thus creating graphical part of proposed scenario in VR environment,
some tools must be used properly [14]. Along with researching energy use or its
efficient distribution, it is possible to define and to implement some smart features in
vehicle digital architecture. Presenting essential data on dashboard and on-board
panels, concerning car’s fuel economy in operational scenarios [15], as well as driving
autonomy of automated robotic vehicle, is a step forward in creating smart applications.
Programing these features and kinematic behavior will be actual development and
incremental contribution in further definition of electronic control units [16, 17], both
for automotive engineering and robotics. Thus, programing and software implemen-
tation are taken into consideration based on development required steps in practical
action [18, 19]. It is obvious that high requirements for development and smart features
implementation have been supported by detailed programming of electronic control
modules of existing systems and applications [20].

Main objective of paper is to show how digital programing works in development
and designing Virtual Reality environment when modelling an operational robotic car
with Unity 5.6.4. Specific objectives consist in defining software programs and specific
research materials. Other aims are programing in Unity 5 software, using a fuzzy
regulator for car control, designing in VR application, architectural setting of digital
environment, development of testing track, creation of other virtual objects, and
operational test protocol for automated robotic car in VR developed environment,
according to Fig. 1. Research of literature and lab work in VR designs are leading to
development of a smart ambulance.

2 Materials and Method

Researching program and virtual development presented in this paper are supported by
existing materials and engineering methods used in conjunction with artificial intelli-
gence, and corresponding techniques. Figure 1 shows structure of proposed robotic

Fig. 1. Main steps in development of applied program for an automated ambulance.
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ambulance. There are electromechanical components assembled in present model.
Wheel-system is made of wheels (front-right 1a, rear-right 1d, front-left 1b, rear-left
1c), from an assembly of tire and rim. Wheel train is assembled on robotic car’s two
axles. Between front and rear axles is determined wheelbase length (L).

Schematic of equipment and materials used in present research are intuitively
positioned to facilitate operational aspects for research (see Fig. 2).

Engine 2 rotates clutch 3, and transmission 4. They transfer kinematic and dynamic
parameters (power and torque) toward rear axle differential 11 to distribute them to
motor wheels and to propel ambulance. Engine control module 5, frontal proximity
sensor hub 6, transmission control module 7, antilock braking system control module 8,
steering box control module 10, rear proximity sensors hub 12 receives and transfers
signals to electronic system 9. Front proximity sensors 13 are converting recorded data
about nearby objects and testing track in autonomous driving regime and afterwards
they send all digitally converted signals toward electronic control module 9 via sensor
hubs 6 (front) and 12 (rear). Propulsion is very important to be considered in pro-
gramming process due to variation of kinematics. Dynamics and kinematics have a
significant influence upon car propulsion. In conventional cars driven by human
individuals fine tuning of parameters is made by driver during vehicle’s exploitation. In
robotic cars parameters must be completely programed.

Figure 3a presents schematic of step by step methodology that has been imple-
mented in vehicle command unit supported by artificial intelligence. First there must be
a basic comprehension of virtual reality program. Secondly, virtual reality animator
adjustment must be realized. After module calibration, and further design of test track,
robotic car, and surrounding environment, it is important to create scenarios for

Fig. 2. Robotic ambulance. (1-wheels; 2-engine; 3-clutch; 4-transmission; 5-engine control unit;
6-parking control unit; 7-transmission control unit; 8-antilock braking system control unit; 9-
central electronics; 10-steering unit; 11-differential; 12-rear parking control unit; 13-proximity
sensors)
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self-driving car in exploratory and critical conditions to validate or reject it from safety
perspective. Figure 3b shows tool-panel for creating virtual scenario in Unity. Simu-
lation is supported by a complex environment and render engine. If robotic car is safe
in testing procedure further it may be developed at industrial level, but if it lacks
security coverage, then, design and simulation must be reconsidered, as well as
reprograming electronic control unit.

3 Equations

Artificial intelligence (AI) offers support for controlling vehicle’s behavior during
testing and operation. Both AI solutions were considered. There is an increasing use of
neural networks in AI applications. Also, fuzzy regulators and their inherent logic
protocols are reliable.

Applied fuzzy logic protocol in current case is sustained by a specific applicable
algorithm used for managing acquired data gained from proximity sensors. It consists

Fig. 3. Methodology for programing robotic ambulance (a) and settings package for designing
with blender application (b).
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in fuzzification step, for proper quantification or definition of terms used in protocol:
“very” and “rather” [19].

x very Yð Þ ¼ xYð Þ2: ð1Þ

x rather Yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
xYð Þ

p
: ð2Þ

where: x is proximity signal transferred from robotic car’s sensors to central electronic
control unit 9; Y is specific fuzzy group. Logical models (1) and (2) are used in
fuzzification. It supports transformation of a real value to a Fuzzy value by applying
data from stored set.

Having a signal, picked up from road traffic, with a value of 80%, gives back an
expression such as x(very SAFE) = 0.36, but in same time x(rather SAFE) = 0.775
based on (1), (2) becomes:

xA yð Þ ¼

0; y� a
y�a
n�a ; a\y� n
b�y
b�n ; n\y\b

0; y� b

8>>><
>>>:

ð3Þ

xA yð Þ ¼

0; y a or yh ib
y�a
b�a ; a� y� b

1; b� y� c
d�y
d�c ; c� y� d

8>>><
>>>:

ð4Þ

xA yð Þ ¼ e�
y�nð Þ2
2k2 ð5Þ

in which: xA(y) is linguistic variable expression which covers real crisp value or
logical signal at input part of system by applying one of membership corresponding
functions (model (3) for triangular function, model (4) for trapezoidal function, and
model (5) for gaussian function), recorded in memory.

Model which describes mathematically a Gaussian function used in decision
making process of AI logic is applied in road like conditions, and it shows effects of
three different constants on probability of gaining a signal:

f yð Þ ¼ i � e� y�jð Þ2
2k2 ð6Þ

where: i, j and k are random values; i represents minimum height of graph’s pinnacle, j
represents coordinates of average peak, and k represents graph’s width.
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4 Results

Mobile virtual fence (MVF), driving assistance applications, and interconnected
vehicles are important transportation achievements. Programing robotic vehicles
impacts especially urban road safety. Reduction of accidents in traffic is supported by
efficiency of decision-making algorithm. This is based on a given fuzzy set. Defining
road proximity objects and existing traffic infrastructure plays an important role for car
programing, transport planning and logistical management. By programing and
designing a robotic car in Unity 5 there were gained important data concerning kine-
matics and dynamics of robotic vehicle in road like conditions with multiple levels of
challenges and obstacles.

Figure 4 presents access tool (a) to Unity 5.6.4 for entering RigidBody module (b).
Figure 4c shows assets which allow user to access car.

Figure 5a shows testing track. A hilly environment is used for 3D map definition.
Safety level of proposed test track is rather GOOD or SAFE. A little shift toward a
colorful sight and virtual environment is completely defined. There is a starting point of
test on virtual track and an end point. Tools for configuring testing procedure and
SAFETY level are given in right part of window. complete reconfiguration of test track
is possible but has a little significance at present moment. Figure 5b shows a sky-view
of test-track in a simplified scheme, which may be apprehended one way or other.
There are six corners and 12 curves which define the track on which robotic car must
operate self-driving task. Virtual modelling of environment facilitates specific creation
of objects and infrastructure to define the track. There is generated a multi-cornered

Fig. 4. Access window in Unity 5.6.4. application for entering program (a), parameter setting
tool for rigid body - mass, kinematics, and collision detection (b), and main panel with assets
from Unity Engine software showing available tools/devices (c)
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test-track to evaluate how robotic car is performing on different road sectors. During
tests on virtual track, vehicle has dynamic operation and automatically interacts with
environment.

Figure 6c shows Unity Editor module which allows access to 3D Viewport, Drivers
package, Python console gate, Texture node editor and sixteen more shortcuts. There
are four main groups of commands: General applications, Animation tools, Scripting
editors, and Data managing instruments. In Fig. 6d is presented Box Collider setting
tool. This is based on supposition that generated model has outer characteristics
identical with its dimensions. test-track was created through Blender application, due to
multiple technologies offered and advanced tools available compared to Unity Engine.
Some parameters are collected in system with Rigidbody instrument tool. Boxcollider
is important. In its absence Mesh collider would not record any impacts of automated

Fig. 5. Unity application window with specific tools for test track creation (a), sky-view of test
track Unity window (b), editor type (c), and Box Collider (d).
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vehicle. Mass, drag, angular drag, and gravity effect upon robotic vehicle are virtual
values. They are optional features due to requirement on processing power. Insertion of
any characteristic data in the model demands more processing power.

Figure 6a presents virtual ambulance in Unity program, for testing protocol.
Figure 6b shows Scene view for project design in VR environment. It is unique method
through which developer and designer may see and access virtual components in
working stage of project.

Figure 7 shows code script lines that are programing automated ambulance.

Experimental research has been supported by a General Motors model of 2020 with
powertrain organized as a rear wheel drive (RWD) designed on basis of technical data
offered in Fig. 7a. Analyzing applied part of program, and its significant effects upon
robotic vehicle’s behavior and its interactions with virtual reality environment, supports
high definition of entire design. It is offering reasonable arguments to further out some
observations and conclusions on researched problem. fuzzy regulators and corresponding

Fig. 6. Lateral view of virtual model used for programing robot-car. (a) and sky-view of test
track Unity design (b).

Fig. 7. Specific data (a) and program script for ambulance controller (b) and sensors (c).
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techniqueswere applied and proved quite useful in defining auxiliary strategies, plans and
alternative solutions to digital programming problems. Even in situation of having a
package with available information from test-track and from environment it has little
impact on over-all program definition due to importance of kinematic and dynamic
factors. Although foreseen outcome is vague at first glance it keeps challenge present: to
create a decision-making algorithm and to facilitate machine learning process. Figure 7b
is presenting programming code in C#, for digital definition of automated vehicle
functions and environment features.

5 Conclusions

Programming a robotic car with virtual reality and using of artificial intelligence for
control improves travelling experience and transportation process. Time management
may also be optimized. Regarding operational conditions of robotic car programed to
travel between starting point and end point of testing track in an automated process
may be said that neural networks and Fuzzy Regulator are both admissible for simple
applications. Each of them is a useful AI instrument for programing and controlling
robot car on testing track in VR environment. Such virtual model of robotic application
is suitable for prospective studies. Robotics and automation processes are useful for
transportation and road traffic in high density urban areas.

Also, they are suitable for long trips with a clear plan made prior to travel and
known input data. most important findings are specified as follow: 1. Using A.I. in
programing of vehicle automated driving and control has a significant influence upon
road traffic safety, by event reduction; 2. Programing robotic vehicle controls generated
at some point required data for identification of optimal trajectories with high degree of
safety coefficient; 3. Fuzzy techniques and regulators, as well as neural networks,
applied in virtual reality programing supports soft direction changes in automation of
robot car; 4. Variation of real values at input side, imposes application of permanent
monitoring with proximity sensors; 5. Analyzed robotic vehicle has managed to follow
test-track with minor revisions in programing and with few adjustments of proximity
sensors on car; 6. Experimental method has provided all important information and
procedures for robotic vehicle to follow test-track and to overpass challenges in a safe
manner, using properly defined environment inside VR application; 7. In created group
of developed scenarios were included some follow line procedures. There were applied
strategies of avoiding road traffic events. Using proximity sensors and Mash collider
were applied Kinematic changes to control robot’s behavior. It was a process of driving
along with autonomous robotic ambulance on a testing-track to study its capability to
keep up on road line and to drive by near objects. process was done successfully and
required minor revisions to operational parameters near curves; 8. More research,
scientific considerations and development of robotic ambulance are required to be done
to properly improve controlling process. Data quality and resolution are important and
vital for AI performance.
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Abstract. Due to the high incidence of health problems generated by strokes or
other accidents that lead to loss of functionality of parts of the body, it is
necessary to integrate patients into rehabilitation programs. These programs
should include, in addition to classic treatment techniques, rehabilitation tech-
niques with the use of specialized equipment, preferably portable and which can
be used by the patient even at home. The present paper presents current trends in
assistive upper-limb rehabilitation devices in order to identify new research
topics in the development of such devices.

Keywords: Rehabilitation � Drive system � Actuator

1 Introduction

According to the latest statistics available from Institute for Health Metrics and
Evaluation (2017) cerebrovascular accident (stroke) is the second common death illness
in Romania after Ischemic heart disease [2], and Romania is on the third place in the
top of the most new stroke cases and second on death and disability cases due to this
affection in Europe.

“Current guidelines for the management of acute stroke recommend a course of
treatment based on the diagnosis of ischemic stroke (versus haemorrhagic stroke) made
using computed tomography (CT) scanners” [3]. In neurology, strokes are on the first-
place due frequency, thus the urgent need for prevention. Both patients and doctors are
focusing on rehabilitation technics to regain full mobility of the affected limbs.

1.1 Current Trends in Rehabilitation

The bulletin of World Health Organization (WHO) revealed that globally 87% of both
stroke-related deaths and disability-adjusted life years occur in low- and middle-income
countries. The stroke incidence in middle-income countries has more than doubled in
the past four decades. The major problem is that it affects individuals that are at the
peak of their productive life. Although there is a major impact on the socio-economic
development of the middle-income countries, there is still very little attention to this
subject [3].

In Romania, the free rehabilitation programs offered to patients in need covers only
30% of the total number of patients that must regain limb mobility after stroke.
Alternative medical devices that can be partially or totally wearable is a good
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opportunity for partial or total recovery of the limb functionality with assisted help of
the qualified medical personnel [1].

Since 1960 there has been an interest in improvement of actuators technology used
for rehabilitation purposes, but the scientific community encountered a problem in
meeting the appropriate energy requirements. Due to the poor research founding in this
area there were no major discoveries until the beginning of 2000.

In the past two decades there has been an increasing interest toward rehabilitation
and regaining movement of body parts after strokes or other types of injuries to
accelerate the healing process of the human body. Unfortunately, most of the scientific
papers presents lack of equipment details, standardization, and result evaluation after
including the rehabilitation device into the patient daily recovery routine [4–7]. In [8]
Maciejasz et al. have conducted a major review of 120 medical assistive upper limb
devices to determine the trend from no wearable devices to wearable devices, without
considering the computer systems used to drive those devices.

1.2 Benefits of Upper Limb Rehabilitation Devices

The first question to ask is “what is it good for? What is the purpose of using reha-
bilitation devices?” The answer is simple: the need of regaining full/partial mobility of
the individual upper limb after stroke or injuries increased innovation in assistive
technology. Those systems could provide benefits both to the patients and the doctors
when rehabilitation is needed for long periods.

The study performed by Albert [20] revealed that only 40% of all patients recov-
ering after stroke could return to a full and complete life and one of three remains
dependent on support and care. In both cases, the goal is to recover partial or total
function of the affected limb and efficient and highly qualified medical staff is required.
Due to the reduced number of specialised staff the rehabilitation devices can be a viable
alternative for long time recovery periods.

The general aim in using robotic systems for rehabilitation purposes is related to
“increase efficiency reproducibility of the treatment methods while ideally improving
the economic situation in rehabilitation” [15].

2 State of the Art, Material and Methods

Innovation in rehabilitation technology is the key word in our days. Due to the
impropriate use of exoskeleton, mechatronic device, mechanical assistive device,
wearable assistive mechatronic device etc., there are a lot of devices that are difficult to
include in certain standards. However, there were several attempts to standardize those
devices using different criteria [11].

There are two main direction in this area of research: assistance (A) and rehabili-
tation (R) of the individual. Thus, the developed devices can be used for rehabilitation
(R), assistance (A) or both (A&R).

In [11] Varghese et al. provided a state of the art in design and actuation, reviewing
the robotic devices used in upper limb rehabilitation and assistance (see Fig. 1). The
study reviewed 198 scientific papers from 1998 until 2016.
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They concluded that only a few systems for upper-limb rehabilitation are fully
wearable and portable. Thus, the trend in rehabilitation domain is to develop equipment
to be more efficient, portable, easy to manipulate and able to assist individuals in
completing activities of daily living (ADL) at home.

The reviewed characteristics of the systems were: (i) type (rigid/flexible); (ii) if and
how it supports movements; (iii) the actuation scheme used; (iv) type of application
designed for. In this purpose, a selection of devices is presented in Table 1.

Fig. 1. Types of exoskeletons used for rehabilitation and new intention-sensing technologies
[11]

Table 1. Selection of rehabilitation shoulder devices

Bibliography Year Country Type Support movements Actuation scheme Application

[11] 2013 Italy Rigid Shoulder – Flexion/Extension
(FE), Abduction/Adduction
(AA)
Elbow – (AA)

Elastic elements or DC
brakes, FES (optional),
DC motor (optional
hand orthosis)

Assistance

[12] 2012 USA Soft
exoskeleton

Shoulder – A/A Electric; 2 � DC
motor + series elastic
element (compliant
brace and system)

Assistance &
rehabilitation

[13] 2006 China Rigid,
Orthosis
Prototype

Shoulder – FE, AA; Elbow –

FE; Forearm – PS
Electric; 3 � AC
motors + 2 � DC
motors

Rehabilitation

[18] 2012 Portugal Soft-Orthotic
System
Prototype

Shoulder – FE, AA Actuation and
controller located on
table; bowden cables to
minimize weight

Assistance

[19] 2020 China Exoskeleton Shoulder – FE, AA
Elbow – FE,

cable-driven motors,
servomotors (57 for
shoulder, 42 for elbow)

Passive
rehabilitation
training
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In 2020, Pang, Z et al. [19] designed, developed, and analysed a wearable reha-
bilitation robot for multiple joints of the upper limb with tension mechanism based on
flexible transmission during rehabilitation training process. The diagram for the joint
used in the designed prototype is shown in Fig. 2.

2.1 Control Systems

The control system used in manipulating the rehabilitation device is mandatory for
enhancing the appropriate results. It manages the actuator behaviour, using the joint
position as biomechanical signal. To control velocity, torque, and force outputs the
system includes both open and close loops (Fig. 3).

In [10] the PID control was performed in closed loop. There are other ways to
control the system, for example complex algorithms that consider EMG signals to
command a fully exoskeletal arm for daily base usage [15].

In [18] EPOS-2 24/2 digital positioning controller from Maxon Motors was used to
control the position of the device. The misalignment identification process makes the
brace easy to put on, and it does not require an exact position of placement on the
individual upper limb.

Fig. 2. The structure diagram of shoulder joint. (a) Three-dimensional (3D) model of shoulder
joint; (b) 3D model of shoulder joint rotation degree of freedom [19]

Fig. 3. A generalized control system block diagram for wearable assistive devices [5]
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2.2 Computer System Integration and Software

There are few articles that briefly describe the computer system used to command the
rehabilitation device, no mater of the application [16]. The communication protocols
are described as standard, and no explanations are given. The laptops and personal
computers are generally integrated into the system, and more often to visualize the
whole process programs like MATLAB or LabVIEW are used by engineers.

3 Discussions

Most of the applications related to upper limb rehabilitations are used for finger
rehabilitation (50%) or elbow rehabilitation. Few are developed for shoulder and so far,
we did not encounter in the scientific literature a full rehabilitation system for the
upper- limb. The observed results revealed that there is a trend in developing finger
rehabilitation devices, since it can be designed to be wearable, used in home envi-
ronment with minimum assistance form the specialized personnel while the sophisti-
cated rehabilitation device used for shoulder injuries is rare.

To increase portability for wearable devices two types of batteries were used LI-Io
and Li-Po, with good results in powering the electronics and the motors of the
described devices. There is still much to work in reducing weight and size of the upper
limb rehabilitation device if portability is one of the major desires of the future trend.

Patient satisfaction with respect to medical care is also a very important part of
rehabilitation process [21, 22].

The number of applications increased during the last decade, but most of the
devices are at the prototype level and there are no reliable results obtained after usage.
The market in this field is growing and the research funding can offer the opportunity to
obtain good results, but the medical staff are still sceptical in using devices that are still
in testing phase. So far, there is only one commercially available upper-limb wearable
assistive device MioPro [17].

Since most of the scientific results do not present sufficient evidence of how the
subsystems are integrated into the rehabilitation device, it is unlikely to be able to
duplicate the research using only the giving data. Lack of the statistical data after usage,
and poorly integration of the rehabilitation devices into clinic daily rehabilitation
processes makes this field of research less attractive. A significant attention should be
focused on acquiring the repeatability of the movement.

Discussions about safety in using such devices are most of the times excluded from
the scientific papers, being considered as later-stage requirements although it is an
important part of the already developed device. Creating interdisciplinary teams of
doctors and engineers could conduct to a different result.
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4 Conclusion

The paper presents current trends in assistive rehabilitation device used in shoulder
rehabilitation. Although many scientific articles were at the base of this research only
sixteen researched upper-limb rehabilitation devices, most of the scientific papers being
focused on wrist and finger rehabilitation techniques.

The increasing focus on the assistive technology is due to the need of a healthy,
well-functioning healthcare system where even elderly or individuals with motor dis-
abilities could find their independence.

Currently, there are only few approved systems on the market but there are many
devices developed and realized for research purposes.

Lack of standardization and poor statistic data makes this subject delicate to con-
clude. In the last two decades, engineers have tried to develop furthermore assisted
devices that can help in shortening the rehabilitation periods mainly for athletes but
also for patients recovering from strokes.

To have results, the already developed devices should be placed into clinical trials
and if the results are as expected, they should be put on market. There is still a lot of
insecurity regarding the integration of these assisted devices into the day-to-day paces
for rehabilitation but with proper promotion and further development, it could be the
future of rehabilitation field.

After reviewing 37 devices presented in scientific papers, only 5 devices were
designed for shoulder rehabilitation.

Conflict of Interest. The authors declare they have no conflict of interest.
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Abstract. Electropermeabilization represents the general process of increasing
the permeability of lipid membranes to various substances, facilitating their
transition between the indoor and outdoor cellular environment, by exposure to
variable electric field; the process is highly dependent, on both the electric field
features (amplitude, waveform, frequency and space-distribution) and the
characteristics of the target (cell morphology and dielectric properties of the cell
membrane). Some of these aspects are evaluated in this study, using numerical
simulation with the finite element analysis. The behavior of realistically shaped
cells (computation domains built based on holographic imaging techniques) and
idealized circular cells is comparatively assessed under uniform distributed,
time-harmonic electric field, within a large frequency spectrum. Our results
confirm that simulation is a valuable tool for the predetermination and adjust-
ment of the optimal settings for an experimental approach, taking into account
the particularities of the used field or cell sample.

Keywords: Electric field � Electropermeabilization � Induced transmembrane
voltage � FEM analysis � Realistic cell models

1 Introduction

Natural resting state of a cell is characterized by the transmembrane electric field
(TEF) of approx. 10 MV/m [1, 2], a value comparable to the dielectric strength for oil
or other lipids (10…15) MV/m in static electric field. Physiologic variations of the
corresponding transmembrane voltage (TV), due to local ionic transport through the
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membrane channels, produce small fluctuations of the natural TEF, but do not cause
major magnitude changes of this electrical permanent stress. An externally applied
electric field is, however, capable to enhance the stress up to thresholds that favor the
formation of new transmembrane aqueous pores, used by permeant and nonpermeant
substances (ions, water, drugs, genetic material etc.) to cross the lipid bilayer. This
biophysical process is known by the generic name of electropermeabilization (EP) and,
depending on the strength, waveform, frequency, duration of the applied electric field
and other local settings, it can be reversible (useful for various bio-medical interven-
tions) or irreversible (up to the destruction of the cell) [3]. During successful nonde-
structive EP, the externally induced transmembrane voltage (ITV) might rise up to 1 V
and it overlaps the natural TV, commonly oscillating between resting and active states,
within the range (−0.07…0.03) V. Although the externally applied electric field sums
up (or decreases from, depending on polarity) the natural electric field of the mem-
brane, EP technologies assume that the two phenomena are based on different bio-
physical grounds and they act on different magnitude scales, so they could be
independently treated [1].

Experimental research shows that the amplitude of the applied electric field strength
(E), able to initiate EP of the plasma membrane is frequency-dependent; magnitudes in
the order of 0.1 MV/m are needed at low frequencies (LF), i.e. up to approx. 100 kHz
and magnitudes in the order of 10 MV/m are effective for high frequencies (HF), i.e.
over approx. 10 MHz, showing that membrane bio-electric behavior is highly influ-
enced by the frequency of the applied field [4, 5]. For medium frequencies (MF), i.e.
within 100 kHz…10 MHz range, the relationship between the effective E amplitude
and frequency shows a nonlinear trend.

Most EP experiments are conducted under pulsed electric applied stress [2, 6]; if
the magnitude of E is high enough (above the EP threshold), EP process is triggered
rapidly and pores generation occurs on the rise time and plateau of the first pulse. For
this reason, the relatively wide harmonic content of the respective interval should be
associated with the spectral behavior. Micro-pulses trigger EP by their LF and MF
content and they target the lipid membrane, while nano-pulses induce EP under their
HF spectral content and penetrate inside the cell; the latter triggers the EP of inner
membranes, such as those of endoplasmic reticulum or lipid vesicles introduced in the
cell for drug delivery [1, 5, 7]. Excitation in continuous wave (CW) is only recently
considered as an efficient alternative to pulses, although the advantage of its narrow
bandwidth makes the spectral analysis more precise [5, 7, 8]. Since the cellular com-
ponents (membrane, cytoplasm, extracellular fluid) are characterized by frequency-
dependent dielectric properties, it explains the observed variations in membrane sen-
sitivity to electric stress and the variety of associated bio-medical applications [9, 10].

The paper aims to explore, by an electric field analysis and some numerical
experiments, the influence on EP conditions of the cell morphology (shape and size)
and of the CW electric field frequency. The physical quantity, which has been corre-
lated to the EP triggering is the transmembrane voltage, induced before starting the
dynamic EP process (ITV, as mentioned before).
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2 Numerical Models

Numerical simulation could show its utility for the optimal predetermination of the
experimental EP procedure settings; it could also offer hints for an efficient adjustment
of the selected features. Mathematical modeling provides deterministic, predictable and
repetitive solutions, and, according to its complexity, it could simulate personalized
realistic structures and exposure conditions, giving a rapid access to post-processing
outputs; these advantages are precious especially in cellular micro-dosimetry.

2.1 Holographic Cell Images

Digital holographic microscopy (DHM) represents a noncontact, marker free technique
suitable for monitoring of rapid cellular processes and for visualization of transparent
samples without scanning (such as cells in their natural environment) [11]. B16F10
murine cells, an in vitro model for cutaneous melanoma were cultured in high glucose
Dulbecco’s modified Eagle’s medium (Sigma, EU), supplemented with 10% fetal
bovine serum (Sigma, EU). 24 h prior to experiments, the cells were detached with
trypsine (0.5% Porcine Trypsin 4NaEDTA, Gibco, EU) and seeded at low density on
microscopic slides. Cultures with high ratio of cells in M and G1-S cell cycle phases
were obtained by a synchronization treatment (100 ng/l Nocodazole or 1 mM Mimo-
sine, respectively, were added to the culture medium for various periods of time). While
progressing through different cell cycle phases the shape of the cells was changing.

Holograms of these cells were acquired in an experimental setup for DHM, based on a
Mach-Zehnder interferometer, in off-axis configuration, with the sample inserted in one
arm. The CCD camera records holograms formed at reference and object beams super-
position. These holograms become phase images (PI) by digital reconstruction using
dedicated commercial software KoalaR based on the diffraction integral. PIs contain in
every pixel values of the optical phase, parameter that is proportional to the refractive index
and the height of the cell. PIs differ from images obtained by other microscopic techniques
where the values in each pixel are proportional with its intensity and color [12]. PIs were
used as starting point to build the numerical models for EP simulations (Fig. 1) [13].

Cell_A Cell_B

Fig. 1. PIs resulting from holograms reconstruction and after segmentation for two cells; the
morphologies presented here are ready for transfer to the FEM software. The cells have different
shapes and dimensions: Cell_A is almost circular, with a characteristic diameter of approx. 5 l,
while Cell_B has an irregular shape and covers approx. half of the area of Cell_A (not evidenced
here, due to scale differences).
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2.2 Computational Domain and Electric Field Problem

The PIs were processed and imported for FEM numerical analysis in COMSOL
Multiphysics, following the steps: 1) segmentation using MATLAB software (Fig. 1);
2) cell membrane selection; 3) graphic image file conversion in Autocad software; 4)
simulation by the FEM analysis software.

Our numerical model of the cell is a 2D representation in Cartesian coordinates,
previously assessed [13] with reference to analytical models [14]. Validation and
analysis processes were conducted for LF time-harmonic operating conditions,
described by Laplace equation for the electric potential (phasor form),

�r � jxe0errVð Þ ¼ 0 ð1Þ

with the angular frequency x ¼ 2pf , the complex dielectric constant er, the vacuum
permittivity e0 ¼ 8:854 � 10�12 F/m and the complex number j ¼ ffiffiffiffiffiffiffi�1

p
. This model is

adequate for the analysis of EP phenomena under CW excitation, over a wide spectral
range (LF, MF and HF) as defined in the first section.

The computational domain is built in COMSOL Multiphysics; the cell sub-domain
(cytoplasm and membrane) is imported inside a square enclosure (square box of 50 �
50 l) filled with a solution similar to an extracellular fluid, where the uniform electric
field is applied. The 5 nm wide membrane is modeled as a distinct subdomain, which
represents a more realistic alternative to the simulation of the membrane by an inner
boundary with distributed impedance condition [5, 7].

Electric field penetration inside the cells is studied here for two realistic cell models
with particular morphology and size, called Cell_A and Cell_B (Fig. 1). Corresponding
circular pairs, built with the same area, are generated for comparison of their behavior.
Cell_A is paired with Circular-Cell_A (radius 5.28 l) and Cell_B is paired with
Circular-Cell_B (radius 2.9 l).

The boundary conditions are set on the walls of the enclosure: constant value of the
electric potential V0 for the top, and ground for the bottom, while the lateral walls limit
the space by electric insulation. V0 is correlated with the dimensions of the box, such
that the applied uniform E-field has 1 kV/cm in amplitude.

2.3 Dielectric Properties

Dosimetry approach for assessing the effects of the electric field on human tissues
requires considering the influence of frequency on dielectric properties. Mathematical
models have been determined from the experimental results by quasi-empirical means,
and a good synthesis of these relaxation models is presented by [15]. Debye model,
detailed in the same cited work is the most popular relaxation model and defines the
complex dielectric constant er as a function of frequency f, with the expression

er fð Þ ¼ rs
jxe0

þ es � e1
1þ j f =frð Þ þ e1 ð2Þ

Based on the Debye general relaxation model, specific properties for the cell compo-
nents were determined by [16] and validated by [4] within MF and HF ranges. The
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other quantities in Eq. (2) are defined in Table 1 for the cellular compartments, as
proposed by [16] and are adopted in our study too.

Since the numerical model requires the definition of effective dielectric properties
for each sub-domain at respective operating frequency, the expressions

r fð Þ ¼ rs þ xe0 es � e1ð Þ
1þ f =frð Þ2 f =frð Þ ð3Þ

and

er fð Þ ¼ e1 þ es � e1
1þ f =frð Þ2 ð4Þ

are derived for the effective electrical conductivity and dielectric constant, respectively.
Figure 2 shows the two nominated functions, for each cell compartment, over the
whole nonionizing radiation frequency spectrum.

3 Results and Discussion

Following the objectives addressed by the present EP study, the frequency influence on
the CW electric field penetration inside one single exposed cell is analyzed. A set of
characteristics, like: the morphology of the exposed cell and the orientation of the cell
(with irregular shape) with respect to the orientation of the field, are considered.

Table 1. Dielectric properties of cell components (Debye model) [16].

Membrane Cytoplasm & extracellular fluid

Relaxation frequency fr Hz½ � 179.85�106 17.9�109
Static electrical conductivity rs S=m½ � 1.1�10–7 0.55
Static relative permittivity es 11.7 67
Residual relative permittivity e1 4 5

Fig. 2. Frequency-dependent dielectric properties of cell components (Debye models) by [16]
(the vertical axis is valid for both quantities; values are in [S/m] for conductivity and dimension-
less for dielectric constant and the scales are logarithmic).
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Four structures (Cell_A, Cell_B and their circular pairs described earlier) are
analyzed while exposed to the same uniform electric field (CW, 1 kV/cm), with fre-
quency taken as parameter within the range 10 kHz…10 GHz.

Figure 3 illustrates a comparison among the four cell samples with different mor-
phologies; the frequency dependence of the maximum ITV value (ITVmax), identified
and calculated in the upper region of each cell is displayed over the entire spectrum
(left graph) with a zoom for the HF domain (right graph).

As already known [13], ITVmax values occur in the polar regions, where the E-
field vector is perpendicular to the cell’s surface. The frequency dependence of ITV-
max has a similar trend for all cell morphologies, because it is mainly determined by
the membrane dielectric properties. Less revealing, and only for the HF range, are the
properties of the other cell components. Dielectric properties confer strong insulating
characteristics to the membrane at LF, and lossy dielectric characteristics (with a
dramatic rise of the electrical conductivity) at HF, connected by a non-linear trend
within the MF spectrum.

As Fig. 3 illustrates, the ITVmax function on frequency is characterized by:

(i) a difference of two orders of magnitude between ITVmax values over LF com-
pared to HF range;

(ii) although ITVmax values seem to vanish in the HF domain (Fig. 3 left), they
actually are in the order of mV, as shown by the magnified curves (Fig. 3 right);
over the HF range, ITVmax lowers slightly nonuniform with the frequency rise,
most probably due to the frequency influence on the dielectric constant of cyto-
plasm and extracellular fluid (see Fig. 2 right).

An improved illustration of this type of membrane response to variable electric field
at different frequencies is shown in Fig. 4, presenting the ITV graphs along the entire
contour of each cell, at seven frequency values; enlarged scale diagrams of the same ITV
highlight the gradual but significant decrease of the ITV amplitude in the HF range.

Fig. 3. ITVmax variation with the frequency of the applied electric field (CW, 1 kV/m uniform
field) for the four analysed morphologies (two realistic and two circular samples, and respectively
two size categories). ITVmax over the entire frequency range (left) and magnified in the HF
domain (right)
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A complementary observation could be made regarding the electric field distribu-
tion in the presence of the cell, for two extreme frequencies: 10 kHz and 1 GHz,
considered representative for LF and HF respectively. Figure 5 shows the spectra of the
electric quantities for Cell_A exposed to electric field as specified before.

When the EP protocol is designed for a certain cell sample, one could perform such
numerical simulations based on the realistic image of that cell, and get a qualified
prediction to the outcomes and the necessary settings for the live-cell experiment.
Characteristics like those of Fig. 3 offer information on the adjustment of the applied E-
field amplitude and frequency, in order to result a certain threshold level in the
membrane region targeted by the EP procedure.

Fig. 4. ITV along the entire contour of each analyzed cell, under uniform E-field (CW, 1
kV/cm); field frequency is a parameter of the study.
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4 Conclusions

ITV distribution along the contour of realistic cells and the frequency dependency of its
values are in consensus with the results obtained for circular cells and for different
frequencies by [1, 4, 14]. Here, the study is conducted by FEM numerical analysis, on
realistic cell models of murine cells, obtained from holographic microscopy images
after CAD processing. ITV is considered a significant quantity that helps identify the
relative electric stress threshold able to trigger EP. The electric field CW is assumed
and the relationship between its frequency and the magnitude of the ITV is highlighted,
taking into account the influence of specific characteristics of the biological sample
(shape, size, dielectric properties).

In general, due to the influence of various factors on the process, it is difficult to
identify a threshold for the applied electric field strength for EP triggering, or a direct
relationship with the corresponding ITV. However, since the electric field problem is
linear (i.e. the applied electric field strength is proportional to the generated ITV), the
numerical modeling (like the approach presented here) may predict the major settings
for a living-cell experimental study, e.g. E-amplitude range required for EP triggering
at a given frequency in case of specific cellular characteristics; minimal data for cali-
bration are required. These data can be obtained from similar experimental tests, or
from an associated statistical simulation of the pore generation process, such as the
asymptotic model introduced by [17].

Conflict of Interest Statement. The authors declare that they have no conflict of
interest.

Fig. 5. Equipotential lines (black) and electric field strength (red streamlines) for Realistic-
Cell_A exposed to uniform electric field (CW, 1 kV/cm) at low vs. high frequency.
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Abstract. The paper aims to present a solution for the safe, sterile sampling
and testing procedures of suspected tuberculosis patients, under the form of a
robotic assisted automated process. Starting from the current state of tubercu-
losis management around the world, as well as the current problems which the
medical personnel face when dealing with tuberculosis, a novel booth was
developed as a response to many of the requirements necessary during the
sample collection of airborne pathogens from infected individuals. The booth is
designed to provide a much needed addition to the medical environment.

Keywords: Isolation booth � Tuberculosis � Robotic manipulation

1 Introduction

Pulmonary tuberculosis, from hereinafter referred to as TB or TBC, is a pulmonary
disease caused by the Mycobacterium tuberculosis bacteria. This bacteria usually
proliferates in the lungs (due to the favorable environment), but is not limited to them.
If the bacteria spreads through the bloodstream to other organs then TB becomes
Miliary TB which is a more advanced stage of the disease [1]. According to the world
health organization (WHO) TB is one of the top ten causes of death worldwide, with a
total of 1.5 million deaths registered in 2018, including a number of 251000 cases
coming from people with HIV. These numbers also make TB the leading cause of
death from a single infectious agent, topping more widely known diseases such as
HIV/AIDS. The 2018 numbers registered by WHO, also show that in that year 5.7
million men, 1.1 million children and 3.2 million women were positive for TB. For-
tunately though TB is curable and preventable [1].

One major issue in TB management is the prospect of TB tests. As TB is a trans-
mittable disease, it is highly important that saliva samples are corrected safely and in a
contaminant free environment to ensure the validity of the test and the safety of the
sample collecting party (the medical personnel). TB testing, via buccal cavity swabs, is
the go to detection method for tuberculosis infections. This method though places
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medical personnel at risk, during the sampling procedure and if not done in a sterile
environment, can also contaminate the sample which in turn could affect the test validity.

A possible solution to this is the usage of robotic/remote operated devices, for
sample handling. While the sample gathering procedure would be left up to the patient,
the handling of the testing swab can be done by a sterile robotic device in a sterile
environment, thus reducing the chance of sample contamination greatly. One example
of such a device is the Mycrobacterium tuberculosis automatic testing system [2], a
three degree of freedom device developed for test sample transfer operations. The
device is generally composed of a fixed base a 360° rotating table, a lifting joint a
forearm rotary joint and the end effector, the device aims to have a 0.25 mm end
effector accuracy level. Other non TB related robotic sampling mechanisms such as [3]
have been developed, and most of these devices encompass simple robotic structures
with high precision gripper designs, used for the manipulation of glass vials or slides.
Most of these devices present the robotic manipulation mechanism, with some having
incorporated sample depositories.

The paper is structure as follows: Sect. 2 presents the general requirements for the
TB sampling collection booth using Analytical Hierarchy Processes (AHP) and deci-
sion matrices (PUGH matrix); Sect. 3 describes the collection booth and Sect. 4 pre-
sents the conclusions.

2 General Requirements and Justification

The most important characteristics of sterilization methods that must be used to ensure
sterile sample collection (used as selection criteria) are presented (Table 1).

Table 1. Selection criteria

Name Description

Human toxicity Indicates the level of toxicity (harm) direct/indirect contact with
substance/material is to humans

Disinfection cycle Indicates how long the disinfection of an area/surface takes (ex. A rapid cycle
would be between 30–45 min)

Material compatibility Indicates what materials the substances/materials can interact with, safely
Spatial/surface
application efficacy

Indicates the efficiency of the solution to sterilize as large an area as possible

Clinical experience Indicates the existence of clinical trials for each respective solution
Cost effectiveness Encompasses the upfront installation, operation and maintenance costs
Environmental
friendliness

Indicates the estimated impact level upon the environment

Activation Indicates the necessity for additional preparation of the solution post installation
Automated application Indicates the ease of automation of the sterilization process
Odor Indicates the level of olphactory discomfort/irritation caused to humans

Storage Indicates the need for special requirements for storage (with regard to expiration
date, environmental conditions etc.)
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Using the Qualica [4] QFD analysis [5] software, an analytic hierarchy process to
determine the importance of the aforementioned characteristics was performed (Fig. 1),
and the PUGH hierarchization [5] of several sterilization methods was achieved (Fig. 2).
From these the best options to use in concordance with the proposed structure have been
chosen as system characteristics. Calculated importance of most important item is
4.65� importance of least important item, compared to our desired.

The sterilization methods chosen as possible contenders, were selected from a
series of reviews on sterilization technologies [6–10] used in medical environments and
are: heavy metal coating (Cu, Ag, etc.), peracetic acid/hydrogen peroxide mixture,
glutaraldehyde, hydrogen peroxide, ortho-phtalaldehyde, peracetic acid, improved
hydrogen peroxide (2%), steam, hydrogen peroxide gas plasma, 100% ethylene oxide
(ETO), ETO mixtures (8.6%, 10%, 8.5% ETO with 91.4%, 90%, HCFC and 91.5%
CO2 respectively), vaporized hydrogen peroxide, ozone, UV light.

Following the results obtained from the PUGH matrix, it has been determined that
the technologies most fitting to the predefined selection criteria are, in no particular
order: Heavy metal coating, Improved hydrogen peroxide (2%), Steam and UV light.
Given the particularities of the application described in this article, the heavy metal
coating of all surfaces would be unrealistic as for proper sterilization; all of the inner
surfaces of the booth would have to be coated. In a similar way, steam powered

Fig. 1. Selection criteria AHP analysis
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sterilization would pose a threat to the robotic system, due to the tendency to leave wet
surfaces post-application. As a result UV light and ultrasonic improved hydrogen
peroxide (2.0%) pulverization seem to be the most fitting, as they are efficient, and
compatible with an automated deployment methods.

3 Isolation Booth Description

Based on the AHP analysis (Fig. 1) and the Pugh matrix (Fig. 2) the construction of the
sterile booth is in fact the most important aspect in ensuring no sample contamination
and providing a safe environment for sample collection. Consequently, the booth was
designed in a modular manner in (with modules such as booth unit, filtering and

Fig. 2. Sterilization technologies (Pugh matrix)
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extraction module, automated manipulation and control module) in order to be capable
to carry out a fully automated sterilization procedure after every sampling run.

Several challenges were considered in the booth development:

1. Air flow management (Fig. 3); the airflow and volume within the booth should be
controlled (increased, decreased and maintained) through the use of a digital PLC
controller. The air flow system will also manage the monitoring of any defects that
may occur to the ventilation and air recycling mechanisms. The values for the air
flow speeds must also be monitored; this can be achieved via a 7 in. LCD incor-
porated within the booth’s construction that allows the reading and programming of
air flow speeds.

2. Air quality; ensuring air quality, is also one of the aspects that have been con-
sidered, i.e. 70% of the air within the booth will be recycled through a HEPA filter
whereas the remaining 30% will be evacuated through a HEPA 14 filter that pro-
vides 99,9995% efficiency for particles smaller than 0.3 nm.

Fig. 3. SAFE booth, functioning principle (schematic)
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3. Booth sterilization; for proper booth sterilization UV light and ultrasound pul-
verizer will be used, all of which are automated and controlled via a touch screen
display.

4. Energy efficiency; efficient lighting system that does not alter the interior atmo-
sphere through thermal radiation is used. This is achieved via neon lights mounted
on the inner front side of the booth. To ensure the booth is not being used past its
functioning quota, a timer system must be implemented that warns the users when
the HEPA filters need to be changed, following a set number of working hours.

As such the operational principle should be as follows (Fig. 3): Exterior air enters in
the booth while passing through the F5-G1 Dust filter (3), it is later sucked in through the
air flow ducts along with interior booth air via the centrifugal vent (10), the air is then
partially vented out through the exhaust filter (1) and recirculated and cleansed through
the H14 Dust filter, and reintroduced inside the booth as clean filtered air. The booth will
also present a liquid sanitizer circuit for body hygiene where sanitizer is pumped from
the tank (4) via the pump (5) through tap (6) into sampling tray (7), waste sanitizer is
then ejected into waste tank (9) through the directional valve (8).

The SAFE system aims to use a robotic arm (Fig. 4) for sample manipulation. This
arm handles the sample vial, by placing the vial inside a sterile container through a door
inside the booth. The device also handles the sterilization of the booth preparing it for
the next patient. The robotic device presents 6 degrees of freedom, and is actuated by
electric servomotors. Robot programming achieves personalized implementation
(considering the requirements of each medical environment using the SAFE system).
The robot arm is developed in such a way that it is easily sterilized, silent and non-
encumbering, i.e. a perfect fit for a medical environment.

Among the other necessary components for an automated process (air flow, robotic
arm, sterilization, lighting etc.), the SAFE booth (Fig. 5) is comprised of transparent
panels which can be mounted to fit the space capabilities of the client, being large
enough to fit only one person within.

The atmosphere within the booth is controlled and monitored in such a way as to
ensure that the ejected air is filtered through a HEPA filter, before it reaches the exterior
atmosphere, this means that 99.999% of bacteria are retained by the filter. The air flow

Fig. 4. The robotic arm used in the SAFE system
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speed will be stabilized via the use of a servo-controller with an incorporated micro-
processor, which can also maintain a negative pressure inside, thus reducing the risk of
contamination.

The booth ensures the user’s comfort through the implementation of minimal
sterilizable furniture, flowing clean water, a sink with a running drain connection to the
sewage system, and transparent side panels that reduce the risk of a claustrophobia
sensation and also allow monitoring during operation.

High importance is also attributed to the materials from which the booth is built, as
well as the means by which fittings are made as to not provide any hard to sterilize
surfaces where bacterial pathogens could deposit.

4 Conclusion

The SAFE booth, concept for a novel system for sterile, contaminant-free tuberculosis
phlegm sample collection has been presented. The system showcased an automated,
self-sterilizing booth with an included robotic arm for safe and contaminant free sample
manipulation. The booth itself will be outfitted with programmable air flow systems as
well as HEPA filters for preventing contaminants and bacterial pathogens within the
booth from escaping into the exterior atmosphere. The booth also uses UV light and
ultrasound pulverizers for sterilization after each use. The robotic device to be
implemented within the booth has also been developed in such a way that it permits the
full sterilization of all its components, additionally the arm itself could be programmed
to aid with the sterilization process. The design of the booth was done in such a way as

Fig. 5. The SAFE booth with the robotic arm introduced within it.
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to not cause any discomfort to the patient using it (transparent panels to eliminate
claustrophobic tendencies), while also allowing the sampling procedure to be observed
by medical personnel. In this context, the full development of the SAFE booth and
eventually its introduction on the market has the potential to reduce the number of
infections that occur due to air-borne pathogens released by infected people during
sample gathering/testing procedures in the case of tuberculosis mainly, but also HIV,
anthrax, etc. Consequently, the SAFE system may have an indirect influence in the
reduction of costs that occur in the medical system due to nosocomial infections
(infections occurring in a hospital environment).
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Abstract. In this paper we will present some theoretical-methodical aspects of
identifying at an early stage of postural spinal deficits in children in the pre-
pubertal period and the development of prophylactic programs in order to
maintain and develop a correct body posture. The methods and means applied to
the persons involved in the program are part of the kinetic recovery in water and
on land. The aim of the paper is to identify in real time the physical deficiency of
scoliosis, at the level of vicious attitude and to prevent its development. Water is
a suitable environment to facilitate movement and provides extremely effective
conditions for obtaining optimal health during growth and development. In this
sense, we propose kinetic recovery programs on land, hydrokinetic therapy and
therapeutic swimming.

Keywords: Scoliosis � Patients � Therapeutic swimming � Evaluation

1 Introduction

One of the problems that modern children face more and more often are posture
deficiencies, given the fact that “movement” is increasingly replaced in our daily lives
(means of transport, bench position, backpack weight, lack of activities physical
activity, inadequate nutrition, incorrect allocation of sleep periods, sedentary lifestyle,
etc.). At present, the physical deficiency of scoliosis, like other physical deficiencies,
has come into the attention of specialists in the field of recovery, because these cases,
unfortunately, have grown.

In this sense, research is still being done, the etiology of the installation of postural
deficits is not established, and most are called idiopathic [2, 4, 12].

The complexity of this deficiency requires a thorough and long research from all
points of view, bio-psycho-emotional to discover the causes, recovery and above all the
prophylaxis of its installation.

All techniques used in the recovery scheme must start from a positive diagnosis,
accompanied by a clinical picture and objective investigations, the functional residual,
the current condition and the presumptive prognosis of the deficit, and the setting of
immediate and long-term goals. The elaboration of recovery programs, both on land
and in water, addressed to the deviation of the spine (scoliosis), must be approached
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from a prophylactic point of view, aiming to limit as much as possible the installation
of a vicious postural attitude [1, 3, 5, 9].

Hydrokinetotherapy has close links with aquatic therapy, balneoclimatotherapy,
kinetotherapy, hydrotherapy, adapted sports, occupational therapy, sports therapy and
of course with the therapeutic swimming from which the learning exercises of sports
swimming are taken. The great advantage of hydrokinetic therapy and therapeutic
swimming is that it is practiced in water. At the same time, the influence of water on the
body’s attitude is determined by the practice of swimming technique regularly by the
demands imprinted on the musculoskeletal system, especially the musculoskeletal
system, the joints being released by body weight. The muscular effort in this case can
be reduced or increased depending on the means approached in the work programs
according to the proposed objectives [6–8].

Specific to the movements performed in the aquatic environment, the horizontal
position of the body requires the body to spend 5–9 times more energy than on land,
ensures the relaxation of skeletal muscles and frees the spine from body weight. The
pressure of the water on the chest makes it difficult to breathe, causing the development
of the muscles of the cardio-respiratory function. Working in water stimulates adaptive
psychomotor processes, improving motor and psychomotor patterns stored in memory,
especially during the growth and development of children [10, 11].

2 Material and Method

The aim of the paper is a detailed analysis of the pathophysiology of physical defi-
ciency of thoraco-lumbar scoliosis (left), in children of prepubertal age and the iden-
tification of the means of optimal recovery through aquatic activities [12].

General objectives of the recovery program (Table 1):

1. Maintaining a correct posture,
2. Maintaining and developing joint mobility of the spine,
3. Maintaining and developing muscle tone in the spine,
4. Maintaining a correct posture in static and dynamic,
5. Development of motor skills for endurance and effort.
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Table 1. xxxxxxx

Exercise program on adaptation to the aquatic environment – stage 1
Stage I.

Accommodation 
program with the 
water

Duration of the program: 
2 weeks

2 lession /week Volume 150-200m

Objectives
- Maintaining the well-being of local and general relaxation of the body;
- Awareness of the effects of swimming on the body from a sanogenetic point of view;
- Optimizing the processes of growth and harmonious development of the body;
- Water accommodation.
Floating and sliding
Means 25 min on land

25 min in water
Verbal methods; 
demonstration; 
analytical; 
iteration;

Floating on the chest; Floating on the back; Vertical floating and ironing; Underwater 
breathing; Sliding on the chest and back; Sliding on the chest and back with leg movements 
craul; Sliding on the chest and back with arm movements under water; Sliding on the chest and 
back in coordination with breathing; Water games.

Hydrokinetotherapy program - stage II
Stage II.

program of static 
and dynamic exer-
cises in small water

Duration of the pro-
gram: 5 weeks

2 lessons / week Duration 35-50
minutes 

objectives
- Maintaining joint mobility of the spine;
 - Toning in conditions of shortening the muscular groups of the back on the side of the con-

vexity; 
 - Formation of the reflex of correct attitude of the body;
 - Optimizing the processes of growth and harmonious development of the body in order to 

maintain a correct body posture.
static and dynamic exercises of the scapulo-humeral belt / upper limbs; Free and heavy ex-

ercises of the pelvic girdle / lower limbs; Exercises for developing the strength of the paraver-
tebral and abdominal muscles.

Therapeutic swimming program - stage III
Stage III.

exercise program on 
different distances 
and with different 
auxiliary material

Duration of the 
program: 5 weeks

2 lessons / week Volume 200-400m

objectives
- Increasing the capacity of effort;
 - Development of proprioceptive abilities in statics and dynamics;
 - Formation of the reflex of correct attitude of the body in static and dynamic;
 - Introduction of swimming elements and procedures.

Exercises to maintain body posture in weight conditions; Exercises to maintain balance in 
static and dynamic; Coordination exercises over different working distances; Exercises for 
awareness and self-control of body posture.
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3 Description of Tests

In order to analyze the data obtained on the study, the following statistical processing
methods were used: arithmetic mean, standard deviation, mean error; coefficient of
variability, comparison criterion “t” by Student (Table 2).

The basal metabolic rate is an estimate of the minimum number of calories a person
needs each day to maintain basic functions (breathing, circulation and digestion) at rest.

1. Ground finger length in flexion-mobility of the spine in flexion from an orthostatic
position,

2. Soil acromion length/soil sias length - are anthropometric measurements related to
the total height of the body and may lead to the identification of deviations of the
segments from the proportionality ratio that exist between the segments,

3. Lateral inclination left/right - frontal mobility of the spine from the orthostatic
position (Table 3).

Table 2. xxxxxxxx

Ini�al anthropometric evalua�on Final anthropometric evalua�on
Heigh 
(cm)

Weigh 
(kg)

IMC (uc) Basic metabol-
ic rate /kcal 

/day

Heigh 
(cm)

Weigh 
(kg)

IMC 
(uc)

Basic 
metabolic 
rate /kcal 

/day
Mean 152.50 46.20 19.78 1348.90 152.50 45.90 19.55 1344.80 

Standard 
devia�on 6.15 7.05 2.08 114.08 6.15 7.13 1.75 117.43

Coeffcient 
of variability 34.05 43.52 3.07 11841.68 

Table 3. XXXXXX

Ini�al assessment of joint balance 
spine

Final assessment of joint balance 
spine

Length of 
the ground 
fingers in 

flexion
(cm)

Soil 
acro-
mion 

length 
(cm)

Length 
sias -
floor
(cm)

Le� / right 
(ground 
fingers)

(cm)

Length of 
the ground 
fingers in 

flexion
(cm)

Soil 
acro-
mion 

length 
(cm)

Length 
sias -
floor
(cm)

Lateral �lt
Le� / right 

(ground 
fingers)

(cm)

Mean 5.40 124.00 89.10 38.1/35.3 2.30
124.
00 89.10

36.30/34.9
0

Standard
devia�on 5.68 4.76 5.13 5.92/4.30 3.16 4.76 5.13 

4.88/4.5
3 

Coefficient of 
variability 15.68 20.40 23.69 25.5/16.7
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1. Cobb method - this method can accurately calculate the angle of the spine after
performing X-rays.

2. Lift of the trunk from the ventral decubitus - to evaluate the paravetrebralatoraco-
lumbar muscles,

3. Lifting of the trunk from supine position - for the evaluation of the abdominal
muscles,

4. Muscle testing (F1–F5) -measuring the strength of the paravertebral and abdominal
muscles.

We used these tests because they have a direct relevance from the somato-functional
point of viewof the spine inorder tomaintain and recover a correct postural status (Table4).

4 Conclusions

An important role in the process of raising and developing children is attributed to
specialists in the field of physical therapy, who have been concerned about the
implementation of exercise at different ages of the spine, at the same time we found an
information deficit in order to prevent these deficiencies mainly in prepubertal age.

In the process of conducting the study was established the influence of specific
kinetic means on land, hydrokinetotherapy and therapeutic swimming on somato-
functional, motor and psychomotor parameters, statistical results showed a statistically
significant evolution:

– The averages mean of the grous have changed in order to improve or maintain the
assessed characteristics after the recovery program,

– The standard deviation indicates a homogenization of the group in the case of all
final tests performed following the proposed recovery program,

– The coefficient of correlation calculated between the anthropometric values and the
articular balance of the spine, between the articular balance of the spine and the

Table 4. xxxxxxx

Ini�al evalua�on effort test Final evalua�on effort test
Cobb 
method 
values, 
calculat-
ed on rgf.
(G)

Trunk 
li�s from 
supine 
posi�on
(no. of 
repeti-
�ons / 20 
sec)

Paraver-
tebral 
muscle 
tes�ng 
(F1-F5) 

ab-
dominal

Trunk li�s 
from 
supine 
posi�on

(no. of 
repe��ons 
/ 20)

Cobb 
meth-
od 
values, 
calcu-
lated 
on rgf. 
(G)

Trunk 
li�s from 
supine 
posi�on

(no. of
repeti-
�ons / 20 
sec)

Paraver-
tebral 
muscle 
tes�ng 
(F1-F5) 

ab-
dominal

Trunk li�s 
from 
supine 
posi�on
(no. of 
repe��ons 
/ 20)

Mean 17.00 11.10 11.00 F4/F4 15.90 15.30 16.90 F5/F5
Standard 
devia�on 7.53 2.28 1.76 0.67/0.48 6.84 1.89 1.66 0.32/0.00 
Coefficient 
of variability 44.30 2.57 -0.80 0.13/0.00
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evaluation of the effort test, between the evaluation of the effort test and the
anthropometric values, leads to the idea of a much better correlation between the
evaluations performed on the end of the recovery program against the same values
at the beginning of the preparation [13].

The general conclusion is that the recovery program of the pathophysiology of
physical deficiency of thoraco-lumbar scoliosis proposed by the team and carried out
over a period of 6 months gives the expected results for young people aged between 10
and 13 years and the tests proposed in the three evaluation batteries are capable to
highlight the positive results obtained in the training program.

Conflict of Interest. The authors declare that they have no conflict of interest.
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Abstract. The occupational exposure nature of the electromagnetic fields was
totally distinctive for different occupations and work spaces. Moreover, the
technologically-innovative equipment in hospitals is distributed on high-density,
while the medical equipment is becoming more electrically complicated due to
the advancements in technology. Often, the operating rooms were full with
numerous electronic devices that are packed in little space. A lot of operating
room staff, such as anesthesiologists, surgeons and specialized nurses, work
daily in such an environment and for lengthy time periods.
The initial phase of this work provides evaluation of the magnetic field

strengths in operating rooms at the standing position of operating room per-
sonnel. Then, MF intensity was recorded at 0.1, 0.5, and 1 m far from the device
while just one of the systems was on and the others were off.
The results of this work are indicating that the maximal rates that are related

to MF intensity levels at standing positions of the staff have been find to
shoulder arthroscopy operating environment and Endoscopy surgery, which
were 5.4 mG and 4.92 mG, respectively, and is lower than advised level by
ICNIRP Based on the results, it doesn’t appear that occupational exposure
which is related to staff in operating rooms would exceed standard provisions;
thus, there aren’t significant risks and no worries regarding personnel overex-
posed to non-ionizing radiation.

Keywords: EMFs of low frequency � Operating room � ICNIRP

1 Introduction

The magnetic fields (MFs) with a maximum frequency of 3000 Hz are defined
extremely low-frequency magnetic fields (ELF-MFs), these are carefully examined in
connection to public-health, yet up to now, there isn’t a confirmation regarding the way
that being exposed to such fields was unsafe to humans [1], a few epidemiological
types of research indicated a possible relation between the occupational exposure to the
ELF-EMFs and the growing number of different pathologies, involving testicular
cancers, brain cancers, breast cancers and leukemia [2]. Because of the new and
changing lifestyles, the majority of individuals are exposed to unwanted MFs radia-
tions, that are mainly ELF-MFs [3]. A few of the major sources to generate low
frequency MFs (especially power frequency) are devices including electric chargers for
wireless devices, domestic LCDs, TVs, hairdryers, electric engines, electric heated
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mattress, and so on [4]. Various types of electronic and electrical systems were utilized
in the operating room environment. Typically, such equipment creates electromagnetic
fields (EMFs) [5]. Thus, patients and other operating room personnel were always
exposed to the EMFs with different strength values. The impacts of such EMFs on
human health haven’t been identified in a clear way.

Also, there were indications of bad impacts related to ELF-MFs on neurotransmitter
effects, calcium metabolism changes, blood-brain barrier, and elevated dangers of brain
tumors [6]; the surgical personnel work daily inside the same magnetic field envi-
ronment and the exposure is of professional significance; moreover, the surgical
equipment and the magnetic field emissions are very close to the surgeons’ body (in
their hand, close to the trunk) and the exposure level is highest considering all the
possible scenarios.

The magnetic field (and not the electric field) is considered because the potential
biological effects are related to the electric fields induced inside the body. These
electric fields induced by exposure to time varying magnetic field are significantly
higher than any electric fields induced in the body by exposure to environmental
electric fields; this behavior is explained by the dielectric properties of the tissues (only
a small fraction of the external electric field does penetrate in the anatomical regions).

The cumulative aspect of the exposure to magnetic field is not clarified by the
literature in studies addressing biological and health impact, but it is of common sense
that more exposure could only worsen the stress.

The absence of data regarding the MF levels in operating rooms of hospitals was
the major motive of the presented study.

2 Exposure to Magnetic Fields from Medical Sources

Electromagnetic, magnetic, and electric fields are mainly used in therapeutic applica-
tions and medical diagnostics. EMF with adequate strength might have biological
impacts as well as a few medical devices using these for therapeutic or diagnostic aims.
Current technological developments elevated the diversity and the possible strength of
the EMF from the medical sources and thus raising doubts regarding occupational
safety. In addition, the EMF created via the medical sources in hospital environments
might be fairly categorized into 2 classes: high-frequency field sources and sources of
static and low-frequency fields. Based on fields’ strength, that type of exposure might
result in the retinal stimulation (otherwise known as the magnetophosphenes), muscle
contractions, pains, tingling sensation, and vestibular disturbances. The high-frequency
EMF which was adequately strong might result in extreme heating as well as tissue
damage (Table 1) [7]. For safely using EMF, ICNIRP specified the major limitation
with regard to induced electric field strengths and the body’s SAR (specific absorption
rate), below which such health and sensory impacts won’t happen. The reference levels
with regard to the strength related to external EMF were obtained from such major
restrictions. In the case when workers were exposed to EMF that is weak compared to
reference levels, the major limitations won’t be exceeded [8]. Furthermore, the Euro-
pean Union is using the reference levels and major restrictions of ICNIRP in its
occupational health as well as safety legislations, where the degrees of the reference
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were indicated as ‘action levels’ and major restrictions as ‘values of the exposure limit’
(Tables 2 and 3). With regard to EMFs of low-frequency, it is distinguishing the low-
action levels, which are associated with sensory impacts exposure limits, also the limb
action and the high-action levels, which are associated with the health impacts expo-
sure limit values (i.e. the nerve stimulations).

In addition, the strong high-frequency EMF was intentionally utilized for the pur-
pose of heating the patient tissues in the hyperthermia and therapeutic diathermy [9].

Table 1. Classifications regarding the medical devices based on frequency range [7]

Frequency
range (Hz)

Potential biological effect Medical device

f = 0 Disturbed equilibrium, reduced blood flow,
cardiac arrhythmia

– MRI ( static field)

0 < f < 105 Vertigo, nausea, metallic taste,
magnetophosphenes, nerve stimulation

– MRI (movement)
– MRI (gradients)
– Magnetotherapy
– Power frequency
equipment

105< f < 1011 Heating – MRI
(radiofrequency field)
– Diathermy
– Electrosurgery
– Hyperthermia
– Microwave
imaging
– Radar monitoring
– Therapeutic
ultrasound

Table 2. Action levels for magnetic field in Directive 2013/35/EU [9]

Frequency Low AL
B (lT)

High AL
B (lT)

Limbs AL
B (lT)

Thermal AL
B (lT)

1 � f < 8 Hz 2.0 � 105/f 3.0 � 105/f 9.0 � 105/f -
8 � f < 25 Hz 2.5 � 104/f 3.0 � 105/f 9.0 � 105/f -
25 � f < 300 Hz 1.0 � 103 3.0 � 105/f 9.0 � 105/f -
300 Hz � f < 3 kHz 3.0 � 105/f 3.0 � 105/f 9.0 � 105/f -
3 � f � 100 kHz 1.0 � 102 1.0 � 102 3.0 � 102 -
100 kHz � f < 10 MHz 1.0 � 102 1.0 � 102 3.0 � 102 2.0 � 106/f
10 � f < 400 MHz - - - 0.2
400 MHz � f < 2 GHz - - - 1.0 10–5√f
2 � f < 300 GHz - - - 4.5 � 10–1
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2.1 Equipment of the Operating Room

All operating rooms have special devices, like patient monitors, emergency resusci-
tative devices, as well as tools for diagnostics (see Fig. 1).

Table 3. Values of exposure limits in the Directive 2013/35EU, low frequency
field

Frequency Sensory effects
ELV

Health effects ELV

B(T) E (V/m) B(T) E (V/m)

0 � f < 1 Hz 2 - 8 -
1 � f < 10 Hz - 0.7/f - 1.1
10 � f < 25 Hz - 0.07 - 1.1
25 � f � 400 Hz - 0.0028 f - 1.1
400 � f � 3 kHz - - - 1.1
3 kHz � f � 10 MHz - - - 3.8 � 10-4f

Fig. 1. Equipment of the operating room
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3 Materials and Methods

3.1 Materials

For the present work, we used the EXTECH 480823 single axis magnetic field meter
(see Fig. 1). This meter is designed to directionally measure the levels of low frequency
magnetic fields, measuring range 0.1 to 199.99 mG or 0.01 to 19.99 lT, and frequency
range 30 to 300 Hz [10]. The main purpose of the measurements is the general
assessment of the medical environment, not the accuracy of the measurements tech-
nique (Fig. 2).

3.2 Methods

The MF density in various parts of the operating rooms is estimated utilizing EXTECH
480823 single-axis MF meter, whereas all equipment is working. On a certain day, the
amplitude levels related to MF in twelve operating rooms have been evaluated from
start of the first surgery of the day till the last surgery’s end, involving periods between
the surgical cases. In addition, the evaluation was achieved at a standing position
regarding the operating room personnel as well as in the closest position to the patient,
in the anesthesiologist’s position as well. In each one of the cases, data acquisition has
been achieved at 120 cm height above the floor. Furthermore, the data have been
indicated as the resulting values. The MF density on spatial axes x, y, and z (RMS

Fig. 2. EXTECH 480823 magnetic field meter

392 H. Alnamir



values), is typically recorded and the resulting value is then evaluated. After that, the
MF density is recorded in various orientations, at distances of 0.1, 0.5, and 1 m from
the device, whereas only one of the electronic and electrical systems in the room is ON
and the rest of them are OFF (for example, in the case when cautery machine only has
been on, whereas the rest of the electric systems are off, for instance, fluoroscopy,
suction machine, LCD, pump, and so on).

4 Results

The MF density averaged values [in (mG)] in the nearest location to patients and at
standing positions of the personnel of the operating room as well as the average MF in
the position of anesthesiologist are shown in the Table 4, the frequency of the magnetic
field measured is 30 to 300 Hz.

Table 4. The average values of the mf densities [in (mg)] in operating rooms

Nr Operating
rooms

Nr. of
measurements

Magnetic field densities (average mG)

In the nearest at the
closest distance to the
patient

At the standing
position of specialists
and personnel

In the position of
the
anesthesiologist

1 Laparotomy
surgery

87 1.25 1.10 1.94

2 General
surgery

98 0.90 0.58 1.78

3 Knee
arthroscopy
surgery

79 0.79 0.45 2.01

4 Tracheostomy
surgery

88 0.30 0.22 2.01

5 Prostate
biopsy surgery

96 1.45 1.30 1.75

6 plastic surgery 104 1.60 0.98 2.32
7 Gastrostomy

surgery
96 0.75 0.80 4.71

8 Parotid
surgery

80 0.67 0.50 3.87

9 Shoulder
arthroscopy
surgery

96 1.23 5.40 2.05

10 Orthopedic
surgery

72 0.84 0.67 1.95

11 Artery repair
surgery

67 0.59 0.81 3.10

12 Endoscopy
surgery

74 1.15 4.92 2.00
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Table 4 is showing that the maximum exposure levels at personnel’s standing
position were in a shoulder arthroscopy operating room nr. 9 and endoscopy operating
room nr. 12 which is 5.4 and 4.92 mG. In addition, it has been indicated that the
anesthesiologists in the majority of operating rooms were under an exposure to the
ELF-EMF which has exceeded the Swedish Board for Technical Accreditations for the
recommended value of the computer screens [11].

The average of the MF density at various distances from every one of the active
systems has been displayed in Table 5. Whereas only one of the electronic and elec-
trical systems in the room is ON and set for operation in the same way as they were
connected to a patient, and the rest of them are OFF.

As can be seen in Table 5, from every active system in the operating room, the
maximal rate which is related to the value of the MF density has been identified around
High-voltage power supply in a 10 cm distance away from these systems; the estimated
value was approximately 52.06 mG. In addition, the magnitude levels for the other
systems, like anesthesia LCD monitor (11.32 mG) and laparoscopy (18.37 mG), were
in the next ranking. Graphical representation of the magnetic field distribution from
each active device represents in the following figures (Figs. 3, 4 and 5).

Table 5. Average of the MFs density levels at various distances from every active system

Equipment Average of magnetic field
intensity (mG)
At 10 cm At 50 cm At 100 cm

Operating theatre light 3.47 0.72 0.33
Anesthesia trolley 6.40 1.00 0.48
Ventilator 1.99 0.72 0.29
Anesthesia LCD monitor 11.32 2.41 0.98
Dry-heat sterilizer 1.97 0.91 0.36
Fluoroscopy 1.89 0.75 0.22
Oximeter pulse 1.31 0.62 0.37
Laparoscope 18.37 1.59 0.49
High-voltage power supply 52.06 14.32 6.01
Defibrillator 0.89 0.26 0.20
Negatoscope 41.25 2.31 0.96
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5 Conclusions

Presently, there are in progress a few projects for the study of the occupational
exposure from electro-magnetic fields in different jobs. Moreover, the technologically-
innovative equipment in hospitals is distributed on high-density, while the medical
equipment is becoming more electrically complicated due to the advancements in
technology. Often, the operating rooms were full with numerous electronic devices that
are packed in little space. A lot of operating room staff, such as anesthesiologists,
surgeons and specialized nurses, work daily in such an environment and for lengthy
time periods. Also, the results of this work are indicating that the maximal rates that are
related to MF intensity levels at standing positions of the staff have been find to
shoulder arthroscopy operating environment and Endoscopy surgery, which were 5.4
mG and 4.92 mG, respectively. The exposure level regarding the MFs is highest up to
0.50 m and often 1 m away from the power high voltage systems and the values
compare to ICNIRP’s guidelines.

In eight of twelve operating rooms (i.e. 66%), the average MF density level exceeds
2 mG. Also, the ratio of the ELF-EMF number which is estimated over 2 mG to the
total number of measurements is over 60%, such results are suggesting that the
anesthesiologist might be exposed to MFs that exceed 2mG, Swedish Board for
Technical Accreditations for computer monitors upper limit for the production of the
EMF through computer monitors which was detectable at 30cm, for over 60% of the
working time. In addition, the limitations regarding that work possible to exceed the
exposure classification, since various electronic system types are producing high level
electro-magnetic waves in the operating rooms. Standardization regarding technologies
and processes used for exposure assessment was developed, that makes it complicated
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Fig. 5. Magnetic field distribution in different distances from Anesthesia LCD monitor
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to do direct comparison related to results from various researches implemented through
using many strategies of assessment. An additional limitation was that the source
publications aren’t providing enough information for assessing the effect of measure-
ment uncertainty in the case of comparing the measured values with the action levels.

Based on the results, it doesn’t appear that occupational exposure which is related
to staff in operating rooms would exceed standard provisions; thus, there aren’t sig-
nificant risks and no worries regarding personnel overexposed to non-ionizing radia-
tion. In conclusion, the study indicated that MF strength in operating rooms is
dependent on the type and number of machines and monitors, various surgery types,
the location regarding the major power input lines, distance of operating room staff,
including anesthesiologists from the operation site, and the illumination related to
operating rooms, among other factors. The magnetic safety should be one of the
priorities of operative settings. It has been proposed to personnel for keeping a safe
distance from the supplies of the high voltage and for the purpose of reducing the
intensity regarding electric and MF of the operating rooms, it is importance to installing
electrical system power supplies out of operating rooms. Furthermore, every practi-
tioner, regardless their practice settings, must use the concept of dose reduction, dis-
tance, and shielding.
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Abstract. The human body is not able to detect whether the air is polluted or
not, which is why it is important to have a device that can measure the air
quality, both in the closed environment and in nature. Thus, air pollution is
defined as a harmful phenomenon to the ecological system and to the normal
conditions of human existence and development when certain substances in the
atmosphere exceed a certain concentration. The paper proposes an indoor air
monitoring system for healthcare facilities, using an Arduino Mega2560 board,
temperature sensor, humidity sensor, eCO2 (equivalent CO2 which designates
global warming potential), TVOC (Total Volatile Organic Compounds) and
atmospheric pressure sensor. The technologies used for the software imple-
mentation are Arduino IDE for the acquisition of data from sensors and Visual
Studio for the graphical interface implementation.

Keywords: Indoor � Air quality � Monitoring system � IoT

1 Introduction

Indoor air pollution has become a serious problem that is damaging public health. An
indoor air quality monitoring system helps to detect and improve indoor air quality.
Such a system is useful to better understand the current state of air quality, as well as to
study the impacts of poor long-term air quality on public health. Currently, the mon-
itoring systems available are very expensive.

Every day, people respire 14,000 L of air. Indoor Air Quality (AQ) is an indicator
of air quality by detecting volatile compounds such as paint exhaust, office chairs,
trash, cooking compounds, feeding, exhaling and/or sweating. Poor AQ may lead to
headaches, tiredness, face and skin irritation or long-term effects on health.

The AQ closely refers to occupants’ health and comfort and thus AQ must always
be maintained at the correct standard in a hospital with multiple health services, such as
an emergency room, admission ward, hospital room, etc. Some harmful chemical
compounds have been reported to be found in hospital air, e.g. anesthetic gasses
(operating rooms), formaldehyde or glutaraldehyde and ethylene oxide (disinfection
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units), while these pollutants are less concentrated outside of the air. These gasses may
be harmful not only to patients, but also to medical practitioners and staff.

AQ must be assessed and inspected periodically for identification of unintended gas
sources. AQ-measuring equipment is expected to measure air continuously throughout
the day in order to investigate efficiently AQ. Sadly the AQ measuring equipment is
costly. It is then very restricted to track AQ simultaneously and continuously in several
places. Happily, several low-cost AQ detection sensors have been produced com-
mercially and may be running in many embedded systems platforms. AQ monitoring is
then more possible than ever in all dangerous places in a hospital.

The aim of this document is to build a cheap AQ measuring system. The rest of the
paper is organized as it follows: next section presents the state of the art of monitoring
air quality systems, Sect. 3 presents the global system architecture, the use case dia-
gram, the sequential diagram for a data acquisition scenario and humidity graph dis-
play, the hardware and software presentation, the results are presented in Sect. 4, and
Sect. 5 presents the discussion.

2 State of the Art

Currently, there are already on the market many devices equipped with sensors for
collecting and monitoring of indoor environment quality parameters. These devices
include Foobot [2], Netatmo [3], Speck [4], and SAMBA [5]. The last one is a state-of-
the-art monitoring station for continuous, real-time measurements, which combines
hardware and a software solution designed to automatically analyze and visualize the
data interpretation.

[6] presents other experiments on air quality that were carried out on a bus. These
were made during an outbound and return journey with 24 passengers plus a driver.
The target parameter for monitoring was the concentration of carbon dioxide. The
allowed value was exceeded by 1000 ppm CO2 during the trip, and, at the beginning of
the return trip, the maximum measured concentration was 2400 ppm. Calculations of
the minimum quota of fresh air were taken to provide what was required by the
standard conditions.

An IoT-based air quality monitoring system and proposes a complete method of
indicating the indoor air quality level, in real-time, effectively coping with dynamic
changes, and is efficient in terms of processing and memory is presented in [7].

An IAQ (Indoor Air Quality) system based on an IoT (Internet of Things) that
incorporates in its construction ESP8266 (used to transmit the sensing data to the
terminal), Arduino and XBee technologies for processing, data transmission and
microsensors for data acquisitions are presented in papers [8] and [9]. This system
allows the user to know, in real-time, a variety of environmental parameters such as air
temperature, relative humidity, carbon monoxide (CO), CO2, and luminosity.

Another similar system is presented in [10]. Apart from the CO, this system
measures, in addition to the system previously presented, the noise level. The sensors
used in this experiment are DHT11 Humidity & Temperature sensor, MG-811 CO2

sensor module, TEMT6000 Ambient Light sensor, microphone amplifier, 1-Channel
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Flame sensor module, the transmitter, and the receiver. The information transmitted by
the sensor is given by the Serial Monitor.

[11] developed the PM1, PM2.5, PM10, CO, CO2, VOCs, temperature, and
humidity monitoring system to create a safe work environment and living environment.
Apart from the air quality sensors, the system is equipped with wireless communication
modules, displays, and smartphone applications. Data from the developed system is
forwarded to the smartphone application, then to the cloud server by using wireless
communications as Bluetooth and Wi-Fi for short-distance communication and Lora for
long-distance communication. The mobile application provides information on indoor
and outdoor air qualities, adequate actions, pollution warnings, and weather conditions.

The indoor environment monitoring system consists of a remote terminal that uses
an Android mobile phone, an APP to generate data display and control decisions,
control node, ZigBee wireless network which includes a main node and sub-nodes and
sensors and is presented in [12]. Through the Zigbee network, each sensor node plays
the role of the coordinator. The collection of various parameters of the room envi-
ronment, such as temperature, humidity, PM2.5, and light intensity is collected by the
sensor nodes distributed in the room. The collected data is sent to the control node via
the ZigBee network, the data is converged and forwarded to the remote terminal, and
the alarm data is displayed, recorded, and set by the line data.

The thermal comfort of people in an indoor environment under the system archi-
tecture of a wireless sensing network is presented in [13]. To design the man-machine
monitoring interface and the control model Visual C# software is used. Also, on the
interface parameters such as temperature, humidity, and wind speed can be selected.
The system proposed emphasizes wireless transmission and rapid analysis of envi-
ronmental parameters.

3 Core Concept

The system allows the user to acquire and to monitor the data collected from sensors,
and to view the evolution of the parameters in a graphic form. In Fig. 1 is presented the
global system architecture.

A. The global system architecture B. Use-case diagram

Fig. 1. Core concept of the proposed indoor air quality monitoring system
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The global system architecture (Fig. 1(A)) presents the Arduino Module, which
uses DHT22 (temperature and humidity sensor), CCS811 (gas sensor), BMP280
(pressure sensor) sensors and reads their data through a sketch. Windows Form is a
class library within C#, which allows the data collection or stopping data collection for
database storage and allows the graphical representation of data measured by sensors.
Also, SQL represents the database, in which the values of the parameters measured by
the sensors are stored.

3.1 Software Design

As can be seen in Fig. 2(B), the use case diagram is presented and in Table 1 the role of
the actors are detailed It emphasizes all the actions that the user can do are start or stop
the acquisition of real-time data, to view an evolution graph for each presented
parameter and to set a certain period for which the user wants to view the evolution of
the selected parameter.

Table 1. Use case scenario.

Use case Main
actor

Prerequites Post conditions Steps

Success scenario Error scenario

Start data
acquisition

User The Arduino noard
must be connected to
the PORT

The data
purchased from
the sensors are
saved in the
database, along
with a success
message
The data is
displayed on the
screen

If the connection
to the Arduino
board is invalid,
an error message
is displayed

The user must press
the Start button next
to the Data
Acquisition text

Stop data
acquisition

User The user must have
pressed the Start
button next to the
Data Acquisition text

Stops collecting
data from sensors

The user must press
the Stop button next
to the Start button

Open
humidity
chart

User If the Start button
has been pressed for
data acquisition, the
user must press the
STOP button

A new window
opens and present
the Humidity
graph

If the connection
to the DB is
invalid or
already open, an
error message is
displayed

The user must press
the Open button next
to the Moisture
graph

Open
temperature
chart

User If the Start button
has been pressed for
data acquisition, the
user must press the
STOP button

A new window
opens and present
the Temperature
graph

If the connection
to the DB is
invalid or
already open, an
error message is
displayed

The user must press
the Open button next
to the temperature
graph

(continued)
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In the sequence diagram, user interaction with the system is presented in Fig. 2, by
acquiring data and displaying a humidity graph. The user starts the data acquisition by
pressing the Start button, next to “Data acquisition”, Windows Form sends a request to
the Arduino to calculate the data, and data is then sent back to Windows Form.
Windows Form sends the measured data to the SQL database and will display it in the
main window. This operation is being in a loop until the user wants to stop data
acquisition. The user stops the data acquisition by pressing the Stop button, thus
interrupting the loop.

The user can see the graph for humidity by pressing the Open button. The user
chooses a date from the calendar, by pressing the SelectPeriodOfTime button. After
these operations, Windows Form sends a request with the selected date to SQL and it
sends the data for the selected date. Windows Form generates the graph for the user-
selected data and displays it.

The database is a simple one, consisting of only one table, represented by 7 col-
umns, described in Table 2.

Table 1. (continued)

Use case Main
actor

Prerequites Post conditions Steps

Success scenario Error scenario

Open eCO2

chart
User If the Start button

has been pressed for
data acquisition, the
user must press the
STOP button

A new window
opens and present
the eCO2 graph

If the connection
to the DB is
invalid or
already open, an
error message is
displayed

The user must press
the Open button next
to the eCO2 graph

Open
TVOC chart

User If the Start button
has been pressed for
data acquisition, the
user must press the
STOP button

A new window
opens and present
the TVOC graph

If the connection
to the DB is
invalid or
already open, an
error message is
displayed

The user must press
the Open button next
to the TVOC graph

Open
pressure
chart

User If the Start button
has been pressed for
data acquisition, the
user must press the
STOP button

A new window
opens and present
the pressure graph

If the connection
to the DB is
invalid or
already open, an
error message is
displayed

The user must press
the Open button next
to the Pressure graph

Select data User A window with any
graph (humidity,
temperature, eCO2,
TVOC, Pressure)
must be oppend and
the user must press
the Select Data
button

The graph of the
day selected by
the user is
displayed

If there is no
measurement
make on the
chosen day,
nothing is
displayed

The user must select
the data from the
calendar to the right
of the window and
then must press the
Select Data button
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Table 2. Database structure

Tabel columns
name

Role

ID Represents the number of measurements, in the whole number and having
autoincremented

Humidity Represents the humidity measured from the sensor, represented in float
data type

Temperature Represents the temperature measured on the sensor, represented in float
data type

eCO2 Represents the equivalent carbon dioxide measured from the sensor,
represented in float data type

TVOC Represents the total of volatile organic compounds measured from the
sensor, represented in float data type

Pressure Represents the atmospheric pressure measured from the sensor,
represented in the float format

Date Represents the date on which the measurement was made, represented in
DataTime, which saves each time in the format “month-day-year hour-
minute-second” (MM-DD-YYYY hh-mm-ss)

Fig. 2. Sequence diagram for a data acquisition scenario and humidity graph display
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Each graph represents the data measured on a specific user-selected day in the
calendar, implemented with the DateTimePicker class. The DateTimePicker format is a
custom MM-dd-yy format, so you can make selecting the date from the database easier
and straightforward in the standard format. These data were added one by one in a list,
we used a list because we do not know its final size. The size of the list increases
dynamically as needed. To generate the graph the user must select the date in the
calendar and press the SelectPeriodOfTime button. After accessing the button, all the
points that were on the graph are deleted and the new points for generating the new
graph, selected on the calendar day, are generated. The data is retrieved by the
GeteCO2() and GetDate() methods, which access the database to create a new mea-
surement list, on the date chosen by the user from the graphical interface.

3.2 Hardware Design

The hardware components are Arduino Mega (the microcontroller), DHT22 (temper-
ature and humidity sensor), CCS811 (gas sensor), and the BMP280 (pressure sensor).
Figure 3 presents the Arduino hardware assembly, on the left side of the picture is the
Arduino board, and on the other side is the breadboard with the connection presented
above.

4 Results

The graphical user interface (GUI) allow users to acquire, view and generate sensors
data graph (as show in Fig. 4). To start acquiring data, the user must press the Start
button. By pressing this button, a serial connection of the port is done, to be able to
connect the Windows Form application with the Arduino Mega board and by default
with the application loaded on this microcontroller. The reading is done line by line, the
first measurements being skipped to ensure a better reading of the data. The data, being

Fig. 3. Arduino hardware assembly
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read through Serial via ReadLine() method, is in string form and is converted to double
form to be ready for saving in the SQL database.

If the measured levels of eCO2 or TVOC exceed the maximum permissible values,
the application warns the user through a message, a MessageBox, with the text
“Danger! LOW CO2 LEVEL! Open the window!”, or, if the TVOC value exceeds the
maximum permissible values, the MessageBox with the text “Danger! A LOW TVOC
LEVEL! Open the window!” is shown. The measured data is then represented on the
main window next to the date and time at which the measurements were taken.

The connection to the database is made through SqlConnection, the data being
saved in the SQL database, in the Measurements table. After saving the data, the user is
greeted with a successful message “Added Data”, and the connections to the port and
the database respectively are closed for security. This is done in a loop once every 10
min until the user wants to stop the data acquisition.

By accessing the Stop button, the data acquisition is stopped. If the data acquisition
is open (it is in a continuous loop) and at the same time the Stop button is pressed we
must use the BackgroundWorker class, to allow the application to be used while
another thread is active.

After the Stop button is pressed, a successful message for stopping the data
acquisition appears, like “Stop data acquisition”. To be able to open a graph, the user
must access the Open button, next to any tag of the graph (e.g. Humidity Graph), which
allows the opening of a new form of application for each graph individually.

In the next subsection are presented a few indoor monitoring air quality cases. Also,
it can be seen in the next figures, the humidity generated daily, the temperature evo-
lution after the window is open and the eCO2 evolution when the freshener is used
closer to the sensors.

4.1 Opening the Window Case Scenario

The sensors were placed for this test near the window. The graph generated after
opening a window is shown in Fig. 5. It can be easily observed that the humidity drops
inside the room, from 73% to about 56%, only by opening a window. In the case of the
temperature, it can be easily observed that an increase of up to 4.5 °C can be detected,
the temperature being somewhere at 26° in the room, and the outside temperature is
over 34°.

Fig. 4. Humidity graph generated on 1/7/2019
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4.2 Using an Air Freshener Scenario

For this situation, a freshener was used to see the level increase of carbon dioxide
equivalent (eCO2). The graph generated in this case can be seen below in Fig. 6.

5 Discussions

Following the development of this project, a system of indoor air quality monitoring
was developed for anyone who wants to track the graphical evolution of temperature,
humidity, pressure, or gases emitted. This system is intended for use in indoor envi-
ronments. Data from the Arduino board sensors are transmitted and stored in a data-
base. The aim of this project is the development of an air quality monitoring system
with a low cost and easy to use, the total cost being about 60 euros.

The software implementation has an easy to use interface for anyone, being very
intuitive. As a result of this implementation, the application manages to acquire the data
measured by the sensors that populate the Arduino board, display them and store them
in a database, which can then be used to create graphical day-to-day monitoring.

For the future development of the application, a data prediction algorithm can be
implemented. Higher performance hardware with better accuracy can be used, but this
would mean a higher cost. Also, a control system, for example, ventilation control, an
automated system (or remote control) of opening the window when the normal limits of

A. Humidity graph B. Temperature graph 

Fig. 5. Recorded values after opening a window (A - himudity, B - temperature)

Fig. 6. eCO2 graph using an air freshener
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the parameters are exceeded, could be implemented. Also, a wireless shield could be
added to remotely communicate with the device.

The hardware implementation was made using the Arduino board and specialized
sensors at a low price. This choice was made because, their configuration is very easy,
having the possibility of improvement in the future by adding other sensors, for
example, formaldehyde sensor, gas resulting from the burning of carbon-containing
materials, such as cigarette smoke; dust sensor; carbon monoxide sensor; ozone sensor
and sulfur dioxide sensor.

Conflict of Interest. The authors declare that they have no potential conflict of interest
relevant to this article.
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Abstract. There is an increasing concern regarding the adequate disposal of
pharmaceutical waste. Since the detection of active pharmaceutical waste in the
landfill soils and waters, several policy changes have been implemented. Most
of the pharmaceutical waste is gathered from households, thus probably a new
recycling policy should be implemented. This paper aims to prevent the phar-
maceutical waste from getting into the soil by sorting any incoming pills in
different categories so these can be disposed of properly without the risk of
contaminants getting in the environment. The pills sorting system uses a
machine vision based system. Pills are put on a conveyor belt which transports
them through the sorting area. Pills images are analyzed and consequently they
will be placed into different bins with the help of multiple palettes driven by
stepper motors. This method ensures an efficient solution that could be imple-
mented in any landfill sorting station.

Keywords: Pharmaceutical waste � Pill sorting � Waste management

1 Introduction

Pharmaceutical waste is one of the main types of residues that mankind has not
acknowledged for a long time. Although till this day the short- and long-term effects of
these substances are not known. It seems that these are starting to be noticed in aquatic
environments and are triggering the focus of researchers to study them further since
these substances could potentially be a dangerous contaminant to the environment [1–
3]. The majority of used pharmaceutical pills end up in a landfill directly through
municipal or industrial waste and potentially also in the surrounding soil [4–6]. As for
the wastewater facilities these are not designed to remove pharmaceutical compounds
[7]. To remove these compounds, a nanofiltration of reverse osmosis treatment would
be needed, which are high cost processes and are difficult to implement. Pharmaceutical
specialist have the potential to be on the front line of this developing problem as
medical professionals and drug specialist are in excellent position to instruct the
understanding about safe medication disposal [8]. Appropriate patient advising on safe
medicine disposal can have a noteworthy effect to the general wellbeing and climate.
A handy methodology must to be there to join this significant issue for example in the
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educational program as this cause has a great importance. There ought to be a few
standards and tougher rules implemented for the disposal of medicine. Cautious and
legitimate removal of prescriptions can assist with diminishing ecological heap of
medications [9].

This paper aims to deliver a method to avoid soil and water contaminates by sorting
waste pharmaceutical pills before getting to a landfill with the help of Machine Vision
technology [10]. The general idea behind a machine vision system is to automize the
whole process with the help of cameras and by using different types of robotic arms. In
this case a conveyor belt with rollers was used to transport the pharmaceutical pills
underneath a camera for classification and identification [11, 12]. After the classifi-
cation process the pills travel further ahead on the conveyor belt and with the help of
stepper motor-controlled palettes, they are pushed into their own sorting bins. Thus,
finalizing the sorting process without the need of human input.

2 System Description

The Fig. 1 illustrates the block diagram of the experimental system. This consists of:

• A Microsoft LifeCam web camera
• Four NEMA 17 stepper motors
• A A4988 drivers for each stepper motors
• An Arduino UNO board

The camera is used for a visual inspection of the pills. The conveyor belt carries the
pharmaceutical pills from the loading point to the web camera, where it stops to allow
the system to run the classification algorithm. After the classification algorithm has
ended, the exact steps needed for the pills to travel on the conveyor is sent to the
Arduino board, so for them to get to their exact location to be sorted.

Fig. 1. Block diagram of the experimental system
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The stepper motors were chosen because of the high precision control. They are
equipped with pallets (Fig. 2a) which removes the classified pills from the conveyor
belt. The palettes are arranged in a cross pattern seen in Fig. 2b. This way there is no
need for the them to return to a standard or “home” position. The palettes rotate
clockwise or counterclockwise as needed. The turn signal is provided by the main
controller. By using step motors, we precisely controlled the number of degrees needed
to rotate and to to push the pill off the conveyor belt. This way the pills end up in the
proper sorting bin.

Our experimental system is designed in order to classify up to five types of pills and
includes a sixth bin for unknown or unclassified pills. The control of the motors is
realized by using four dedicated drivers (Fig. 3) connected to the Arduino board. The
drivers supply the voltage needed to power the stepper motors and control their speed
and rotation direction.

With the help of LabVIEW software, the communication between the PC running
the classification algorithm and the Arduino was established using Serial communi-
cation with the help of a USB cable.

Fig. 2. a. (left) Stepper motors equipped with palettes; b. (right) The palettes cross pattern.

Fig. 3. The experimental systems control units

Automated Sorting of Pharmaceutical Waste 411

https://doi.org/10.1007/978-3-030-93564-1_2
https://doi.org/10.1007/978-3-030-93564-1_2


2.1 Sorting Algorithm Structure

The main objective of the project was to sort the incoming pills on a conveyor belt.
(Fig. 4) The camera positioned above the conveyor belt is used to determine the class
of the pill positioned underneath the camera. In order to raise the precision of the vision
algorithm a light source was placed above the camera. This ensures that no foreign
objects would be detected by the software.

The presence of the pill under the camera is determined after the next image
processing steps (Fig. 5):

• The application of a mask for selecting the area of interest
• The extraction of the HSV value color plane for obtaining a greyscale image
• The application of a threshold (for bright objects) for obtaining a binary image
• The application of an edge detection algorithm by applying a horizontal line for

determine the number of edges. If these number is equal with two it results that the
pill is present on the conveyor belt and a command is given for stopping the belt
movement.

In the next step of the algorithm, a “Color pattern Matching” operator is applied and
according to the pill colored learned templates the pill is recognized respecting the
score imposed by the user (Fig. 6). In this moment the conveyor will transport the pills
next to the pallets that will push them into the proper bin.

Fig. 4. Experimental stand for pharmaceutical pill sorting and the user interface
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2.2 Speed Control and Distance Calculation

The NEMA 17 stepper motors where chosen to be used in this experiment because of
their high precision and for the possibility of them to be controlled in an open loop. For
the motor to take a single angular step, the command must be equal to an angle of 0,45
degrees. A full rotation of the rotor means 800 steps. A classical sorting system would
need multiple position locating sensors to determine in what position and where the
actual object is which increases the cost. To reduce this cost, we decided that the image
processing algorithm can be used to provide the exact position of the pharmaceutical
pills. Meaning that the exact distance starting from the pills position in the processed
image till the mechanic pallets can be precisely calculated. (Table 1.)

Fig. 5. Pill detection algorithm

Fig. 6. Color pattern matching algorithm.
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3 The LabVIEW Software Application

The application realized in LabVIEW contains the front panel for the user interface and
its block diagram (Fig. 7). On the front panel the user can find three displays that show
the image recognition process and the one that tells the user which is the identified
class. The user also has the possibility to adjust the thresholds for the image bina-
rization. This could be useful in case the lighting conditions change. On the other hand,
the block diagram contains the actual program sequences. The program contains a
sequence structure with five different frames for each step of the sorting process. In the
first frame the user’s input is waited to start the sorting process. When the user activates
the sorting, a 3 s delay is applied for the user to confirm every setting is set, as
necessary. In the second frame of the program the conveyor belt starts to run until the
image processing software detects an objects presence. The software detects the objects
with the help of the “Edge detection” algorithm that there are pharmaceutical pills
present on the conveyor, sending a stop signal to the conveyor belt. This triggers the
next frame of the sequence which takes a picture of the pills and applies the classifi-
cation algorithm on it. Once the pill is classified a number is memorized from -1 to 4.
The following sequence provides a one second delay which ensures that all the
numbers have been memorized and the vision software has ended its cycle. The
memorized number signals the succeeding sequence which class it has found and how
many steps are needed for the pill to be put in a sorting bin. In the last sequence the
Arduino is signaled to send a specific number of steps to the conveyor belt and in
which direction to rotate the stepper motors palettes. If the algorithm doesn’t recognize
the current pill the value of -1 is selected which means that the current pill must be
discarded in the sixth recycle bin. To control the motors, a separate case structure was
used with three timed sequences to ensure the ending of each process.

Table 1. Travel distances (motors steps) of all the recognized pill categories

Pill category Pill picture Actioned sorting pallet Distance to travel

Round and White Nr. 1 move to right 550 steps

Round and Red Nr. 1 move to left 550 steps

Oval and White Nr. 2 move to right 1200 steps

Oval and Green Nr. 2 move to left 1200 steps

Round and Yellow Nr. 3 move to right 1850 steps

Unknown Nr. 3 move to left 1850 steps
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4 Conclusions

Pharmaceutical waste management is in general a special problem because it must be
solved with minimum risk. Quantities of dangerous chemical substances contained, for
example, in different medications stored at homes, pharmacies or hospitals can be
thrown into the municipal waste stream. Proper management of such type of waste is
often a big challenge.

We designed and implemented a sorting system able to perform solid pills detection
and classification on a conveyor belt. The idea comes from our previous work and
experience gained in a research project regarding the sorting of electrical and electronic
waste.

The system was tested for 100 different expired pills. The drugs where placed
randomly, one by one, on the conveyor belt. The images templates were learned and
the pills were recognized based on a color pattern matching algorithm. The vision-
based sorting system captures images, classifies and sorts according to the matched
class. A 97% sorting accuracy was achieved.

For future work we plan to improve the sorting system by using a more complex
and rapid machine vision system equipped with multiple sorting robotic arms.
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Abstract. Diabetes is a chronic metabolic disease with complex management
where treatment adherence is crucial for positive outcomes. Research indicates
patient satisfaction is associated with patients’ propensity to follow medical
recommendations and better treatment adherence. The paper investigated the
main fears patients have when accessing medical care for diabetes in an
ambulatory setting, as well as their suggestions for service improvement. This
was done to contribute to a better understanding of patients’ perceptions
regarding the medical care they receive, and the pain points they have in this
regard. Healing pain points can lead to higher patient satisfaction. A question-
naire comprising two open questions regarding patients’ fears and suggestions
for improvement was distributed in Romania. Demographic, medical, and atti-
tudinal patient data were also collected. The study sample size was 324
respondents. Text analysis and crosstabulation were performed. Results indi-
cated patients most feared a worsening condition and waiting times. Suggested
improvements focused on reducing waiting times, increased access to resources,
and better clinic facilities.

Keywords: Diabetes patients � Fear � Service improvement

1 Introduction

Diabetes is a chronic, metabolic disease characterized by elevated levels of blood glu-
cose. There are two main types of diabetes: type 1 – juvenile or insulin-dependent
diabetes in which the pancreas produces little or no insulin by itself and type 2 diabetes
which occurs when the body does not produce enough insulin or becomes resistant to it.
Type 2 diabetes usually occurs in adults and has been linked with obesity and lack of
physical exercise [1]. Over time diabetes can lead to complications including serious
damage to the heart, kidneys, eyes, blood vessels and nerves [1]. Approximately 463
million adults were suffering from this disease in 2019, and the number is projected to
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rise to 700 million by 2045. Diabetes caused at least 760 million USD in health
expenditure in 2019, which represents 10% of the total healthcare spending on adults [2].

Diabetes management involves constant care and medical supervision, as well as
sustained efforts on behalf of each patient and their family and friends. To achieve
positive results and prevent complications, both treatment adherence and increased
interest in following medical recommendations are required. Research has indicated
that patients who are satisfied with the care they receive, tend to be more inclined to
follow medical recommendations and have better treatment adherence. At the same
time, patient satisfaction has also been linked with increased staff morale and better
medical outcomes [3, 4]. Patient satisfaction refers to patients’ attitudes regarding
different aspects of care [5]. Although research in the area is vast, there is no commonly
agreed model on what determines patient satisfaction, or the satisfaction of patients
with diabetes. Previous studies suggest determinants of patient satisfaction with dia-
betes care include interaction with the medical staff, clinic facilities, waiting times,
procedures for accessing treatment, demographic factors, as well as prevention and
educational services provided, complications associated with the disease, patient
autonomy, and disease management [6, 7, 8].

The study we propose aims to contribute to existing research on patient satisfaction
by identifying patients’ fears regarding medical services received in the ambulatory
setting, as well as their proposals for service improvement. By acknowledging patients’
pain points regarding ambulatory medical services, organizations will be able to better
direct their efforts for service improvement. The study is relevant to medical profes-
sionals and representatives of medical facilities who wish to improve the quality of the
services they offer.

2 Methodology

We performed a quantitative research with convenience sampling. A questionnaire
eliciting responses regarding different aspects of care as well as demographic data was
distributed in printed and online formats between July 2014-February 2015 among
patients with type I and type II diabetes in Romania. 339 valid responses were col-
lected, representing a 39.5% response rate. Two open ended questions asked respon-
dents to indicate their worst fear connected to accessing ambulatory medical care and
suggest one improvement they would make, should they have the resources to.
Demographic, medical, and attitudinal data were also collected.

Data collected were processed using IBM SPSS Statistics v. 23. Qualitative and
quantitative analyses were performed. Descriptive statistics were used to analyze the
sample structure. Responses for the two open-ended questions were coded into group
categories based on the theme they referred to. Crosstabulation, and Fisher’s Exact test
(suitable for sample size <1000) [9] were performed to identify correlations between
the different group categories and the following demographic, medical and attitudinal
data: age, income level, diabetes type, associated complications, treatment duration, the
length of their relation with the current physician, patients’ attitude towards diabetes
management. A relevance threshold of 5% as the percentage of patients indicating a
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certain category was used to determine whether a particular group category would be
further analyzed via crosstabulation.

3 Results

3.1 Sample

Most respondents (51,5%) were aged between 36 and 64, 17,9% were under 36 and
30,6% were over 65 years old. Respondents tended to have low income, 62,1% earning
less than the minimum wage.

In terms of their medical condition, 33,7% of patients suffered from type I diabetes
and 62,3% declared they also suffered from complications associated with the disease.
Approximately one third of respondents (35,1%) had been diagnosed less than five
years before, while most patients (55,5%) had been diagnosed between 5 and 18 years
prior to the study. Respondents tended to have long-term relationships with their
physicians as 48,2% of patients had been treated by the same doctor for more than
5 years.

Most patients only considered themselves somewhat careful regarding diabetes
management (56,3%), while only 38,6% declared they were very careful in managing
their disease.

3.2 Patients Pain Points Regarding Ambulatory Care Services

Patients’ pain points were investigated via an open question inviting respondents to
share their worst fear related to appointments for ambulatory medical care. Following
text analysis, patients’ responses were grouped in the following five categories: waiting
time, worsening disease, unpleasant interactions with the medical staff, lack of
resources and personal-related fears. The latter was only indicated by 2.4% of patients
so no further analyses were performed on this category as it did not meet the 5%
relevance threshold.

Waiting time referred to patients’ fear that after arrival in the ambulatory clinic they
would have to wait considerable amounts of time before being seen by their physician.
Patients indicated waiting times of up to 2–3 h with negative impact on their daily
routines (e.g. “I wait a lot and this messes my schedule.”). This fear was shared by
15,9% of patients. No relationships were identified between this category and demo-
graphic data indicating this is a pain point shared irrespective of patient demographics.

Worsening disease referred to patients’ fears of bad blood test results (i.e. high
levels of glycated hemoglobin), disease associated complications, having to switch to
insulin treatment or that their condition would require hospital admittance (e.g. “I am
afraid of bad test results.”). This fear was most widely shared, indicated by 22.6% of
patients. Crosstabulation showed this fear was associated with patients’ age and dia-
betes type. Older patients (Fisher’s exact test = 0.005) tended to be more afraid of a
worsening condition (29.7% in the over 65 age group and 23.5% in the 34–65 age
group) than younger patients (8.5% in the under 35 age group). Regarding diabetes
type, patients with type II diabetes are more afraid of a worsening condition (29.1%)
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than their type I counterparts (9.8%). These results may be because diabetes patients
are aware that complications tend to appear more in older patients. At the same time,
patients with type II diabetes know that a worsening condition means increased insulin
resistance and maybe switching to insulin as opposed to oral antidiabetics. They do not
wish for such a negative progression, so they may fear news in this regard.

Regarding interactions with the medical staff, 7% of patients fear these will not be
pleasant. This involved patients’ fears regarding inappropriate attitude of the medical
staff (i.e. lack of patience, superficial interactions, lack of availability to provide
explanations regarding the disease or the treatment prescribed, or medical staff scolding
patients for bad test results). One patient indicated “I fear my doctor, how she interacts
with me, she is not kind”. A relationship was identified with patients’ characteristics
including age (Fisher’s exact test = 0), income (Fisher’s exact test = 0.013), and
diabetes type (Fisher’s exact test = 0.022). This fear was mostly present in younger
patients (22% in the under 35 age group vs. 4.1% and 4% in the 36–64 and over
65 years old groups, respectively) and higher income patients (66.7% in patients
earning over 1.000 euro, vs. 18.5% in those earning less). Patients with type II diabetes
were less impacted by such interactions (4.5%) than patients with type I diabetes
(11.6%). An explanation could be that these patients need more care and attention from
their physician, as well as requiring more information about their disease. At the same
time, they are more likely to experience anxieties and more difficulties in managing the
disease. Therefore, they may fear unpleasant interactions as these will not help put
them at ease. In the case of higher income patients, it is possible that because they have
the means to access high quality services in their daily lives, they have lower tolerance
for unpleasant interactions.

The lack of resources was feared by 8.5% of patients. This related to patients’ fears
they would not be able to access the treatment they needed (e.g. free prescriptions,
blood tests, hospital admittance, quality consults etc.) because of lack of funding.
Analyses showed a relationship with patients’ age (Fisher’s exact test = 0.009) in that
older patients tended to be less fearful of this (2% in patients over 65 years old vs.
11.2% in those aged 35–64 and 11.9% in those under 35 years old). This may be
because older people lived in times of scarcity so they may be more used to the lack of
resources than their younger counterparts. A relationship was also present with regards
to the length of the disease (Fisher’s exact test = 0.006). Patients diagnosed less than
1 year before the study (12.5%) and those diagnosed between 6 and 15 years previ-
ously (13.9%) tended to fear lack of resources more than the other categories. One
motive could be that patients diagnosed recently are still adjusting to the disease, so
they need stability. At the same time, those diagnosed between 6 and 15 years could be
seeing their disease progressing, so resources are important to them. We estimate
patients having the disease for over 15 years have become accustomed to the system
and its shortcomings and have developed coping mechanisms.

3.3 Patients Suggestions for Improving Ambulatory Care Services

After sharing their fears, patients were asked to indicate one aspect of ambulatory
medical services they would change if they had the power to. Responses were inves-
tigated via text analyses and grouped in the following six categories: reducing waiting

420 M.-A. Cotiu et al.



times, improved access to resources, more attention given to patients, improved service
accessibility, more medical staff and more education. The latter was only indicated by
2.7% of patients so no further analyses were performed on this category.

Reducing waiting times before seeing the physician was suggested by 13% of
respondents. No relationships were identified between this category and patient
demographics suggesting this is an improvement wished by patients irrespective of
their profile.

Improved access to resources was suggested by 11.3% of patients and involved
better access to tests and treatments including (glycemic profiles, insulin pumps,
specific medicines and tests for monitoring glucose levels). A relationship was iden-
tified between this category and patients’ income levels (Fisher’s exact test = 0.04),
and complications associated with the disease (Fisher’s exact test = 0.046). It was
interesting to note that patients with higher income levels wished better access to
treatments in a much higher proportion that those with lower income levels (66.7% in
the over 1.000-euro group and only 23.3%). This may be because they are aware of
their contributions to the medical system, so they expect access to medical resources in
return. Patients with diabetes complications proposed a change in this regard in higher
proportion (13.5%) than those not experiencing complications (6.4%). This was to be
expected since patients with complications will require more medical attention in the
form of tests, medication etc.

More attention given to patients referred to their desire to feel seen and heard
during a consultation, to be allowed enough time to ask their questions and discuss
their fears. Patients indicated “I would like more time to discuss with my doctor”. This
group category was indicated by 9.4% of patients and a relationship was identified with
patients’ age (Fisher’s exact test = 0), and diabetes type (Fisher’s exact test = 0).
Younger patients (27.1% of the under 35 group vs. 11.6% for those over 35 years old),
and patients with type I diabetes (21.4% vs. 3.2% for patients with type II diabetes)
suggested this change the most. This is consistent with demographic data for patients
indicating unpleasant interactions as their fear when accessing ambulatory medical
care.

Improved service accessibility was indicated by 12.6% of patients and referred to
better location, better waiting areas and more flexible scheduling. Patients suggested
“better waiting conditions for receiving my recipe”, “bigger clinic space”, “adequate
waiting areas” or “more flexible scheduling”. A relationship was identified with the
duration of the relationship with the current physician (Fisher’s exact test = 0.0037), as
well disease self-management (Fisher’s exact test = 0.004). Patients with relationship
durations of less than 5 years tended to suggest this improvement more (31.3%) than
the rest (14.3%). An explanation could be that patients having a longer relationship
with their physician have gotten used to the surroundings and the protocol and no
longer pay much attention to shortcomings in this regard. Patients declaring themselves
as somewhat careful (17%) or not careful (17,6%) in the management of their disease
asked for better treatment facilities. This may be because they are in a worse condition
when accessing medical care than patients attentive to disease management (5,4%).

More personnel referred to patients’ desire for a higher number of medical staff
available in the ambulatory care. Patients’ answers suggested they wished for more
staff in the hope of reduced waiting times and more time available for individual
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consults. The improvement was suggested by 8.5% of respondents and a relationship
was identified with the length of the disease (Fisher’s exact test = 0.02). Patients
diagnosed up to five years prior to the study tended to suggest this improvement more
(41.3%) than those diagnosed more than 6 years before the study (13%). Probably,
patients having the disease for over five years have adjusted their expectations to the
possibilities of the medical system and tend to ask less for things their experience
showed were difficult to obtain.

4 Concusions

Patients’ worst fear regarding their ambulatory care appointment was they would
discover their condition had worsened. This was followed by increased waiting times,
the lack of resources and unpleasant interactions with the medical staff. A relationship
was identified between these fears and patients demographic data including age, dia-
betes type, income, and duration of the disease.

Patients’ suggestions covered both systemic and unit-level improvements.
Suggestions were consistent with their fears, indicating that respondents focused on
solving acute issues they were facing, rather than focusing on ideal services. Patients
suggested reduced waiting times, better access to resources, improved medical inter-
actions and clinic facilities, as well as more personnel. It worths noting that two out of
five categories of improvements refer to the medical staff which suggests patients do
not feel comfortable with these interactions and associate the medical personnel, or lack
thereof, with some of the shortcomings they encounter when accessing ambulatory
medical care.

While systemic changes could be more difficult to implement, patients also indi-
cated improvements that could be conducted at unit level. Such interventions could
include more exact patient scheduling for their appointments (e.g. scheduling by time
interval, not only by day) or workshops for developing communication skills among
medical staff, improved waiting areas in the sense of accessibility etc. Further inves-
tigation into these categories is necessary to detail exact interventions, but we believe
this list of improvement categories may represent a starting point for improving
ambulatory care for diabetes patients.
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Abstract. The past few decades have acknowledged a revival of producers and
consumers’ interest in electric vehicles. The aim of the paper is to analyze if
batteries used in EV or HEV have a negative effect on human health, especially for
the driver and passengers. Articles published in the last 20 years were considered.
The studies were chosen from three databases using specific keywords. A

number of 33 articles and book chapters were assessed, but only 13 were taking
into account in this study because the focus was on the healthcare for human
beings and not on the designing, optimizing or testing EVs.
The problems related to the interference of electromagnetic field was the most

investigated issue regarding EVs, hybrid and human health. The articles in the
sample state that the highest mean of electromagnetic field was reached in
moving condition vs. standing condition also, the higher the speed of the car is,
the higher the fields are. The results demonstrate that EMF emissions can be
substantial, especially at high-power transfer levels and misaligned conditions.
There are many studies that support the safety of the EVs that can be compared
with conventional cars. Although, few researchers request the need to re-draw
fine limits of the existing guidelines in the fields, by including metrics in certain
and specific conditions.

Keywords: Electric vehicles � Human health � Electromagnetic field

1 Introduction

1.1 EV Market Evidence

In the present context of increased interest directed to stopping climate change and
reducing greenhouse gas emissions, electric vehicles (EVs) are becoming important
triggers for boosting sustainable development trends. All major producers across the
world have included electric vehicles in their model range. Furthermore, several new
producers are entering the electric vehicles (EV) manufacturing industry drawn by
constant estimates of positive market development for such vehicles. At present,
transportation accounts for 26% of all primary energy consumption and automobiles
are particularly important as they are generally dominating street traffic in most
countries. Car sales are projected to register strong growth rates in the future and the
forecast of EVs production states an increase with 37 million units per year in ten years
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[1]. At the same time, as indicated by the World Health Organization, exhaust emis-
sions directly affect the humans’ health, many inhabitants all over the world suffering
from different respiratory diseases determined by low air quality. On the same line,
there is an increasing concern of researchers along with the potential clients in pro-
viding or choosing safe EVs especially from the point of view of the interference of the
magnetic field of the battery or the motors.

Electric vehicles present several benefits such as cutting-edge technology and
connectivity, high energy efficiency, emissions reduction, small size, noise reduction,
lower running cost than their conventional counterparts, as well as full city access.
They are, at the same time, also confronted with several limitations such as limited
driving range, charging infrastructure, cost issues and potential impact on the power
system. Sales are expected to continue to grow, with electric vehicles reaching 21
million in 2030 and EVs expected to account for 70% of total EVs that same year [1].
At present, the penetration of EVs is still low, but rising with a sustained pace.
According to [1], lately, on the global electric market there are approximatively 1
billion customers. The biggest demand was registered in China and US. In the year
2017 the hybrid and EV’s market share surpassed 1% of global car sales. Two main
factors were identified as driving EV market expansion: policy regulation aimed at
curbing gas emissions and customer demand as potential consumers become more and
more aware of EV benefits

The aim of the paper is to analyze if batteries used in EV or HEV have a negative
effect on human health, especially for the driver and passengers.

2 Electric Vehicles and Human Health. Evidence
from Literature Review

There are a lot of scenarios concerning the connection between the usage of the EV or
hybrid cars and human health, especially because of the pipe gas reduction in urban/
crowded area. Also, there are a lot of initiatives related to analyzing the carbon foot-
print of a conventional car in comparison to an EV. The generated electromagnetic
fields (EMF) of EVs represent one concern of potential users.

Generally, the researches pointed out that the drivers and the passengers in a car are
safe on long term exposure relatively to the level of EMFs inside a traditional or
electric vehicles.

On one hand, the powertrains and some component of the electric systems,
inverters or batteries are the main components inside of cars that can generate EMFs, or
by the power cables from the electric system, inverters, EVs’ batteries and cordless
communication systems [3].

On the other hand, some studies reveal that EMFs, particular static magnetic fields
(SMFs) can have some negative influences on the human health, by affecting the
following: neurological coordination of eye-hand [4], remembrance and focus for short
time, the optical function, and the responsiveness time. Several researches [3] have not
found conclusive findings in their effort of investigating the correlation between EMF
exposure on long periods of times and some diseases, as cancer or neurodegenerative
disorders.
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Therefore, in order to provide a safer environment for the passengers and drives, the
International Commission on Non-Ionizing Radiation Protection (ICNIRP) has elab-
orated a guide containing protection principles against worming-up effects to EMF,
exposed organism tissues or to nervous transmission [5].

2.1 Methodology

The authors assessed studies from three databases: Science Direct, Springerlink and
IEEExplore, by using the following keywords:

• Human health,
• Electric vehicle,
• Hybrid vehicle,
• Electromagnetic field.

The authors defined as another constraint the publishing period of the research to be
between years 2000 and 2020, because of the evolution of the constructive models
of EVs.

A number of 33 articles and book chapters were assessed, but only 12 were taken
into account in this syntheses study, because the focus was on the health care for humans
and not on the designing, optimizing or testing EVs. We have to mention also that we
eliminated the studies with the exclusive goal of investigation the human health under
the influences of some equipment that exist in an EV, that is not a definitory for EV (the
electric motors for air conditioning or heating for example). Moreover, if the study
referred to a comparison between different types of cars (EV, hybrid, diesel, gasoline or
gas fueled cars) in connection with human health, or a specific segment of patients (e.g.
persons with cardiac diseases), it was included in the sample. The studies dealing with
the health and less pollution because of the EV were also eliminated from the sample.

2.2 Findings

The objectives of those studies along with the methods used and study results are
displayed in Table 1.

Table 1. The summary of the main objective, methods and findings of the articles in the sample.

Author Objective Sample/Method Findings/Observations

1. Hareuveny R
et al. [2]

Investigate electromagnetic
fields (EMF) from diesel,
gasoline and hybrid cars;
Analysis over all four seats;
Analysis over different types
of driving

10 cars: three diesel, four
gasoline, and three hybrid
cars

Hybrid cars had the highest
mean of MF levels;
EMF higher for moving
conditions compared to
standing;
EMF higher at 80 km/h
compared to 40 km/h
EMF in conventional car -
stronger at front seats,
EMF in hybrids - stronger at
back seats

(continued)
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Table 1. (continued)

Author Objective Sample/Method Findings/Observations

2. Hsu et al. [7] EFM in EV at different
level of a human body

7 different electric cars, one
hydrogen-powered car, two
gasoline-fueled cars and
one diesel-fueled car

Exposure at less than 2
percent of the non-ionizing
radiation limit at head-
height;
The highest EMF- close to
the ground of the EVs, near
to the cells;
The emissions grow up
quickly during power-on
mode in comparison with
power off

3. Tell et al. [8] EV and broadband
magnetic fields

6 gasoline-powered
vehicles and 8 were electric
vehicles of various types

All fields measured in
vehicles in the sample were
not achieve the
recommended/imposed
limits by the International
Commission on Non-
Ionizing Radiation
Protection (ICNIRP) and
the Institute of Electrical
and Electronics Engineers
(IEEE)

4. Lennerz et al.
[9]

EV, patients with
pacemakers or defibrillators

108 persons, (in cars Nissan
Leaf, BMW i3, VW eUp,
Tesla S)

No modification in
equipment function or
programming was
registered;
The EMF identified – over
the charging cable length,
when is used energy at
higher intensity;
The EMF emission in the
passengers’ compartment
was reduced

5. Yang L et al.
[10]

Extremely low frequency of
EMF in EVs, long-term
(one year) surveillance;
Investigations -at the front
and back row seats in the
cabin during acceleration
and constant-speed driving
modes

3EV Extremely low frequency of
EMF are approximately
constant on long-term
driving or regular
maintenance;
The necessity of periodically
control extremely low
frequency in EVs, especially
after important crashes

(continued)
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Table 1. (continued)

Author Objective Sample/Method Findings/Observations

6. He et al. [11] Static electric fields and
human neuropsychological
reactions and brain activity;
Driving reaction time test

17 subjects The static electric fields
have no significant impact
of the investigated subject
from driving performance
point of view and the
cognitive capabilities;
Was found a connection
between beta sub-band of the
EEGs and the reaction time
of the investigated subjects

7. Erdem et al.
[6]

Analyzing the wireless
electric vehicle charging
systems, pointing out the
hurdles and safety of
intermediate frequency
EMF emissions for wireless
electric vehicle charging
applications

2 study cases, different
wireless power transfer
investigations in different
energy levels

EMF emissions are even
higher especially at high-
power transfer levels and
systems/ conditions are
improperly aligned;
-should be reduced below
the limits identified in the
ICNIRP 2010 guidelines

8. Lin J et al.
[12]

Analyzing the impact of
EMF on children in EVs

10 EV, different driving
sessions

Considerably lower limit in
than the boundary of
ICNRP;
“Although small children
may be exposed to higher
EMF strength, were much
lower than that of adults due
to their particular physical
dimensions”

9. Xiaolin et al.
[13]

Investigation of EMF
impact in an EV, verified
by wireless power
transmission

A simulation model using
an EV systems for cordless
power transmission and a
manequin with three levels
of tissues

“The results of simulation
show that the maximum
electromagnetic radiation
dose SAR under the
magnetic resonance
working state is 2.1693 *
10–13 W/Kg, which is
lower than the safety limit
of ICNIRP|”

10. Cheng et al.
[14]

Influence on human body
of a complex automotive
electromagnetic
environment

Car simulation model,
through electromagnetic
characteristics of antenna
model

Automotive
electromagnetic
environment is almost safe
to passengers

11. Sapunaru
et al. [15]

Evaluating the generated
level of radiated emissions
in different operating
modes

real radiated emissions tests
in a semi-anechoic chamber
on an EV

The differences between
different operating modes,
different location of the
charging and different types
of charging cables

12. Moreno-
Torres et al. [3]

Assessing the EMF in the
interior of EVs

EV, na With appropriate design
guidelines, it might be
possible to make electric
vehicles safe from the
electromagnetic radiation
point of view
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The interference of EMF was the most investigated issue regarding EVs, hybrid
cars and human health. The articles state that the highest mean of EMF was reached in
moving condition vs. standing condition [2, 9]. Also, the higher the speed of the car is,
the strong the fields are [2, 15]. In addition, EMF in hybrid cars is higher than in the
conventional ones [3, 12, 14].

Referring to the specific place in a car, in conventional ones, EMF tend to be most
powerful in front seats, while for hybrid cars, the persons from rear seats (especially in
the right side) are most likely to be affected in a higher extent (with a percentage
between 16–69%, depending on different state of driving) [2]. The highest indicator for
EMF was detected along the charging cable, while the EV is charged with high currents
(116.5 lT) [12]. However, all the measured indicators respect the international stan-
dards for producers.

Furthermore, in EVs, the highest indicator for EMF was registered at feet level
(with 20% higher than chest or head level) inside of an EV’s cabin [3]. Tell et al. [8]
claimed that the magnetic fields reached the same level in gasoline fueled car like in
EVs.

Linn et al. [12] examined small children exposure in an EV, giving the fact that
their heads are near to the ground and, consequently to the battery of the EVs. The
conclusions suggested children are exposed to a strong EMF, but the health impact is
lower for them in comparison to an adult, because of their specific corporal size.

Yang et al. [10] demonstrate that for long periods of time (one year), the extremely
low frequency of EMF does not modify, if the regular maintenance of the EV is
properly done. Moreover, it is important the design process of the car in order to avoid
components misalignment. At the same time, He et al. [11] investigated static magnetic
field and find that drivability and the ability of brain to process the information are not
significant influenced by EVs. The researchers still found a connection between the
highest beta sub-band and slowness in response capability of the driver.

For drivers or passengers with pacemaker or defibrillator, EVs are completely safe,
because physiological function of the body or the parameters of the attached dispositive
were not affected or modified during the experiments.

In their research, Erdem et al. [6] consider ICNRIPF 2010 guide “conservative”
because it does not integrate fully specific situations investigated in correlation with
EMF power, especially for cordless EV charging systems. The results demonstrate that
EMF emissions can be substantial, especially at high-power transfer levels and mis-
aligned conditions. Closing the debate, Moreno-Torres et al. [3] sustained an EV can be
safe from EMF perspective if the producers carefully monitor the design phase of an EV.

3 Conclusion

The present article does not intend to offer a final verdict in how safe are EVs and
hybrid cars for the human body. The most assessed studies emphasize on meeting the
existing standard for human health. The concern of EMF emissions is present in
society, hence, this dimension is investigated in a great extent by the researchers.

The results support there is no reason for the driver and passengers to worry about
electric cars by exposing them to high risks, even when the period of time spent in the

Are Electrical and Hybrid Vehicles Safe for Human Health? 429



cabin is long. There are many voices that support the safety of the EVs that can be
compared with conventional cars. The warning side of the investigated article is related
equally with the battery charging process of EVs that can be sometimes risky for
human tissues because of the powerful emissions of EMF. Although, few researchers
request the need to re-draw fine limits of the existing guidelines in the fields, by
including metrics in certain and specific conditions.

Subsequently, the risks implied for driving an EV can be increased due to some
drivers, such as:

• The short distance between equipment (e.g. traction drive) and passenger
• The longer time of exposure
• The aggressive style of driving
• The wireless speed charging

This issue remains however nuanced, even though the most evidences strengthen
the less invasive impacts for those people who use an EV.

Conflict of Interest. The authors declare they have no conflict of interest.
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Abstract. The offensive language in present social media could harm the
mental health of the minors. The paper aims to identify the offensive content in
the posts published on the Twitter social network. More concrete, we categorize
the text content of the tweets according to the characteristics they meet: offen-
sive vs. non-offensive tweets, non-targeted tweets vs. tweets targeted on
someone, and, more specifically, tweets targeted on an individual, on a group of
people, or else targeted towards another category (i.e. towards an organization, a
situation, an event, or an issue). This multi-level hierarchical categorization
behaves like a top-down decision tree process that classifies the tweets against a
tree like ontological taxonomy. This is an offensiveness taxonomy, which
defines the above mentioned offensive tweet categories. We use an unsupervised
neural network for this hierarchical categorization, as applied on the OLID
(Offensive Language Identification Dataset) data set. The OLID dataset consists
of tweets, and it was offered as benchmark at Task 6 of the SemEval 2019
competition, a task which actually inspired our paper.

Keywords: Categoriztion of offensive content � Text categorization �
Unsupervised neural network � Offensiveness ontology

1 Introduction and Related Work

Although social media has become one of the most important ways to communicate,
posts are often accompanied by abusive language that can have detrimental effects on
users, and especially on the mental health of the minors. This phenomenon is a result of
the ease with which anyone can now join a social media community. Fake accounts
often manipulate the users.

The identification and classification of offensive content are usually modeled as a
supervised classification problem [9], where systems are trained on posts annotated
according to the presence of abusive form or offensive content. As opposed, our
approach is unsupervised, and consequently it needs no annotated tweets. Specifically,
unsupervised approaches do not need a corpus of tweets where each tweet is tagged
with its proper category of offensive content. This is the main advantage over the
supervised machine learning based methods.
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A good survey of the research on detection and categorization of offensive content
from text is [9]. Among many other features, the authors of this survey mention the
relatedness of this research field with the sentiment analysis. From this point of view,
the approach in our current paper is similar with our previous work on the field of
sentiment analysis [8].

The supervised approaches use traditional machine learning or deep learning. The
traditional learning systems (the most used being SVM, Random Forests, Logistic
Regression) work well when representing the text with n-gram vectors (bag-of-words,
TF-IDF). Deep learning (CNN, LSTM) tends to use the text as represented by sequence
order, with word embedding vectors. These are confirmed for instance in [5], where the
authors describe their system as participant in the HASOC 2019 competition (Hate
Speech and Offensive Content Identification in Indo-European Languages) [6]. The
task in this competition is similar with Task 6 of the SemEval 2019 competition in the
framework of the International Workshop on Semantic Evaluation 2019 [1].

Our paper aims to identify and categorize the offensive content in the Twitter social
environment, being inspired from the above mentioned Task 6 of the SemEval 2019
competition. For this purpose, we use an unsupervised machine learning method; more
specifically, the approach will use an unsupervised neural network as an offensive
language classifier.

The data set provided for Task 6 of SemEval-2019 – i.e. the Offensive Language
Identification Dataset (OLID) – consists of posts (tweets) extracted from the Twitter
social network, where users have the freedom to express themselves freely. At a first
glance, one can easily notice those offensive tweets, some directed at other people,
organizations, and political groups, others accompanied by URLs and followed by
words considered as vulgar. When classifying such tweets, we use the bag of words to
represent the text of a tweet.

2 The Neural Network Based Classifier

We started from one of the tasks of the SemEval 2019 competition [1], and we wished
to identify and categorize the offensive content in the posts on Twitter. In most cases, it
can be difficult to recognize, among long, veiled posts, the intention of the author,
which can later prove to be the initiator of an attack (on a person, a group, an orga-
nization etc.). Offensive content can occur in a variety of forms, from insults often
considered harmless, to serious threats against clearly identified people, as well as
manipulation, instigation of public opinion through vulgar language or hate speech,
meant to encourage violence.

In our approach, the categorization of the offensive content in texts is ensured by an
unsupervised neural network. The neural model used – Enrich-GHSOM [4] – is an
extension of the Growing Hierarchical Self-organizing Maps (GHSOM) [3] (see
Fig. 1), originating from the Kohonen Self-organizing Maps [2]. This model is applied
on the OLID dataset (Offensive Language Identification Dataset) [10], which is actually
a set of tweets. The tweets in the OLID dataset are annotated by following a three-level
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hierarchical annotation schema1: besides saying the content of a tweet is offensive or
not (level 1), in case it is offensive the annotation also considers the type of offensive
content (level 2), and furthermore the target of the insult (level 3). This hierarchical
categorization is best represented as a taxonomic ontology, illustrated in Fig. 2.

Task 6 of the SemEval 2019 competition – which inspired this paper – used the
hierarchically annotated OLID data set consisting of tweets. In Task 6, the main idea
was to extract and categorize tweets that use offensive language. This categorization
should be hierarchical, i.e. it should comply with the hierarchical annotation of the
OLID tweets, according to the taxonomy in Fig. 2. Actually, Task 6 of SemEval 2019
is divided into three sub-tasks, corresponding to the three depth levels of the taxonomic
tree in Fig. 2:

• Sub-task A (level 1). Offensive language identification: NOT (not offensive) and
OFF (offensive).

• Sub-task B (level 2). Automatic categorization of the offensive content: TIN (tar-
geted insult) and UNT (untargeted).

• Sub-task C (level 3). Identifying the target of the offensive language: IND (when the
target is an individual), GRP (the target is a group of people considered as a unity),
and OTH (other, when the target is in neither of the first two categories, i.e. not
IND, nor GRP).

Fig. 1. The growing hierarchical self-organizing maps.

1 https://scholar.harvard.edu/malmasi/olid.
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In our approach, this three-stage hierarchical classification is done in a single phase.
The hierarchical classification of the tweets behaves like a top-down decision tree
classifier against a predefined tree, where the predefined tree is set to be just the tree
like ontology described above and illustrated in Fig. 2.

The embedding vectors of the tweets seen as short text documents propagate
downwards starting from the root of the ontological taxonomy of tweet categories
(illustrated in Fig. 2). This process behaves like a top-down decision tree classifier,
being based on the vector similarity between the tweets that get classified on one hand
and the concepts (i.e. the categories, the nodes) of the taxonomy on the other hand.
Each tweet arrives finally at a node that defines (as discussed above) a category of
tweets. The conclusion for such a classification of a tweet is that the tweet would
belong to that category of tweets which is defined by the node. One notice is needed
here: in any decision tree classifier the leaf nodes are the final result classes found by
the classifier. We are interested in our approach as well to only classify the tweets
against the leaf nodes of the offensiveness ontology in Fig. 2 (the nodes in blue color in
Fig. 2). In other words, we combine the three sequential subtasks (A, B, and C)
proposed in SemEval 2019 Task 6 into a single classification phase, as we only care
about the final – the most fine-grained – category of offensive tweets. As such, we only
measure the classification of the tweets in the leaves of the offensiveness ontology
(Fig. 2). The leaves are the following: NOT, UNT, IND, GRP, and OTH.

We represent any tweet as a “classic” embedding vector, more exactly as a bag of
words. The features of this vector are the numbers of occurrences of different words in
the tweet seen as a short text document. In the experiments described in Sect. 3, the
embedding vectors of the tweets have 4625 features each, since the vocabulary of the
corpus of tweets used in the experiments consists of 4625 distinct word forms.

Equally like the tweets have an embedding vector, the nodes of the ontology (i.e.
the ontology concepts) as well need a representation as a numeric feature vector. The
process of top-down classification – as ensured by the Enrich-GHSOM neural network
[4] –, and more exactly the decision to follow one of the children of the current
ontological concept node depends on the Euclidean similarity between the embedding
vector of the classified tweet on one hand and the vectors of the children nodes on the
other hand. The most similar child node is the one chosen. As such, we have to define
the feature vector of each ontological node. By looking at the ontology in Fig. 2, we
only see some abstract concepts (categories), not anchored to any (more or less
offensive) piece of text. Trying to establish this missing anchor though, we consoli-
dated the offensiveness ontology, by attaching some additional leaf children to every
leaf concept in Fig. 2. What used to be leaf nodes in Fig. 2 (the color blue nodes in
Fig. 2) now become parents for the newly inserted leaves. The result is the ontology
illustrated in Fig. 3.
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Actually, we enriched the offensiveness ontology (Fig. 2) by choosing and con-
sidering some tweets which are representative for the five leaf categories in Fig. 2, and
then simply defining these tweets as new leaf nodes inserted as children under what
used to be leaf categories in Fig. 2. These representative tweets are able to provide an
embedding vector powerful enough to represent the semantics of a leaf category. The
feature vector of a leaf category is then computed as the centroid (average vector) or
category2 (unit-normalized sum vector) of its subtree (actually the centroid or category
of all of its newly inserted tweet-leaf children, i.e. centroid or category of the
embedding vectors of the tweets representative for the leaf category). As a conse-
quence, we expect these new, representative, leaf nodes will have the power to suitably
attract the correct, semantically similar tweets – tweets that are similar with each other
and, more importantly, similar with the feature vector of one of the leaf categories in
Fig. 2 i.e. just the leaf category into which we expect these tweets will get classified.
We expect this to happen during the classification ensured by the Enrich-GHSOM
neural network. For each of these newly inserted leaves of the taxonomy (each of
which originating from a tweet), a genuine, true tweet – i.e. a real world tweet, as
present in the OLID data set – should be used as representative.

The vector for the nonterminal category nodes of the ontology (i.e. the nodes
colored mauve in Fig. 2) does not need to be anchored to any representative tweets (as
newly inserted leaf children) from the corpus, as was the case for the leaf categories.
Rather we consider for any intermediate category a vector built as a centroid or
category of the vectors of all the nodes in the subtree of the category.

Fig. 2. The offensiveness taxonomic ontology.

2 We highlight always in italics the category vector as the unit normalized sum of vectors, to make a
difference to the category of tweets, the latter being rather a node (concept) in our offensiveness
ontology (in Fig. 2).
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3 Experimental Results

In our experiments, the data set on which the offensive content categorization is made
is represented, as already mentioned, by OLID. The OLID dataset contains a number of
14,100 annotated tweets, divided into a training partition of 13,240 tweets and a test
partition of 860 tweets. In the experimental evaluation, we applied our neural network
based classifier on the 860 tweets of the test partition.

3.1 The Gold Standard

We exploited the hierarchical annotation of the OLID corpus, by considering the gold
labels present in the OLID dataset files for the three hierarchical levels (layers) 1, 2, and
3 (corresponding to the three SemEval 2019 Task 6 subtasks A, B, and C respectively).
The gold labels mapped to the 860 tweets in the OLID test set constitute for us a “gold
standard” reference for evaluating the accuracy of the offensive content classification in
our experimental setting. Actually we only take into account the five gold labels
representing the five leaves in the offensiveness ontology in Fig. 2: NOT, UNT, IND,
GRP, and OTH, since we are only interested in classifying the tweets against the leaf
categories of the offensiveness ontology in Fig. 2, as already mentioned in Sect. 2. The
distribution of these five leaf gold labels on the 860 tweets of the OLID test set is the

is_a(OFF, tweet)
is_a(NOT, tweet)
is_a(TIN, OFF)
is_a(UNT, OFF)
is_a(IND, TIN)
is_a(GRP, TIN)
is_a(OTH, TIN)
is_a(76669tweet#28, NOT)
is_a(45855tweet#484, NOT)
is_a(35940tweet#490, NOT)
is_a(36737tweet#506, NOT)
is_a(30899tweet#48, UNT)
is_a(80947tweet#70, UNT)
is_a(42196tweet#156, UNT)
is_a(10684tweet#186, UNT)
is_a(83681tweet#5, IND)
is_a(46444tweet#38, IND)
is_a(73516tweet#87, IND)
is_a(33394tweet#491, IND)
is_a(58995tweet#29, GRP)
is_a(40386tweet#72, GRP)
is_a(24040tweet#85, GRP)
is_a(59691tweet#495, GRP)
is_a(27158tweet#108, OTH)
is_a(15998tweet#59, OTH)
is_a(10918tweet#228, OTH)

Fig. 3. The offensiveness ontology (in Fig. 2) enriched with representative tweets as children for
the leaf categories in Fig. 2.
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following: 620 tweets are labeled NOT, 27 tweets are labeled UNT, 100 are labeled
IND, 78 tweets are GRP, and 35 are OTH.

A fragment of the gold standard mapping is illustrated below, followed by the full
text content of a tweet in each of the five leaf category labels. The tweets given
subsequently in full text are marked with a ‘*’ in this illustrative gold standard frag-
ment:

tweet : leaf gold label

15923tweet#0 : OTH
27014tweet#1 : NOT *
30530tweet#2 : NOT
13876tweet#3 : NOT
46139tweet#64 : GRP * 
34263tweet#15 : IND * 
96874tweet#6 : NOT
27158tweet#108 : OTH * 
78910tweet#8 : NOT
46363tweet#9 : NOT
68123tweet#10 : NOT
22452tweet#11 : NOT
15565tweet#12 : NOT
64376tweet#13 : NOT
42196tweet#156 : UNT * 

27014tweet#1:

#ConstitutionDay is revered by Conservatives, hated by
Progressives/Socialist/Democrats that want to change it.

46139tweet#64:

#Conservatism101   It's not about our disagreements with
#Conservatives. Its that Conservatives can't debate honestly, and they
have no integrity. Whatever gets them thru today, is all that matters to
them. They're fundamentally dishonest people. URL

34263tweet#15:

#StopKavanaugh he is liar like the rest of the #GOP URL

27158tweet#108:

yehtlliwtub----roodruoyotseertsamtsirhCevilpihslliwnozamA
stay and put on the damn lights? URL

42196tweet#156:

"#TheArchers I want to be brilliant at Karate so I can kick the shit
out of everyone"""""

3.2 Evaluation Measures

The accuracy of a system that assigns offensive content categories to tweets quantifies
the percentage of tweets correctly labeled by the system, out of the total number of
tweets given as input to the system (the system being the offensiveness classifier):

accuracy ¼ correctly labeled tweetsj j
given tweetsj j ð1Þ
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For the experimental evaluation, we adopt the accuracy measure as described and
defined above (Formula 1). We also used the learning accuracy metric [7], which is a
semantic based accuracy measure, and, as such, suitable to our semantic oriented
approach. “Near misses” in the classification are strictly counted as zero by the standard
accuracy (according to formula 1), and leniently as non-zero by the learning accuracy.
A chance is given by the learning accuracy metric, by judging that an intermediate
category node chosen by the classifier is not that wrong when it is a generalization
category (ancestor in the ontology) of the correct leaf category node. For instance, it is
not so wrong to classify a tweet as “Targeted” (TIN - nonterminal category), as far as it
is expected (according to our gold standard) to be “Individual” (IND, targeted towards
an individual - leaf category). Consequently, in the experimental results illustrated in
what follows, the learning accuracy will always have higher values than the standard
accuracy.

3.3 Evaluation Results

The experimental evaluation consists in comparing the offensive content categorization
as ensured by our classifier with the gold standard mapping described in Sect. 3.1.
Actually, we measure the accuracy and learning accuracy of labeling the tweets with
the correct, gold standard, leaf nodes. These results are illustrated in Table 1.

In the first column of Table 1 (Experimental Setting), we have the following
abbreviations: (i) F means flat, i.e. the embedding vector of any tweet has as features
flat counts (flat frequencies) of occurrences of different words in the tweet; (ii) T means
TFIDF, i.e. the “term (word) frequency times inverse document frequency” weighting
scheme has been applied on the flat count embedding vectors of the tweets; (iii) C and
K mean centroid and category respectively, i.e. the two different ways of defining the
vector associated to a nonterminal node of the offensiveness taxonomy (Fig. 2), as
already mentioned in Sect. 2: centroid of the vectors of the leaves in the subtree of the
node, and category of the vectors of the leaves in the subtree; (iv) N means normalized,
i.e. the embedding vectors of the tweets are normalized to unit norm (as unit length
vectors).

From Table 1, we can notice a tendency for the quality of offensive content cate-
gorization to become better when turning from centroid towards category as a vector
representation for the nonterminal category nodes of the taxonomy in Fig. 2. Moreover,
the best results (in boldface in Table 1) are achieved indeed with category. Keeping flat
count embedding vectors for the tweets (instead of choosing the TF-IDF weighting
scheme as applied on the flat counts) tends to lead to improvements in the two accuracy
measures illustrated in Table 1. The best results achieved correspond to flat counts,
together with category, as already mentioned (the Experimental Setting “FK” in
Table 1, with the values of the two accuracy metrics in boldface).
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Many of the strict Accuracy scores in Table 1 are very poor, and seem to be in
disagreement with the pretty good Learning Accuracy scores achieved in the same
Experimental Setting (i.e. in the same row in Table 1). The explanation is that there are
very many “near misses” in the offensiveness category labels predicted by our clas-
sifier. For instance, the offensive content of a tweet is predicted as TIN instead of being
correctly tagged (according to the gold standard) as IND. This is a “near miss” since the
concept node TIN (targeted insult) is very close semantically to the node IND (insult
targeted towards an individual). The two nodes are only one edge away to each other in
the offensiveness ontology in Fig. 2; more exactly, category node IND is child (i.e.
subconcept) of category node TIN.

4 Conclusions and Further Work

The paper presented a method for categorizing the offensive content in posts on Twitter
that relies on an unsupervised neural network. For an unsupervised classifier, we
achieved good accuracy results, as the classifier does not require annotated training data
to be built for the given semantic domain, and as such it easily portable to other
domains and even other languages. For instance, it can be used in order to detect and
classify fake news in the medical domain, including the pandemics.

As further work, to improve the accuracy of labeling the offensive language, we
will start from pre-trained word embeddings in order to build the vector for a tweet as
the average vector of the pre-trained embedding vectors of the words that compose the
tweet. We expect an improvement of the classification accuracy due to the much less
sparse vectors built based on pre-trained word embeddings.

Acknowledgments. This work was supported in part by the Department of Computer Science,
Technical University of Cluj-Napoca, Romania.
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Table 1. Accuracy of the offensive content categorization on tweets.

Experimental setting Learning accuracy (%) Accuracy (%)

TC 44.1 1.05
TK 43.34 0.35
TNC 43.31 0.12
TNK 43.52 0.47
FC 57.27 28.95
FK 70.07 55.58
FNC 43.31 0.12
FNK 42.28 20.93
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