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Preface

We are delighted to introduce the proceedings of 12th EAI International Conference
on Broadband Communications, Networks, and Systems (BROADNETS 2021). This
conference brought together researchers, developers, and practitioners around the world
who are leveraging and developing smart communications networks with a particular
focus on 5G applications. The theme of BROADNETS 2021 was ‘Beyond 5G (B5G)
Enabled Advanced Manufacturing’.

5G mobile networks and beyond (B5G) provide high bandwidth capacity, low
latency, and connectivity to enable a new generation of applications, services, and
business opportunities that have not been seen before. Smart sensors, enabled by
5G/B5G, are coordinated and communicate in real time to complete the manufacturing
process. These smart sensors will be able to assess the quality of components that
are being manufactured in real time, reducing re-working requirements. This has
the potential to revolutionize modern industrial processes and applications including
agriculture, manufacturing, and business communications through a combination of
AI-based planning, edge computing, high bandwidth with low latency, connected
machines, AR-enabled workers, and integrated logistics. Beyond 5G, one can anticipate
that there will be a more dynamic, self-regulating, and self-adjusting process that will
translate into agility, speed, and higher productivity.

The technical program of BROADNETS 2021 consisted of 24 full papers. The
conference also features two international workshops on 5G-enabled Smart Building:
Technology and Challenge, and 5G: The Advances in Industry. Aside from the
high-quality technical paper presentations, the technical program also featured two
keynote speeches by distinguished researchers Qing-Long Han (Swinburne University
of Technology, Australia) on ‘Multi-agent Systems Based Distributed Control,
Optimization, and Energy Management in Smart Grids’ and Mehdi Bennis (University
of Oulu, Finland) on ‘Communication-efficient and Distributed ML Over Wireless
Networks’.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate the chair’s constant support and guidance. It
was also a great pleasure to work with such an excellent organizing committee team for
their hardwork in organizing and supporting the conference. In particular, we are grateful
to the Technical Program Committee, who have completed the peer-review process for
technical papers and helped to put together a high-quality technical program.We are also
grateful to the conference managers for their support and all the authors who submitted
their papers to the BROADNETS 2021 conference and workshops.

We strongly believe that BROADNETS provides a good forum for all researchers,
developers, and practitioners to discuss all science and technology aspects that are
relevant to broadband communications networks. We also expect that the future
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BROADNETS conferences will be as successful and stimulating as this year’s, as
indicated by the contributions presented in this volume .

Wei Xiang
Fengling Han

Lei Pan
Khoa Phan
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Abstract. Elastic scaling in/out of operator parallelism degree is needed for
processing real time dynamic data streams under low latency and high stability
requirements. Usually the operator parallelism degree is set when a streaming
application is submitted to a stream computing system and kept intact during
runtime. This may substantially affect the performance of the system due to the
fluctuation of input streams and availability of system resources. To address the
problems brought by the static parallelism setting, we propose and implement a
machine learning based elastic strategy for operator parallelism (named Me-
Stream) in big data stream computing systems. The architecture of Me-Stream
and its key models are introduced, including parallel bottleneck identification,
parameter plan generation, parameter migration and conversion, and instances
scheduling. Metrics of execution latency and process latency of the proposed
scheduling strategy are evaluated on the widely used big data stream computing
system Apache Storm. The experimental results demonstrate the efficiency and
effectiveness of the proposed strategy.

Keywords: Operator parallelism � Runtime awareness � Resource allocation �
Machine learning � Stream computing � Distributed system

1 Introduction

In recent years, big data has driven the rapid advances in distributed systems. There are
generally two processing methods for big data: batch processing and stream processing
[1]. Compared with batch processing, stream processing is more suitable for real-time
applications. Distributed stream processing platforms enable big data applications to
process continuous stream data and obtain near real-time feedback [2]. At present, the
mainstream distributed stream processing platforms include Apache Storm [3], Apache
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Flink [4], Apache Spark (Spark Streaming) [5], Apache Samza [6], Apache Apex [7],
and Google Cloud Dataflow [8]. Through an elastic execution engine, Flink can sup-
port batch processing tasks and stream processing tasks at the same time, as well as
state management. It suits projects that require high throughput, low latency and
demand state management or window statistics. Storm requires to design a topology
first and then assign the topology to Execution nodes in a cluster, making it more
suitable for small independent projects with low latency. Spark Streaming divides the
input data stream into multiple batches through micro-batch processing, which is more
suitable for projects in the Spark ecosystem. The work in this paper is optimized based
on the widely used Storm platform, but the entire design, its strategy and model are not
only limited to the Apache Storm platform. It can be applied to a variety of related
streaming computing environments.

With the Storm default scheduling, if there are idle resources, uneven load and
overload problems may occur [9, 10]. If no idle resources, there might be poor resource
distribution caused by computing and communication bottlenecks in heterogeneous
clusters [11]. The fundamental problem is that once the relevant parameter configu-
ration is determined, the system cannot optimize parameter configuration during run-
time. To support elastic adjustment, we face the following challenges: first, our solution
must be compatible with the mainstream streaming computing platforms, such as
Apache Flink, Apache Storm, and Apache Spark Streaming; the second is that the
entire process must be monitored in real time to achieve true self-regulation; finally, the
problem that needs to be solved is when using high-overhead pluggable scheduling, it
is likely to introduce a new bottleneck affecting the whole performance [12].

1.1 Contributions

Motivated by the above discussion, we propose an elastic scaling strategy for operator
parallelism (Me-Stream). It supports self-adjustment during runtime, can effectively
optimize resource allocation and ensure the smooth operation of the system. In this
paper, all the three aspects of Me-Stream are discussed, summarized as follows:

(1) We provide a formal definition of the elastic scaling strategy for operator paral-
lelism, and realize the complete process of self-adjustment in operation.

(2) We design the architecture of the parallelism strategy for elastic scaling operations
to solve new bottlenecks caused by pluggable scheduling.

(3) We evaluate the optimization performance of the strategy by metrics of execution
latency and process latency on Storm to demonstrate the effectiveness of the
proposal.

1.2 Paper Organization

The rest of the paper is organized as follows. In Sect. 2, Me-Stream, together with a
model for intelligent tuning solution are introduced. Section 3 focuses on the detailed
discussion of Me-Stream and the algorithm design, where a machine learning model is
adopted to find the better parallel migration path and resource allocation without
manual intervention. Section 4 introduces the experimental environment, parameter

4 W. Li et al.



settings and performance evaluation of Me-Stream. Section 5 reviews related work on
runtime elastic optimization of parallelism in distributed systems. Finally, conclusions
and future work are presented in Sect. 6.

2 Me-Stream Architecture

This section mainly focuses on the parallelism optimization of streaming application
topology for dynamic data streams. An intelligent optimization solution to the paral-
lelism of running instances without manual intervention is provided. The proposal is to
solve the inability of self-adjustment during operation after the relevant parameter
configuration is determined.

As shown in Fig. 1, first of all, at the runtime, a monitoring process needs to obtain
bolts related data in real time [13]. The data set can be obtained through IO or crawlers.
Then, based on the flow perception, the data set is cleaned in real time and output to the
parallel degree bottleneck identification to obtain the bottleneck level. When the preset
conditions are met, the monitoring process executes rebalance to redistribute slots. The
whole process does not require manual intervention. Storm’s default scheduling does
not consider inter-process optimization or inter-node optimization, which will result in
poor configuration of instance parameters with the same computing resource con-
sumption [14, 15]. Through the parallelism bottleneck identification, the topology
bottleneck level can be identified, then it is passed into the parameter plan generation
together with all-slots. A topology parameter plan is created, and the resources are
reallocated according to the default schedule.

At this time, if a scheduling with a large overhead is produced, it is likely to
become a new bottleneck. Therefore, it is necessary to design a matching instance
scheduling that has better performance than the default scheduling of Storm on the
basis of generalization. Through the parameter migration conversion, the topology
parameter plan is converted into a migration plan and stored in the routing table. By
now, the resource reallocation is completed according to the migration plan.

An intelligent tuning solution model is designed to solve the problem of the par-
allelism of running instances without manual intervention. The whole process is as
follows:

(1) Obtain relevant data of bolts;
(2) Identify parallel degree bottleneck;
(3) Generate parameter plan;
(4) Conduct parameter migration and transformation;
(5) Schedule instances;
(6) Execute the rebalance command;
(7) Complete resource redistribution.

A Machine Learning-Based Elastic Strategy 5



3 Me-Stream Framework

This section introduces in detail the processes of parallelism bottleneck identification,
parameter plan generation, parameter migration, instances scheduling and how to
complete the parallelism optimization for running instances using the elastic scaling
strategy (Me-Stream).

3.1 Parallel Bottleneck Identification

First, the strategy traverses the nodes and the executed tasks in each topology in turn,
quantifies the bottlenecks existing in the current topology through the execution
latency, and calculates the maximum execution latency as the bottleneck. After all the
topology traversal is completed, the bottleneck levels are sorted according to the
execution latency, from the highest to the lowest. Among them, Tcalc represents the
calculation time for task cj on node ni, m function represents the required processing
power under the complexity of current task, x function represents the complexity of the
calculation task, and p function represents the ability of the assigned executor to
process ni. The preliminary deduction formula is defined by (1).

Fig. 1. Elastic scaling process of operator parallelism strategy (Me-Stream).

6 W. Li et al.



Tcalcðni; cjÞ ¼ mðxðcjÞÞ
pðniÞ : ð1Þ

Secondly, considering the communication bottleneck factors between nodes in
different network environments, the strategy sequentially traverses the nodes and the
executed tasks in each topology in different network environments, quantifies the
bottlenecks in the current topology through the process latency, and calculates the
maximum process latency as the bottleneck. After all the topology traversal is com-
pleted, the bottleneck levels are sorted according to the process latency. Among them,
Tcomm represents the communication time from ni�1 to ni and ni to niþ 1, m function
represents the required processing capacity under the complexity of the calculation
task, and l represents transmission link bandwidth. The preliminary deduction formula
can be described by (2).

Tcommðni; cjÞ ¼ mðcjÞ
li�1;i

þ mðcjÞ
li;iþ 1

¼ mðcjÞðli�1;i þ li;iþ 1Þ
li�1;ili;iþ 1

: ð2Þ

In summary, the formula for calculating the sum of the parallel bottleneck time of
tasks on all nodes is described by (3) (the maximum of calculation time and the
communication time is the bottleneck time).

T ¼ max
SumðTcalcðni; cjÞÞ;
SumðTcommðni;cjÞÞ

2 :

�
¼ max

SumðmðxðcjÞÞpðniÞ Þ;
SumðmðcjÞðli�1;i þ li;iþ 1ÞÞ

2li�1;i li;iþ 1
:

(
ð3Þ

The above explains how to identify the main bottlenecks from communication
bottlenecks and calculation bottlenecks in a cluster environment.

Next, we need to know when to perform the reallocation. In order to know this
threshold accurately, we design a threshold identification function based on the linear
regression. The specific steps are as follows:

(1) First, according to the above parallel bottleneck identification method, a first-order
binomial linear regression equation is created. The data set ðt; cÞ is obtained by
collecting, classifying, and labeling the original data (original data is obtained
through crawlers and hooks), where t represents the original data timestamp, and c
represents the average delay at timestamp t.

1
m

Xm

i¼1
ðf ðtÞ � ciÞ2 ¼ eðf ; cÞ: ð4Þ

Where f ðtÞ is the threshold identification function, ci is the actual value, eðf ; cÞ is
the mean value distribution, defined as the mean error. The smaller the mean error,
the more accurate f ðtÞ is. It is the linear regression function produced on the
training set.

A Machine Learning-Based Elastic Strategy 7



(2) Then, according to the principle of linear regression:

1
m

Xm

i¼1
ðwti þ b� ciÞ2 ¼ eðf ; cÞ: ð5Þ

(3) Next, the partial derivatives of w and b can be obtained by the linear regression
function of the first-order binomial linear equation:

w ¼
Pm

i¼1 ci ti � tð ÞPm
i¼0 t

2
i � 1

m ð
Pm

i¼1 tiÞ2
; b ¼ 1

m

Xm

i¼1
ðci � wtiÞ: ð6Þ

(4) Finally, using the least squares method to calculate the w and b. when the sum of
the Euclidean distance between the training set and the fitted linear labeling
function is the smallest, the labeling function is the threshold identification
function.When the fitting function becomes stable, the non-monitoring period can
be entered, which can effectively reduce training overhead and release resources.
The threshold identification function is associated with topologies and can be
cached. Therefore, each threshold identification function does not depend on the
selection of the training set, and can be used in parallel with the operator of
another system in the current cluster. However, each threshold identification result
is generated in the current topology instance and destroyed at the end of the
topology’s life cycle.

(5) After obtaining threshold identification function, Me-Stream records the reference
bottleneck by comparing the value of the threshold identification function f and
the actual value c in real time. If the mean error eðf ; cÞ between the value of the
function and the actual value is positive under the accuracy requirement, record
the value as an effective bottleneck value. We take the maximum effective bot-
tleneck value in the bottleneck interval as the reference bottleneck (the bottleneck
time interval depends on the data set interval and automatic redistribution time
setting. The default is 1 min).

(6) When the reference bottleneck occurs multiple times in an interval and the bot-
tleneck time obtained by the threshold identification function is in the same order
of magnitude, reallocation is performed.

8 W. Li et al.



3.2 Parameter Plan Generation

Bottleneck level priority: The task with the highest bottleneck level gets slots allocated
first, then the remaining slots are allocated in turn to tasks with lower bottleneck levels.

A Machine Learning-Based Elastic Strategy 9



This allocation strategy considers the weight of bottleneck level more, and is suitable
for situations where the difference of bottleneck time between topologies is large. The
bottleneck time is calculated for different topologies. Each topology calculates the
bottleneck time and then sorts them globally.

NTask ¼ u
NExecuter þNBottleneck

NExecuter
NTask: ð7Þ

Parameter planning priority: According to the bottleneck levels from high to low,
the previous executor number is added to the bottleneck level multiplied by the
coefficient (default 1). At the same time, the number of tasks is increased by the
corresponding multiple times. This allocation strategy controls the weight of the bot-
tleneck level by a coefficient u, and is suitable for situations where the bottleneck time
between topologies has little difference. The bottleneck level and parameter schedule
on the example WordCount instance are as follows (Table 1):

3.3 Parameter Migration and Conversion

Parameter migration conversion is conducted based on parameter planning. Its process
is as follows:

Table 1. Bottleneck level and parameter schedule on the WordCount instance

Topology Worker number Executor number Task number Bottleneck level

T1 3 8 16 4
T2 5 10 10 2
T3 3 5 10 1
T4 6 10 20 3

10 W. Li et al.



(1) When Me-Stream program is started, the table columns N(k,v) and P(k,v) will be
created automatically;

(2) At runtime, the current node and port are saved into the corresponding keys;
(3) Before redistribution, a new operator allocation is generated based on the

parameter schedule;
(4) After completing the allocation, the node and port from the new allocation result

are assigned to replace the corresponding value in the routing table;
(5) After N (k, v) and P (k, v) are updated, they are provided as a migration path on

the example WordCount instance to the new scheduling (Table 2).

Table 2. Parameter plan and migration path on the WordCount instance

Topology Executor number Task number Operator number Slots Migration path
Node Port N (k,v) P (k,v)

T1 1 1 { [1, 2]…} S1 6700 (1, 3) (1, 3)
1 2 S1 6700 (1, 3) (1, 3)

…

T2 2 3 {…[3]…} S2 6701 (2, 2) (2, 1)
…

T3 3 9 {…[9, 10]…} S3 6702 (3, 1) (3, 2)
3 10 S3 6702 (3, 1) (3, 2)

A Machine Learning-Based Elastic Strategy 11



3.4 Instances Scheduling

Bottlenecks may be created during the optimization process because of the computing
and communication bottlenecks on heterogeneous cluster nodes, the stateful and
stateless instances at the instance layer [16, 17], and some complex pluggable
scheduling. As such, an instance scheduling that can directly identify the migration
table is designed, and the corresponding configuration is provided as the default setting.
The specific instance scheduling steps are executed as follows:

(1) Call the cluster's needsSchedualerTopologies method to obtain the topology that
needs to be assigned with tasks, and store all the topologies in the keys of N (k, v)
and P (k, v) according to the bottleneck level.

(2) Call the cluster's getAvailableSlots method to obtain the resources available in the
current cluster, return them in the form of a collection of <node, port>, and
allocate them to available slots.

(3) Call the cluster's compute-executors method to convert the topological executor
information into a collection of <start-t ask-id, end-task-id> and store it in all
executors.

(4) Call the getAliveAssignedNodeAndPort method of eventScheduler to obtain the
resources acquired by the current topology, and return the <node + port, execu-
tor> collection and store it in alive-assigned.

(5) Call the overriding slot-can-ressign method in Me-Stream to determine whether
the Slots information is active, then select the slot that can be reassigned and store
it in the can-ressigned variable.

(6) Call the overriding bad-slot method in Me-Stream to calculate the number of slots
that can be released in the current topology. If it is greater than the number of slots
currently allocated, call the cluster's freeSlots method to release them.

(7) Call the migration-path method in Me-Stream and allocate all execution programs
based on the N (k, v) and P (k, v) records calculated by all topologies before
scheduling.

4 Performance Evaluation

In this section, the experimental environment and parameter settings are first discussed,
followed by the analysis of performance evaluation results.

4.1 Experimental Environment and Parameter Settings

The proposed Me-Stream system is implemented on Storm 2.1.0, and installed on top
of Ubuntu 20.04.1. Real-life data experiments are conducted on the computing cluster
at Alibaba Cloud Computing. The cluster consists of 28 machines, with 1 designated
machine serving as the master node, running Storm Nimbus, 2 designated as Zookeeper
nodes, and the rest 25 machines working as Supervisor nodes. The software configu-
ration of Me-Stream platform is shown in Table 3.
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Moreover, one DAG with WordCount function is submitted to the computing
cluster. The logic graph of WordCount is shown in Fig. 2.

In Storm, the WordCount instance is used to simulate random words input into
Spout through Kafka, and messages from different partitions are evenly distributed to
different executors for consumption. When Spout parallelism is set to 1, there is no
need to adjust the parameters. Therefore, our focus is to test the system performance
when the spout has multiple executors. Under normal circumstances, the Capacity
value range is between 0.0x and 0.2. When the value is close to 1, it indicates that the
load is severe and the degree of parallelism needs to be increased. At the same time,
when the failure value is not 0, it means that the load is serious and there are tuples that
experience failure or time out. At this time, the parallelism of Spout should be
increased accordingly. We simulate a normal situation where the Capacity value is
small and Failure value is 0. The following describes the experimental verification in
detail, and the parameter table applied in the entire experimental process is shown in
Table 4.

Table 3. Software configuration of Me-Stream.

Software Version

OS Ubuntu 20.04.1 64bit
Storm Apache-Storm-2.1.0
JDK Jdk1.8 64bit
Zookeeper Zookeeper-3.4.14
Kafka Kafka-2.3.0
Redis Redis-6.0.5

sva vb vc

Spout Bolt Bolt

Fig. 2. Logical graph of WordCount in Me-Stream

Table 4. Table of parameter settings in the experiments.

Parameter Explain

Emitted Number of tuples launched to date
Transferred Number of tuples successfully transferred to the next bolt to date
Complete latency
(ms)

The average time taken for each tuple to be fully processed in tuple
tree to date

Acked Number of tuples successfully processed to date
Failed Number of tuples failed or timed out to date
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4.2 Performance Results

We consider the average delay data set of topologies within 38min * 50min under the
default Storm scheduling strategy and Me-Stream optimization strategy for compari-
son. The experimental settings contain two evaluation parameters: execute latency EL
and process latency PL.

(1) Execute latency.
Execute latency reflects the overall execution time for all running DAGs, and it is
evaluated by the timestamp from the execution of the function to the end of per
DAG. The smaller the execution latency, the stronger the data processing ability
of the elastic stream computing system.

When the data input rate is stable, Me-Stream has a lower execution latency
comparing to the DefaultScheduler on Storm platform. As shown in Fig. 3, with
the capacity remains unchanged during the whole process, the average execute
latency by Me-Stream and by the default scheduler at the stable stage are
2.3886 ms and 8.3267 ms, respectively. It demonstrates that the execution latency
by Me-Stream is lower than that of the default scheduler on the given instance
when the input rate is stable.

(2) Process latency.
Process latency reflects the overall processing time for all running DAGs, and it is
evaluated by the timestamp of each DAG passed from the tuple arrival to the ack.
The smaller the processing latency, the stronger the data processing ability of the
elastic stream computing system.

Fig. 3. Comparison of execute latency between the default scheduler and Me-Stream on the
WordCount instance.
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When the data input rate is stable, Me-Stream has a lower process latency com-
paring to the DefaultScheduler on Storm platform. As shown in Fig. 4, with the
capacity remains unchanged during the whole process, the average process
latency by Me-Stream and by default Storm strategy at the stable stage are
14.6867 ms and 52.7333 ms, respectively. It demonstrates that the process
latency by Me-Stream is lower than that of the default Storm strategy on the given
instance when the input rate is stable.
We also respectively collect statistics on execute delay, process delay and total
delay data sets of the DefaultScheduler and the Me-Stream optimization strategy,
as shown in Fig. 5 and 6.

Fig. 4. Comparison of process latency between the default scheduler and Me-Stream on the
WordCount instance.

Fig. 5. Statistics of execute delay, process delay and total delay data sets of the default scheduler
on the WordCount instance.
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5 Related Work

The application of machine learning models can produce better parallel migration paths
and better resource allocation without manual intervention. However, the time-
consuming training process greatly limits the efficiency of machine learning methods,
and the inconsistency of state and data can also cause considerable overhead.
Researchers have been trying to address these issues.

In [18], a double exponential smoothing method was proposed to predict abnormal
events, which solves the shortcoming of the Markov model that requires a training
process. By designing a seven-phase protocol for traffic-aware active migration, it
handles the inconsistency of state and data in the load balancing partition.

In [19], a pipeline data processing model based on streaming applications was
mentioned. When the ratio of input data to output data of upstream neighbor operations
is known, the input data of downstream neighbor operations can be obtained in
advance. The linear relationship is obtained through learning and analysis, and the
average value of the probability distribution during the monitoring period is taken. The
concept of the average value of the probability distribution during the monitoring
period is also added to the original algorithm, which can effectively reduce the error of
the data set and the function value, and improve the efficiency and accuracy of training.
When the fitting function becomes stable, the non-monitoring period can be entered,
which can effectively reduce training overhead and release resources.

In [20], the ideas of learning rate and discount factor were introduced on the basis
of fitting. Data sets that have a greater impact on the data stream are stored in the
evaluation table. When data with a large influence offset continuously appears, its
weight can be added to influence according to the evaluation result, so as to achieve the
purpose of better training the result function.

In [21], a cost-effective resource allocation model was proposed. Its purpose is to
allow users to automatically and efficiently deploy applications in local or cloud
clusters, and developed a profiler for Spark, which can analyze applications in actual

Fig. 6. Statistics of execute delay, process delay and total delay data sets of the Me-Stream
optimization strategy on the WordCount instance.
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clusters according to different resource allocation schemes and input workloads. Based
on the application profile received from the profiler, dSpark uses the proposed resource
allocation model to select a cost-effective resource allocation plan based on the
deadline in order to deploy the application to the cluster.

The above prior works provide valuable insights into the potential solutions to the
static parallelization setting problems using elastic strategies of machine learning.
However, for big data stream applications, innovative methods need to be developed,
and the characteristics specific to the big data flow computing environments need to be
considered when exploring elastic non-manual intervention. A summary of the com-
parison between our work and other closely related works is given in Table 5.

6 Conclusions and Future Work

In this paper, an elastic scaling strategy for operator parallelism Me-Stream is pro-
posed. It can intelligently perform instance parallelism without manual intervention at
runtime. Starting from the Storm Instance parameter level, we first initiate a monitoring
process to obtain the bolts-related data in real time through traffic sensing, then analyze
and use them, followed by self-optimizing the resource allocation from time to time.
This paper mainly solves the following problems:

(1) It is not transparent for Storm users to use API to set parallelism for operators in a
topology at runtime, that is, users need to run the API frequently to change the
configuration of their applications.

(2) Storm users may not know how to optimally adjust the parallelism. We use a
machine learning model to achieve a better parallel migration path. The model can
achieve a better effect in terms of resource allocation without manual intervention,
and has a certain learning ability.

(3) Storm distributes instances to work programs and work program nodes in a round-
robin manner by default. The number of configured work programs is still evenly
distributed. The instance scheduling we designed can achieve better compatibility
with the intelligent tuning scheme under the premise of ensuring good
generalization.

Table 5. Comparison of Me-Stream and related work

Parameter Related work Me-Stream
[18] [19] [20] [21]

Versatility ✗ ✓ ✓ ✗ ✓

Parallelism ✓ ✓ ✓ ✓ ✓

Machine learning ✗ ✓ ✓ ✗ ✓

Cost saving ✗ ✓ ✗ ✓ ✓

Resource saving ✗ ✗ ✓ ✓ ✓
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Future work will focus on the following aspects:

(1) Adapt Me-Stream to other big data stream computing environments.
(2) Deploy Me-Stream in a real big data stream computing environment.
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Abstract. Improving the transmission efficiency for small files over a
wide area network is always challenging. Time may be wasted when
waiting for transmission commands due to the design of transfer proto-
cols, which in turn increases the Round-trip time (RTT). GridFTP is
widely deployed as a transfer protocol in the grid era, where a concept
of pipelining is proposed to improve the transmission efficiency for small
files. Based on the GridFTP protocol, we design a smart data structure
to classify files and propose a corresponding scheduling algorithm to tune
the pipelining parameters, making them more reasonable and adaptive
to different transmission scenarios. Bandwidth usage is optimized when
a large number of small files are transferred with our strategy by com-
bining the optimal pipelining and concurrency parameters. A method to
optimizing the throughput for high-priority file transfer is also proposed.
By adjusting the pipelining parameter dynamically, the throughput is
increased by almost 10% compared with other methods. Moreover, our
method achieves better performance even with a smaller concurrency
setting. The favorable throughput is maintained when transferring high-
priority files.

Keywords: GridFTP · Throughput optimization · Pipelining and
concurrency · Lots of small files · Network protocols

1 Introduction

In this fast-developing era, a variety of new concepts and technologies are emerg-
ing. Massive volume of data ranging from GB to PB is generated every day,
such as scientific experimental and e-commerce data. Most of the data are small
files consisting of pictures and text information. For example, in BLAST [1],
the bioinformatic data generated and required by experiments is usually string
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data. The data needs to be transferred between sites before the experiments
are conducted. Moreover, a research report from the Pacific Northwest National
Laboratory in the United States showed that there were 12 million files in their
system, 94% of which were smaller than 64 MB, and 58% were smaller than
64 KB [2]. Similar situations also exist in other systems and become more and
more common. E.g. the meteorological data in a meteorological communication
system [3] has the characteristics of large amount of output, diverse value types
and small file sizes. With such data characteristics, the system needs to transfer
them to the National Weather Information Center for further processing. There
are priority or dependency relationships among these small files in some scenar-
ios. For example, the model parameters of certain scientific experiments should
be transmitted as soon as possible to start the next experiments.

When transferring different types of files, insufficient utilization of bandwidth
on WAN has always been a problem under discussion. This phenomenon is more
obvious when transferring data sets composed of small files like the aforemen-
tioned meteorological data. The low utilization of bandwidth might be caused
by many reasons, such as the overhead of channel connection/disconnection, the
transfer protocols which cannot make full use of the network bandwidth due
to the time spent on waiting for the confirmation of transmission commands
between two parties. Furthermore, the total idle time of a data channel will
increase with the RTT (Round-Trip Time) and the number of files. For such
scenarios, GridFTP supports a pipelining [4] parameter to ease the bandwidth
under-utilization problem when transferring a large number of small files. How-
ever, how to find the best pipelining parameter is still a challenging problem to
solve. Pipelining can neither make full use of bandwidth when the parameter
value is too small, nor improve the utilization further when it is too large. Some-
times it may even consume more system resources (e.g. more storage and CPU to
analyze the additional transmission commands). Moreover, the optimization of
pipelining parameter often vary with the characteristics of file sets and network
conditions.

The paper designs a smart data structure and an algorithm to find an optimal
pipelining parameter value for different types of file sets by rearranging a transfer
queue, while keeping the consumption of system resources as low as possible.
The proposed algorithm not only suits for the transmission of static file sets,
but also works well for the dynamic ones. The rest of the paper is organized
as follows: Sect. 2 briefly introduces the background of GridFTP and related
work. Section 3 describes the design and implementation of our structure and
algorithm. Section 4 presents the experimental results. Section 5 concludes the
paper and discusses future work.

2 Background and Related Work

In this section, we introduce the background knowledge of GridFTP. Further-
more, we review the typical existing methods for improving the GridFTP pro-
tocol and analyze their advantages and disadvantages.
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2.1 GridFTP

GridFTP [5–7], as a part of the Globus Toolkit [8] project, is a high-performance,
secure and reliable data transfer protocol optimized for high-bandwidth wide
area networks. It is an extension to FTP [9] protocol and defined for high-
performance operation and security purposes. GridFTP contains many new fea-
tures such as automatic negotiation of TCP socket buffer size, third-party control
of file transfer and partial file transfer, etc. GridFTP’s parallelism, concurrency
and pipelining [10] are three powerful parameters to improve bandwidth utiliza-
tion for different scenarios.

Parallel streams have a positive impact on the transmission of a single large
file. The provision of parallel streams is mainly through the establishment of mul-
tiple data channels for single file transmission, where a file is divided into multi-
ple parts, and each data channel transmits one part. This approach can quickly
transit through the slow start-up phase and make full use of network band-
width. Parallel streams are controlled by the parallelism parameter in GridFTP.
Many scholars use socket buffer size adjustment technology together with par-
allelism to resolve the deficiencies of TCP [11–13]. There is an optimal value for
the parallelism parameter in a given scenario. An excessively large parallelism
value cannot increase the transmission throughput, and sometimes has negative
effects.

Concurrency supports transmission of multiple files simultaneously through
the establishment of multiple control channels. Therefore, the overall utilization
of bandwidth is improved. In most cases, the effect of concurrency parameter is
better than that of parallelism [14]. Increasing the value of concurrency parame-
ter can significantly improve the throughput, but the use of concurrency param-
eters may be constrained by resources such as CPU and file system processes.

Pipelining is mainly used to solve the problem of transferring a large num-
ber of small files. By allowing the client to have multiple unconfirmed transfer
commands at once, the idle time between transmission is reduced as much as
possible. Before reaching the formulated number of unconfirmed commands, the
client can send transmission commands at any time, and the server processes the
requests in the arrival order of the commands. Similar to the other two parame-
ters, how to find the best pipelining parameter for different file sets and network
conditions is challenging.

2.2 Related Work

There are many research aiming at finding an optimal value for the GridFTP
parallelism parameter to improve the throughput of large file transmission over
WAN. A formula was proposed in [15] to get the throughput of multiple parallel
streams, followed by a series of transmission experiments conducted on WAN to
evaluate how parallel streams could improve the throughput. [16] further studied
the relationship between packet loss rate, RTT and parallel flow. It proposed a
prediction formula for parallel flow. Based on the research of [15,16], a new
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model was proposed in [17] to approximate the optimal number of parallelism
with the least historical information and the lowest prediction overhead.

Although there have been some optimization studies on GridFTP parame-
ters, most of them aimed at large file transmission scenarios. With the devel-
opment of technologies, the problem of lots of small files (LOSF) transmission
should also be taken into consideration. The pipelining of GridFTP is a powerful
tool to improve the efficiency of small file transmission, but it has the same prob-
lem as the parallelism parameter, i.e. how to determine an optimal pipelining
parameter value.

In Globus Online [18], a static method was proposed for setting pipelining
parameter according to file size and quantity. If there are more than 100 files
for transmission in a file set, and the average file size is less than 50 MB, the
pipelining parameter is set to 20. If all files are larger than 250 MB, the pipelin-
ing parameter is 5. Otherwise, the default value is 10. This algorithm does not
consider the factor that the pipelining parameter is not only related to file char-
acteristics, but also related to network characteristics. Too large a pipelining
parameter value may have a negative impact on throughput, and even waste
system resources.

Many scholars have conducted further research to explore the combined use of
the three parameters. [19] proposed a model that adjusted the values of the three
parameters based on historical information. [20] found that when transferring
LOSF, pipelining did not work well with parallelism, because the implementa-
tion of parallelism transmission is based on the establishment of multiple TCP
transmission channels, which will further reduce the size of the transmitted file
and exacerbate the problem of bandwidth under-utilization. Therefore, for LOSF
transmission scenarios, better to use the pipelining parameter and concurrency
parameter together. Based on this finding, a Recursive Chunk Division (RCD)
algorithm was proposed in [20] to calculate the best pipelining parameter value.
The advantage of this algorithm is that the pipelining parameter value can be
obtained according to different network conditions and file set characteristics.
However, this algorithm could easily reach the maximum pipelining parameter
value (e.g. 20) when processing KB-level files, and it will take up a lot of resources
when the number of server requests increases. In some cases, even setting with
the maximum pipelining parameter value, the file clusters could not take up
most of the link bandwidth, resulting in a waste of bandwidth.

3 Optimal Pipelining Adjustment

When transmitting LOSF, the file composition of different file sets might be
different. For example, some may have files of similar sizes, while others might
have high variance in file size. So how to deal with file sets with different charac-
teristics and determine the best pipelining parameter value for them is difficult.
In this section, we design a smart data structure to address this problem, and
propose an algorithm to determine an optimal pipelining parameter value based
on this structure.
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3.1 Pipelining Calculation

File size is the main factor to consider when setting an optimal pipelining value,
especially for long RTT networks. Regardless of the file size, transmission at
different pipeline levels will experience a similar slow start phase. The key point
is whether each transmission after the slow start phase can reach the maximum
number of bytes under current network condition. If the file size is larger than the
BDP [21] (Bandwidth-Delay Product), the bandwidth of each transmission can
be fully utilized. If the file size is smaller than the BDP, the link might not be fully
used, or there will be under-utilization of bandwidth. With an optimal pipelining
parameter value, each transmission will more likely reach the maximum link
bandwidth to reduce any waste and increase the throughput. However, under
special circumstances, if there are a large number of extremely small files, even
if the maximum pipelining value is adopted, the link still cannot be fully utilized.
For this kind of scenarios, this paper designs a new data structure, called bucket
structure, to store files with different characteristics. On top of it, a Bucket
Divide (BD) algorithm is proposed to tune the optimal pipelining parameter
value and rearrange the file transmission queue according to that value.

The original intention of bucket design is to reduce the time complexity of
sorting files. Similar to the RCD algorithm, accurate sorting based on file size
is required for getting an optimal pipelining parameter. The buckets are used to
hold different sized files. If the file sorting is not desirable, the files combined from
the buckets for transmission may not match the target BDP well, resulting low
bandwidth utilization. To reduce the influence of imprecise sorting, we increase
the denominator of the pipelining parameter calculation. The pp (pipelining
parameter) value calculated in formula (1) is an initial value. It will be fine
tuned when the files in the bucket structure meet certain conditions.

The pp calculation formula is listed as formula (1):

pp = 3 ∗ BDP/MF − 1 (1)

where the BDP is Bandwidth-Delay Product and MF is the mean file size of
the files smaller than BDP. One reason why the denominator is set to triple BDP
is to reduce the effect of phenomenon when the size of file combination cannot
match the BDP well. Secondly, we hope that the transmission can be stabilized
over the slow start phase, and the TCP stream needs to transmit about three
times [22] BDP to fill the channel. The difference between our formulation and
RCD algorithm is the RCD algorithm divides the files of similar sizes into a file
cluster and calculates the best pp value based on this cluster, while our formula-
tion uses all the files smaller than BDP in the bucket structure (to be introduced
later in detail) to calculate the pp. If a file set contains some files whose sizes
are close to the BDP, the MF can be increased significantly. The calculated pp
is smaller than that of the RCD algorithm, giving us an opportunity to increase
the denominator and improve transmission performance.



End-to-End Dynamic Pipelining Tuning Strategy for Small Files Transfer 25

3.2 File Classification

The design of the new data structure mainly adopts the idea of bucketing used
to store files by size. When the number of buckets increases, the file sizes in
each bucket become more closer. Allocating files to these buckets is like sorting
the file set. To improve the bandwidth utilization, we can deliberately select
files from these buckets and make the combined file size as close as possible to
the BDP. But the drawback is using a large number of buckets for sorting all
files of the file set will increase time complexity. We need to use less buckets to
decrease time complexity. The algorithms discussed in Subsect. 3.3 are proposed
to address this problem: first allocating files into different sized buckets, then
selecting files from proper buckets and creating file combination with the right
size.

Fig. 1. The process of ordinary file classification

As shown in Fig. 1, bucket 2 is used to load files larger than BDP, while bucket
1 keeps the files smaller than BDP. All the files stored in bucket 1 are small files,
which are the main factor to derive the best pp value. We further divide bucket
1 into multiple smaller buckets. One thing to note is that the number of smaller
buckets is to be carefully selected as it impacts on the size accuracy of the
file combination. The larger number of buckets is adopted, the more accurate
size of file combination we have. In extreme cases, all the same sized files are
allocated to one bucket. The fewer the number of buckets, the more files placed
in each bucket. This results in greater size difference in a bucket and larger size
deviation to BDP for the file combination being created by selecting files from
different buckets. Since the files in each bucket are randomly placed and not
ordered purposely, this randomness lowers the probability of selecting multiple
smallest files for one pp transmission. Moreover, the performance improvement
brought by a large number of buckets is not very outstanding. We tested the
performance with different bucket numbers and found that when the number of
buckets exceed 10, there was almost no improvement. We recommend that 4–10
buckets is normally a good choice. The following analysis and description will
use 4 buckets as an example.

As shown in Fig. 1, bucket 1 is equally divided into 4 small buckets, represented
by No.1–No.4. The size ranges of files stored in each bucket are 0–BDP/4, BDP/4–
BDP/2,BDP/2–3BDP/4 and 3BDP/4–BDP, respectively. Bucket 2 (No. 5) is used
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to store files larger than BDP. The files in the 4 small buckets (No. 1–4) are mainly
used to calculate the pp value. The files in the bucket 2 (No. 5) is to supplement
the file combination, offsetting the gap between the pipelining files and the BDP,
and increasing the pipelining transmission bandwidth.

Fig. 2. The process of high-priority file classification

For a file set including high-priority files, we rearrange the file transfer queue
to improve the throughput and deliver them to the destination as fast as pos-
sible. As files in each bucket are not sorted, it is possible that the high-priority
files are placed at the end of the bucket file transmission queue. Although the
transmission of a small file does not take too much time, given a large number
of small files are to be transmitted, the files placed at the end of transmission
queue may still take a considerately long time to be delivered. As such, the
transmission order is important for the high-priority files. If we simply insert
the high-priority files to the front of the queue without specific ordering, their
transmission might not consume the ideal bandwidth, which in turn reduces the
total throughput.

To reduce the potential bandwidth waste when transferring large number of
high-priority files, we cannot simply put them at the front of the queue. The best
arrangement should be transferring them as soon as possible without significant
decrease of bandwidth utilization. To do that, we arrange the high-priority files
to the No. 1, No. 4 and No. 5 buckets because the files transmission priority of
these buckets are set higher. Furthermore, we put the files to the front of these
bucket queues. As shown in Fig. 2, the file replacement operation is performed
after the files are sorted into buckets. If there is a non-prioritized ordinary file
in front of the high-priority file sorted into No.1 bucket, that ordinary file will
be swapped with the high-priority file. The right side of Fig. 2 shows the status
after the replacement.

To ensure the pipelining transmission size as close to the BDP as possible,
each transmission chunk may mix several ordinary files. The mixing of several
non-prioritized ordinary files will not consume too much time. The transmission
speed of high-priority files is still improved without notable total throughput
drop.
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3.3 File Queue Rearrangement

Our Bucket Divide (BD) has 2 steps: File Bucket Divide (Algorithm 1 FBD) and
Transmission Queue (Algorithm 2 TQ). The proposed bucket structure is used
to support file classification from line 1 to 13, as shown in Algorithm 1. After
the file classification, the files are put into corresponding buckets by size.

The OPTIMALPP function is used to calculate the pp value based on the sta-
tus of bucketNum[0] to bucketNum[4] (e.g. No. 1–5 bucket), as shown from lines
16 to 23 of OPTIMALPP function. The variable times in OPTIMALPP repre-
sents the number of rounds that the files in bucketNum[4] (e.g. No. 5 bucket)
can be transferred for a pp value. N is the total file number in bucketNum[4].
The pp value will be fine tuned if N and time meet certain conditions, which
will be discussed in Algorithm 2.

Algorithm 1. File Bucket Divide(FBD)

Input: file list, bucketNum[0] → bucketNum[4], BDP
Output: bucketNum[0] → bucketNum[4], N , pp, times
1: while file list do
2: if 0 < file[i].size <= BDP/4 then
3: bucketNum[0] ← file[i]
4: else if BDP/4 < file[i].size <= BDP/2 then
5: bucketNum[1] ← file[i]
6: else if BDP/2 < file[i].size <= 3BDP/4 then
7: bucketNum[2] ← file[i]
8: else if 3BDP/4 < file[i].size <= BDP then
9: bucketNum[3] ← file[i]

10: elsefile[i].size > BDP
11: bucketNum[4] ← file[i]
12: end if
13: end while
14: OPTIMALPP (bucketNum[0] → bucketNum[4])
15:

16: function OPTIMALPP(bucketNum[0] → bucketNum[4])
17: Calculate Nums ←the number of files except for bucketNum[4]
18: Calculate meanFileSize ← mean file size except for bucketNum[4]
19: Calculate N ← the number of files in bucketNum[4]
20: Calculate pp ← [3BDP/meanFileSize] − 1
21: Calculate times ← Nums/(pp + 1)
22: return N , pp, times
23: end function

The Algorithm 2 Transmission Queue (TQ) aims to establish a file transmission
queue by taking out files from buckets selectively, so that the pp transmission
can match the BDP as close as possible. The rule to take out files is determined
by times, pp and N from Algorithm 1.
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As shown in Algorithm 2, the value of maxPP is set to 20 (an empirical
setting). Given N is the number of files contained in bucketNum[4], when the
value of “times” is greater than N , it means that the files in the bucketNum[4]
are not enough to make the pipelining transmission match BDP optimally. In
this case, we perform the function EQUALTRANSFER in Algorithm 2, which
uses the large files in bucketNum[4] to consume small files as much as possible
for decreasing the effect of small files in subsequent transmission and increase
the probability of the remaining file combination matching the BDP.

Algorithm 2. Transmission Queue(TQ)

Input: bucketNum[0] → bucketNum[4], maxPP , N , pp, times
Output: queue
1: if times > N then
2: EQUALTRANSFER(bucketNum[0] → bucketNum[4], pp)
3: else
4: newPP ← pp + [N/times]
5: if newPP < maxPP then
6: INEQUALTRANSFER(bucketNum[0]→ bucketNum[4], newPP, pp)
7: else
8: newPP ← maxPP
9: INEQUALTRANSFER(bucketNum[0]→ bucketNum[4], newPP, pp)

10: end if
11: end if
12: function equalTransfer(bucketNum[0] → bucketNum[4], pp)
13: initialize an empty queue
14: left = 0, right = 3 and big = 4
15: while bucketNum[0] → bucketNum[4] is not empty do
16: if the file number is zero in bucketNum[left] or bucketNum[right]

then
17: left + + or right − −
18: end if
19: if bucketNum[big] is not empty then
20: queue ← pp number of files from bucketNum[left]
21: queue ← one file from bucketNum[big]
22: else if (pp + 1) is even then
23: queue ← (pp + 1)/2 number of files from bucketNum[left]
24: queue ← (pp + 1)/2 number of files from bucketNum[right]
25: else if (pp + 2) <= maxPP then
26: queue ← (pp + 2)/2 number of files from bucketNum[left]
27: queue ← (pp + 2)/2 number of files from bucketNum[right]
28: else
29: queue ← (pp + 1)/2 number of files from bucketNum[left]
30: queue ← [(pp + 1)/2] + 1 number of files from bucketNum[right]
31: end if
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32: remove the files in queue from bucketNum[left-big]
33: end while
34: return queue
35: end function
36: function InequalTransfer(bucketNum[0]→ bucketNum[4], newPP, pp)
37: initialize an empty queue
38: left = 0, right = 3, big = 4
39: while bucketNum[0] → bucketNum[4] is not empty do
40: if the file number is zero in bucketNum[left] or bucketNum[right]

then
41: left + + or right − −
42: end if
43: if (pp + 1) is even then
44: queue ← (pp + 1)/2 number of files from bucketNum[left]
45: queue ← (pp + 1)/2 number of files from bucketNum[right]
46: queue ← newPP − pp number of files from bucketNum[big]
47: else
48: queue ← [(pp + 1)/2] + 1 number of files from bucketNum[left]
49: queue ← (pp + 1)/2 number of files from bucketNum[right]
50: queue ← newPP − pp number of files from bucketNum[big]
51: end if
52: remove the files in queue from bucketNum[left-big]
53: end while
54: return queue
55: end function

If the value of times is less than or equal to N , the function INEQUAL-
TRANSFER in Algorithm 2 is called. It indicates that the number of files in
bucketNum[4] is sufficient to support all the pipelining transmissions and the
files in bucketNum[4] can be used as supplementary to help the transmission
size match BDP. In order to ensure the transmission reaches the maximum link
bandwidth, the pp should be changed to newPP in this situation.

The detailed arrangement of transmission queue is shown in line 12–35 of
EQUALTRANSFER function and line 36–55 of INEQUALTRANSFER func-
tion. The line 16 and 40 check if there are no more files in current bucket, the
adjacent non-empty bucket’s files are transferred. In EQUALTRANSFER func-
tion, if the file number in bucketNum[4] is not large enough to participate pp
transfer from beginning to end, the pp is not changed, and the queue arrangement
is as shown from line 19–31. In INEQUALTRANSFER function, if bucketNum[4]
contains many files larger than BDP, the transmission queue can make full use
of the files in bucketNum[4] from beginning to end. The queue arrangement is
shown from line 43 to 51. With the TQ algorithm, we get a transmission queue
that makes each pp transfer match BDP as much as possible, which in turn
improves the throughput.

For high-priority file transmission, the first thing is to ensure they are trans-
mitted as soon as possible. The second thing is the throughput should not
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decrease drastically. The first answer can be found based on high-priority file’s
size. If the file size is less than or equals to BDP/2, it should be put into the
bucketNum[0] (e.g. No. 1 bucket). If the file size is in range BDP/2 and BDP,
it should be put into the bucketNum[3] (e.g. No. 4 bucket), the other files are
put into bucketNum[4] (e.g. No. 5 bucket). The purpose of this classification
is to place the high-priority files to the front of the transmission queue in the
buckets. Another purpose is to ensure the size of the pipelining file combination
is as close as possible to BDP. When the number of high-priority files in buckets
No. 1, No. 4 and No. 5 are similar, it can be guaranteed that the high-priority
files will be transmitted before all the other files. In some extreme cases, the files
in No.1 bucket are all high-priority files, and there are no high-priority files in
No. 4 or No. 5 bucket. In this case, the transmission time of the last high-priority
file may be delayed. But when the high-priority files are evenly distributed, our
algorithm achieves good performance.

4 Experiment

4.1 Experiment Environment

The experimental environment consists of three servers running CentOS7 oper-
ating system and xfs file system. One server works as the GridFTP server and
the other two work as client1 and client2. The bandwidth bottleneck is 100 Mbps
from the server to the clients. The RTT is 50 ms from client1 to the server and
100 ms from client2 to the server. The buffer size is set to BDP in all experiments.

The throughput with different file sets are tested on this two-clients/server
network. We also test the performance when transferring small file sets with sim-
ple pipelining settings. The pp is set to static value 2 as the baseline experiment,
called DEFAULT when referred to. Furthermore, the RCD algorithm mentioned
above is implemented and its throughput is tested in the same environment as
our BD algorithm and DEFAULT. Simultaneously, we test the performance of
transferring high-priority files and the impact brought by the combination of
pipelining parameter and concurrency parameter, followed by the comparison of
the mentioned algorithms and analysis of the outcomes produced by different
algorithms.

4.2 Performance Analysis

As shown in Fig. 3, the experiments are carried out under different RTT condi-
tions (50 ms and 100 ms). Given the max bandwidth is 100 Mbps, the test file set
consists of 500 0 KB–100 KB files and 500 1 MB–2 MB files that are generated
randomly. It can be found that the throughput of different methods (Default,
BD and RCD) when the RTT is 50 ms are all higher than those when the RTT
is 100 ms in Fig. 3. The reason behind is simple: the BDP increases accordingly
with the increase of RTT. The probability of bandwidth loss will increase when
the KB files are transmitted with the DEFAULT method and the RCD method.
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Fig. 3. The impact of different RTT

This leads to a decrease of the overall throughput. The BD algorithm, through
the rearrangement of file orders, makes the transferred file size under a pp value
match the BDP as close as possible. However, the throughput of BD decreases
because the difficulty of making the pp transmission better match the BDP
size also rises when the BDP increases. But compared to other methods, it only
reduces the total throughput at about 8%, while the DEFAULT and RCD reduce
about 17% and 14%, respectively. When the RTT is 50 ms, the throughput gap
between BD and RCD is not too large. The reason is that RCD can fill up the
link easily by using the maximum pp value at the early stage under 50 ms RTT.
However, the ability of RCD to process extremely small files is weakened with
the increase of BDP, so the throughput of RCD drops significantly when RTT
increases to 100 ms.

Fig. 4. The impact on throughput by different file sizes
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On the basis of the above experiments, we explore the impact on transmission
throughput when file sizes are larger than BDP. The condition FILES set in
Fig. 4 includes 500 0 KB–100 KB files and 500 1 MB–2 MB files that are generated
randomly. FILES+ set adds additional randomly generated 500 2 MB–4 MB files
on top of FILES. The RTT is 50 ms. From the result shown in Fig. 4, it can
be seen that the throughput of FILES+ all perform better than those under
condition FILES set. This is because the additional 500 files are all larger than
BDP, which increases the maximum bandwidth transmission time and improves
the overall throughput. It can be seen that the BD algorithm improves the
throughput more significantly than the other methods. It is because the BD
algorithm uses all the additional files larger than BDP to supplement the transfer
of small files, reducing the impact of pipelining transmission not matching the
BDP, thereby increasing the overall throughput. RCD and DEFAULT algorithm
only extend the maximum bandwidth transfer time under FILES+ compared to
those under FILES transfer.

Fig. 5. The impact on throughput when transferring high-priority files

To explore the performance of the BD algorithm when transferring high-
priority files, we randomly increase the number of high-priority files based on
the condition FILES until it reaches half of the total file number. The RTT is
100 ms. From Fig. 5, it can be found that with the increase of number of high-
priority files, the overall throughput fluctuates within 3% range. Even if the
number continues to increase, the overall throughput will not drop significantly.
The main reason for this phenomenon is that we force the order arrangement for
high-priority files and put them into the side buckets (e.g. bucket No.1, No. 4 and
No. 5) to make them first transferred before other bucket files. Moving these high-
priority files from the middle buckets (e.g. bucket No. 2 and No. 3) to the side
buckets makes the size of the high-priority file combination match BDP easily,
but this file movement will also increase the size variance in the side buckets,
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making it harder to match BDP for the immediate following combinations, which
in turn causes a slight throughput loss.

Fig. 6. The transmission time of high-priority files

As shown in Fig. 6, we increase the percentage of high-priority files based on
the condition FILES when RTT is 100 ms. AVG-BD represents the case where
the sizes of high-priority files are evenly distributed among the overall 1000 files,
and we use BD algorithm to transfer the file set. Non-AVG-BD represents that
the sizes of high-priority files are only within the range of 500 0 KB–100 KB.
When the size distribution of high-priority files is even, AVG-BD performs best.
For Non-AVG-BD, its high-priority file transmission time is longer than that of
the Non-AVG-DEFAULT. The reason is with an uneven file size distribution,
the BD algorithm will have to select a large number of ordinary files to meet
the BDP requirement, leaving the high-priority files waiting in the queue for
preferred file combination, and affecting their transmission order. Under an even
file size distribution, the BD algorithm is able to improve the throughput and
transmit the high-priority files promptly.

No comparison to RCD is provided here is because RCD does not consider the
high-priority files in a file set. After the file set is split by RCD, the high-priority
files are distributed to each file cluster and their delivery priority demands are
no longer supported.

As the implementation of parallelism has a negative impact on the through-
put when processing small file transmission, we test the performance of combin-
ing the concurrency parameter (cc) and pipelining parameter together. As shown
in Fig. 7, when RTT is 50 ms, it can be seen that the cc has a very obvious impact
on the throughput, but compared to the DEFAULT and RCD algorithm, the BD
algorithm has a stable throughput when the concurrency parameter is set to 2.
When the cc increases to 4 and 6, the improvement on throughput is minimal.
The DEFAULT method with concurrency value 6 can only reach almost identical
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Fig. 7. The state of throughput under different cc values

throughput to the BD algorithm with concurrency value of 2. The BD algorithm
requires a smaller value of cc than the other two algorithms in most situations
and saves system resources because of this characteristic.

From the above experiments, it can be found that the throughput of the BD
algorithm is better than those of the DEFAULT and RCD when transmitting
small files, regardless of whether the pipelining parameter is used alone or in
combination with the concurrent parameter. With the increase of transfer delay
time and number of large files, the performance of BD algorithm is further
improved without notable increase of resource assumption.

5 Conclusion and Future Work

As a high-performance transmission protocol, GridFTP provides three param-
eters for transmission optimization. In different file transmission scenarios, the
optimal parameter values are not the same. If the parameters are not set properly,
the improvement on the throughput will be compromised, and sometimes may
even have negative effects. In this paper, a smart bucket structure is designed
for GridFTP. It is mainly used to perform file classification operation based on
their size. On top of the bucket structure, a BD algorithm is proposed to con-
duct corresponding bucket division and queue arrangement operations on files.
With the bucket structure and the BD algorithm, we can not only find opti-
mal pipelining parameter values, but also optimize the transmission throughput
for LOSF with low resource consumption. Furthermore, more than 90% of the
total throughput can be easily achieved when our BD algorithm is used with the
concurrency parameter.

In terms of future work, the following points are worth further exploring: the
first is to refine the model to make the rearrangement of various special files
more accurate; the second is to update the parameters for continuous influx of
files in real time.
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Abstract. Docker containers’ privacy and data protection is a critical
issue. Unfortunately, existing works overlook runtime scanning methods.
This paper proposes a novel lightweight and rapid scanning model under
a framework covering assertion techniques during the container’s run-
time, defined as vulnerability scanning framework VSF. Our framework
includes identifying vulnerability, scanning security exposures, conduct
analysis, and call-back notifications to the requestor asynchronously. In
addition, the proposed scanning model is compared against other tools
of similar and complementary objectives. The framework is modeled
using nmap scripting engine NSE for its active scanning building block.
It applies network port scanning and security assertion techniques to
rapidly discover security vulnerabilities in a running Docker container
environment for a proactive testing approach as a security engine. Also,
providing an active trust model developed for Docker containers whether
containers are black-listed or grey-listed. It was developed over a frame-
work for DevSecOps environments and DevOps teams as the persona on
its adoption. The empirical case studies demonstrate the capability of
our scanning model, including standalone, CI/CD pipelines, and secu-
rity containerized environment. The case studies revealed no tangible
difference in the performance but the flexibility driven by the modeled
architecture. The experiments presented a velocity of 1.15 scans

sec
. How-

ever, the execution time is directly proportional to the complexity of
the vulnerability on the Docker ecosystem and its related attack vector
complexity. Its core capability resides on the artifacts developed as part
of the Art per relevant CVE via nmap NSE scripts.

Keywords: DevSecOps · DevOps · Containers · Docker · Containers
security · Docker security · Containers vulnerability scanner ·
Containers vulnerability assertion · Vulnerability scan

1 Introduction

Information Technology (IT) ecosystems that are generally considered secure
with a full spectrum of security measures can be exposed to vulnerabilities
natively available in container environments, on either: the container host, guest
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daemon, and the image. Large Enterprise, Banking, Government, Telco, Pub-
lic Cloud, Entertainment amongst key players in today’s economy, are widely
adopting containers platforms as an emerging technology due to its native bene-
fits; driving microservices architectures adoption in a vast range of organisations
such as Amazon, Twitter amongst a few [13]. Some key drivers in the emer-
gence of containerised environments include simplicity, flexibility derived from a
microservices architecture, shared compute underlying options, and easy adop-
tion requirements.

DevOps teams are surging as digital technology enablers across organisa-
tions and using containers as a crucial component. The organisational size and
business requirements drive the container’s orchestration needs, where advanced
environments will consume containers via a clustered orchestration layer, such as
Kubernetes. Some other players will deploy isolated container hosts to meet their
needs on a smaller scale. Despite the approach taken, the key issue remains the
same, caused by the existing vulnerabilities in the runtime containers’ abstrac-
tion layer.

DevOps environments tend to adopt conventional security measures and
passive image scanning, where related work presents novel active and passive
security methods that aim to provide a secure and trusted environment. The
Docker environments rely on Docker Hub as the sole repository of public Docker
images, including non-official nor verified images available. Once a Docker image
is loaded into a Docker Host, Docker does not provide a method to prove the
image authenticity in runtime. However, Guo et al. [5] proposes a PKI under
a container attestation service. The ability to deploy unverified Docker images
presents a security risk in any Docker environment, given published images are
public, uncontrolled, nor digitally signed.

The DevSecOps paradigm arises on protecting a DevOps tool-chain if the
tool-chain runs on containers or uses containers as an underpinning technol-
ogy. How can the containers be trusted? This paper proposes to black-list con-
tainers that are directly pulled from the Docker Hub until verified under the
proposed vulnerability scanning framework VSF. It grey-lists the relevant con-
tainers launched in runtime with active software scanning techniques. It allows
validating vulnerabilities present in the running container like CVE (Common
Vulnerabilities and Exposures) and consequently trusts the container in the con-
tainers’ network environment.

The experiments were conducted on Amazon AWS EC2 compute running
CentOS 7 instances. The case studies are considered typical scenarios for DevOps
teams; DevOps teams are considered the key stakeholder group for adopting the
proposed work. VSF’s key features aligns with the flexibility sought in DevOps
environments for container runtime vulnerability scanning.

Our research work found that: (a) runtime assertion testing for vulner-
ability scanning in Docker environments is an active technique to mitigate
native security risks associated with the ability of Docker to deploy images that
are not verified nor signed directly from Docker Hub. (b) A trust model can
be leveraged via the assertion testing with using an accuracy factor to determine
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whether the grey-listed/black-listed classification for a Docker container is certain
against some conditions. (c) Any active Docker vulnerability scanning techniques
can be adopted by DevOps teams via a vulnerability scanning framework as
needed in DevSecOps environments.

In the following section, we present the related work, where we cover the
classification of the tools and approaches used to date in security-relevant to
containers environments. Next, we present our proposed framework (VSF), some
experiments, and analysis. The experiments cover the scanning engine selection
and the case studies used to demonstrate VSF. Later on, the results are presented
to include a summary of the finding of the case studies plus our recommendations;
finally, our conclusions are presented with future work.

2 Related Work

Container environments have been rapidly adopted in the industry, especially in
DevOps teams, for accelerating development and its lightweight release cycle [10].
However, this approach increases surface attacks and further security exposures.
Evidence of this adoption relates to Docker Hub’s recording over four million
images in the Docker Hub by March 2021, with an increase of 77% in three
years, when compared to 2018 as per Martin et al. [10]. The key attributes
of container adoption in DevOps environments include: an abstraction level in
computing architecture, optimization of computing resources, and segmentation
provided at the service level in a micro-services architecture [13].

Applications and services are transformed with the adoption of containers
as seen in DevOps environments [10]; from edge computing to adaptive appli-
cations, when conventional security does not address the attack surface in an
agile manner, a lightweight runtime scanner is required, as detailed by Merino
et al. [1], as evidence on security concerns around the utilisation of containers
technologies.

Containers, when compared to its predecessor technology virtualisation (vir-
tual machines - VMs), drive abstraction into a micro-services domain but running
on a Linux baseline kernel host. It opens up flexibility but implies fewer controls
in a non-specific purpose kernel [15]. Containers have not been designed with a
robust security framework, instead conventional Linux hardening and configu-
ration options are available. Consequently, the are problems with security risks
associated with the utilisation of the containers technology as applications can
have direct access to the host kernel; thus, an attacker can reach the host envi-
ronment from the container layer [15]. Merino et al. [1] exemplifies the need for
a runtime scanning method.

We classify the related work in hardware-software based, or active-passive;
being hardware-based dependant on compute hardware; software-based depen-
dant on a software defined approach; or as active if it interacts with container
in runtime; or passive when interacts with components prior attestation of con-
tainers.
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Hardware-based security techniques for containers include the following:
Schwarz and Lipp [12] demonstration on how side-channel attack vectors can tar-
get Intel SGX (Software Guard Extensions) chipset and how to protect it via the
deployment of an enclave which proxies communications to an encrypted section
of DRAM on any computing; containers can still be targeted. Guo et al. [5]
developed a trust model based on remote attestation techniques for contain-
ers via vTMP (Virtual Trust Platform Modules) requiring modification of the
host and container image. These use cases covered hardware-based protection on
general SGX computes or attestation via vTMP, respectively, affecting container
environments. In addition, Guo et al. [5] uses a PKI (Public Key Infrastructure)
model during the attestation of containers. The PKI is positioned between the
Host and Containers as a trust model, where the root certificate is self-signed,
and certificate exchange occurs. Their method represents an active hardware
technique to provide data protection with enforcement of a PKI within the con-
tainer’s ecosystem.

Software-based security deployments are used to protect either host, con-
tainer, application, and permutations of these, including industry container hard-
ening techniques, container isolation, vulnerabilities patching via container’s
lightweight images upgrades, modifications in the kernel or container images
with a secure Linux load, with image vulnerability scanning occurring before
the container’s attestation [2,5]. Sultan et al. [13] excluded from their work
the orchestration layer security and mentioned the decentralized attestation via
blockchain as needing further development. Furthermore, Xu et al. [14] uses
blockchain to decentralize the container image trust or other data types but
developing an image trust model. Kong et al. [7] presents a secure containers’
deployment method using genetic algorithms via Secure Container Deployment
Strategy (SecCDS). Li et al. [9] applied a DDoS (Denial of Service) mitigation
mechanisms for low rate DDoS attacks over a simulation, demonstrating that
the isolation of affected containers in an environment improves the quality of
service of the model via white-listing requests into the containers environment.

On the other hand, broader security exposure analysis reveals multi-
dimensional exposures in Docker as covered by Martin et al. [10]; it highlights the
importance of runtime scanning techniques. Berkovich [2] argued that scanning
Docker container images as binaries are a critical security activity in DevOps
environments, such as CI/CD pipelines. Yasrab [15] described the issues on the
Docker container level due to the large number of sensitive services running,
including the container service, application, and Host OS. A vulnerability assess-
ment framework is presented by Mostajeran et al. [11] which includes three key
components related to containers on their work: (1) configuration, (2) images,
(3) deployed services.

A Docker Thread Detection Framework acting as a software-based system
is presented by Huang et al. [6]; the framework analyses the Docker image and
the container’s running IP/DNS requests. Similar to IP addressing scanning,
other industry players target development environments with tools such as Kali-
Linux to target containers environments. However, this active testing is related
to legacy scanning methods.
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Passive scanning techniques relate to those that do not actively interact
with the security exposure or presence of the condition that defines the attack
vector in runtime. Guo et al. [5] that enables a trusted environment incurring in
modification of the kernel and container’s attestation service via a state challenge
protocol. As per Kwon et al. [8] by enabling a Docker Image Vulnerability Diag-
nostic System (DIVDS) for containers. As well as, Berkovich et al. [2] running a
container’s image vulnerability scanning tool known as Ultimate Benchmark for
Container Image Scanning (UBCIS).

On the other hand, Active scanning techniques relate to those which
actively interact with the Docker Host and/or Docker containers in runtime to
detect a condition that defines the attack vector, including work such as Mosta-
jeran et al. [11] with their vulnerability assessment framework that presents
a runtime fixed container security benchmark tool as a risk assessment tool.
Merino et al. [1] described in its managed container layers: application, names-
pace, control groups, amongst others to detect containers anomalies in runtime.
Alternatively, it is the potential to detect co-resident containers security expo-
sures, according to Gao et al. [3]. Kong et al. [7] used a genetic algorithm defence
system, or Huang et al. [6] which uses their Docker thread detection framework to
complete hardware checks against computing resources and network port scan-
ning.

Table 1 lists key comparison features in related work highlighting the defence
as a key attribute being developed, followed by the scanning, attack and runtime
capabilities.

Table 1. Related work comparison

Related work/Capability Scanning Defence Attack Runtime

Two-stage defense approach [3] No Yes No Yes

DIVDS [8] Yes No No No

Docker thread detection framework [6] Yes Yes No No

SecCDS [7] No Yes No No

Security assessment framework [11] Yes No No Yes

UBCIS [2] Yes No No No

Managed container framework [1] No Yes No No

Container state attestation [5] No Yes No Yes

Amongst the overall security approach discussed earlier and summarised in
Table 1, the scanning engine is a pivotal component. Key industry players in
cloud containerization as Google have developed tools such as tsunami [4] which
can be used to develop vulnerability scanning. In our experiments section, we
will compare and select a scanning engine for our proposed framework.

This work focuses on developing a lightweight security framework encom-
passing runtime security vulnerability scanning of the container service abstrac-
tion layer within a Docker environment as an active software-defined approach.
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In particular, using the CVE disclosed vulnerabilities against Docker to enable
DevSecOps practices. The framework is to be used in line with the operations
of the DevSecOps environment for detecting possible attack surfaces exposed
by the Docker Host or Docker Images in runtime as an active scanner. Also, it
assumes that DevOps teams know the CVEs to test using VSF on the Docker
environment. This method is not described in related literature, as it conducts
software assertion tests of the relevant CVEs into the Docker Host or specific
Docker containers in runtime.

3 Security Framework for Containers Environments

The runtime vulnerability scanning framework VSF for Docker containers pin-
nacles its capability in the active assertion testing against a Docker runtime
environment in a lightweight manner. This security framework has been defined
modularly to aggregate active software scanning. The active approach aims to
detect existing vulnerabilities in a running Docker container environment as part
of an Incident Response Procedure, Proactive testing practices, and the state of
the Art container practice due to the atomic nature of the container’s environ-
ment of short lifespan; and with an increased level of difficulty in its tracing and
tracking capabilities once the containers are destroyed.

Initially, the positioning of the security framework is defined in the container’s
abstraction layer and identified as the Docker Engine; the application runs as a
container via the containerd daemon. Thus, to complete the vulnerability asser-
tion testing, VSF provides a binary response: true-positive if the container is
vulnerable, or true-negative when the container is not vulnerable against the
CVE. Hence, the container can be grey-listed.

Figure 1 shows a representation of VSF and its modules, including core,
fetch, runner, callback, and connection. These modules represent specific
functions underpinned by nmap to complete the scanning function. The frame-
work include the following five components:

– Core: The core engine for the scanner like nmap.
– Fetch: A plugin for fetching the CVEs related to the Docker image.
– Runner: Individual scripts running as assertion techniques against the vul-

nerability in runtime.
– Callback: A notification means to the requestor.
– Connection: Underlying Host packages that enables the presentation OSI

layer of the framework with a type of connection handled by the core engine,
e.g., SSH.

Core is considered the core engine of the framework. It could be regarded
as an orchestrator on demand to interface with all other components in the
framework. Some of its features include orchestration, scanning engine, teleme-
try, analytics, scheduler, trust, and queuing. The emphasis in the component is
given to the scanning engine where a substantial section of the core development
takes place.
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Fig. 1. Docker containers vulnerability scanning framework—Framework

VSF proposes to black-list containers that returned true-positive as a result
of the assertion testing and also to those containers which has not been tested via
VSF. On the other hand, if the assertion test results as a true-negative containers
can be grey-listed and digitally signed; however, if the Accuracy Factor of the
assertion testing is lower than 75%, then the image is black-listed due to its low
certainty on the trust of the running container.

The container’s digital certificate signing request will adopt the DevSecOps
environment PKIs as required, and the certificate can be made available via the
container’s secret exchange method of choice.

The Accuracy Factor (AF) is a metric measured in percentage that indicates
the certainty of the runtime assertion test completed given some conditions,
including:

– An AF value lower than 75% results into a black-listed docker container;
– An AF value between 75% and 100% is considered as a true result;
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– An assertion test that relates to a Docker container image other than the one
described in the CVE.

Fetch, this component interacts with the NIST (National Institute of Stan-
dards and Technologies) APIs to retrieve relevant vulnerabilities classified as
CVEs that may affect the Docker image. The key metrics to filter the rating
includes (a) the exploitability score threshold, (b) the impact score threshold,
and (c) keywords to match the Docker image. It permits a rapid manner pars-
ing vulnerability information and/or detecting new exposures, across the Docker
Host virtualisation layer and the application or Docker image. Docker images are
pulled from the Docker Hub. The parsing criteria relate to the relevant Docker
images are utilised in the environment. These can be denoted by a tuple (a, b, c),
where (a ≥ 1.8, b ≤ 5.9, c = “docker”).

Figure 2 refers to results of the fetch module with 153 vulnerabilities identified
given the values (a, b, c). In this example, the vulnerability identified as the
number 81 relates to CVE-2016-3728.

Fig. 2. Fetch results—an example

The fetch module could be exchanged if the CVEs were unknown, with the
DIVDS system proposed by Kwon et al. [8] amongst one of the passive models to
detect impacting vulnerabilities in containers via white-listing. Hence, the fetch
component is presented as a lightweight alternative that assumes pre-existing
knowledge on the CVEs and exposures to Docker containers environment, typ-
ically the case in DevOps teams. However, VSF aims to grey-list despite the
DIVDS approach.

Runner uses the nmap scripting engine (NSE) to execute the assertion test-
ing on a specific vulnerability relevant to the Docker Host environment or Docker
image. The Art defines the artifacts that include each vulnerability assertion test
in an independent NSE script. The NSE scripts are executed in runtime within
the Docker environment. The Runner component contains a collection of NSE
scripts that will be classified based on the CVE id. Should the Core component
consider necessary to validate this vulnerability, it would then execute the nmap
script and obtain the response of the assertion test. Results are to be retrieved
and identified as binaries, true-positive or true-negative.
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An example of a Runner NSE script for CVE-2020-35195 is detailed below.
It conducts assertion testing against the existence of a blank root password in
the container in runtime for a haproxy image.

if conn:password_auth(user , passw) then
local A1 ... = conn:run_remote(cmd)
local A2 ... = conn:run_remote(cmd2)
local _A2 , _y = string.find(A2 , _blankpw)

if _A2 == 1 then
stdnse.verbose ("Passed�assertion�test")

return "CVE�assertion�test�Passed"

Callback relates to a notification mechanism to inform on the outcome of
the assertion testing completed by the runner. The core component would have
captured the assessment completed, and this is to be reported asynchronously
back to the requestor. Notifications are to be sent as webhooks.

Connection contains underlying Host OS packages required to interact at a
network layer with the Docker host, in order to enable connectivity of the core,
runner components. Two options can be chosen, including libssh2 and openssl.

The components of the vulnerability scanning framework (VSF), as previ-
ously defined, present a lightweight novel security framework for Docker con-
tainer environments. Its purpose is to provide runtime Docker host and con-
tainer’s vulnerability software scanning capability to offer Privacy and Data
Protection via completing active assertion testing techniques that would grey-
list running containers. It assumes pre-existing knowledge of the CVEs, as in
the case of DevOps teams. The modularity of VSF resides on its capability to
exchange some of the methods, i.e., the fetch and core components, could be
interfaced with the DIVDS system defined by Kwon et al. [8], or with the cer-
tificate exchange proposed by Guo et al. [5] respectively.

4 Experiments

We present the experiments in two sections, the underlying scanning engine with
the initial experiment, followed by the case studies and subsequent analysis.

4.1 The Scanning Engine Selection—Experiment

The initial experiment for the vulnerability scanner consisted of testing the
underlying agent that would be running the assertion testing. In this case, we
selected tsunami and nmap (NSE) as two well-known tools in the open-source
community.

Our experiment with tsunami and nmap comprised of installing the each tool
on disparate AWS EC2 CentOS 7.0 instances. The execution time for tsunami
is comparable to those seeing in nmap, with 12.355 s to run. Table 2 compares
the two scanning engines, with the capabilities as detailed below:
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– Open source, nmap is a well-known network security scanning tool; and
tsunami, is a Google initiative that allows development of network security
scanning.

– Programmatic development, is the capability to developing vulnerability asser-
tion tests over a programmatic approach. nmap is implemented in Lua and
tsunami in Java.

– Response time, is the execution time of a one scanning job. Both tools are of
comparable execution time as per our experiment; with 12.355 s on tsunami
and 1.86 s on nmap. This is a metric that can vary, and it is dependant on
the complexity of the scan as observed later in the case studies.

– Lightweight, is the ability to consume the tool across a wide range of envi-
ronment in a simple manner. The experiment revealed that tsunami has a
large set of dependencies when compared to nmap; which makes nmap con-
siderably easier to deploy and portable across environments. We consider as
a result of the experiment that nmap is a lightweight tool.

– Network port scanning, is the ability to run active network port scanning on
a target system. Both tsunami and nmap cover this capability.

– Relevance in the Industry, is the presence and relevance of the tool in the
industry. We define this capability as a measure of the risk to adopt the tool
given its wide spread in the industry. We consider both tools tsunami and
nmap offer low risk.

The previous capability analysis offers comparable characteristics for the
selection of the scanning engine, between tsunami and nmap. However, the
lightweight capability of nmap, its execution simplicity, and portability distinc-
tively enable the proposed framework for rapid development on its scanning
component. Thus nmap NSE is VSF’s scanning engine.

Table 2. Scanning engine comparison

Tools Open source Programmatic Response time Lightweight Port scanning Relevance

nmap Yes Yes Yes Yes Yes Yes

tsunami Yes Yes Yes No Yes Yes

4.2 Case Studies

The presented case studies assume that VSF is used by a DevOps team across
various scenarios, including Standalone and CI/CD pipelines. Hence, CVEs are
known or checked via the fetch component of VSF. The container signing request
and secrets management methods detailed in the core component are not repre-
sented and outside of the scope of the experiments in the case studies.

The experiments follow the same execution principle against different running
Docker containers, Docker host, and emulation scenarios. Firstly, we develop
individual nmap NSE scripts per CVE. These scripts are written in Lua-NSE and
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reference each relevant CVE attack vector against a target running container.
Our approach consists of the following steps per NSE script as detailed below
and as shown in Fig. 3:

Step 1, to complete a Docker host or Docker container network port scanning
against common network ports relevant to the communications;
Step 2, to authenticate into the Docker host; the NSE script to authenticate
into the Docker host using the root credentials;
Step 3, to gain privilege access into Docker host;
Step 4, to identify the relevant Docker container id (as optional step);
Step 5, to run Docker remote commands from the host into the target Docker
container, or to run Docker local commands in the Docker host;
Step 6, to navigate through the conditions as defined in the impacting CVE
that makes the running target container vulnerable;
Step 7, to match the assertion criteria for the impacting CVE;
Step 8, to present the scan result as true-positive or true-negative with an
accuracy factor; then repeat from Step 1 to complete next scan.

Direct access via the container’s network interface (CNI) is not used, as
in specific container images, this capability is disabled. As detailed before, the
Anatomy of VSF includes the artefacts that leverage nmap’s ability to scan ports
and define network connectivity (i.e., libssh2 ) to reach the container; then define
the rule sets and followed by actions and logic to determine whether the running
environment is vulnerable or not with an accuracy factor.

The accuracy factor (AF) is a metric we use to measure the certainty of the
scan; i.e., if the scan targets the specific Docker container image relevant to a
CVE and the matching criteria are validated, the AF value is 100%. However,
if the vulnerability scan is run against a different image than the one referenced
in the CVE, we estimate that the AF is 50%, as the certainty is lower given the
CVE conditions are not fully met.

The Art defines the artefacts in the runner component, which include the
development for the following shortlisted CVEs for Lua-NSE development:

– CVE-2020-35467, relates to a “Docker docs” container image vulnerability,
– CVE-2020-35195, relates to a “haproxy” container image vulnerability,
– CVE-2020-15157, relates to a “containerd” vulnerability,
– CVE-2016-3697, relates to a Docker “runC” vulnerability,
– CVE-2021-21284, relates to a “libcontainerd” vulnerability.

The performance of each case study is checked against one metric. It is defined
as the velocity during scanning, which is the number of scans in the environment
against the execution time in seconds. Depending on volume, this will incur
in greater overall execution time that will impact the case study. A would be
relevant within the DevOps team context as it impacts the pipeline execution.

ΔA

Δt
= λ
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Fig. 3. Vulnerability scanning

– A, the number of assertion tests in a period of time,
– t, the execution time of a NSE script,
– λ, the number of test over period of time, velocity.
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A velocity of 1.5 assertion tests is achieved via VSF given the detailed run-
ner artefacts (Table 3). The velocity would vary depending on the vulnerability
complexity and compute required in the execution of the NSE. The execution
time does not fall into a distribution or statistical relationship as shown in Fig. 4;
instead these are derived from the complexity of the vulnerability on the Docker
ecosystem and its related attack vector complexity as execution time associated
with the scan type.

Table 3. Experiment results: execution time

Scan type Performance (s)

CVE-2020-35467 0.68

CVE-2020-35195 0.68

CVE-2020-15157 0.57

CVE-2016-3697 1.86

CVE-2021-21284 0.56

Fig. 4. Experiment results: execution time plot

The case studies are detailed as follows, where we act as a DevOps team
across multiple scenarios.

Standalone, this case study encompasses the use of VSF in a standalone
Docker environment, such as a software developer’s IDE (integrated development
environment). The case study assumes that an IDE runs in a Linux-based Oper-
ating System to leverage VSF components’ capabilities. Our Docker container
environment included the following running containers as active:

– docker.io/centos
– docker.io/docs/docker.github.io
– docker.io/haproxy
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CVE-2020-15157, as demonstrated in Fig. 5 the NSE script shows a match-
ing CVE condition which asserts a true-positive result in runtime with an AF
value of 100%. Implying that the active Docker container is running a config-
uration in runtime that points to an external source, as per test case A3 in
Table 4. In this case instead of reading the offline image manifest, VSF validates
the runtime foreign layer by reading the active config.json file per container
on each libcontainerd process and returning a true-positive result, as per path:
/run/docker/libcontainerd/[id]/config.json

Fig. 5. CVE-2020-15157—VSF scanning results

Similarly, we completed the CVE-2020-35195 and CVE-2020-35467 assertion
testing procedures related to the haproxy and Docker Docs active containers
as per test cases A1 and A2 respectively. Our assertion testing results (See
Table 4) revealed that our running container are set with no-password for the
root user, resulting in an AF value of 100% for each scan. Our VSF assertion
demonstrates true-positive results, as per the path /etc/shadow and condition
root:!::0::::: .

Our test case A5 CVE-2021-21284, requires the utilisation of namespaces
within the Docker containers environment via root user privilege access. In
this test case, our standalone environment did not have enabled namespaces
so resulted in nonvulnerable assertion testing as a true-negative. The recorded
AF value is 80%, and this container would still be grey-listed. We refer to Table 4
as an impact on the Docker host.



Containers’ Privacy and Data Protection via Runtime Scanning Methods 51

--userns-remap
# cat /etc/docker/daemon.json
{
"userns-remap":"admin"
}

Finally, in test case A4 related CVE-2016-3697 attempts to capture numeric
UID as usernames. This test case resulted in non-vulnerable assertion testing
as a true-negative, given that none of the containers captured these running
conditions as per the below path. The recorded AF value is 100%.

libcontainer/user/user.go

Table 3 shows the maximum value to the run time execution time on the local
CI/CD pipeline, which is 1.86 s. In addition, to identifying true-positive assertion
test results against the CVEs rule sets as defined in VSF. Test Cases A4 and A5
relate to conditions within the Docker Host. Whereas A1, A2 and A3 relates
to Docker containers as described in the experiments. The key benefits of the
proposed methods arise in the ability to rapidly validate vulnerability exposures
in the Docker Host and running Docker containers which as per results presented
in Table 4.

Table 4. Experiment results: CVE assertion testing—runner component

Test case (runner) A1: CVE-2020-35467

Test result true-positive

Impact container: docker.io/docs/docker.github.io

Performance 0.68 s

Accuracy 100%

Trust black-listed

Test case (runner) A2: CVE-2020-35195

Test result true-positive

Impact container: docker.io/haproxy

Performance 0.68 s

Accuracy 100%

Trust black-listed

Test case (runner) A3: CVE-2020-15157

Test result true-positive

Impact host: Docker host

Performance 0.57 s

Accuracy 100%

Trust black-listed

Test case (runner) A4: CVE-2016-3697

Test result true-negative

Impact host: Docker host

Performance 1.86 s

Accuracy 100%

Trust grey-listed

Test case (runner) A5: CVE-2021-21284

Test result true-negative

Impact host: Docker host

Performance 0.56 s

Accuracy 80%

Trust grey-listed
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As a summary of the experiment results, our standalone Docker environment
is black-listed given the results of test cases A1, A2 and A3. Also as per Fig. 6 the
assertion testing accuracy is high with existing true-positive Docker containers.
Hence, our IDE require container images updates or configuration updates to
mitigate these risks as identified in the Docker environment.

Fig. 6. Standalone assertion results VS accuracy

CI/CD Pipelines, this case study involves a dynamic insertion of VSF
within a CI/CD pipeline tool-chain, with containers being used for infrastructure
platform orchestration. The case study assumes we are a DevOps team that
is using Jenkins as a typical CI/CD pipeline in a DevSecOps environment to
manage infrastructure platform orchestration. Our Docker environment is used
for code promotion during pipeline testing. The following container image was
loaded in Docker as available in Docker Hub1 (A 2 years old image).

In test case B1, we deploy the Jenkins Docker container and launch VSF in
the Docker Host environment. VSF does not contain a specific CVEs NSE script
for the Jenkins container image. Nevertheless, we complete runtime scanning
against known vulnerabilities as we consider it relevant to this image. In our
test case, we target the Jenkins workload as the target container and validate
that the running container may have exposure as related to known vulnerability
CVE-2020-25195 related to blank password condition for the root user, as per
the path and matching condition shown below:

/etc/shadow
root:!::0:::::

Table 5 presents the result of the test case B1, and demonstrates the runtime
execution of VSF. The assertion testing on the jenkins image against CVE-2020-
35195 resulted in a true-negative and an AF of 80% due to the condition that
the scan CVE is related to a different image haproxy. Our testing classifies the
jenkins container as grey-listed.
1 docker.io/jenkins:2.60.3.
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Table 5. Experiment results: CVE assertion testing against jenkins image—runner
component

Test case (Runner) B1: CVE-2020-35195

Test result true-negative

Impact container: docker.io/jenkins:2.60.3

Performance 0.71 s

Accuracy 80%

Trust grey-listed

5 Analysis

The case studies demonstrated how Docker active containers are grey-listed or
black-listed against relevant CVEs. The accuracy factor (AF) is found as a
required metric to validate the assertion test upon a criterion within VSF. It
was proven to be an effective metric in test case C1 when a grey-listed container
was rated with an AF of 80% equal to a lower certainty.

The experiments presented a velocity of 1.15 scans
sec and the samples captured

as per the plot shown in Fig. 4 does not fall into a statistical relationship. How-
ever, the execution time is directly proportional to the complexity of the vulner-
ability on the Docker ecosystem and its related attack vector complexity as the
CVE detailed in the fetch component as per Fig. 2.

The first case study was the standalone, where a typical IDE environment
for a DevOps team member pulls containers from Docker Hub. VSF offered a
capability to rapidly complete CVE assertion testing in runtime to validate if
the running container is vulnerable. Table 4 present the result where true-positive
events were detected on test cases A1, A2 and A3. Test Case A3 CVE-2020-
15157 matches the CVE condition which asserts in runtime that the Docker
image is running a configuration from an image that points to an external source
in a known CVE. Consequently this container is black-listed until resolved and
VSF scan presents a true-positive result with an AF value of 100%, as a defence
mechanism to vulnerable container images.

The CI/CD pipeline applied test cases B1. In this case, the DevOps teams
considered that the condition was relevant for Jenkins container images, with an
AF factor of 80%. The trust result shows that the Jenkins container is grey-listed.
It is indicative of the potential, portability, and flexibility of VSF for DevOps
teams.

Table 6 presents a comparative analysis across four key capabilities,
including scanning, defense, attack and runtime; when compared to related work
as per previous sections. VSF demonstrates a robust reach across the security
portfolio of a DevSecOps environment as the only tool with three categories,
including scan, defense, and runtime. Even though the runtime capability over-
laps with other frameworks, VSF is unique in its ability to complete Docker Host
and container’s software vulnerabilities scanning in runtime, not evidenced in
related work.
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Table 6. Comparative analysis

Related work/Capability Scanning Defence Attack Runtime-Hardware Runtime-Software

VSF Yes Yes No No Yes

Two-stage defense approach [3] No Yes No Yes No

DIVDS [8] Yes No No No No

Docker thread detection framework [6] Yes Yes No No No

SecCDS [7] No Yes No No No

Security assessment framework [11] Yes No No No Yes

UBCIS [2] Yes No No No No

Managed container framework [1] No Yes No No No

Container state attestation [5] No Yes No Yes No

6 Results

VSF’s execution performance in runtime has no impact on the execution time
of the container. In fact, the execution time and scanning velocity of the vulner-
ability scanning framework VSF are directly proportional to the complexity of
the vulnerability and its attack surface.

The experiments consisted of two stages. In the first stage, the focus was to
baseline the scanning engine tools that can effectively perform security vulnera-
bilities scans against container environments running Docker. The second stage
consisted of utilizing the tool in a software-driven approach over a proposed
framework (VSF) to grey-list or black-list active Docker containers as a trust
model.

Nmap NSE was scanning engine shortlisted due to its lightweight capability
on the initiation of the engine. Our testing revealed that tsunami could per-
form scanning functions; however, its interdependencies in the installation may
encounter issues for adoption as a lightweight tool. Whereas nmap is widely
available as a native tool in many security infrastructures, libraries are available
and have proven their usability as per the case studies. VSF leverages nmap
NSE for containers privacy and further covers the capability of detecting vul-
nerabilities that would affect the containers and its data from know exposures
as detailed in CVEs.

Our case studies obtained a trust posture of each Docker environment pre-
sented via the assertion testing of the VSF engine that resulted in grey-listing or
black-listing the target Docker container. The trust was cross-referenced against
an accuracy factor that indicates the certainty of the result given explicit con-
ditions. The combination of the two metrics allowed us to obtain a runtime
vulnerability assessment of each Docker container. In addition, the flexibility of
VSF has proven that it can be used on multiple scenarios, with a central view
on the DevSecOps environment.

6.1 Recommendations

VSF has proven to fulfill a function not found in related work due to its software
vulnerability scanning capability in runtime for Docker containers. Whether used
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as a framework or as a discrete tool per component, it can complement other
security initiatives within a DevSecOps strategy agenda as a lightweight tool for
a Docker containers environment. Some highlighted recommendations include:

1. On the Framework, by improving the credentials management during asser-
tion testing; and adding a containers’ signing request capability as a functional
addition to the framework.

2. On the Usability, by facilitating an easy deployment approach for DevOps
teams to deploy the tool in DevSecOps environments; and by adding automa-
tion to VSF in order to facilitate the operational requirements of the adopting
team.

3. On the Accuracy Factor model, by gathering a larger data set that allows for
a higher volume of assertion testing results.

7 Conclusions

This paper proposed the vulnerability scanning framework (VSF) as a novel
lightweight toolset for DevSecOps environments. VSF targets DevOps teams
as the key audience. VSF delivers software vulnerability scanning capability
to Docker container environments in runtime, leveraging nmap NSE scripts to
deploy discrete assertion testing to relevant CVEs.

Further work is required on Docker containers security to enrich the trust
model in runtime and orchestration. We will adapt VSF components to fit specific
requirements generic to DevOps teams in software development CI/CD pipelines
or infrastructure as code scenarios. Improving the trust model via the grey-
listing objective will also improve its accuracy factor module. Last but not least,
we will add the feature of containers signing requests to the Docker containers
environment.
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Abstract. Digital Twin (DT) impacts significantly to both industries
and research. It has emerged as a promising technology enabling us to
add value to our lives and society. DT enables us to virtualize any physi-
cal systems and observe real-time dynamics of their status, processes, and
functions by using the data obtained from the physical counterpart. This
paper attempts to explore a new direction to enhance cyber resilience in
the perspective of cybersecurity and Digital Twins. We enumerate defini-
tions of the Digital Twin concept to introduce readers to this disruptive
concept. We then explore the existing literature to develop a holistic anal-
ysis of the DT’s integration into cybersecurity. Our research questions
develop a novel roadmap for a promising direction of research, which
is worth exploring in the future and is validated by an extensive and
systematic survey of recent works. Our research has aimed to properly
illustrate the current research state in this area and can benefit both
community and industry to further the integration of Digital Twins into
Cybersecurity.

Keywords: Digital Twin · Cybersecurity · Cyber resilience

1 Introduction

Every company is now concerned about cybersecurity and the resilience of their
infrastructure, and we anticipate that new technology like digital twin may con-
tribute significantly to a robust online defense. Therefore, we envision creating a
virtual framework of our information technology (IT) network to identify secu-
rity flaws, create attack scenarios, avoid expensive attacks, and improve resilience
before our security infrastructure is deployed into the real network system.

We start with the basic idea and concept of Digital Twin. First, what is
a Digital Twin (DT)? In general, “Digital Twin” [25] refers to developing a
highly complex computer image that is the replica (or twin) of a physical object.
For example, a physical object can be an automobile, a house, a bridge, or a
jet engine. DT’s underlying idea employs the virtual computer image model to
project the sensor data gathered from the connected physical objects.

Different industry verticals define DT in a slightly different fashion. IBM
defines DT as1 “a virtual representation of an object or system that spans its life
1 https://ibm.co/3vCiwl5.
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cycle, is updated from real-time data, and uses simulation, machine learning, and
reasoning to help decision-making.” Gartner2 defines DT as “a software design
pattern that represents a physical object with the objective of understanding the
asset’s state, responding to changes, improving business operations and adding
value.” Furthermore, Gartner says that 13% of industry verticals undertaking
Internet of Things (IoT) projects are using DTs in 2021, and 62% are in the
process of doing so or intend to do so soon. Our study indicates that DTs can
best complement Cyber Security as an Intrusion Detection System due to the
bi-directional flow of real-time data. We have elaborated more on this in Sect. 2,
according to the chart provided below:

Fig. 1. Digital Twin for cybersecurity use cases

With the increasing application of DT in manufacturing and industry 4.0 [25],
organizations have realized that developing a digital replica of their resources,
processes, and, most importantly, cybersecurity systems is always advantageous.
The cases of cyber attacks increased at an unprecedented pace during the epi-
demic, prompting some to call it a cyber pandemic. As soon as more businesses
migrate their digital assets to the web and their IT network becomes increasingly
prevalent, cyber criminals are becoming more interested in exploiting unpro-
tected nodes, systems, and repositories. Being a relatively new topic, DTs’ impor-
tance to enhance cybersecurity has been poorly understood. By using simulated
attacks over the DT, companies can identify security gaps that are currently
neglected [25].

Considering one of the critical infrastructure sectors such as power homes,
schools, critical infrastructures, healthcare, energy sectors, and their data from
physical assets’ sensors and/or cyber assets’ controllers used to efficiently oper-
ate them in a low-risk domain [51,60]. Distributed control systems are highly
vulnerable to cyber threats. The need to protect them has risen due to ongoing
malicious damages. In such systems, data encryption, certificate authentication,
and control system resiliency can be used to improve the resilience. However,
extensive research has been lacking to monitor, manage, and mitigate the mul-
tiple coordinated attacks on such distributed systems [55]. A conceptual frame-
work proposed in [55] hints at the potential of DTs for improving the level of
cyber resilience.

This paper’s primary objective is to explore and exploit the current state of
DT research for cybersecurity to investigate whether resilience has been com-
pletely covered. To start with, we use the Scopus database and search for the

2 https://gtnr.it/337j7Py.

https://gtnr.it/337j7Py


Digital Twin for Cybersecurity 59

term “Digital Twin”, which hits over 1,500 papers in 2020. Next, we search for
the two terms “cybersecurity” and “Digital Twin,” which found only 13 papers
of 2020. These statistics demonstrate that DTs are explored for several appli-
cations in different industry verticals, but not enough has been investigated
regarding cybersecurity. This observation provides us the confidence to analyze
the following two research questions: i) How DT contributes to cybersecurity and
Resilience?, ii) What is the state of cybersecurity in DT?

2 Digital Twin for Cybersecurity

Our first main research question is: “How does DT currently contribute to
cybersecurity?”

We witnessed several notorious cyber attacks over the past decade targeting
ICS. In 2010, the Stuxnet computer worm successfully compromised an Iranian
nuclear plant. The Ukrainian power grid was compromised by the black energy
malware attack. Recent cyber-attacks on U.S. natural gas pipelines took place
in 2020 [37]. The introduction of DTs as digital counterparts of physical assets
could prevent a repeat of the above attacks by continuously monitoring the DTs
to improve the detection of malicious threats and actors. In 2017, the use of DTs
was proposed in [66] to enhance cybersecurity. More papers have been published
on DTs since 2017. As of early 2021, 21 publications related to the topic were
found.

Intrusion Detection Systems. The intrusion detection system (IDS) is com-
monly used to protect a network from malicious external attacks [36]. The use
of an IDS improves the reliability and resilience of a system by detecting and
reacting to behaviors that might endanger the system [73]. An IDS system has
two varieties: 1) Anomaly or profile-based detection uses heuristics and behavior-
based patterns to identify the activities that deviate from the normal usage. 2)
In contrast, signature-based detection identifies threats in a system by matching
known attack scenarios and subsequently raises an alert [4,36]. Intrusion detec-
tion systems are leveraging artificial intelligence to pinpoint system deviations
and detect anomalies within a system’s normal functioning from the collected
data.

DTs enable us to mirror the internal environment and behavior of physical
systems through creating exact virtual replicas [23]. DT’s property allows us
to implant an intrusion detection algorithm within the DT and test this virtual
counterpart instead of the physical system without interrupting the live environ-
ment [3]. The latter can be considered a separate enhancement to cybersecurity.
The DT can collect data from the physical twin and compare any deviations
from the expected values, which can help determine failures within the system
[35].

Rubio et al. [54] advocated to use DTs to provide IDS services in the context
of Industry 4.0. Eckhart et al. [21] demonstrated how to implement a knowledge-
based IDS using a DT together with knowledge-based rules, as shown in Fig. 2.
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Fig. 2. Rule-based IDS for a DT

These rules were specified using AML and encompassed safety and security
rules that the DT must follow. The safety rule ensured that the maximum veloc-
ity of the motor controlled by a PLC stayed within a specified threshold; and
the security rule checked for consistency between the human-machine interface
that sets the motor’s velocity and the PLC that controls the motor velocity.
These two rules were checked continuously for any violations. This experiment
was more concentrated on simulating the system rather than incorporating real-
time data into the DT. The operator will be alerted for any MITM attack that
injects malicious commands, if it deviates from the defined rules.

A passive state replication approach was proposed in [20], where the DT
virtually mirrored the behavior of the physical asset during its operation. It
helped realize the intrusion detection use case. Here, the IDS was a behavior
specification-based IDS that relied on the system’s normal functioning to be
predefined, which always yields a low false-negative rate and detects unknown
attacks when the predefined system behavior was set. It was assumed that the
system’s correct behavior has already been created during the engineering phase.
This method allows for identifying an intrusion by comparing the inputs and out-
puts of the physical asset to their counterparts of the DT. However, this approach
can only copy a limited amount of data of the physical twin, resulting in a gap
between the state of the physical twin and the DT. An improved architecture
was proposed to allow a DT to constantly mirror the physical twin’s behavior.
This architecture is further equipped with a novel intrusion detection algorithm
that can detect attacks on the ICS promptly in [3] and proposes a method to
diagnose the detected attack type via classification using a Kalman filter.

Saad et al. [55] have introduced an IoT-based DT for cyber-physical net-
worked microgrids to increase their cyber resiliency on physical sensors and
control agents. A cloud-based platform was proposed in [49] to provide a central
view for a networked microgrid system. This DT generates a digital replica for
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the interactions between the physical and cyber layers. The proposed DT frame-
work by the authors detects false data injection (FDIA) and denial of service
(DoS) attacks on the control system in case of a single or a coordinated attack
and allows for corrective action to be taken by the user.

Dietz et al. [19] propose and demonstrate how a DT can be integrated into a
Security Operation Centre (SOC) and Security Incident and Event Management
(SIEM) to enhance cybersecurity. The SOC is responsible for providing a visu-
alization of the procedures, technologies, and people within an enterprise [56] by
integrating all security-relevant systems and events in a single point. Its main
task is to identify and handle alerts while taking corrective actions to protect the
organization’s assets and data. A SIEM collects data like logs and network flows
from different heterogeneous sources and collates them into a single view [68]
and apply transfer learning with multipath communication [47] for accelerating
the performance of DT along with the SIEM system.

SOCs face an increase in responsibility with the integration of industrial
systems with corporate security. The current security strategies cannot keep
pace with the growing attack surface of convergence of IT infrastructure and
industrial systems that use sensors connected to enterprise networks [19]. Dietz
et al. [19] have developed a process-based security framework to support SOCs
using DT security and create a proof of concept. Using a Man-in-the-Middle
attack simulation, they demonstrate how this integration can generate system
logs provided to SIEM systems to build rules and take corrective action against
attacks. Enterprises use a SOC supported by a SIEM to leverage capabilities
ranging from security analysis to enforce rules and detect patterns to manage
security-relevant data.

Authors in [17] apply simulations of security incidents in the DT and pass
on the collected information to the SOC and a test SIEM system. The test
SIEM is used to avoid negatively affecting the production environment during
the simulation. SIEM security monitoring rules are created in advance by the
experts who are assumed to be present in the SOC. The experts decide on the
simulation parameters (e.g., a man-in-the-middle attack) within the DT, and
the simulations settings. The output is the incident information artifact used
within the test SIEM to verify whether it detects the security incident. Once this
is verified, the logic/patterns identified can be passed onto the real SIEM and
added into its monitoring rules to prevent similar real-world attacks in the future.
Hence, DT focuses more on a particular asset than the attack itself [17]; see the
identification of patterns—signature-based, behavior-based, specification-based,
or hybrid [32], and a realistic attack demonstrated in [19] using ARP spoofing.

Simulation, Testing and Training. The authors in [17,20,21] propose various
DT applications to enhance security in terms of historical data analysis and
emulated environments to simulate attack testing. Testbeds help provide the
security assessment of planned infrastructure, and cyber ranges help develop IT
systems or infrastructures in a virtual environment for vulnerability assessment.
Both testbeds and cyber rangers can serve as a training environment to improve
the security, stability, and performance of the targeted infrastructure [44]. While
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testbeds are used to avoid damage or interruptions to the physical systems, this
exercise can be costly and time-consuming to accurately represent the CPS in
operation [9,21].

More importantly, another interest in using the DT with the above technolo-
gies is that it covers the entire life cycle of its physical twin. It begins with the
planning and design phase to gather data as early as possible, even before the
physical component exists. The inclusion of a DT enables the secure-by-design
paradigm where the DT simulates the functioning of its physical counterpart
and identifies security-related vulnerabilities before the physical asset is manu-
factured and begins to operate [59]. DT can incorporate security testing from
the design phase onwards to fix any early identified vulnerabilities and continue
into the following stages of the product life cycle to enable the secure by design
paradigm to be a part of the CPS [22].

All CPS and IoT devices need to be tested to capture their effects on the
underlying DT architecture. A complete rigorous testing should involve hundreds
and maybe thousands of devices being a part of the test simulation. It is expen-
sive in terms of the IoT test and evaluation costing and management but is a
crucial aspect to study their large-scale effects [41]. In [40], the authors discussed
how DTs can be used to replicate the behavior of IoT devices by multiplying
them in a simulation environment to study large-scale effects of the IoT devices.
A cyber-attack is modeled on a cluster of smart devices (smart thermostats) and
examines their effects on a simulated environment.

Mittal et al. [40] conducted experiments on a NEST thermostat embedded
in a local environment. This environment consists of multiple input sources such
as the house environment, its occupancy, weather, and remote operations via a
mobile application. The remote operations in this scenario open the possibili-
ties of the thermostat being hacked. By observing how an attack influences the
connected smart system, the DT owner incorporates simulations to enhance the
infrastructure security during its deployment in the physical environment.

Fig. 3. An example of exploiting of SMART thermostat

As shown in Fig. 3, a SMART nest thermostat is connected to multiple house-
holds and can also be accessed via a mobile app, which opens the possibility of a
hacker gaining access credentials and causing malicious damage. While a single
app being hacked could cause a minor energy spike in the connected power grid,
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a hack involving multiple households’ thermostats to be simultaneously switched
on can be disastrous.

The DT generated from specification can simulate plant operation and gener-
ate the network traffic flows. This activity can allow an analyst to discover unused
and unnecessary services within the system, thereby minimizing the attack sur-
face of the plant [21]. This simulation can be complemented with logic and
network features that allow security testing in a layer-wise fashion, which could
indicate how an attacker can pivot through different system components and
help realize a defense in depth strategy [21].

DT can be geared towards hardware and software misconfiguration. Since
the DT is a replica of its physical twin, the DT should mimic the functionality
of the physical asset (e.g., in terms of its communications interface, I/O modules
in the hardware layer, and execution of control logic in the case of a PLC). We
can expect to observe common features between both twins. Any deviation from
the configurations in the hardware or software layer implies malicious activity.
This use case is similar to implementing a behavior-specification-based IDS from
DTs, which checks for differences in the functioning of the physical twin from
the DT. Software manipulations can be detected by comparing configuration
data between the twins [21]. In this case, the twin would need to be set up in an
isolated environment to ensure that a malicious actor cannot make changes to
the twin and mask their exploit if they could access the DT in the worst case.

To minimize the managing cost of a DT that mirrors its physical counterpart
at all times, an economical method is proposed in [9]. A cost-effective DT within
a budget only accounts for specific security tests that fit within the specified
budget. Alternatively, DTs are integrated into a cyber range to test defense
tactics and train users on cyber incident responses before the product’s release
into the production environments [7]. In this case, attacks could be launched
against the DT from the cyber range itself. The cyber range can serve a range
of use cases aside from training cybersecurity professionals. New cyberattack
detection algorithms are developed before being released to production by using
virtual hosts to showcase new security products [67]. DT serves as a source of
data generation that is realistic enough to train AI algorithms [26], provides a
testing environment for security equipment [69] and performs as environments
to test out incident response plans before they are finalized.

The primary purpose of a CR is for cyber defense, focusing on network and
information security [63]. CRs are adapting their offerings to support an OT and
ICS use case [8]. Upon integrating a DT into a cyber range, we can obtain the
performance of a DTs application to safety and the CRs application to security
together. The DT will provide information to the CRs about the chain of impacts
of an incident, and the CR can provide the source of the incident along with its
nature (malicious/accidental) for a detected anomaly. In simpler terms, DTs
can provide information about the physical processes and function of the system
while the CR can report on the network traffic and bridge the gap between the
digital and physical layers [8].
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System testing is a part of their proposed DT framework in [21]. For testing
purposes, real devices can be interfaced with the DT. Eckhart et al. [21] introduce
the concept of CPS Twinning, which can allow testing of the network and logic
layer of the CPS. The network layer of the CPS is emulated on Mininet, which
allows the emulation of logic specific to a variety of devices like PLCs, HMIs,
and motors. According to [22], DTs can be used as training exercises for Red
and Blue teams for security testing purposes. The red team can uncover flaws
and vulnerabilities from the current system configuration and state. The blue
team would improve upon their incident response capabilities in response to the
Red team. The data collected over these kinds of simulations and events can
contribute to risk assessments to motivate cybersecurity uplift activities.

Cyber resilience is described in [71] as the ability of a system to maintain
a stable level of control of physical processes while under attack. A four-step
method is proposed to improve cyber resilience—risk assessment, resilience engi-
neering, resilience operation, and resilience enhancement. This method lowers the
probability of an attack, its impacts, and the recovery time needed to recover
from an attack. The DT can actively support this process by providing an iso-
lated environment to test for process control [22]. This iterative simulation on
the DT can also identify potential losses during an attack and facilitate the
creation of a containment and response plan tailored to different attacks.

Privacy and Legal Compliance. Recently, monitoring the CPS’s security
and safety posture during operation is regarded as a critical task in [62]. The
monitoring activity could provide evidence of meeting security standards like
IEC 62443, which would assist organizations in complying with legal require-
ments. According to [62], the DTs may provide an accurate reflection of CPSs
throughout their entire lifecycle for continuous monitoring and documentation
of security and safety aspects. The NIS directive (European Parliament and the
Council of the European Union 2016) has brought about an increase of regula-
tory requirements for operators of CPS, which requires integrating security and
legal compliance support into DTs.

DTs were used in [16] to enable automated privacy assessments and pro-
tect the privacy of smart car drivers, as shown in Fig. 4. A DT of the car
continually receives data from the different sensors within the smart vehicle.

Fig. 4. Privacy protection and compliance via DTs
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An example of anonymizing customer data was provided in [16], where DT can
assist controllers and processors in fulfilling the general data protection regula-
tion (GDPR) requirements. The customers’ data is anonymized to preserve the
customers’ privacy rights before being sent to insurers.

This approach can be extended to other types of CPSs such as [48]. Privacy-
enhancing techniques based on DTs for smart grids, medical CPSs, and smart
transport are areas that need to be further explored due to the large volume of
the produced data [22].

Security for the Factory of the Future (FoF) and a System of Sys-
tems (SoS). A factory of the future (FoF) DT technology was proposed in [8]
to enhance cybersecurity resilience. DTs can be integrated into cyber ranges.
Cyber range products are used for cybersecurity simulation and training [7], but
using DTs will help better understand how cyber events are represented between
the physical asset and the digital counterpart. Hence, combining DTs and cyber
ranges benefits safety monitoring, predictive decision making, and SoS architec-
ture decision support. Moreover, human behavior can be integrated into the DT
for security testing. Nearly 60% of all cyber-attacks involve a human (intention-
ally or unintentionally), the inclusion of human behavior modeling will enhance
the cyber resilience capability of the FoF [74].

3 Cybersecurity of Digital Twin

The second important research question in this work is: “What is the current
state of cybersecurity for the DT?

With the growing convergence of information technology (IT) and operation
technology (OT) [46], the evolution of intelligent manufacturing and industry 4.0
automation have increased the cyber attack surface dramatically. As manufac-
turing assets become increasingly interconnected, decision-making will be more
reliant on DTs, and the increasing use of cloud manufacturing services increases
the attack surface [8], a new attack fractal.

DTs have been considered by organizations to add to the current fractal
and they must be subject to security measures to prevent an entry point for
cyber attackers [7]. When machines are unprogrammable and relied mostly on
electric power, the security issue is not important because they were isolated
from the organizational infrastructure. However, with the introduction of the
internet to the manufacturing industry has opened many security challenges
[46,47]. Therefore, it is worth considering that the introduction of the DT will
enlarge the attack surface. Therefore its weakened security requires additional
measures and enhancements. Our main finding is that the decision to adopt and
deploy DT in organization and industries poses additional challenges in security
and privacy [43], which is the main focus of this section.

Along with all of the benefits and opportunities that DT brings, new attack
vectors are also exposed. Adopting DT is a promising performance enhancement,
and there has been an impeding demand from academic and industrial research.
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But, quantification of security challenges and potential solutions should be inves-
tigated thoroughly before the adoption of DT [39]. When an attacker gets access
to a DT of the system, great care should be taken to prevent the attackers get-
ting into the physical twin and compromising them [39]. As mentioned earlier,
we can consider DTs of cars and/or remote surgery, which requires bidirectional
communication links, therefore security needs are to be given equal attention to
that of performance improvements for improved seamless migration to DTs.

Data Security Involving Personally Identifiable Information. DTs
present privacy issues. Due to a large amount of data collected from users,
especially in AVs or digital healthcare, the information may allow insights into
people’s behavior and usage patterns without their consent. The data could help
target specific advertising at the users or even inflate insurance and healthcare.
Similar to security and privacy regulations present in most of the standards fol-
lowed in IT and OT, regulatory mechanisms need to enable usage of DT while
preventing its misuse [10].

While the DT aims to represent its physical counterpart as accurately as
possible, it raises the possibility of the collected data related to individuals’ life,
behavioral patterns, intellectual property, or combined. Currently, no regulations
explicitly govern the ownership of data within a DT. As this paradigm further
evolves and permeates into sectors like smart cars and smart health, data own-
ership will become increasingly important since the participant is part of the
DT with significant data contribution in both cases—health and AVs. However,
third parties are involved in the administration and management. Further ques-
tions include—who owns the data, who are allowed to access it, and when the
access is granted [28]?

The DT environment must be developed with a strong resilience towards
viruses and malicious activities. Compromising the private, sensitive, and confi-
dential information within the DT can damage all sources of the physical twin
that are communicating with the DT. A focus needs to be given to the DTs in
the medicine and healthcare sectors regarding data security and privacy [6]. A
security layer was introduced to a DT model in [18] for secure data sharing in
the DT environment. And the security layer is used to protect the sensitive data
transmitted between the DT and its physical counterpart.

Intellectual Property Protections. DTs raise the need for intellectual prop-
erty protections. Intellectual property protection mechanisms like watermarking
[29] and digital rights management (DRM) [53] can protect the DT and its
organizational specific knowledge. However, watermarking and DRMs can be
bypassed.

Trusted Platform Module Use. Further security protections for a DT may
limit its use to a specific set of hardware or specific machines using a trusted
platform module (TPM). The secure execution of DT is ensured via a successful
cryptographic exchange between the hardware and software.

Software Security within the DT. An end-to-end scheme for cyber resilience
was proposed in [75] to enable the security of DT software. The scheme identifies
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vulnerable functions in DT software projects for healthcare. A deep code atten-
tion technique was employed to explore the context code relationships between
vulnerability-related keywords. The results of empirical studies showed superior
performance to some state-of-the-art deep learning methods.

4 Challenges and Future Directions

The proliferation of IoT-enabled CPS induces multiple complexities. Since CPS
are key components of a DT, the associated risks and vulnerabilities need to
be better understood. The security-by-design is achieved through considering
security and incorporating it from the design phase of a technology. While tech-
nology is moving at an accelerated rate and the transmission and supervision
of vast quantities of data is supported by a sturdy infrastructure, the standards
which govern data transactions are outpaced by the rise of smart technologies
and their inclusion into different smart sectors [15]. The inter-connectivity of
different smart sectors increases the threat surface and may lead to a severe
security breach [1].

IDS Challenges. SIEMs are too complex for us to create intrusion detection
and correlation rules [19]. Future research is needed to define complex rules in
simple code to reduce the requirements of SIEM experts’ familiarity with the
SIEM syntax. Thus, more and more security personnel may contribute to the
improved lightweight framework.

Physical Twin Vulnerabilities Affecting the DT. Cybersecurity risks
present themselves to the DT paradigm [27]. Since the DT becomes a repos-
itory for enormous amounts of data via collection from sensors, a successful
compromise of the system can result in the loss of sensitive data and finan-
cial damage. As DTs are used to predict and provide suggestions based on the
acquired information, the compromise can also lead to the loss of business secrets
and processes. When a hacker has attained access to the DT, the attackers may
find a rich data asset, including a blueprint of the entire system and the pos-
sessed data on the DT, and a viable method of influencing the real twin in the
case of a bidirectional twin [27].

Security gaps between DT and real twin were identified with examples of
failing to replicate a microcontroller’s security protection in the real twin within
the DT. While there has been an increasing amount of research on the DT
paradigm, there is little research on the actual security of the DT itself.

Security issues of a DT are similar to the security concerns observed in IoT,
since they are connected as key components to a DT. The security issues include
data encryption, access privileges, principle of least privilege, labelling known
device, and vulnerabilities.

Threat modeling of the different components that make up a DT needs to
be carried out to enable a secure by design DT that can mitigate the cyber
risks currently present within it [1]. Within the smart healthcare sector, security
threats were identified in [72] on smart devices, including hardware exploitation,
backdoors, software exploitation, and many more.
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CPS can attract compromised-key attacks due to authenticity requirements
among different sensors using the handshake protocols. It can be problematic
since CPS are key components of the DTs, especially since the supporting infras-
tructure can be manipulated to enable a backdoor [31] to the system for future
access or potential intellectual property (IP) theft.

Data and Information Privacy Challenges. In [76], a DT was used to
protect human safety in an airport cargo scenario. This work can be extended
to include individual health status like blood pressure and heart rate, which
can develop normal patterns of human behavior to check for anomalies and
challenges.

Healthcare DTs applications will require massive development in terms of
cyber resilience [14] due to the volume of patient data that is collected, moving
in transit, and processed between the digital and physical twin. The information
like personal data about a patient and their current state of health, needs to be
handled with the utmost care, so hospitals and organizations must ensure the
data security and integrity [75]. Vulnerability detection is a crucial requirement
for cyber resilience in healthcare DTs [34] since an exploited vulnerability in the
medicine DT can pose threats to its many users.

In [10], the privacy concerns were explored for DT in healthcare. Since a DT
in medicine can be used to create the ‘virtual patient’, governance and due dili-
gence will need to be used to safeguard the rights of a DT user. The governance
can use processes from how biobanks or medical banks are inspected, designed,
and regulated. Data protection will be a vital concern of the DT paradigm being
used in medicine due to the sensitive nature of the data.

Human Errors. The human factor in any technology is currently overlooked
as an inherent weakness and underestimated in the cyber-physical networks.
The increasing number of phishing attacks to exploit this vulnerability are a
severe threat, given that smart devices and the emerging use of IoT are targeted
extensively. Another vector to be considered is the threat of the malicious insider
[2], resulting in non-compliance, fraud, industrial espionage, or even plain human
error. A baseline needs to be established to distinguish normal and malicious
behaviors and integrated into the DT IDS [13]. Since a DT forms part of an
organization’s proprietary technology, it requires stringent IP protection.

Integration of Legacy Systems with a DT. With CPSs having a long life
cycle, implementing the DT on brownfield sites will be a large area of interest
[22]. Older systems are often insufficiently documented, which may affect the
DT model’s accuracy. It can lead to a dysfunctional DT representation of the
system. The challenge will be to determine the use case of the DT. According
to [12,22], a specification mining approach was proposed to implement an IDS
of automation systems. Further research needs to be conducted on how legacy
systems and DTs can be integrated to enhance the cyber resilience.

Enabling a Factory of the Future DT. Currently, the scope of DT is tied to a
single asset. According to [8], the narrow scope is a limitation with current DTs.
More research is needed to release the DT beyond the limits of an individual
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physical asset and eventually span the complete System of Systems [61]. The
System of Systems is not a sum of isolated assets but a complete network of
factories [38].

4.1 Potentials of DTs with Cybersecurity

Cybersecurity professionals shall establish an online digital clone for each phys-
ical device in the world through cyber DTs. As mentioned, such automated
emulation simulates cyber attacks, circumvent vulnerabilities and spots possible
threats before the actual production environment is effected. To this end, we
have identified the following avenues for future research.

Attacks to/from DTs. When machines were not programmable and only relied
on electricity powering them, there was little concern about their security since
they were isolated from the organizational infrastructure. The introduction of
the internet to the manufacturing industry has opened many challenges in terms
of security and the many opportunities it presents. More research is required
on the attacks against DTs or even attacks that can be carried out using the
DT itself [22]. Since the DT is a replica of the system and is used to provide
a digital replica of the physical counterpart, a capable attacker can manipulate
the data in the DT to hide their traces within the physical counterpart go unde-
tected. Alternatively, if the DT can issue automated commands based on the
actions of the physical system, a compromised DT can be used by an attacker
to issue malicious commands back to the physical asset and cause it to go to an
unsafe state. The security and privacy concerns will be a key discussion factor in
the future development of DTs. Its current level of maturity indicates a strong
presence in industry 4.0 and the automation of manufacturing [33].

To thoroughly examine the security for a manufacturing system, five levels
were proposed in [30] for the CIM model [64]. The five levels of the CIM model
can be applied to the DT since it replicates the physical twin. By ensuring that
security rules are defined, established, and implemented at each level, security
within an organization could be addressed from a high-level view to more gran-
ular aspects of the system. The five levels are: i) Enterprise or Corporate
level: Decision related to workflows and operational management are defined
that span the complete process from production to the finalised product; ii)
Plant Management level: The decisions that affect management of a single
plant; iii) Supervisory level: The decisions that affect the manufacturing cells
that come under a single supervisory process; iv) Cell Control level: This
decision at this level effect a single process and its performed actions; v) Sensor
Actuator level: This level consists of the most granular aspects of the system
which could consist of the sensors, actuators and controllers that integrate to
perform the physical process

Protocols used to support the manufacturing infrastructure like modbus,
distributed network protocol (DNP3), industrial Ethernet, PROFIBUS, building
automation, and control networking (BACnet) are mainly used for supervisory
controls and not security. They cannot provide authentication, confidentiality,
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integrity, non-repudiation, and the ability to detect anomalies [30]. Manufactures
are exposed to cyber liabilities like non-availability of systems, data breaches,
intellectual property theft, and third-party damage.

Securing DTs with Authentication Measures. With the authors in [31]
using DTs as a use case in remote control for surgery, they emphasize a strong
need for authentication on each site where the DT is operating. Using state-of-
the-art techniques like multi-factor authentication (MFA) and biometric authen-
tication [65,70] should be made mandatory in addition to the application of
physical access controls to the DT system. Any physical access to the facilities
should be restricted and supported by strong multi-factor or biometric authen-
tication [1]. A malicious actor could wreak havoc if they were to gain access to
the system and affect all the connected systems and those that are linked to
the DT. While there is very little research in authentication measures for a DT,
research into this would provide an added layer of security that would make the
DT harder to compromise and add to the defense-in-depth approach taken to
secure it.

Knowledge-Based IDS for DTs. Multiple articles attempted to identify and
mitigate cyber-attacks by using DTs as an IDS system. In [52,57], many IDSs
have revolved around behavior-based systems because knowledge-based systems
need historical data of realistic previous exploits to establish rules. DTs can be
used as testbeds to obtain the required system behavior and data and can also
be used as testbeds to simulate realistic incidents.

Scope and Optimality of DT. While the DT is meant to be a digital mirror
image of its physical counterpart, it should only provide support to its physical
twin and not be a redundancy backup that replicates the CPS in its entirety [22].
While a cost-effective method for operating a DT is proposed in [9], there is no
current standard for how accurately a DT is supposed to mirror its physical twin.
It is challenging to build a DT with sufficient capabilities [20]. Due to this pursuing
the balance between budget and twin similarity is a direction worth pursuing.

DT-Based Honeypots. Honeypots are employed as baiting mechanisms to
attract hackers by emulating a real-world environment. The primary use of hon-
eypots is to serve as deception devices and discover attackers’ tactics, techniques,
and procedures. The use of hardware automation can enhance their similarity
to real-time systems to enhance the credibility [45]. While we found no publica-
tion in this area, the results and learnings from integrating a DT with a cyber
range can help create an accurate representation of the physical environment as
a honeypot.

Secure Decommissioning with DT. Simulation has not been used for decom-
missioning an asset, even at the peak of its research [42] except for when it is an
asset of high risk like a nuclear power plant [50]. Any high-risk asset requires to be
securely decommissioned. It also holds for the DT that is accompanying a high-
risk asset through its production life cycle. The DT needs to be decommissioned
securely and avoid any instances of unauthorized access [22]. Since the DT has
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been leveraged in different phases of the systems’ life cycle, Eckhart et al. [22]
advocate to include the DT in the last stage of the life cycle (the decommission-
ing stage). Moreover, the inclusion of DT in the prior stages will allow a holistic
view of how a DT can be used to its full capacity.

Human Behavior with DT for IDS. Human behavior modeling is in a very
early stage of development within the DT concept [11,24]. Human behavior may
have a massive impact on any manufacturing process since interfaces that require
human input can be error-prone. A tired worker can lose focus and cause a prob-
lem with a machine [58], and it is challenging to distinguish as a malicious act or
an accident. Nevertheless, it requires an understanding of human intention com-
pared to normal behavior addressed by techniques like User and Entity behavior
Analysis (UBEA) [5]. It has not been explored across cyber ad physical spheres
yet. The authors in [8] propose that interactions with equipment (systems, appli-
cations, mouse, and keyboard) can be used to build a worker’s profile which will
establish a normal baseline of their activities and patterns of work and isolate
any anomalies that might arise from the safety and security point of view; see a
DT-enabled tracking framework [76] and the reference therein.

DT, SOC, and SIEM Integration. In [19], a DT was integrated with a
SOC and SIEM to detect a MITM attack. It created new rules for the SIEM
to assist with attack detection. This paradigm could be extended further by the
data provided to the SOC from the DT or even the addition of cyber threat
intelligence (CTI) and the common vulnerabilities and exposures (CVE)s. The
integration of these could be used to simulate various scenarios in the DT and
make it as realistic as possible. It could also be supplemented using data that has
been obtained from honeypots about the attacker’s TTPs. A point of convergence
between the DT and CRs was forecasted in [7]. However, no research publication
has been found for connecting security tests and simulations in a DT setup in
early 2021 [8].

5 Conclusion

Over the past decade, fast advances in machine learning, artificial intelligence,
IoT, and others have played a part in the emergence of the DT and will continue
to do so for the upcoming decade. The advancement of technologies has led to
the DT applied in broad fields, including manufacturing, aviation, automobiles,
medicine, the design of cities, and many more. This paper has explored how the
DT can be utilized further by enhancing cybersecurity measures.

This paper answered the two research questions: How does a DT currently
contribute to cybersecurity? What is the current state of cybersecurity for the
DT? We have examined some promising frameworks in the literature and have
provided insights into the different use cases where DTs can enhance cyberse-
curity. Regarding the DT’s security, some methods are used to prevent access
of the DT from falling into malicious hands, but further research is required. In
conclusion, this study has provided challenges faced by the use of DT and open
research areas worth exploring to further this concept.
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Abstract. Permissioned blockchain such as Hyperledger fabric enables
a secure supply chain model in Industrial Internet of Things (IIoT)
through multichannel and private data collection mechanisms. However,
the existing data sharing and querying mechanism in Hyperledger fab-
ric is not suitable for supply chain environment in IIoT because the
queries are evaluated on actual data stored on ledger which consists
of sensitive information such as business secrets, and special discounts
offered to retailers and individuals. To solve this problem, we propose
a differential privacy-based permissioned blockchain using Hyperledger
fabric to enable private data sharing in supply chain in IIoT (DH-IIoT).
We integrate differential privacy into the chaindcode (smart contract) of
Hyperledger fabric to achieve privacy preservation. As a result, the query
response consists of perturbed data which protects the sensitive infor-
mation in the ledger. We evaluate and compare our differential privacy
integrated chaincode of Hyperledger fabric with the default chaincode
setting of Hyperledger fabric for supply chain scenario. The results con-
firm that the proposed work maintains 96.15% of accuracy in the shared
data while guarantees the protection of sensitive ledger’s data.

Keywords: IIoT · Hyperledger fabric blockchain · Privacy
preservation · Differential privacy · Supply chain · Industrial data
sharing

1 Introduction

Blockchain is an emerging technology which has the desirable features of decen-
tralization, tracking, immutability, verification, security, and fault-tolerance [1].
Therefore, since its development in financial sector, its adoption in other domains
such as IoT, IIoT, e-health, smart grid, and smart city has grown exponentially
in the last few years. Due to its attractive and salient features, blockchain is inte-
grated with Industrial Internet of things (IIoT) which results in blockchain-based
IIoT. Blockchain-based IIoT enables connectivity of industry partners such as
manufacturer, retailer, distributor, and end consumers, to realize a robust supply
chain management [2]. However, among the two types of blockchain, i.e., per-
missioned and permissionless the permissionless blockchain has been criticized
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for public accessibility. Furthermore, it has several issues such as susceptibility
to 51% attack, low transaction processing rate, and reveal of privacy [1,3].

In supply chain model, different industry partners come together with a
shared business interest but have different requirements and policies for privacy
preservation of sensitive and secret business data. As a result, certain partners
are not willing to share their private and confidential data i.e., business secrets,
special offers to certain retailers in a public ledger which is visible to other part-
ners and competitors. For example, in food industry, three separate groups can be
considered which are farmer-distributor, distributor-wholesaler, and distributor-
retailer. Companies included in these groups would not be willing to share their
business secrets with other participants in the network. In another case, supply
chain partners can be competitors and they would not let competitors to see
their business plans.

To address these issues, permissioned blockchain such as Hyperledger fab-
ric provides two private data sharing mechanisms which are querying mecha-
nism and multichannel mechanism [4]. Through querying mechanism, applica-
tion clients (including third parties) can send queries which are evaluated on
the ledger’s data. Similarly, in multichannel mechanism for private data shar-
ing between blockchain peers, two levels of privacy and confidential exchange
of data exists in Hyperledger fabric which are application-level and data-level.
Application-level privacy means a group of participants from network having
same business interest come together and establish a private subset of commu-
nication which is called channel. Several subsets of private communications are
known as multichannel concept in Hyperledger fabric which results in private
communication and data sharing. As a result, communications are limited to
valid group members in a channel. A separate and independent ledger is main-
tained for each such channel. Similarly, for privacy at data-level, Hyperledger
fabric uses the concept of private data collection, hash, and transient field in
transactions. In this way, only certain participants can see private contents while
others can just see hash of the data.

However, both data sharing mechanisms have serious issues in relation to
privacy, utility and transparency of data which need to be addressed. Query-
ing mechanism evaluates query on actual data stored on the ledger through
chaincode (smart contract) installed on each peer which makes it inadequate
for supply chain environment in IIoT because query response can be utilized
by adversaries and suspicious applications to infer sensitive information such as
business secrets and special discount offers. Clearly, it needs improvement to
make it suitable for supply chain in IIoT. Similarly, multichannel mechanism
and private data collection limit utilization of data because the data is confined
between restricted parties. As a result, it increases risk of black market and
invalid transactions because peers other than restricted group members cannot
see the contents of transactions which makes it difficult to verify transactions.
In addition, the auditability and accountability are also impacted which are
necessary for supply chain such as food industry [1,5].
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It is evident from the above discussion that both mechanisms i.e., querying
mechanism and multichannel mechanism need further improvement. This is the
main motivation of our work in which we target the first mechanism i.e., querying
mechanism for improvement in the context of supply chain in IIoT. The reason
is that an improved (privacy preserving) querying mechanism enables the sup-
ply chain partners to share and access private data of others, which increases
the transparency of activities across the network of supply chain partners. As a
result, the risk of fraud and black market issues by keeping the data 100% pri-
vate from other partners is reduced. The contribution of this work is as following:
we propose a differential privacy-based permissioned blockchain for private data
sharing in the context of supply chain in IIoT by integrating differential privacy
into the chaincode of Hyperledger fabric which protects sensitive Industrial data
stored on the ledger from linking attacks by adversaries and suspicious applica-
tions. We also present an algorithm for accessing the ledger’s data in a privacy
preserving manner. Similarly, we evaluate the proposed work by implementing a
permissioned blockchain using Hyperledger fabric and integrate differential pri-
vacy in its chaincode. A privacy threat model based on linking attack is also
implemented to evaluate privacy preservation of sensitive data in the context
of supply chain in IIoT. Finally, the results are compared with default setting
of Hyperledger fabric chaincode (non-privacy preserving) to validate the privacy
preservation and utility of data. We prove that the proposed work gets 96.15% of
accuracy in the shared data for ε = 0.5 while guarantees the privacy preservation
at the same time.

The rest of the paper is organized according to the following sequence: in
Sect. 2, a literature review of the previous works in the related domain is pre-
sented. In Sect. 3, we present the proposed work (DH-IIoT) in detail including
the working and time complexity analysis of the proposed algorithm whereas
Sect. 4 presents evaluation and simulation results. Finally, Sect. 5 concludes this
work.

2 Literature Review

In [6], a blockchain-based smart factory architecture is proposed with a privacy
model to enhance security and privacy. The proposed architecture is lightweight,
partially decentralized, easily expandible and have better privacy and security.
However, their privacy model is limited to availability, integrity, and confiden-
tiality through encryption, which is an old concept known as confidentiality,
integrity, availability (CIA). In [2], a blockchain-based data sharing scheme in
supply chain in IIoT environment is proposed. Attribute-based encryption is
adopted to manage the access control of data in IIoT. To automate the flow
of goods, smart contract is used in the proposed scheme. However, encryption
is used for security of the system and privacy attack model is missing. Apart
from this, in recent times, IoT is managed through cloud computing [7–9], and
grid computing [10,11] to enable business-oriented environment. Furthermore,
real-time streaming data along with IoT enables efficient Industrial control and
management [12].
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Similarly, the work in [13] has proposed an efficient credit-based proof of work
(PoW) consensus for resource constrained environment in IIoT. In addition,
a data authority management system is used to protect privacy of sensitive
information. The adoptive control of difficulty of puzzle solving in PoW is used
which decreases difficulty for honest nodes and increase it for malicious nodes. As
a result, the overall efficiency in the system for honest behaviour is enhanced. The
throughput of the system is enhanced using directed acyclic graphs instead of
conventional blockchain. However, the PoW allows every participant to append
a block and validate transactions in which contents of transactions are visible to
every node in consensus phase. In addition, encryption is used to protect privacy
which is cumbersome to implement.

A similar idea has been proposed in [14] which works on the principle of
rewarding normal behaviour of nodes and punishing abnormal behaviour. The
unique feature of their work is that it can be integrated with state-of-the-art
PoX protocols. However, privacy concerns associated with PoX protocols are
not addressed. A modified bitcoin system known as “Monero” has been pro-
posed in [15]. Monero ensures privacy and unlikability of transactions to its
sender and receiver and protecting balances of participants. However, it uses
cryptographic algorithms to hide sending and receiving addresses and balances
which are cumbersome to implement. In [16], a smart manufacturing supply
chain based on blockchain with traceability and verifiability features has been
proposed. The complex and private data sharing is performed by blockchain in
a secure manner which enable participants to control data sharing in supply
chain. However, the privacy and confidentiality are based on inherent encryp-
tion techniques of blockchain and addressing the privacy concern in consensus
mechanism is missing. Similarly, the work in [5] also uses encryption techniques
along with Hyperledger fabric to overcome privacy issue during the consensus
phase. Finally, Hyperledger fabric adopts hashing and multichannel mechanism
to enable private data exchange [4]. However, encryption techniques not only
significantly impact the utility of data in blockchain but are costly in terms of
computation.

3 Proposed Scheme: DH-IIoT

3.1 System Model

The proposed system model is shown in Fig. 1. The system model is composed of
client applications, endorsing peers, privacy preserving module, orderer peers and
finally the applications which reside on top of these components. The existing
Hyperledger fabric architecture is customized, and a privacy preserving mod-
ule based on differential privacy is added into the chaincode (smart contract)
of Hyperledger fabric. The supply chain participants and third parties act as
client applications and a collaboration scenario is also considered in which par-
ticipants share their data and access data from others through query trans-
actions. Client applications send transaction proposals to peers such as query
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Fig. 1. System model of transactions flow in privacy preserving chaincode in DH-IIoT.

transactions, range transactions, financial transactions, and data sharing. The
transaction proposals are endorsed by the available pool of endorsing peers.

It is assumed that the peers can differentiate between the mentioned trans-
action types. As a result, for financial transactions, inherent features of crypto-
graphic techniques and channels are used whereas other transactions are sent via
privacy preserving module. In addition, for query transactions only statistical
queries are considered in this work, which can be extended for other transaction
types as well. An example of a statistical query is how many customers have pur-
chased more than 100 items of a product? The query transaction is represented
as Tq = {f1, f2, f3...fn} where f1, f2, f3...fn represent queries to be evaluated on
the ledger data. Similarly, the chaincode instance of the peer evaluates the query
on the ledger which is denoted as Rq = {f∗

1 , f∗
2 , f∗

3 . . . f∗
n} where f∗

1 , f∗
2 , f∗

3 , f∗
n

are the answers to queries. This transaction is executed and sent via privacy
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preserving module of the chaincode before adding it into data block by the
orderer peers.

3.2 Threat Model

In the threat model, the attackers in the proposed scenario launch linking attack.
The linking attack is defined as re-identifying individuals or anonymized data
from the observed data by combining it with the known knowledge from other
sources. In the proposed work, data sharing scenario in the context of supply
chain is considered. The supply chain also consists of honest but curious com-
petitors which launch linking attack and try to judge special discounts offered
to individuals by other competitors from trade activities using the contents of
transactions in data sharing phase. Similarly, third parties which access Indus-
trial data for analysis can also judge personal information and trade secrets from
the contents of transactions. We assume a strong attacker that has all other infor-
mation except the trade activities of target individual. As a result, linking the
information with the known data can expose the targeted individuals or trade
secrets of other competitors. The proposed DH-IIoT protects data by sharing
data through a privacy preserving module based on differential privacy. As a
result, attackers cannot expose and isolate a specific individual even all other
individuals and trade activities are known to them except their target.

3.3 Differential Privacy

Differential privacy is a popular privacy preservation technique for numerical
data. The fundamental principle of differential privacy states that the addition
or removal of a single record from a database should not impose significant effect
on the final output of a statistical query. According to [17], differential privacy
can be defined as following:

Definition 1. “A randomized function Q satisfies ε-differential privacy if for
all datasets Di, Dj which differs in one record, and for all S ⊆ Range(Q), the
following holds [17]:”

P [Q(Di) ∈ S] ≤ eε × P [(Q(Dj) ∈ S] (according to [17]) (1)

Where Range (Q) is range of all possible outputs of function Q. ε is known
as privacy budget. Moreover, smaller value of the privacy budget is desired to
get good privacy. Furthermore, in the literature, two mechanisms have been
widely adopted to guarantee differential privacy which are Laplace mechanism
and exponential mechanism [18]. In this work, we consider the scenario of numer-
ical data sharing, i.e., products rating, number of transactions, count of products,
and number of customers. Therefore, we adopt Laplace mechanism because it is
suitable for numerical data perturbation [19]. The Laplace distribution function
is given as following:

f(x, μ, λ) =
1
2λ

e
−|x−μ|

λ (2)
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Where λ is Laplace scale and μ is mean for Laplace distribution. Furthermore,
λ = �f

ε . In addition, �f is the maximum difference of two queried results from
adjacent datasets Di and Dj . It is called sensitivity and for Di and Dj differing
in one record it is denoted as following [17,19]:

�f = |f(Di) − f(Dj)|1 (3)

Consequently, the random noise generated from Laplace distribution on scale λ
is represented as Lap(λ) which then added to the actual result.

3.4 Working of DH-IIoT

In Hyperledger fabric, the inclusion of transactions in blocks and validation are
performed by separate peers known as orderers and validating or endorsing peers,
respectively. This concept enables Hyperledger fabric to get high transaction val-
idation rate and throughput. The working of the proposed DH-IIoT consists of
four steps namely: (1) transaction proposal, (2) transaction endorsement and
privacy preservation, (3) execution of ordering service, and, (4) transaction val-
idation and commit. In the following, we discuss all these phases along with
processing steps and Algorithm 1 for the proposed DH-IIoT in detail.

3.4.1 Transaction Proposal
In the first step, application clients send transaction proposal to endorsing peers.
In this phase, ordering service is not involved and it only consists of interaction
between application clients and endorsing peers regarding the chaincode function
invocation. The set of endorsing peers independently invoke the chaincode with
proposal. The set of endorsing peers is chosen according to the endorsement pol-
icy defined for the chaincode i.e., one peer from each organization must endorse
transaction proposal. Similarly, single endorsing peer can also be targeted which
requires only that specific node to endorse the transaction proposal. In proposed
scenario, query transaction proposal is considered which is sent to targeted peer
or organisation. The ledger state is not altered in this phase because the ordering
service is not involved.

3.4.2 Transaction Endorsement and Privacy Preservation
In our proposed DH-IIoT, the invocation of chaincode with proposal is followed
by execution of privacy preserving module as shown in Fig. 1. In this step, the
chaincode evaluates query response against the private data stored on the local
ledger of the peer. Algorithm 1 which is implemented as a chaincode function
is used to add noise to the true answer of query. The query evaluation and
noise addition are shown in Fig. 2. Finally, the perturbed response is returned
to the requesting client application with endorsement. It is assumed that peer
can differentiate between pure financial transaction and a data sharing or query
transaction. In this way, financial transactions follow the same existing steps in
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Algorithm 1: Differential privacy-based privacy preserving algorithm for
DH-IIoT
Input: Ledger data Ld, query transaction with n
queries Tq = {f1, f2, f3 . . . fn}

Output: Differential private query response Rq = {f∗
1 , f∗

2 , f∗
3 . . . f∗

n}
Initialization: Iteration i = 1, random variable x, noise = 0, mean μ = 0,
Laplace scale λ = �f

ε
, privacy budget ε as given in equation 2

1 while i ≤ n do
2 Execute query fi on the original ledger data Ld

3 Call LaplacianFunction()
4 Add noise to perturb query response fi + noise
5 i = i + 1

6 end
FUNCTION → LaplacianFunction()

7 Calculate Laplacian noise using f(x;μ,λ) from equation 2
8 return noise
9 return Rq = {f∗

1 , f∗
2 , f∗

3 . . . f∗
n}

Hyperledger fabric whereas other query transactions are evaluated using differ-
ential privacy module. As a result, every client application can send request to
peers for private data access even outside the members list of the channel.

3.4.3 Execution of Ordering Services
In step 3, on receiving the transaction response and enough endorsement from
the peers, it is sent to ordering service. The ordering service receives transac-
tions from all channels and combine them in blocks. The ordering service perform
sequencing of transactions received from all channels and package them in blocks.
Hyperledger fabric gives different options for ordering nodes to carry out con-
sensus on sequencing of transactions i.e., Raft, Kafka, Solo etc. Raft and Kafka
both offers fault-tolerance which is beneficial for robust applications across the
industry environment. For simplicity reason in proposed work, we adopted sin-
gle ordering node. In the proposed scenario, the risk of reading the contents of
transactions by ordering nodes is avoided by including the perturbed data.

3.4.4 Transaction Validation and Commit
In this step, blocks are broadcasted to peers for validation. Each peer validates
transactions included in the block and ensures that it meet the endorsement
policy. After successful validation, the blocks are committed to peers. The com-
mitted blocks are added to the chain which update the status of the ledger. In
addition, the blocks which fail the validation phase are not added to the chain.
Finally, the application clients are notified of their successful transactions.
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4 Performance Evaluation

4.1 Experimental Setup

The proposed blockchain network consists of two organizations having one peer
and a Couch database. A single channel is maintained between the nodes with
one chaincode installed on each peer. The endorsement policy is set to require
endorsement of at least one of the two peers. Fabric is used as software under
test (SUT) with SDK version 1.4.11. In addition, the Caliper version 0.4.0 is
used for evaluation of SUT [20]. We used Ubuntu-18 64-bit operating system for
our experimental setup. The hardware configuration includes Intel(R)Core (TM)
i5-8250U CPU @ 1.6 GHz processor with 8 GB of installed physical memory.

4.2 Benchmark and Transaction Configuration

The benchmark configuration includes two rounds which are initialization of
ledger and querying the ledger. In the first round, a test with five workers is con-
figured to send input transactions with fixed rate in the range of 10–50 tran/sec
to the SUT and a total of 500 transactions are sent to initialize the ledger. In
the second round, query transaction is configured in which the ledger state is
queried by the client application by sending input transactions with fixed rate
in the range of 10–50 tran/sec for a total of 15 s.

It is assumed that the minimum and maximum quantity of product which can
be purchased in a single write transaction are 1 and 100, receptively. Similarly,
the customer name (owner) in the transactions will be selected from {Bob, Claire,
David, Ali, Alice} whereas the colours of the product will be selected from {red,
blue, green, black, white, pink, rainbow}. In query transaction, the sum of total
products purchased by a customer is requested. The differential privacy budget
ε is varied in the range 0.5–2.5 to perturb the query response before sending it to
the client applications. Moreover, the sensitivity of differential privacy in Eq. 3
is assigned a value of 100 i.e., �f = 100. The reason is that a single transaction
removal in the proposed scenario causes a maximum difference of 100 on the
sum of total products purchased by a customer.

4.3 Complexity Analysis

In this section, time complexity of Algorithm 1 is discussed. The proposed algo-
rithm consists of a single While loop which executes according to the number
of queries which is denoted as n i.e., for each query the loop executes once.
Furthermore, each line in the body of the loop takes O(1) time to execute. As
a result, the time complexity of Algorithm 1 is O(n). Therefore, Algorithm 1
maintains the high transaction processing rate of Hyperledger fabric.

4.4 Simulation Results and Discussion

In this section, simulation results obtained from the implementation of the pro-
posed DH-IIoT are presented. The evaluation is performed over four parameters
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Fig. 2. Demonstration of query evaluation through chaincode on private data in DH-
IIoT.

i.e., (1) privacy preservation (2) relative error (3) throughput, and (4) latency of
transaction. In the following section, details of the mentioned parameters with
comparison results are provided.

4.4.1 Privacy Preservation
In proposed DH-IIoT, supply chain partners keep separate ledgers for private and
public data based on Hyperledger fabric channels and private data collection
mechanism. The data stored on public ledger is visible to all other partners
however, data stored on private ledger is only visible to restricted members of
the channels. For instance, in the group of three supply chain partners namely
manufacturer, distributor and retailer, the distributor and retailer maintain a
separate private data collection. This data collection is only visible to distributor
and retailer. On the other hand, manufacturer can only see the hash of the data
[4]. In the proposed scenario, manufacturer needs statistical results evaluated
on this data to improve its performance. However, both members of the private
collection are not welling to share actual data.

To access private data of supply chain partners (distributor and retailer
in this case), application clients from requesting party (manufacturer in this
case) send queries to the peers of associated supply chain partners for customers
trade activities and number of items purchased. The ledger is populated through
write transactions as discussed in Sect. 4.2. In this way, the data of trade activ-
ities of all customers is maintained in private ledger which results in a dataset
with rows and columns. A row represents a write transaction by a customer
whereas column is defined according to the transaction fields i.e., product name,
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(a) protected data for = 0.5 (b) protected data for = 1

Fig. 3. Comparison of privacy preserving chaincode (DH-IIoT) with non-privacy pre-
serving chaincode.

customer name, product quantity, and colour. The query transaction requests
the sum of quantity i.e., number of items purchased in all transactions by a
specific customer. The chaincode executes the query on local ledger of the peer
and add random noise generated from Laplace distribution to the true answer
using Algorithm 1. The demonstration of query evaluation and noise addition is
shown in Fig. 2. The sample noisy responses to query transactions are plotted
with varying differential privacy budget ε for default setting of non-privacy pre-
serving chaincode in Hyperledger fabric and privacy preserving chaincode in the
proposed DH-IIoT as shown in Fig. 3.

It is evident from the comparison results of both chaincodes that increas-
ing the privacy parameter ε decreases the difference between the actual query
response and the noisy query response i.e., for ε = 0.5, the variation in query
responses is frequent as compared to query responses for ε = 1, as shown in
Fig. 3a and Fig. 3b, respectively. However, the privacy preservation guarantee
for ε = 1 is less than ε = 0.5. The reason is that less noise is added for higher
values of ε. In this way, the adversary is deceived by sending the perturbed
query responses in DH-IIoT whereas maintaining almost the same pattern in
the shared data. As a result, the adversary will not be able to link it with known
data to expose individual’s private data i.e., special discount from retailer. Sim-
ilarly, exposing the individual spending trends or shopping activities are also
avoided. However, the addition of noise also impacts the accuracy (utility) of
query responses which impacts the utility of data for service and management
improvements, future forecast, and quality enhancements through data sharing
and data analysis by honest supply chain partners. The more noise added to
the data, the lower will be the accuracy and vice versa. The trade-off between
privacy and accuracy is presented in the next section.

4.4.2 Relative Error
The accuracy of results is measured from the magnitude of relative error in the
query response. A high magnitude of relative error means lower accuracy and
vice versa. The relative error is defined as following [21]:
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Fig. 4. Relative error in query response with varying differential privacy parameter ε.
The results are within 95% of confidence interval.

Relative error =
|a − a

′ |
a

× 100% (4)

Where a is the actual value of query response and a
′

is the perturbed value of
query response. Here, 100 is multiplied to get percentage relative error. The aver-
age relative error is evaluated with varying ε and the results are shown in Fig. 4.
It is evident from the results that increasing the differential privacy parameter ε
decreases the relative error in the shared data through query responses i.e., from
3.85% to almost 0.75%. Similarly, the accuracy is increased from 96% to 99%.
However, the guarantee of privacy preservation is reduced because less noise is
added for higher values of ε. Therefore, a trade-off between privacy preservation
and accuracy in the shared data exists which should be agreed upon by the data
sharing parties. Figure 4 also shows that more privacy preservation is achieved
for sacrificing the accuracy in the query results. As a result, a suitable value of
ε should be considered and agreed upon by the data sharing parties.

4.4.3 Throughput
In this section, throughput of the proposed DH-IIoT is evaluated. In the exper-
imental setup, five workers were configured to send query transactions to the
blockchain network (SUT). The chaincode (smart contract) query function is
invoked to read the required data from local ledger in a privacy preserving man-
ner using differential privacy module as shown in Fig. 2. The transaction input
rate is varied, and the throughput of the blockchain network is evaluated using
the Hyperledger Caliper for both Init (write) and query transactions. The results
are shown in the Fig. 5. It can be seen from the results that throughput for both
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Fig. 5. Evaluation of throughput in DH-IIoT. The results are within 95% of confidence
interval.

Init (write) and query transactions increases with the increase in input trans-
action rate. The gradual increase in throughput is aligned with the fact that
more input transactions in a unit time increase the throughput under the maxi-
mum capacity of the network. A maximum throughput of almost 50 tran/sec is
achieved in case of write transactions for input transaction rate of 50 tran/sec.
Similarly, for query transactions, the maximum throughput is almost 30 tran/
for the same input transaction rate.

4.4.4 Latency of Transaction
In this section, latency of transactions in proposed scenario is evaluated. The
experimental setting is configured as described in Sect. 4.1. The latency for both
Init (write) and query transactions is evaluated, and the results are shown in
Fig. 6. It can be seen from the results that latency for Init (write) transactions
decreases until 40 tran/sec however, it shows an increase beyond this point.
The reason is that below the input transaction rate of 40 tran/sec, blockchain
network is under the maximum processing capacity and hence transactions take
less time for processing. Similarly, the latency of query transactions shows steep
increase beyond input transaction rate of 20 tran/sec. The reason is that on this
point, the blockchain network reaches its maximum capacity of processing query
transactions and hence beyond this point the transactions latency increases.

It is evident from the results of evaluation and comparison that our proposed
DH-IIoT enables privacy preservation in a collaborative setting in the context
of supply chain in IIoT with inherent features of blockchain such as tracking,
validation, querying and recording of transactions. In addition, we improved
the performance of existing Hyperledger fabric to enable privacy preservation
for marginally compromising the accuracy of shared data. We get 96.15% of
accuracy with ε = 0.5 which gives sufficient guarantee of privacy preservation
in the shared data. Furthermore, the proposed DH-IIoT enables supply chain
partners to record the query response in the ledger which can be used for similar
queries sent by other application clients. As a result, it increases the usability
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Fig. 6. Evaluation of latency of transactions in DH-IIoT. The results are within 95%
of confidence interval.

of data by re-using the query responses. Finally, DH-IIoT enables supply chain
partners and applications to access real-time data recorded on the ledger.

5 Conclusion

In this work, a differential privacy-based permissioned blockchain using Hyper-
ledger fabric for private data sharing (DH-IIoT) is proposed to solve the issue of
exposure of sensitive information in statistical query transactions in the context
of supply chain in IIoT. Hyperledger fabric uses two mechanisms for private data
sharing which are query mechanism and multichannel mechanism with private
data collection for controlling access of confidential data in the network. How-
ever, both mechanisms need further enhancement for practical scenarios. In this
work, we targeted the querying mechanism of Hyperledger fabric for improve-
ment in the context of supply chain in IIoT. We integrated differential privacy
into chaincode of Hyperledger fabric to provide perturbed query responses and
protect the original data stored on the ledger. We proved that DH-IIoT main-
tains 96.15% accuracy in the shared data for ε = 0.5 which provides sufficient
privacy preservation guarantee. The results validated that the proposed DH-IIoT
preserves the privacy of sensitive information while maintaining high throughput
of the system and improves the performance of Hyperledger fabric.
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Abstract. User matching is one of the most essential features that
allows users to identify other people by comparing the attributes of their
profiles and finding similarities. While this facility enables the explo-
ration of friends in the same network, it poses serious security concerns
over the privacy of the users as the prevalence of modern cloud com-
puting services, companies outsource computational power to untrusted
cloud service providers and confidential data of the users can be exposed
as the data storage is transparent in the remote host server. Encryption
can hide the user data, but it is difficult to compare the encrypted pro-
files. While solutions utilising the homomorphic encryption can overcome
such limitations, they incur significant performance overhead, which is
impractical for large networks. To overcome these problems, we pro-
pose an efficient privacy-preserving user matching protocol with Intel
SGX. Other techniques such as oblivious data structure and searchable
encryption are deployed to resolve security issues that Intel SGX has
suffered. Our construction relies on secure hardware which guarantees
the integrity and confidentiality of the code execution, which enables
the computation of similarities between the profiles of the users. More-
over, our protocol is designed to provide protection against several types
of side-channel attacks. The security analysis and experimental results
presented in this paper indicate that our protocol is efficient, secure,
practical and prevents side-channel attacks.

Keywords: Privacy-preserving user matching · Intel SGX · Oblivions
data structure · Searchable encryption · Social network security

1 Introduction

Modern social networks such as Facebook and Instagram allow people to con-
nect with each other in a virtual space, enabling them to make new friends in
different parts of the world. While this facility enables the exploration of friends
in the same network, it poses serious security concerns over the privacy of the
users. With the increasing demands on modern cloud computing services, com-
panies outsource computational power to untrusted cloud service providers and
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confidential data of the users can be exposed as the data storage is transparent
in the remote host server. Social network service providers have become targets
of adversaries who try to exploit the service and attempt to steal sensitive infor-
mation, data breaches for social networks have greatly impacted the society in
a negative way. A group named “The Impact Team” breached a dating social
network Ashley Madison and released over 30 million of users’ data to the public
in July 2015. Several unconfirmed suicides that occurred in the following days
were believed to be linked to the cyber incident as some victims were not able
to undertake the social impacts and public shaming that implied to them.

Such data breaches raise concerns about the privacy of social networks as the
network holds sensitive information that users might want to keep it secret. While
encryptions seem to be an answer to prevent such cyber incidents, encrypted
data are difficult to process and features such as user matching that allows the
discovery of people with similar interests are hard to implement. So far, many
efforts have been made to overcome such limitations. Agrawal et al. [1] proposed a
model that allows certain information to be exchanged without disclosing others.
Freedman et al. [7] proposed a solution using polynomial evaluation to allow user
profile matching to be done securely. The paper [7] was extended later by [10]
that adds supports for set intersection matching. These solutions support binary
matching, in which matching result shows whether or not users have a matching.
Yi et al. [28] introduced a user matching scheme that uses multiple parties to
compute the shared secret via homomorphic encryption, and later, extended in
[29] to improve efficiency. The solution was implemented in [12] using Intel SGX
to improve security.

However, solutions mentioned above are far from practical as they impose
expensive computational overhead, due to the constraints of the involved cryp-
tosystems. In [12], the authors proposed a user matching protocol that takes
advantage of Intel SGX. This has made a reduction to the computation over-
head compared to the use of traditional asymmetric cryptosystems. The results
of [12] show that the system remains impractical and further improvements to
security and performance remain desirable.

The present paper proposes a novel approach to the design of a privacy-
preserving user matching protocol by simultaneously employing Intel SGX, obliv-
ious data structure, searchable encryption and other techniques for enhancing
security and performance. Our novel solution aims to provide user profile match-
ing with better accuracy and ensure protection against several types of side-
channel attacks while minimising the computational cost.

It is known that SGX is vulnerable to many side-channel attacks (see, [4,
8,13,26,27]). Side-channel attacks such as cache-timing attack can be used to
extract the secret key from a running program by observing the behaviour of a
cryptographic algorithm to determine the secret [8]. Therefore, it is crucial to
include protection against side-channel attacks. Our new protocol is designed to
address these issues.

A brief overview of our solution is presented as follows: a user on a social
network platform has a profile with one or more attributes representing the
characteristics or interests of the user. All the attributes of the user are encrypted
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with the own symmetric key of the user that was generated during the registra-
tion process, and is known to the user and the secure enclave thereby guarantee-
ing integrity. All users communicate with Intel SGX via secure communication
channel. Intel SGX securely places data into the untrusted domain after encryp-
tion to minimise leakages. All sensitive computation is done in the secure enclave
where the integrity and privacy of code execution are guaranteed. We strengthen
the confidentiality of our system by introducing oblivious mechanisms to prevent
unnecessary leakage via side-channel attacks.

To summarise, our contributions include the following:

1. We design a novel privacy-preserving user matching protocol, which has
several stages incorporating Intel SGX, oblivious data structure, searchable
encryption and other security-strengthening techniques to expedite the com-
putation of privacy-preserving profile matching on social networks.

2. Our protocol is designed to provide protection against several types of side-
channel attacks. While one component in searchable encryption leaks infor-
mation about users, we incorporate a data oblivious scheme to mitigate the
leakage.

3. We implement a prototype of proposed protocol and evaluate the performance
of our protocol in terms of memory usage, matching time, and compare its
effectiveness with previous alternative options.

The organisation of this paper is as follows: Sect. 2 presents the related work,
followed by the overview of system architecture in Sect. 3. The proposed protocol
is presented in Sect. 4. Section 5 details the security analysis. Section 6 discusses
the performance of the proposed protocol and Sect. 7 concludes the paper.

2 Related Work

Since the introduction of Intel SGX in 2014, many researchers have been explor-
ing the possibility of utilising such feature to enhance security of their products
[2,3,6,15,17,25]. Pbsx [9] is a secure boolean query retrieval model implemented
using Intel SGX to protect the privacy of users data in an outsourced cloud
environment. Pbsx corporates with components such as Bloom Filter, ORAM
and Bitmap to provide query matching efficiently with various techniques to
protect against cache-timing attacks [8]. Lightbox [6] is a software middleware
that acts as a firewall to provide a pattern matching for detecting malicious
packets within the secure hardware, allowing it to be outsourced to the cloud
infrastructure where it can provide computational power as requested instead of
building a server in-house.

Apart from the works that focus on data matching aforementioned, Intel
SGX has also been applied to various industries where a trusted computation
is needed. SCONE [3] is a OS-level virtualisation container project that utilises
Intel SGX to preserve the privacy of the program running within in a cloud envi-
ronment. Container such as Docker is a container-as-a-service that facilitates the
development process by packing any dependencies required for a product to be
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deployed into a container and share between developers. VC3 [17] is a data anal-
ysis framework based on MapReduce that utilises Intel SGX for outsourced big
data analysis with strong security guarantees. All data is encrypted and sent to
the secure enclave where the integrity and confidentiality are held, using Remote
Attestation to establish secure communication channel for key exchange as well
as returning final results to the client, all is done without leaking information
about what is being computed.

While researchers take advantage of secure enclave to enhance overall security
of their proposed solutions, SGX has been known to be vulnerable for many side-
channel attacks [4,8,13,26,27] that can leak information inside the enclave. Side-
channel attacks such as cache-timing attack can be used to extract the secret key
from a running program by observing the behaviour of a cryptographic algorithm
to determine the secret [8]. Therefore, many works that focus on mitigating
the side-channel attacks have been proposed [14,16] that provide mechanisms
against various side-channel attacks such as cache-timing attack by hiding the
access pattern with the help of Oblivious Random Access Memory (ORAM),
or randomising the memory location whenever an enclave is created [18] using
Address Space Layout Randomization technique (ASLR). Other side-channel
attacks such as power analysis [26] has also been proven possible but is less
practical compared to other attacks aforementioned.

3 System Architecture

3.1 System Design

Our new privacy-preserving matching protocol consists of three components:
Users, a matching server and a secure enclave that co-exists within the match-
ing server. Secure enclave is employed with Intel SGX to facilitate the cost
of creating a Trusted Execution Environment. Figure 1 demonstrates the sys-
tem architecture of proposed matching protocol. Users will be communicating
directly with secure enclave via secure communication established using remote
attestation. User data will be processed within the enclave to ensure its confi-
dentiality and the matching server is solely responsible for persisting data for
the enclave.

Matching Server. There exists a matching table MT in matching server that
is constructed on basis of a SSE scheme [22]. The purpose of MT is to facil-
itate the process of encrypted queries about user matching in untrusted cloud
environment, whereas sensitive information such as encryption keys for users are
preserved within secure enclave as it guarantees integrity and confidentiality of
the data within. As the profile of a user is processed within the enclave and sent
back to matching server, it is persisted into the database for long-term storage.

Secure Enclave. The secure enclave will be responsible for computing sensitive
information such as profile matching and constructing search tokens to enable
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SSE scheme. There exists a key table KT within the secure enclave where it
denotes all symmetric keys of users registered to the network. As the memory
limitation implied to Intel SGX, performance will inevitably be hindered to the
system, once the memory usage has reached to the point where the enclave
triggers paging to encrypt and swap out unused memory to untrusted domain.
We adopt an ORAM scheme to our key table KT later in our Extended scheme,
where it adds communication overhead in flavour of mitigating memory paging
issues. A simplified system workflow below demonstrates our matching protocol.

Fig. 1. System architecture.

Initialisation: Users begin by registration with secure enclave via secure com-
munication channel after running remote attestation with the enclave to ensure
the authenticity and validity of the system. A symmetric key for the registered
user is randomly generated within the enclave and sent to the user. The symmet-
ric key is managed within the secure enclave using a key table KT that contains
tuples (U,KU ) where U is a unique identifier for the registered user, and KU is
the symmetric key for user U . A master key for secure enclave KSGX is gener-
ated and managed within the enclave for encrypted querying. After registration,
a profile PU for the registered user is created, where PU might contain one or
more attributes AU that represent the registered user U . Upon completing profile
creation, PU is then encrypted with KU and sent to the enclave.

Processing: Once the profile is received by the secure enclave, it processes the
profile by decrypting each attribute within the profile, and computes a search
token that corresponds to the attribute. We adopt the SSE scheme [22] as a
data structure that allows sensitive information to be stored securely in the
matching server due to several constrains that imply to the secure enclave. Each
search token corresponds to an attribute and acts an index to the SSE scheme,
followed by encrypted user identifiers that can be used to query database which
stores all encrypted profiles. However, the scheme that we adopt does not offer
mechanisms against timing analysis, a technique that has been widely studied
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to exploit secure enclaves. We solve this issue by introducing a data-oblivious
access scheme into a component within the SSE scheme where it is affected by
timing analysis.

Matching: As the user matching begins, user specifies one or multiple attributes
that describe her preferences in friend matching, attributes are encrypted and
transmitted to the secure enclave. Upon receiving the preference, secure enclave
decrypts and computes the corresponding search token for each attribute. Search
tokens are then passed to matching server where the matching table exists and
queries databases based on result sets from the matching table. Secure enclave
is able to evaluate the result set from matching server to determine if one shares
similar interests to the user who requests a profile matching. While our proposed
protocol supports different matching algorithms based on the type of attributes,
such as Euclidean Distance for numerical values, exact matching and Hamming
Distance for others. Other schemes that allow semantic matching between two
words can also be adopted to evaluate similarity of attributes.

3.2 SSE Construction

Searchable Symmetric Encryption (SSE) allows clients to outsource encrypted
data to the cloud service providers while maintaining the ability to search for
the encrypted data (cf. [5,22]). Such constructions have been adopted to enable
secure pattern matching such as deep packet inspection (DPI) [19], mobile cloud
networks [11] and so on.

A SSE scheme defines the following operations:

Init: A security parameter λ, K : {0, 1}λ, a pseudorandom function that gen-
erates search token, 〈k1, k2〉 = H(K,w) where the search token ST = 〈k1||k2〉
and || denotes concatenation.

Create: Client computes an inverted index for every word w within a document
set DB, where Inv(DB) = (wi, (idi0 , idi1 , ...), ...) that denotes the occurrence
of word w in idi document. Client then builds an encrypted list L as follows:
for every word w within the Inv(DB), a counter c for word w is initialised
and set to 1 and computes the following: 〈k1, k2〉 = H(K,w), � = H(k1, c) and
V = Enck2(idi). The process continues for every id that links to the word w,
and the counter c is incremented by 1 for every computation until all id has
been processed. Tuple 〈�, V 〉 is stored in the list L and uploaded to the cloud.
An index map manages all c for every word w to facilitate insertion when a new
document is added.

Search: The client inputs K,w to generate 〈k1, k2〉 = H(K,w), the pair is
sent to the server. Having received it the server computes V = L.get(H(k1, c)),
id = Deck2(V ) and returns the appropriate documents with id attached to. The
update step is usually performed by the clients downloading the list L stored in
the cloud and reconstructing a new L′.
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3.3 Design Choices

We adopt the SSE construction from [22] as to reduce overall computational
overhead implied using traditional homomorphic encryptions [12,29] while being
able to search for information needed for matching. Original work of adopted
SSE assumes that the client is honest and does not leak information that enables
timing and pattern analysis, whereas in our protocol, secure enclave acts as the
client which is situated in an untrusted environment. An adversary may observe
the access pattern to the index map to deduce information based on access
distribution. Works have been made to extract information simply by observing
access patterns [4,8,21,27]. We mitigate the issue by introducing a pattern-
hiding technique that obfuscates access patterns of the index map, which will be
discussed in the next section. Our construction allows such table to be outsourced
in matching server due to the memory constrains implied to the secure enclave,
while ensuring that adversaries cannot learn information by observing the access
pattern to the index map.

3.4 Adversary Model

We define a powerful adversary controlling the host environment, where the
secure enclave is deployed, including OS resource scheduling for the underly-
ing applications. The adversary can intercept, record, and monitor the use of
hardware resources and attempt to disclose the secret information running in
the secure enclave via side-channel attacks. Only the code running in the secure
enclave is trusted, whereas the rest remain untrusted. We assume that the execu-
tion environment that Intel SGX introduces guarantees the integrity, confiden-
tiality and consistency of code execution. The adversary can behave maliciously
by sending false requests to both the matching server and the secure enclave try-
ing to reveal some information about the user and corresponding keys. However,
we assume that the adversary cannot extract the data from a running proces-
sor via physical attacks. Other side-channel attacks such as power analysis are
outside the scope of this paper.

4 Privacy-Preserving User Matching Protocol

4.1 Construction of Improved Index Map

As discussed aforementioned that information can be deduced by observing
access patterns of the data structure, we adopt the idea of data obliviousness
to components of the SSE that could potentially suffer from such attacks. More
specifically, we modify the index map to enable oblivious operations in order
to prevent timing attacks. In our matching protocol, the index map is to group
users based on their interests, where the interests will serve as an index, followed
by the group that contains user ids. Originally the index map is constructed sim-
ilarly to a hash table, which offers better performance in the expense of memory
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usage and pattern leakage, we present our data oblivious scheme on basis of
binary search tree, similar to [20,23].

Construction: The original work of index map is constructed using a data
structure similar to a hash table, we modify this by adopting a binary search
tree T with additional mechanisms to tighten security. Unlike an ordinary binary
search tree, each node within the tree is a bucket whose size is the multiple of
a search token and its corresponding counter. This ensures that the size of each
bucket in the tree is the same. Given a full binary tree T of depth D, we have
2D leaf nodes and P (l) is used to denote the path from root of the tree T to the
leaf node l.

Within the secure enclave, there is a deterministic function DF () that takes
as input a search token ST and decides a leaf node l which the search token ST is
assigned to. When a record is inserted, secure enclave first computes l = DF (ST )
which returns a leaf node indicating where the record is randomly inserted into
one of the bucket along the way from root to the leaf node. Matching server then
performs a scan from the root of the tree to the leaf node l, and stores every
bucket along the way to the leaf node as P (l).

To achieve obliviousness, every bucket will be examined in order to pre-
vent attacks that utilise cache timing analysis. Searching and deletion also per-
form similarly to insertion, where l = DF (ST ) is computed in secure enclave
and sent to matching server, P (l) is then obliviously retrieved and sent to the
secure enclave, which then the secure enclave iterates all buckets and retrieves
or removes c that corresponds to the search token ST . It is worth noting that in
order to prevent timing attacks, there is no early termination when performing
either insertion or searching, meaning that regardless of whether or not the desir-
able result is found, the system continues to go through the rest of the bucket. If
the operation is deletion, secure enclave simply returns the P (l) after deletion,
and lets matching server to overwrite its stale path.

Algorithm 1: Pattern-hiding Index Map Insertion
1 Secure enclave:
2 Computes l = DF (ST ) and sends l to the matching server.
3 Matching server:

4 Retrieves all buckets in path P (l) from T
5 Sends P (l) back to secure enclave.
6 Secure enclave:

7 r = UniformRandom({0, 1}D)
8 foreach bucket in P (l) do
9 If bucket.depth equals to r then

10 bucket = bucket.add(ST, c)
11 end
12 sends l, P (l) to matching server.
13 Matching server:

14 Overwrites P (l) back to the l leaf of tree T .
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Algorithm 2: Pattern-hiding Index Map Search
1 Secure enclave:
2 Computes l = DF (ST ) and sends l to the matching server.
3 Matching server:

4 Retrieves all buckets in path P (l) from T
5 Sends P (l) back to secure enclave.
6 Secure enclave:
7 foreach bucket in P (l) do
8 If bucket.contain(ST ) then
9 c = bucket.getAndRemove(ST )

10 end
11 Runs code 7 - 14 in Algorithm 1 to overwrite the previous path.

4.2 Construction of Privacy-Preserving Matching Protocol

Initialisation. At initialisation, matching server initialises components such as
database, matching table and index map for matching server, as well as setting
up a secure enclave with Intel SGX that co-exists within matching server. Inside
the secure enclave there exists a master key KSGX and a key table KT that
stores tuples consisted of 〈Ui,KUi

〉, where Ui is the identity of a user and its
encryption key KUi

respectively.

Preprocessing. When a user Ui signs up on the network, a remote attesta-
tion is executed with the secure enclave to ensure the validity and authenticity
of a running enclave. This process establishes a secure communication channel
between the enclave and Ui. A symmetric key KUi

is created and stored in the
key table that exists in the enclave. The key KUi

is sent back to the user Ui,
and Ui can send her basic information along with her profile PUi

to the enclave
via secure communication channel.

A profile PUi
of Ui in modern social networks is a digital representative

of the user Ui that usually contains one or more attributes Ai
j , such as age

and interests. The Ui can upload one or more Ai
j to the enclave every time,

when finishing creating a profile, PUi
is encrypted using the key KUi

received
previously to encrypt her profile,

EncKUi
(PUi

) = (EncKUi
(Ai

1),EncKUi
(Ai

2), · · · ,EncKUi
(Ai

m)) (1)

where m denotes the number of attributes. The encrypted profile EncKUi
(PUi

)
is then sent to secure enclave via the secure communication channel estab-
lished after successful remote attestation. Preprocessing begins when the enclave
receives encrypted profile EncKUi

(PUi
) from Ui. A key for decrypting this profile

is retrieved from key table using user’s identity.
As the content of an attribute within the profile is vetted and padded, secure

enclave generates a search token as follows: STj = H(KGSX ||Ai
j), where KSGX
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is the master key for the enclave, and Ai
j is the j-th attribute of a profile PUi

. This
continues for every attribute within the profile PUi

. For instance, the attribute
that describes user’s age is A = ′AGE : 21′, such attribute is appended to the
master key of the enclave and digested using a Pseudorandom function ST =
H(KSGX || A), the result of the digest function gives us a search token ST for an
attribute that describes age of 21. The secure enclave then follows Algorithm 2
to computes a leaf node l for index map for searching and/or insertion.

Once a search token is computed, secure enclave queries the index map stored
in matching server to check if a counter c can be found for this specific search
token. Index map stores tuples of 〈ST, c〉, where ST is the search token and c
is the number of users with the same attribute settings. For example, the token
computed above ST = H(KSGX || A) describes an attribute of age with the
value of 21, and c in this context is the number of users that shares the same
attribute settings, namely age of 21.

When the leaf node l is given to the index map, it performs oblivious search
over the map to check if c is present in the map. If c is not found, secure enclave
runs codes 7 to 14 from Algorithm 1 to create a new tuple 〈ST, c〉, where the
value of c is set to 1. This indicates that there exists one user who shares an
attribute setting of age of 21 on the network. Such mechanisms allow secret to
be stored and indexed in an untrusted environment without letting the server
know about the content of the search token.

Following the previous example, if a tuple is found in the index map, secure
enclave replaces the tuple with dummy data, updates the counter by c = c + 1
if the enclave receives a new profile that contains the same attribute settings,
shifts the tuple into different position of the path and overwrites the entire path
back to the index map.

Upon completion, secure enclave then encrypts the user id as follows: ST is
broken down into two, where ST = (STa ||STb), a new record A new record
〈CA,CB〉 is computed and inserted into the matching table MT , where CA =
H(ST a||c) and CB = EncST b(Ui), where c is the counter retrieved from the index
map using the corresponding ST .

This process continues for every attribute that exists in PUi
until no remain-

ing attribute requires processing, and the encrypted profile itself EncKUi
(PUi

) is
sent back to the matching server.

To summarise, any new attributes submitted by users are classified to a group
if the attribute settings are the same (e.g., same age) as each attribute results
in the same search token ST . The index map is updated based on the search
token ST generated, and returns a counter c that relates to ST , which is used
to generate secret record 〈CA,CB〉 for the matching table. STx is split into STa

and STb, ST = (STa||STb) and the secret record 〈CA,CB〉 can be computed
based on the counter c returned from the index map, where CA = H(STa||c) and
CB = EncSTb

(Ui) respectively. Each 〈CA,CB〉 is sent to the matching server
where the record persists in the matching table. Algorithm 3 demonstrates this
procedure.
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Algorithm 3: User registration.
1 User Ui:
2 Remote attestation with the SGX enclave. Retrieves KUi .

3 Computes EncKUi
(PUi) = (EncKUi

(Ai
1), · · · ,EncKUi

(Ai
m)).

4 Sends EncKUi
(PUi) to the enclave.

5 SGX enclave:
6 Receives EncKUi

(PUi) from Ui.

7 Reveals PUi = Ai
1, A

i
2, · · · , Ai

m using KUi � see Sect. 4.2.
8 for j = 1 to m do

9 Computes ST = H(KSGX ||Ai
j))

10 l = DF (ST )
11 If l exists in the index map then
12 Inserts (ST, c + 1) for this ST
13 Else
14 Inserts (ST, 1) in the index map.
15 end
16 Obtains the latest counter c for the ST .
17 Splits ST as STa||STb = ST .
18 Computes H(STa||c), EncSTb(Ui), sends to the matching server.
19 end
20 The matching server:

21 Stores H(STa||c), EncSTb(Ui) received from the enclave.
22 Stores EncKUi

(PUi) in the user profile table

Matching. When user Ui wants to find other users who have similar attributes
(e.g., age), Ui submits his/her own attribute value (e.g., age = 21) to the SGX,
and a list of corresponding users is returned by the matching server. To do that,
Ui specifies one or more attributes indicating the group of users Ui is looking for,
encrypts it with KUi

and sends the encrypted attributes along with Ui’s profile
to the enclave.

Once the enclave receives a matching request from Ui, each attribute can be
revealed in the secure enclave by using the corresponding key of Ui from the key
table (refer to Sect. 4.2). After that, it is similar to the registration process where
a search token is computed based on the attribute Ai

j from the request and stored
in a list ST []. When the computation completes, ST [] is sent to the matching
server. In order to find the related users that contain the same attribute, the
matching server splits the search token ST into two, ST a and ST b respectively,
such that ST = (ST a||ST b), for every ST in ST []. A counter c is initialised
and set to 0, and CA can be computed as H(ST a||c) where c increments until
H(ST a||c) is not found in the matching table. Each H(ST a||c) that were found
in the matching table returns an encrypted user identity EncST b(user ID), which
can be decrypted using the key ST b. This process continues for every ST that
exists in the list ST [], when the computation completes, the matching server
queries its database to retrieve data using the decrypted user identity, a list
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of encrypted profiles RST [] is then returned from the database and is sent to
enclave for similarity computation.

Algorithm 4: User matching.
1 User Ui:

2 Computes EncKUi
(Ai

1), · · · as PT , send PT and EncKUi
(PUi) to SGX.

3 SGX enclave:
4 Receives PT and EncKUi

(PUi) from Ui.

5 Reveals PT = {Ai
1, · · · } using KUi as PT ′. � see Sect. 4.2

6 Decrypts PUi as P ′
Ui

using KUi .
7 Creates an empty list of search tokens ST [] = ∅.

8 foreach Ai
j in PT ′ do

9 Computes ST (e.g., ST = H(KSGX ||′Age : 21′)).
10 Adds the computed ST to the list ST [].
11 end
12 Sends the list ST [] to the matching server.
13 The matching server:

14 Receives ST [] from the SGX.
15 Creates an empty list of user IDs U [] = ∅.
16 foreach ST in ST [] do
17 Sets counter c = 0.

18 Splits ST = ST a||ST b.
19 while H(ST a||c) exists in the matching table do

20 Reveals user ID U from EncST b(U) using ST b.
21 Adds revealed U to the user list U [].
22 Updates counter c = c + 1.
23 end
24 end
25 Query the database with user IDs in U [] and stored in RST [].
26 SGX enclave:
27 Receives RST [] from the matching server.
28 Defines an empty set R[] = ∅ of results.
29 foreach P in RST [] do
30 Obtains Kp for profile P .
31 P ′ = DecKp(P ).
32 Computes the similarity score between P ′ and P ′

Ui
, stores it in R[].

33 end
34 Sorts R[] and sends it to the requesting user Ui.

As the list RST [] consists of users with the similar attribute settings as Ui

requests (e.g., same age), it is imperative to realise what users that potentially
match better with Ui. To find out, similarity computation is required. Once the
enclave receives the list RST [], each profile is decrypted using the corresponding
key from the key table and the decrypted profile is compared with user who
requests the profile matching using several distance measurements algorithm.
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For attributes that are not in numerical form, Levenshtein Distance is used to
measure the similarity, and Euclidean Distance is used to measure the distance
of two numerical attributes. Results of similarity score of two profiles are stored
in R[], which is sorted when the process completes. The enclave can optionally
include some public information about the user in the list R[] (e.g., the name)
before sending the list back to user Ui.

5 Adversary Model and Security Analysis

Our protocol relies on the trusted execution environment provided by Intel SGX.
Assuming that Intel SGX guarantees the integrity of code execution and content
isolation, an attacker cannot directly expose the content of the protected mem-
ory section. Potentially, an adversary could try to exploit the system using var-
ious side-channel attacks. Our proposed user matching protocol remains secure
against several types of side-channel attacks.

Theorem 1. Improved Index Map is pattern-hiding and secure against timing
analysis.

The security of improved index map is defined as a game between an adversary
A and a challenger C. Let P be the access pattern which A can measure. The
goal of the adversary is to evaluate access pattern of the data structure in order
to learn what elements are visited and used. Adversary A starts the game by
sending two search tokens ST0 and ST1 to the challenger. The challenger C then
runs Algorithm 2 and generates two access patterns P0 and P1 that A is able to
measure. In the end, the adversary wins the game if for all measured patterns, the
probability of correctly identifying whether P0 belongs to the search token ST0

or ST1 by observing the pattern generated during the runtime is non-negligible.

Proof. According to Algorithm 1, for each insertion, there exists a deterministic
function DF which decides which path P (l) that the data should be inserted at
the position chosen uniformly at random r = UniformRandom({0, 1}D). More
specifically, when an element is accessed, either by searching or insertion, it is
moved to another position r somewhere on the way from the root of the tree
to the leaf l, where r is chosen uniformly at random. Moreover, all buckets on
the path l are accessed as the search begins, this forces the processor to load all
data into caches and prevents cache misses when processing.

Security of the SSE Scheme: As our proposed user matching protocol
employs SSE scheme [22], it inherits all security guarantees from the original
work, except for the index map where our improved index map mitigates issues
with timing analysis. Most SSE schemes introduce a concept of leakage function,
which defines the amount of information leaked at certain stages. Our adopted
SSE scheme defines leakages as follows:

leaks(ST, S, t), where ST denotes the search token that is being searched for,
S denotes a set of results related to the search token ST and the time t when
the search is requested.
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Such SSE holds forward privacy in leaks(), this means that the result set S
relates to the elements added prior to occurrence of the leakage only, meaning the
items added after the leakage cannot be related until a new leakage is captured.

6 Experiments and Performance Analysis

Our system was developed in C and deployed on a device equipped with Intel
Core i7-7700HQ with 32 GB of DDR4 2400 MHz memory and the host OS is
Ubuntu 18.04 LTS with Intel SGX SDK 2.10 and OpenSSL 1.1.3c. For symmetric
encryption scheme, we choose standard AES-NI implementation as it comes with
the SGX SDK that prevents against various side-channel attacks, and the mes-
sage digest algorithm for computing search token uses SHA256 from OpenSSL.
Table 1 presents the overall complexity of our proposed system and compares
with other alternative protocols.

Table 1. Comparisons with the protocols of [29] using asymmetric encryption with
multiple servers, and [12]. The number of servers involved in profile matching is S. The
number of profiles is n.

Our protocols [12] [29]

Profile matching cost O(2n) O(2n ∗ S) (Exp.) O(2n ∗ S) (Exp.)

Profile storing cost O(n) O(n ∗ S) (Exp.) O(n ∗ S) (Exp.)

Communication cost 2 rounds n * S rounds n * S rounds

Cryptosystem used Symmetric Asymmetric Asymmetric

Num of party participated Two parties Multi-party Multi-party

SGX-enabled Yes Yes No

While Intel SGX provides a secure environment for sensitive computation
at minimum cost, systems that utilise secure enclave technology usually require
to minimise the attack surface, that is, to reduce the memory usage to the
point where only data that is absolutely necessary for computation is placed
in Enclave Page Cache (EPC). EPC is a set of memory that is reserved and
protected by CPU, any programs that attempt to read the protected memory is
blocked in hardware level. Currently the maximum amount of memory allocated
to secure enclave is 128 MB, approximately 90 MB of which is available for
programs that run in the enclave mode, and the rest is reserved by hardware. If
the program consumes more than the amount of EPC RAM allocated, an EPC
paging occurs resulting in a huge performance penalty. Depending on the use
case, the performance could be several times slower as the enclave encrypts and
evicts the previously used data into untrusted memory section to make room for
new data.

In our proposed protocol, the secure enclave is the component that runs in the
matching server where the integrity and confidentiality are guaranteed. Inside
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the enclave there exists a key table with the main purpose of holding the keys of
all users on the platform, as the enclave is the only trusted entity in our system.
Although placing the key table inside the EPC memory grants security benefits,
the limitation of EPC size eventually renders the system unusable once the
registered users reach to a point where it exceeded the amount of EPC memory
allocated, which triggers the EPC paging that mentioned above. To handle this,
the key table needs to be stored in unprotected memory while ensuring that the
privacy of users is not compromised.

A tree-based data structure that enables obliviousness without sacrificing
too much performance was proposed in [23]. It was implemented using SGX in
[16]. Using this data structure, the risk of exceeding the EPC memory is miti-
gated, with a small cost of reducing performance. In the experimental section,
our protocols implements both data structures for the key table that exists in
the enclave to evaluate the performance and space trade-off between two data
structures.

We implement two different variants of our user matching protocols: the
Vanilla version aims to provide maximum performance, whereas the Extended
version takes advantage of various techniques to optimise the EPC memory usage
in the enclave, as well as adding resistance to protect against some side-channel
attacks, which Intel SGX is known to suffer for years. In the next sections, we
discuss the overall EPC usage between V anilla and Extended versions, as well as
the overall performance of running user matching with given parameters. Finally,
we discuss the improvements of our proposed protocol and compare it with the
previous work [12] that also uses SGX as a trusted computation environment
but applied expensive homomorphic encryption.

6.1 Space Complexity

Intel SGX ensures that the content stored in the EPC memory is protected. This
allows sensitive information such as symmetric keys to be stored within. How-
ever, simply storing the keys in the EPC memory is suboptimal as the current
limit of the EPC memory is 128 MB, and only around 90 MB of which is available
for developers, a paging issue that heavily impacts the performance occurs if the
system consumes more than the designed EPC memory. The V anilla implemen-
tation stores the key table in the EPC memory, which gives great performance
as the computational complexity of each operation such as search and add is
always constant, with performance penalty once it exceeds the EPC memory. To
facilitate this, the Extended version utilises Oblivious Binary Tree [16,23] that
allows data to be stored securely in unprotected memory region in exchange for
a small performance overhead.

In Fig. 2, the Vanilla implementation of our user matching protocols exceeds
the maximum amount of EPC memory when the registered users reach 1 million,
whereas the Extended implementation performs roughly 10 times better than
Vanilla implementation, with around 9 MB of EPC memory usage even if the
number of registered users reaches 2 million. The significance of the cost of EPC
memory is obvious, that is, the Extended version certainly enables more users
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Fig. 2. EPC memory consumption. Fig. 3. MT memory consumption for
various numbers na of attributes in the
profiles.

to sign up on the platform before reaching the limit of one enclave. However,
the Extended implementation also comes with performance penalty whenever a
user requests for user matching, because of the overhead of utilising untrusted
memory and switching between trusted and untrusted environment, which can
also be addressed by integrating switchless calls [24].

Memory consumption of the matching table MT in our proposed protocols is
highly dependent on the number of attributes in a profile. In our experiments we
choose the configuration that each profile contains 5,10 and 15 attributes, which
result in 5, 10 and 15 secret pairs CA,CB that is stored in the matching table
MT . Given the fixed numbers of users, we measure the memory consumption
as described in Fig. 3. A profile requires more space to store if the number of
attributes increase accordingly, with more than 2 million registered users and
more than 30 million secret pairs, it consumes roughly around 1000 MB of RAM
allowing a fast lookup when a profile matching is requested.

Note that the space complexity of the matching table is approximate without
counting the overhead of the data structure and its objects as they are not easily
measurable. The space consumption of the actual encrypted profile is dependent
on database implementation, thus it cannot provide a reference to how much
disk space the encrypted profiles take.

6.2 Performance of User Matching Protocols

When a user U wishes to look for new friends, U begins by sending a request
to the enclave that indicates the type of people U is looking for, and the server
receives and process the request. The secure enclave first decrypts the request
and compute corresponding search token for the matching server to locate the
targeted users in the matching table. The experimental variables are as follows:
Given a request which contains 5 attributes indicating the type of people U is
looking for, the enclave computes the corresponding search tokens for those 5
attributes, and let the matching server search the matching table and return
the top rst of results, where rst = [25, 50, 100]. In Fig. 4, the x-axis indicates
the number of profiles returned, whereas the y-axis indicates the time spent
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to complete each operation. We also generated three datasets of different sizes
to assess how the performance changes when the number of registered users
increases. These datasets contain 100k, 500k and 1m records, respectively.

As described in Fig. 4, user matching takes about 1 ms to complete on 3
different configurations for the Vanilla implementation, where the size of reg-
istered users varies, and 5 ms when the number of attributes goes up to 100.
Vanilla implementations take advantage of hashing table which provides con-
stant lookup time regardless of the size of the table, which greatly improves the
performance of the matching, albeit with some compromises when it comes to
leakage, which is discussed below. The increased time required for computing
the secret corresponds to the amount of data needed to look up and compute,
which believes to be reasonable and expected with the data structures involved.

The Extended implementation takes extra countermeasures to prevent poten-
tial data leaks via side-channel attacks, using oblivious data structure is the first
counter-measurement that is used to resist cache-timing attacks, implementa-
tion of such data structure is presented in [16] with features that reduce the
EPC usage by securely placing the data into untrusted regions after encryption.
We measure the performance drop by up to 5 times compared to the Vanilla
implementation that provides no protection against such attacks, from 5 ms to
complete user matching with 25 returned users in the size of 100k users, all the
way to 25 ms when the number of returned users is 100. This is due to the fact
that oblivious data structure usually throttle the performance by a significant
amount for security reason, and the most efficient oblivious data structure results
in logarithmic complexity as supposed to constant found in Vanilla implemen-
tation. Context switching in the enclave also contributes to the longer execution
time as the element in the key table needs to be encrypted before placing it
outside the EPC memory section. In exchange for this degraded performance,
we measure a significant drop in consumption of EPC memory in Fig. 2, allowing
more users to sign up to the website while ensuring the enclave is resistant to
some side-channel attacks.

Finally, we compare the performance of our new protocols with [12], another
user matching scheme that utilises homomorphic encryption with multi-party
settings that corporate with other servers to store and compute data for profile
matching. The idea behind [12] is to split data into multiple servers to ensure
the indistinguishability of data in the situation where some servers are com-
promised, while ensuring the data that stores across multiple servers can be
securely computed using homomorphic encryption scheme, which imposes a huge
computational overhead. Both [12,29] support matching profiles with numerical
attributes only.

We measure the performance difference between our Extended implementa-
tion and [12] in Fig. 4 as an average in 30 tests, as [12] splits the secret into pieces,
encrypts and distributes them to different servers using asymmetric encryption
scheme, and combining them together when required by using the homomorphic
property of the ElGamal encryption. When a user profile is requested by users,
the user also submits their preferences to one of the servers, each server computes
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Fig. 4. Comparison of our protocol and alternatives using multiple servers and asym-
metric encryption. The number of servers is denoted by s.

the partial similarity of the data and sends the intermediate result to the next
server until all servers have completed computation, all intermediate results are
then combined and revealed in secure hardware.

Finally, the users with the highest similarity score are returned to the request-
ing user. According to the experimental results in [12], it takes around 125 ms
to compare 25 profiles, each profile with 5 attributes, on a configuration where
the number of servers S is 3, and the number goes up to around 600 ms when
S is 7. This computational overhead is mostly due to the complexity of com-
puting exponentiation over large integers, and the experiments were conducted
in a local network where the latency is minimised during the data transmission
between multiple servers. Our new implementations outperform the solution [12]
and in addition prevent several types of side-channel attacks.

7 Conclusion

In this paper, we design a privacy-protecting user matching protocol for modern
social networks. It allows users to look for new friends without leaking any private
information, while achieving reasonable performance so that it can be deployed
in day-to-day use. Security analysis shows that the protocol is secure against
various side-channel attacks and remains secure even when deployed in a public
cloud. The security analysis and the outcomes of experiments presented in this
paper demonstrate that our protocol is efficient, secure, practical and provides
protection against side-channel attacks.
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Abstract. Educational timetabling is a fundamental problem impacting schools
and universities’ effective operation in many aspects. Different priorities for
constraints in different educational institutions result in the scarcity of universal
approaches to the problems. Recently, COVID-19 crisis causes the transfor-
mation of traditional classroom teaching protocols, which challenge traditional
educational timetabling. Especially for examination timetabling problems, as the
major hard constraints change, such as unlimited room capacity, non-invigilator
and diverse exam durations, the problem circumstance varies. Based on a sce-
nario of a local university, this research proposes a conceptual model of the
online examination timetabling problem and presents a conflict table for con-
straint handling. A modified Artificial Bee Colony algorithm is applied to the
proposed model. The proposed approach is simulated with a real case containing
16,246 exam items covering 9,366 students and 209 courses. The experimental
results indicate that the proposed approach can satisfy every hard constraint and
minimise the soft constraint violation. Compared to the traditional constraint
programming method, the proposed approach is more effective and can provide
more balanced solutions for the online examination timetabling problems.

Keywords: Educational timetabling � Examination timetabling � Constraint
satisfaction problem � Optimisation � Artificial bee colony algorithm

1 Introduction

Examination timetabling, course timetabling and school timetabling constitute educa-
tional timetabling [1] which is a fundamental task of schools and universities.
According to Wren [2], “Timetabling is the allocation, subject to constraints, of given
resources to objects being placed in space time, in such a way as to satisfy as nearly as
possible a set of desirable objectives”. A well-organised educational timetable ensures
a sound operation of an educational institute. Educational Timetabling Problems
(ETP) are considered the constraint satisfaction problems which involve multiple
factors, such as educators, students, classrooms and teaching equipment, as a whole.
ETPs have been widely studied with multiple artificial intelligence algorithms devel-
oped, mainly including heuristics algorithms, novel approaches and multi-agent sys-
tems [3]. Heuristics algorithms consist of meta-heuristics and hyper heuristics [4].
Novel approaches can be classified as hybrid approaches and fuzzy logic approaches
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[3]. However, there is a lack of general solution solving a wide range of ETPs, resulted
from the definition differences of hard and soft constraints in different universities [5].
Besides, each method has its applicability and strengths.

Currently, COVID-19 crisis challenges the traditional teaching format. Tradition-
ally, ETP should consider teaching staff availabilities and infrastructure capability.
However, as social distancing practices, schools and universities have to transfer face-
to-face classes and assessments online, which causes the hard and soft constraints of
ETP changed. Especially for examination timetabling problems, multiple new condi-
tions emerge, such as non-invigilator, unlimited room capacity, technical issues and
diverse exam durations. Those features, to the best knowledge of the authors, have not
been studied in conventional ETP research, which inspires this research to investigate
the Online Examination Timetabling (OET) problem and to develop a model for
solving the problem.

The contributions of this research include a conceptual model for the OET problem,
a conflict table for constraint handling and a modified Artificial Bee Colony
(ABC) algorithm for solving the OET problem.

The organisation of this article is as follows: In Sect. 2, the existing approaches and
algorithms for solving ETPs are reviewed. Section 3 proposes a conceptual model of
the OET based on the discussion of the general features of the OET problems.
A conflict table aiming to shrink the search space is introduced to handle the main hard
constraint. In Sect. 4, a modified ABC algorithm is applied to solve the problem. The
experiment based on the data from a local university for the proposed model is pre-
sented in Sect. 5. In order to further verify the effectiveness, the proposed approach is
compared with the Constraint Programming (CP) method in Sect. 6. Section 7 con-
cludes the article.

2 Literature Review

The approaches for solving ETPs have been studied over 50 years since Appleby,
Blake and Newman [6] initiated a study in school timetabling. Around 3000 compu-
tational timetabling articles are published every year, within which university time-
tabling problems occupy over 85% proportion [5]. Educational Timetabling is to
allocate a number of educational activities, such as exams, lectures, tutorials and
meetings, into finite timeslots and/or room-slots [7]. Each activity has its unique
conditions needed to be satisfied. The conditions are different from instance to instance
depending on the priorities given by different educational institutes. Generally, those
conditions could be categorised into hard constraints and soft constraints. Hard con-
straints decide the feasibility of a timetabling problem solution. Soft constraints impact
the solution quality [8]. Schaerf [1] classified ETPs as course timetabling, school
timetabling and examination timetabling problems. Course timetabling is to allocate
lectures and tutorials to timeslots, classrooms or other teaching facilities avoiding an
individual student taking more than one class at the same time. School timetabling,
based on curriculum, assigns lecturers and tutors to a scheduled course timetable,
taking their availabilities and specialisations as hard constraints [9]. Examination
timetabling is to ensure no student taking two or more exams simultaneously and to
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optimise resource usage within an examination period [10]. Unlike course timetabling
or school timetabling, in an examination, rooms or examiners could be assigned to
different courses at the same time [8, 9]. For each type of the ETPs, the hard constraints
are commonly defined as below.

Hard constraints for course timetabling problems [3, 11, 12]:

• No student can take more than one class at the same time.
• Only one course can be taught in one classroom at a time.
• Timeslots for assigning courses in are limited to one day.
• The number of students in a class cannot exceed the capacity of a classroom.
• All courses must be allocated in a regular basis as required.

Hard constraints for school timetabling problems [13–15]:

• No teacher can deliver more than one class at the same time.
• Teachers cannot be scheduled to timeslots when they are unavailable.
• Teachers must be allocated to the courses they are capable to deliver.
• For co-teaching classes, the teachers must be allocated in the same timeslots.

Hard constraints for examination timetabling problems [8, 16–19]:

• Every exam must be assigned in consecutive timeslots and cannot be split.
• Exams must be invigilated, meaning examiner(s) will be allocated.
• No student can sit more than one exam simultaneously.
• The number of examinees cannot exceed the capacity of the exam hall in a timeslot.
• Every exam must be scheduled.

Educational timetabling problems are NP-complete problems [20], meaning that it
may be impossible to find a polynomial-time algorithm to solve the problem. In
addition to the traditional constraint programming method, more and more researchers
are interested in seeking stochastic methods in recent years [21]. Mainly, those methods
are heuristic approaches and novel methods [3, 5, 21]. Heuristic approaches are
problem-independent [22], including meta-heuristics and hyper-heuristics. Meta-
heuristic approaches are known as approximate methods which aim at finding better
solutions in a reasonable computational time rather than the best solution [23]. Meta-
heuristics approaches are inspired by the nature mechanisms, such as biological sys-
tems, physical and chemical processes, for their success in solving multi-objective and
combinational optimisation problems [24]. Hyper-heuristics is to heuristically choose a
heuristic [25]. Instead of using a technique derived from specific scenarios, hyper-
heuristics solve problems with more generalised solutions [26]. Novel methods include
hybrid approaches, fuzzy logic approaches and Multi-Agent Systems (MAS). Hybrid
approaches combine different approaches with the purpose to mitigate the weakness of
a single approach. Fuzzy logic approaches focus on solving those problems which do
not have a precisive classification [27, 28] resulting in the difficulty of quantitating and
modelling. Multi-agent systems engage several artificial intelligence techniques, as
agents, to collaboratively accomplish a common goal [29]. Every agent is independent,
able to communicate with each other and to do tasks incompletely.

Based on the algorithms abovementioned, many applications have been evolved
and developed. In heuristics scope, Soria-Alcaraz et al. [30] applied iterated local

114 K. Zhu et al.



search, and Soria-Alcaraz, Özcan, Swan, Kendall and Carpio [31] adopted perturbative
hyper-heuristics to solve course timetabling problems. Odeniyi, Omidiora, Olabiyisi
and Aluko modified Simulated Annealing (SA) approach, while Kheiri and Keedwell
[32] introduced a sequence-based selection hyper-heuristic framework to find solutions
for school timetabling problems. Kasm, Mohandes, Diabat and El Khatib combined
constructive heuristics with colour graphing [33], and Bykov and Petrovic developed
Step Counting Hill Climbing to tackled examination timetabling problems. Hybrid
approaches are approach combinations. Those combinations for solving ETPs include
but are not limited to Artificial Bee Colony (ABC) with Hill Climbing (HC) [34], HC
with SA [35], Cat Swarm Optimisation (CSO) with swap operator [13], tabu with
genetic algorithm [36], ABC with Simple Local Search (SLS) and Harmony Search
(HS) [37], and ABC with Great Deluge (GD) [38]. To deal with ill-defined problems
[39], many fuzzy logic applications were developed to solve ETPs for universities, such
as the University of Malaysia Sabah Labuan [40], Islamic Azad University [41],
University of Eswatini and Uludag University [42]. Since, universities’ resources, such
as rooms, teaching facilities and teaching staff, are shared with different faculties,
faculties need to negotiate with each other for different resources and bring discussion
results to their administrations to come up with a solution. To mimic the negotiation
processes, many universities have adopted MAS and let the agents play the roles of
negotiators, administrators and planers [29]. For example, the University of Gdansk
[43] utilised MAS to simulate administration, database, room and teacher agent and
scheduler.

Due to the idiosyncrasy of ETPs, there is a lack of universal solutions for general
ETPs. The key components of ETPs, such as rooms, teachers, courses, students and
timeslots, are different from university to university. Universities prioritise and weigh
those components differently. In addition, the university structures, educational policies
and procedures diversify the differences dramatically. Therefore, a number of ETP
approaches reviewed in this article were based on particular business scenarios.

This research will apply ABC algorithm to solve the online examination time-
tabling problem driven by a local university’s practice. The reasons for adopting ABC
algorithm are: 1) ABC was proved to be an efficient algorithm for solving multivari-
able, multimodal optimisation problems [44]. 2) ABC algorithm is simple, efficient and
effective in solving many optimisation problems compared to traditional algorithms,
such as Differential Evolution, Genetic Algorithm, Particle Swarm Optimisation
(PSO) [37]. 3) ABC algorithm is easy to be implemented with a few parameters [44].

3 A Conceptual Model of the Online Examination
Timetabling

This section presents the features of the OET problem, conducts mathematically
modelling and proposes a conceptual model for the OET problem including a novel
approach for hard constraint handling.

To model and simulate the application, the word “unit” is used to represent a
learning subject in the rest of the article, while other literature mentioned in Sect. 2
may use “course” for the subject.
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3.1 OET Problems Features

Originated from the local university’s conduct of online examination, the new features
of OET problems are derived as below:

• Students participate in exams remotely. But students still cannot take two exams
simultaneously. It is expected that students are not overloaded.

• Every exam only can be allocated once in the exam period.
• Exams are non-invigilated and open book. Similar to an assessment, but the

timeframe is shorter. Through teaching and learning management systems, students
can download the exam questions, and upload the answers within the designated
exam durations. It is realised that the non-invigilated examination may cause aca-
demic integrity issues, however, this is not in the scope of this research.

• Although exams move online, an exam duration cannot be fragmented. That is, the
exam duration should be continuous from the scheduling point of view.

• An exam duration could be extended up to 12 h. This is to consider the technical
issues such as Internet connection failure and/or ICT system faults.

• Physical room capacity is not taken into account.
• Without the limitation of room capacity, the number of examinations to share the

same timeslots is unlimited.
• Since the number of exams put in a day could be many, the administrative load

would be increased. The examination downloading and uploading could intensify
the traffic of the IT system. Therefore, to balance the ICT network traffic should be
taken into consideration.

3.2 Symbols and Terms Definition

Parameters
P Number of days of the whole exam period
N Number of exam units to be allocated

Variables
t Duration (in hours) of each exam, t 2 1; . . .; 12f g
w Number of days a timetabling solution uses, w ! P
a set of exams allocated in one day, a 2 1; . . .Nf g
v Average number of units distributed in w, v ¼ N

w
x Number of exam units that cannot be allocated in P, x ¼ N �Pw

i¼1 ai.

3.3 Hard Constraints and Fitness Function

Eight hard constraints have been identified, as follows.

1. Each student cannot take more than one exam simultaneously.
2. Each unit only can be allocated once in the whole exam period.
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3. All units must be allocated.
4. An exam whose duration is less than eight hours must be allocated in business

hours.
5. An exam whose duration is less than or equal to twelve hours must be allocated in

one day.
6. An exam cannot be allocated on a timeslot that is blocked by administration (e.g., a

scheduled maintenance time).
7. The duration of an exam must be consecutive.
8. The whole period of the examination must not be greater than the designated days.

A feasible solution has to satisfy all the hard constraints. During the solution-
seeking process, a formulation as in Eq. 1 is introduced to evaluate the fitness f wð Þ of
the current search node and then lead the algorithm to a feasible solution.

min f wð Þ ¼
Px

i¼1
tiPN

i¼1
ti
� w�P

P ; if w[P

0; if w � P

8<
: ð1Þ

The major goal of this project is to let the number of days (w) that a solution uses is
no more than the number of days (P) that the examination administration designates.
Therefore, w should be less than or equal to P, in other words, f wð Þ is required to be
zero. When w is greater than P, the proportions, that total hours of excessive exams to
all exams and the number of excessive days to designated days, will jointly affect the
fitness value. Seeking a feasible solution without hard constraint violation is the aim of
this research. The purpose to establish Eq. (1) is to set up an intermediate value for bees
to detect better food sources. The algorithm will chase the lesser f wð Þ in the search
space unit w equals to or smaller than P, then f(w) will be set to zero directly. After that,
all the solutions that have f wð Þ equal to zero will be outputted as feasible solutions.

3.4 Soft Constraint

When multiple feasible solutions are found, the soft constraint will be applied to filter
the most preferred one. In order to avoid exam data traffic congestion and reduce
administrative workload, exams need to be levelly distributed to the whole designated
exam period. To evaluate the evenness, Standard Deviation formulation (2) is adopted.
The less the r is, the more balanced solution will be. Thus, among feasible solutions,
the solution with the least r will be chosen as the best solution.

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPw

i¼1 ai � vð Þ2
w

s
where w�P ð2Þ

3.5 The Proposed Conceptual Model

The proposed conceptual model is illustrated in Fig. 1. Preliminarily, course data are
retrieved from the student enrolment database, which includes student unique
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identifications and the courses they have enrolled in. Based on the retrieved course
data, a conflict table can be constructed. The conflict table is introduced to shrink
search space, which will be detailed in Sect. 3.6. After consulting the conflict cir-
cumstances, the exam profiles, such as exam duration, will be required. To seek
solutions from the shrunk search space for OET problems, a modified ABC algorithm
is applied. After that, all the solutions found will be filtered to output the best solution
with a minimum soft constraint violation.

The fundamental hard constraint of examination timetabling is that no one student
can take more than one examination simultaneously. Consequently, every conflict
between units should be known at the very beginning. For an individual student, all the
units enrolled are conflicted with each other in the examination period. Therefore, the
conflict unit table can be formed from all the students’ unit enrolment data. A feasible
examination timetable is to arrange, within a day, non-conflict exam units to share
timeslots, and to avoid the timeslot overlap between conflict exam units. But the
conflict exam units could be allocated consecutively. In other words, a solution is a
combination of overlapping non-conflict and/or consecutive conflict units. As the
number of possible combinations is vast, a Computational Intelligence algorithm is
needed to get a better solution efficiently and effectively. Before the algorithm runs,
parameters, such as the period of a whole examination and the duration of each unit
exam, will be required.

3.6 Constraint Handling Approach

As mentioned earlier, the major hard constraint is to prevent any student from taking
more than one examination at the same time. Based on this principle, a conflict table is
established to restrain the search space. When seeking a solution, every two exami-
nation units conflicting in the conflict table will be kept from sharing timeslots. As the
conflict table is an aggregation from the student enrolment database, the solution search
space is largely shrunk.

Fig. 1. The conceptual model of OET
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The data structure of the conflict table is illustrated in Fig. 2 with Java language
expression, which collects every exam unit as a unique data item and records all the
conflict exam units to be its subset.

The conflict unit table is generated by consulting students’ enrolment database. The
flowchart of the conflict table construction is presented in Fig. 3.

The method will consult every student’s data to get their unit enrolment situation.
When a student’s data is retrieved, each enrolled unit is compared with the existing
conflict table. If the unit is not in the conflict table, this unit will be inserted into the
table as a new item and the other units will be put into the conflict unit field. If the unit
is found in the conflict table, then the other units will be added to this unit’s conflict
unit field but a deduplicating method will be implemented to ensure every unit in the
conflict unit field is unique. When every student has been consulted, the complete
conflict table is constructed.

A simplified example of constructing a conflict table is shown in Table 1 and
Table 2. For instance, in Table 1, student S1 enrolled units A, B and C, and student S3
enrolled units A, C and E. Hence, it is known that unit A conflicts with units B, C and
E. As result, units B, C and E have been placed into the conflict unit field of A in
Table 2. After consulted students S1, S2 and S3, the conflict table for units A, B, C, D
and E can be established.

Fig. 2. Data structure of conflict table

Fig. 3. Conflict table construction flowchart
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4 A Modified ABC Algorithm for the Proposed OET Model

The ABC algorithm is adopted in the research for seeking better solutions from the
search space shrunk by the conflict table. This section firstly introduces the original
ABC algorithm. A modified ABC algorithm for the proposed OET model is presented
afterward.

4.1 Description of Original ABC Algorithm

ABC is introduced by Karaboga [44] inspired by the behaviours of social insects. Self-
organisation and labour division is its basic mechanism. This algorithm simulates the
way that honeybees self-arrange to forage with four major traits, including positive
feedback, negative feedback, fluctuations and multiple interactions. Positive feedback
reinforces a foraging process, encouraging bees to create convenient paths. Negative
feedback prevents positive feedback from saturation, such as food source exhaustion
and over-population to a destination. Fluctuations help to discover new paths by ran-
domly walking. Although fluctuations may cause errors, it is significant for creativity.
Multiple interaction mechanisms ensure the information can be delivered to each node
of the network. In the labour division, honeybees are categorised to be employed
foragers and unemployed foragers. With the food sources, these two bee characters can
form a minimal model of forage selection. Food sources stand for the possible solutions
for the problems to be solved. Food sources are valued with many factors, such as the
distances to the nest and the lavishness. Employed bees take the responsibility to
investigate the food sources and then bring the information about the sources back to
the nest. Unemployed bees consist of two groups: scouts and onlookers. Scouts search
the surroundings of the nest to exploit new food sources while onlookers set in the nest
to build up food sources from the information shared by employed bees. Onlookers
determine the profitability of the food sources.

Table 1. Example of unit enrolment

Student Enrolled
units

S1 A B C
S2 C D E
S3 A C E

Table 2. Example of conflict table

Unit Conflict
unit field

A B C E
B A C
C A B D E
D C E
E A C D
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ABC algorithm includes four stages: 1) in the initialisation stage, several solutions
(food resources) will be initialised; 2) in the employed bee stage, bees will be sent to
the initialised solutions to implement search tasks; 3) in the onlooker bee stage, bees
will select a better solution according to the solution fitness; 4) in scout bee stage, bees
will explore new solutions. The equations of each stage are detailed below.

Solution Population
The number of solutions SN will be randomly generated with different dimension D.
The solution generating rule as follows:

sdi ¼ sdmin þ random 0; 1ð Þ sdmax � sdmin
� �

; ð3Þ

Where i 2 1; . . .; SNf g; d 2 1; . . .Df g. sdmax and sdmin is the upper bound and low bound
for the dimension d.

After the population, solutions will be evaluated and randomly allocated with
employed bees to be exploited. The exploitation process will be enforced repeatedly in
R times. During the exploitation, scout bee(s) will explore new solution(s).

Employed Bee Stage
Based on the assigned solutions, employed bee es will generate a neighbour solution
with the below equation.

esdi ¼ sdi þud
i sdi � sdk
� � ð4Þ

Where k 2 1; . . .; SNf g is randomly chosen and k 6¼ i. ud
i is randomly generated in the

range of [−1, 1]. sdk is a neighbour of sdi .
The esdi will be evaluated and compared to sdi . If the fitness of esdi is better than or

equals to sdi , then esdi will be chosen. Otherwise, sdi will be remained.

Onlooker Bee Stage
Onlookers will evaluate the possibility value (p) of each solution provided by
employed bees. After the evaluation, onlooker bees will exploit the high possibility
solution. The possibility equation is represented as below.

pi ¼ fit esið ÞPSN
n¼1 fit esnð Þ ð5Þ

Where fit esið Þ is the fitness of esi generated in employed bee stage.

Scout Bee Stage

si ¼ smin þ random 0; 1ð Þ smax � sminð Þ ð6Þ

If any solution found by an employed bee has been abandoned in the onlooker stage
because of its p, the owner of the abandoned solution will become a scout bee. This
scout bee will look for a new solution in a way similar to the solution population, which
is shown in Eq. 6.
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Key parameters of the original ABC algorithm are:

• SN: number of populated solutions which equals to employed and onlooker bees.
• MAX-ITERATION: max number of exploitation cycle.

4.2 A Modified ABC Algorithm for OET

ABC is adopted for OET problem in this research. The exam combination pool is the
search space. As each exam can and only can be assigned once in the whole exami-
nation period, the allocated units have to be bypassed. Therefore, this research will

/**Initialise the search spaceand solution population**/
1. Generate Conflict Table  
2. Set parameter: MAX_ITERATION, NUMBER_BEE, MAX_EXPOITATION 
3. Populate food sources using Equation (3). 
4. Send employed bees to explore the populated food sources. 
5. Evaluate the solution fitness with Equation (1) 
6. If a solution’s f(w) is zero, then output it and populate a new one with Equation 

(3) 
7. DO WHILE (ITERATION < MAX_ITERATION) 

/*Employed bee stage*/ 
8. FOR (each employed bee) 
9. Find neighbours of the solutions explored from Step 4 using Equation (4).  
10. Evaluation the fitness of the solution by using Equation (1), 
11.  IF fitness <> 0, apply greedy selection. 
12. ELSE output feasible solution and keep another one. 
13. Calculate the probability of each found solution with Equation (5) 

/*Onlooker bee stage*/ 
14. Declare COUNTER //the exploitation counter 
15. FOR (each onlooker bee: I)  
16. For (each MAX_EXPOITATION) 
17. Generate a random number: RAN 
18. IF (RAN < probability of I) 
19. Send onlooker bees to exploit neighbours of solutions found in Step 

10.
20. IF (fitness of new solution == 0) output as feasible solution  
21. ELSE IF (fitness of new solution < old one) select new one 
22. ELSE COUNTER +1; 
23. Memorise the best solution so far 

/*Scout bee stage*/ 
24. Convert employed bees having MAX(COUNTER) to scout bees 
25. FOR (each scout bees) 
26. Scout bee randomly initialises a solution similarly to Step 3. 
27. ITERATION +1; 
28. END WHILE 
29. Evaluate soft constraint against every feasible solution with Equation (2). 
30. Output the solution which has best soft constraint and least duration.

Fig. 4. Modified ABC algorithm for OET
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modify Eq. 4 into Eq. 7, where # 2 1; . . .;UNf g, UN is the number of unvisited exams
UN � N.

esdi ¼ sdi þ random 0; 1ð Þ #d
Max � #d

min

� � ð7Þ

Unlike employed bees choosing a better solution with fitness Eq. 1, the key role of
onlooker bees is to exploit the neighbourhood for a better solution by probability value
with Eq. 5. In order to avoid overexploitation, a parameter called exploitation_counter is
introduced. If a solution is exhaustedly exploited (exploitation_counter reaches maxi-
mum number which is defined as MAX_EXPOITATION in Fig. 4) without probability
value improvement or the solution has the biggest local exploitation_counter, a scout bee
would replace the onlooker bee to discover a new food source. Since the goal of this
research is to obtain feasible solutions, when one of them is found, it will be outputted,
and the related bee will be converted to a scout bee immediately. The modified algorithm
pseudocode is represented in Fig. 4.

The major modifications are summarised as below:

• Preprocess original data to generate the conflict table to limit search space.
• Use modified Eq. 7 for neighbour search to avoid duplicated exploration.
• Use the exploitation-counter to abandon exhausted sources in order to avoid over-

exploitation.

Output solutions anytime if a feasible solution is found, and the bee will be con-
verted to be a scout bee immediately.

5 Experiment

5.1 Experimental Settings

This research obtained a large dataset from a local university, detailed as follows.

• Number of data items: 16,246
• Number of students: 9,399
• Number of examinations: 209
• Range of examinations that a student takes: 1 to 4
• The whole period of examination: 7 days (resulted from manual arrangement)

With the purpose to test the flexibility of the proposed algorithm, the experiment
has been configured with extra conditions presented below.

• Range of examination duration: 3 to 12 h (detailed in Table 3)
• Timeslot limitation: examinations whose duration is less than or equals to 8 h must

be allocated in the daytime. (Daytime: 8 am to 5 pm)

Table 3. Number of exam distribution in duration

Duration (hours) 3 4 5 6 7 8 9 10 11 12
Number of exams 19 23 22 18 22 28 24 19 15 19
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The proposed approach was experimented with the below environment.

• Operation system: Windows 10 Education Edition
• Integrated development environment: IntelliJ IDEA Ultimate 2019.3
• Programming language: Java
• Computer hardware system: Intel® Core™ i5-9500 3.00 GHz; 16.0 GB memory;

integrated graphics card

The algorithm has been experimented with ten samples as presented in Table 4.
Each sample is set with different parameters in the number of bees, the number of
iterations and the MAX_EXPOITATION. The number of bees represents the coverage
of solution population in the search space; The number of iterations is expected to test
whether the increase of searching rounds will improve the result; the MAX_-
EXPOITATION is to decide the deep of exploitation. Each sample will be fed in the
proposed algorithm ten times. To choose reasonable initial parameters, this research
referenced the first ABC algorithm experiment conducted in [44] and configures the
number of bees to be 20 and the number of iterations to be 500.

To evaluate the experiment result, three values have been recorded, including time-
spent, days and soft constraint violations. The time-spent indicates how much time the
algorithm used to seek a solution under a particular parameter setting; the days shows
how many days the best solution needs to allocate all the examinations; The soft
constraint violations refer to the fitness value of the best solution calculated with Eq. 2.

5.2 Experimental Results

The experiment results for each sample are shown in Table 5 with average value, the
best value, standard deviation and Coefficient of Variation (CV), from which the
following conclusions could be drawn.

Table 4. ABC algorithm parameter settings

Samples Bees Iterations MAX_EXPOITATION

A 20 500 20
B 60 500 20
C 40 500 40
D 10 1000 20
E 20 1000 20
F 40 1000 40
G 60 1000 20
H 20 1000 100
I 80 1000 20
J 20 5000 20
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• The algorithm can obtain a feasible solution in a short time for a big dataset. In
Sample A, the proposed algorithm reaches the best solution within 75 s.

• Increasing the number of iterations can minimise the soft constraint violation.
Compared to Sample A who runs 500 iterations, Sample E executes two times of
iteration (1000), which improves the soft constraint violation by 3.57% (from
Sample A 38.02756 to Sample E 36.71591). However, significantly increasing
number of iterations does not linearly improve the soft constraints. The number of
iteration that Sample J operates is ten times greater than Sample A. But the
improvement is merely 7.96% (from Sample A 38.02756 to Sample J 34.99916).

Table 5. Experiment results (ten times runs)

Samples Time-spent (second) Days Soft constraint violation

A Average 75.9518 7 38.02756
Best 74.2180 7 34.98571
Std.Dev./CV 1.4557/1.92% 0/0% 2.2372/5.88%

B Average 153.9567 6.6 36.74307
Best 151.1280 6 34.61214
Std.Dev./CV 2.3456/1.52% 0.5163/7.82% 1.4708/4.00%

C Average 150.5761 6.3 37.62617
Best 147.782 6 34.14674
Std.Dev./CV 2.2246/1.48% 0.4830/7.67% 2.5541/6.79%

D Average 117.0227 7 37.7743
Best 110.119 7 34.89986
Std.Dev./CV 4.1278/3.53% 0/0.00% 1.5995/4.23%

E Average 149.5253 6.8 36.71512
Best 141.21 7 33.70599
Std.Dev./CV 3.5841/2.40% 0/0.00% 1.8711/5.10%

F Average 299.5271 6.2 37.30763
Best 293.362 6 34.16138
Std.Dev./CV 3.9970/1.33% 0.4216/6.80% 1.8075/4.84%

G Average 372.8681 6.4 36.1736
Best 362.575 6 30.88689
Std.Dev./CV 5.4304/1.46% 0.5163/8.07% 2.20376.09%

H Average 446.7798 6.4 36.31801
Best 437.548 6 34.05877
Std.Dev./CV 5.8057/1.30% 0.5163/8.07% 1.8077/4.98%

I Average 382.9436 6.375 34.88421
Best 368.638 6 30.23243
Std.Dev./CV 8.6314/2.25% 0.5175/8.12% 2.0953/6.01%

J Average 762.8847 6.285714 34.99916
Best 740.658 6 32.92416
Std.Dev./CV 1.5754/0.21% 0.4879/7.76% 2.1523/6.15%
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• Increasing the number of bees improves the result. Comparing to Sample E,
Sample G and Sample I deploy three times and four times of bees respectively. The
soft constraint violations improved 5.68% (from Sample E 38.35568 to Sample G
36.1736 on average) and 9.05% (from Sample E 38.35568 to Sample I 34.88421 on
average).

• Deepening exploitation was not cost-effective. Compared to Sample E, Sample H
inputs five times MAX_EXPOITATION, but the soft constraint violation only
minimized by 5.3% (from 38.3556 to 36.3180)

• The proposed approach can stably output solutions with given parameters as the all
the coefficient of variation (CV) is less than 10%.

• Overall, Sample A consumed the smallest population and achieved satisfactory
results with the least iteration. Therefore, the settings are reasonable for the pro-
posed OET model.

6 Comparison Study

The examination timetabling problem of this research is posed by the COVID-19
pandemic crisis, which makes it difficult to find a similar study to compare the
experimental result. In order to verify the performance of the proposed approach in
solving OET problem, a Constraint Programming (CP) [17] method is implemented for
the comparison study as ETPs are considered constraint satisfaction problems. CP has
been proved successful in solving various problems, such as vehicle routing and
timetabling [45]. The flowchart of the CP for the proposed model is illustrated in
Fig. 5.

Firstly, the exam and enrolment data are retrieved to construct the conflict table,
which is the same as the processes described in Fig. 1 and Fig. 3. The program then
creates a day and then selects an exam from the exam list in turn. If the selected exam
does not conflict with other exams in that day slot, the exam will be allocated on the
day. Otherwise, a consecutive exam in the exam list will be consulted. If all the
unallocated exams have been visited and none of them can be assigned in the current
day, a new day will be created for them. When a new day is created, if the number of
days violates the hard constraint, the program will backtrack the exam list. When all the
exams have been allocated without hard constraint violation, a feasible solution will be
recorded. In order to find out all the feasible solutions that the proposed CP can come
out with, this research will fully backtrack each exam in the exam list even a feasible
solution is found. All the feasible solutions will be filtered by the soft constraint. Also,
after an exam list is completely backtracked, the list will be arranged to form a new
array by the way of moving the first element of the list to the end with the purpose to
evenly expose each element in each variable selection phase. When every rearrange-
ment is finished, in other words, the last element of the original list has reached the first
position of the array, the program terminates.

To compare with CP, the proposed ABC approach uses Sample A in Table 4, which
has the smallest population and iterations. The same university dataset in Sect. 5.1 is
used in the experiment. The comparative items include the number of feasible solutions
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found, the elapsed time for seeking the first feasible solution, the number of days the
solution uses to allocate all the exams, the time of the program execution, and the soft
constraint violations. The comparison results are presented in Table 6. As CP selects
exam units sequentially, its experimental results are almost the same in each execution,
Table 6 lists only one set of CP results. On the contrary, ABC generates solutions
randomly and outputs results differently in each execution. Therefore, this comparison
study tests ABC ten times and lists the best and the average results respectively. Since
in this comparison, the ABC is re-run, its results are slightly different from Table 5.

From Table 6 the following findings are observed.

• ABC can find out much more solutions than CP does. The number of solutions
ABC found is 5.68 times more than the number of solutions CP did (340.9 com-
pares to 60).

• ABC is 27.3 times faster than CP in finding the first feasible solutions (4.1 ms
compares to 112 ms)

Fig. 5. Constraint programming flowchart
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• ABC and CP are competitive in getting the best solution in the number of days
used.

• ABC consumes a longer time than CP to complete the program execution.
(74054 ms compares to 4117 ms).

• ABC approach has achieved a less soft constraint violation than the CP approach
2.35 times (37.84188 compares to 87.202). This indicates the applied ABC
approach can even the examination density in the whole exam period.

Overall, the modified ABC algorithm can provide better results than CP method in
this research. It can quickly find out a better solution. Although the whole running time
ABC uses is longer than CP, the minute level discrepancy in computational time could
be ignored compared to the importance of soft constraint violation for the proposed
problem.

7 Conclusions

This research aims at providing an approach for solving OET problem under the
COVID-19 pandemic crisis. Examination timetabling problem is one of the ETPs,
which has been widely studied for decades and therein multiple algorithms and
approaches have been created and introduced. However, the scarcity of universal
solutions for ETPs results in the need that every practical scenario requires a specific
analysis and method selection. Moreover, with social distancing practice due to the
pandemic, many universities and schools around the world move their educational
activities online, which makes ETPs more challenging. In order to cope with the
challenge, this research proposed a conceptual model to solve the online examination
timetabling problems along with a conflict table constructed to handle the hard con-
straint. A modified Artificial Bee Colony algorithm was proposed to solve the OET
problems. The proposed approach possesses multiple merits: 1) the conflict table
proposed converts big volume raw data to be a shrunk search space; 2) the modified
ABC algorithm changes neighbour search process to avoid over-exploration; 3)
introducing MAX_EXPOITATION parameter lest overexploitation. The experimental
result shows the proposed algorithm can effectively solve OET problems with several
advantages: 1) quickness, the algorithm can reach a feasible solution in 4.1 ms on
average, which is 27.3 times faster than CP does. 2) effectiveness, the algorithm

Table 6. Comparison results of ABC approach and CP approach

Items Modified ABC CP
Best Average

Number of feasible solutions 467 340.9 60
Elapsed time for the first solution (ms) 3 4.1 112
Number of days 6 6.8 6(best)/6.8(average)
Program execution (ms) 74054 75613.2 4117
Soft constraint violation 32.4345 37.84188 87.202
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provides feasible solutions 7.7 times larger than CP in solution volume. 3) reason-
ableness, the algorithm is able to gain more reasonable solutions in soft constraint
violations, 2.3 times over CP.

The research can be applied to post-pandemic education as long as the examination
is conducted online. The future works include more algorithm evaluation comparing
with other evolutionary algorithms and extending the model to other educational
timetabling problems such as school timetabling.

Acknowledgment. The authors would like to acknowledge CQUniversity to give permission to
use the de-identified student enrolment data for the research.
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Abstract. Reducing latency has become the focus of task scheduling research
in distributed big data stream computing systems. Currently, most task sched-
ulers in big data stream computing systems mainly focus on tasks assignment
and implicitly ignore task topology which can have significant impact on the
latency and energy efficiency. This paper proposes a topology-aware scheduling
strategy to reduce the processing latency of stream processing systems. We
construct the data stream graph as a directed acyclic graph and then, divide it
using the graph Laplace algorithm. On the divided graph, tasks will be assigned
with a low-latency scheduling strategy. We also provide a computing node
selection strategy, which enables the system to run tasks on the topology with
the least number of computing nodes. Based on this scheduling strategy, the
tasks of the data stream graph can be redistributed and the scheduling mecha-
nism can be optimized to minimize the system latency. The experimental results
demonstrate the efficiency and effectiveness of the proposed strategy.

Keywords: Stream computing � Big data system � Topology-aware �
Scheduling � Graph division

1 Introduction

With the increase in demand for real-time data processing especially in streaming
applications, timeliness of data has become prominent with the rising number of
applications deployed in streaming computing platforms across various fields such as
finance and banking [1, 2], intelligent recommendation system [3], and Internet of
Things [4]. Currently, many big data streaming solutions have been provided [1, 5],
such as Storm, Flink, Spark Streaming, etc. Storm is one of the most popular open
source big data stream computing systems [7]. It provides powerful distributed cluster
management, millisecond latency, rich APIs and high fault tolerance mechanisms, and
is widely used in the field of real-time data processing [8].
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Storm’s stream processing can be viewed as a directed acyclic graph
(DAG) topology [5]. Stream is an abstraction of data transmission between different
vertices. It is an unbounded sequence of tuples in time. Storm has two types of vertices:
Spout and Bolt. Spout is the source representing the Stream and is responsible for
emitting Streams from a specific data source of the topology. Bolt can receive any
number of streams as input and then process the data. Bolt can also emit new streams to
the downstream Bolt for processing.

System latency and system throughput are important metrics to measure the per-
formance of a stream computing system [7–9]. Therefore, reducing system latency and
improving system throughput are the major challenges for task schedulers. Task
scheduling for stream computing systems is an effective way to achieve these goals. If
tasks are assigned based on the transfer rate between them and the computing resources
on the compute nodes, system latency and system throughput can be significantly
improved.

The topology-aware scheduling policy is able to place tasks on the appropriate
compute nodes based on the structure of the topology. To achieve this goal, we first
need to construct DAGs and divide them rationally, and assign tasks to as few compute
nodes as possible.

1.1 Contributions

In this paper, our primary focus is to reduce the time delay of distributed stream
processing systems. Our contributions are as follows:

(1) We established the DAG model, and a graph partitioning method based on graph
Laplacian which can be used to create high-quality partitioning results quickly and
efficiently.

(2) Based on the partitioning results, tasks are allocated using a low-latency
scheduling strategy. We then proposed a computing node selection strategy to run
tasks on the topology with the least number of nodes. We named this approach Ts-
Stream.

(3) We conducted experiments to evaluate system performance using time delay as a
metric. The experiments demonstrated the effectiveness of our proposed strategy.

1.2 Paper Organization

The rest of the paper is organized as follows. Section 2 will explain DAG model and
communication model. In Sect. 3, the graph partitioning method based on graph
Laplacian and the Ts-Stream scheduling strategy are introduced. Section 4 dictates the
experiment set up and report the evaluation results. Section 5, summarizes related
studies on the scheduling problem. Finally, conclusions and future works are presented
in Sect. 6.

A Topology-Aware Scheduling Strategy 133



2 Related Work

Computational models of Big Data can be divided into batch computing and streaming
computing [10]. Batch computing are suitable for different big data application sce-
narios when data is first stored for computation and the real-time requirements are not a
priority. Streaming computing is more suitable for the application scenarios that have
strict real-time requirements and do not need to store data first [11].

At the time this work is conducted, researches related to large data batch processing
and calculation is relatively mature, forming an efficient and stable batch computing
system represented by Google's MapReduce programming model and the opensource
Hadoop computing system [6, 12].

In streaming computing, it is impossible to determine the moment of arrival and the
order of arrival of data, and it is also impossible to store all the data [13]. Many
solutions have been proposed to solve this problem. Yahoo launched S4 Streaming
Processing Computing System in 2010 [14], Twitter launched Storm Streaming
Computing System in 2011 [5], and Flink originated from a research project called
Stratosphere [4]. Storm, S4 and Flink have typical streaming data computing archi-
tecture, where data is computed in task topology and outputs valuable information,
which has largely driven the development and application of big data streaming
computing technology.

Scheduling problem of streaming applications is an active research area [16].
In [17], a Storm-based resource-aware scheduling policy, R-Storm, was proposed.

R-Storm considers resource constraints in three main aspects: CPU, memory, and
bandwidth. It focuses on memory constraints and considers CPU and network band-
width constraints as soft constraints.

In [18], a dynamic resource scheduling DRS is proposed to meet the estimation of
necessary resources required for real-time demand, effective and efficient re-resource
provisioning and scheduling, and effective implementation of such scheduler in cloud-
based DSMS.

In [19], a stream computing system T-Storm was proposed. T-Storm monitors data
traffic and CPU load changes of each worker node in real time through an external plug-
in to achieve fine-grained control and optimized resource usage of the worker nodes.

Thread-level task migration is also an important research direction for task
scheduling. In [20], a thread-level task migration N-Storm is proposed, which can
perform thread-level task migration without stopping the Storm, avoiding the time
wastage due to unnecessary Executor and worker stops and restarts.

The detailed division of the topology is also an important direction to reduce the
system delay. In [21], an adaptive hierarchical scheduling P-Scheduler was proposed,
which reduces the system latency by dividing the topological graph using the open
source graph partitioning software METIS and then dividing the tasks with tightly
transmitted data among the same compute nodes after two levels of scheduling.

Ensuring that the system latency is in a reasonable range is also an important
direction. In [22], the task assignment problem with delay guarantee (TAPLG) is
introduced and two heuristic algorithms, AHA and PHA, are proposed, while con-
sidering the critical path of the topology to reduce the latency of the stream topology
and reduce the energy consumption.
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The above task scheduling works on Storm rarely considers the structure of the
topology map. In this work, we proposed Ts-Stream strategy uses the graph Laplacian
algorithm to quickly divide the task graph, and uses fewer computing nodes to run the
topology, reducing the system latency of the system. The summary of the comparison
between our work and other closely related works is given in Table 1.

3 Problem Statement

This section introduces DAG model and communication model in big data stream
computing environments.

3.1 DAG Model

The big data stream processing process can be represented by DAG, in which a vertex
represents a Spout or a Bolt, and a directed edge between two vertices forms a Stream
between them. Stream is an infinite sequence of tuples and can be considered as an
abstraction of data communication between components (Spout or Bolt). A DAG can
be represented as G ¼ V ;Eð Þ,where V ¼ v1; v2; . . .; vnf g represents a finite set of n
vertices and E ¼ e1;2; e1;3; . . .; en�i;n

� �
; i 2 1; 2; . . .; nf g is a finite set of directed

edges. The Spout component acts as a data source to send tuples to the topology, while
Bolt implements the processing of data by the topology and passes the results to the
downstream components. Each component can execute multiple tasks to increase the
parallelism of the topology.

Table 1. Comparison of Ts-Stream and related work

Parameter Related work Ts-Stream
[17] [18] [19] [20] [21]

Task scheduling ✓ ✓ ✓ ✓ ✓ ✓

Communication saving ✓ ✓ ✓ ✗ ✗ ✓

Latency saving ✓ ✗ ✓ ✓ ✓ ✓

Topology aware ✗ ✗ ✗ ✗ ✗ ✓

Graph partition ✗ ✗ ✗ ✗ ✓ ✓
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Figure 1 shows a topology with five components including one Spout and four
Bolts. The number of vertices in each component is also the number of instances of the
component.

We define rij as the transfer rate of tuples between two adjacent vertices, which is
the number of tuples sent from vi to vj per unit time. Since the arrival rate of the data
stream changes, when the data stream fluctuates greatly at a certain moment, if this
value is taken at this point in time, the accuracy of the entire DAG will be affected. In
order to avoid the effect of violent fluctuations in the data stream at a specific point in
time, we take the mathematical expectation Er of all rij in the statistical time as the data
transfer rate between two vertices.

Er ¼ 1
n

Xn
i¼1

rij; ð1Þ

In term of resources required for a task, we only consider CPU to focus more on the
scheduling issue. However, the proposed solution can be applied for other types of
resources including memory and bandwidth. We denote RCv as the total amount of
resources to be consumed by the whole topology and it can be represented by (2).

RCv ¼
Xn
i¼1

RCvi
; ð2Þ

where RCvi
is the CPU resources consumed by a task.

3.2 Communication Model

In a stream computing system, there are three types of communications causing the
overhead problem: processes between compute nodes, processes within a compute
node and threads within a process.

Processes between compute nodes usually have higher communication overhead
than processes within a compute node. These first two type of communication over-
heads are more significant than the third type which happens between threads in a
process [17]. Therefore, in this research, we will ignore the inter-threads communi-
cation and focus on solving the top two types.
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As shown in Fig. 2, placing adjacent nodes with high communication rates in the
same process or computing node can effectively reduce communication delays. P ¼
p1; p2; . . .; puf g is used to denote the compute nodes in the cluster. The amount of data

transfer between compute nodes in the cluster dtvP is denoted by (3).

dtvP ¼
Xu
i¼1

Xu
j¼1

dtv pi; pj
� �

; i\j; ð3Þ

subjected to

dtv pi; pj
� � ¼ 0 no data transmission between pi and pj;

Er � q otherwise,

�
ð4Þ

where dtv pi; pj
� �

denotes the data transfer rate between pi and pj, and q denotes the
number of task pairs communicated between pi and pj.

Use W ¼ w1;w2; . . .;whf g to denote the processes within the same compute node,
and its total data transfer dtvW is denoted by (5).

dtvW ¼
Xh
i¼1

Xh
j¼1

dtv wi;wj
� �

; i\ j; ð5Þ

subjected to

dtv wi;wj
� � ¼ 0 no data transmission between wi and wj;

Er � a otherwise,

�
ð6Þ

where dtv wi;wj
� �

denotes the data transfer rate between wi and wj, and a denotes the
number of task pairs communicated between wi and wj.

dtvS denotes the total data transmission and will be calculated as follows.

dtvS ¼ dtvP þ dtvW ; ð7Þ

If we can minimize the amount of data transferred between compute nodes and between
processes, we can largely reduce the communication overhead of the system and reduce
the system latency.

Min Scdð Þ , Min dtvSð Þ; ð8Þ

where Scd represents the system communication delay.
Therefore, we can reduce dtvP by assigning tasks to as few compute nodes as

possible. In the selection of compute nodes, compute nodes are selected in descending
order for task assignment based on the amount of available CPU resources in the
compute nodes. This approach allows a single compute node to accommodate more
tasks, and in addition to further reducing the amount of data transfer between compute
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nodes, it also reduces system energy consumption by shutting down and hibernating
idle compute nodes.

4 Ts-Stream Overview

Ts-Stream is a task scheduling strategy based on topology awareness. It is used to
reduce the latency and energy consumption of distributed stream computing systems.
This section focuses on a detailed discussion of Ts-Stream, including its system
architecture, graph Laplacian-based graph partitioning approach, and task assignment
strategy.

4.1 System Architecture

The Ts-Stream system adds a monitoring module, a database module, and a Ts-Stream
scheduling generation module to the Storm system architecture, as shown in Fig. 3.
The monitoring module regularly collects information from the system, such as the data
transfer rate between executors, the load of executors and the load of worker nodes, and
then stores them in the database. The Ts-Stream module reads this information from the
database, first divides the different sub-topological graphs through the graph parti-
tioning algorithm, and then generates a new schedule and delivers it to the Nimbus
master node. To deploy our proposed task scheduling strategy, IScheduler will be
implemented as an interface in Storm's custom scheduler.

Zookeeper

Slot
Worker

Executor

Task

Monitor module

Worker NodeWorker Node

Database

Pluggable
Scheduler

Nimbus Ts-Stream

Graph 
partition

Supervisor Supervisor

Fig. 3. Ts-Stream topology
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In a distributed stream computing environment, the data stream rate and the load of
the computing node are constantly changing. Moreover, due to the existence of a fault-
tolerant mechanism, tasks may be restarted on other computing nodes. The existence of
these problems will affect the performance of the system, so dynamic adaptive
scheduling is essential. Ts-Stream will periodically check the operating status of the
system. When the system is in a high-latency state for a long time or the remaining
capacity of the computing node exceeds the threshold, it will generate a new schedule
based on the topology information at this time.

4.2 Graph Division

Graph partitioning is used to divide the graph into two or k subgraphs to minimize the
weights of the edges connecting different subgraphs and maximize the weights of the
edges within the same subgraph. However, minimizing the value of cut edges can lead
to some bad partitions, such as the partitioning of the topological graph into 1 vertex
and n� 1 vertices in Fig. 4(a). In order to achieve a good partitioning as in Fig. 4(b),
we can adjust the objective function, while making the sum of the edge weights in each
part of the divided subgraphs as large as possible, the sum of the edge weights among
the subgraphs is as small as possible. Using the Laplacian matrix, such segmentation
results can be obtained simply and effectively.

In the graph partitioning phase, a graph partitioning method is described in
Algorithm 1.
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The input of the algorithm includes the edge weight set E ¼ e1;2; e1;3; . . .;
�

en�i;ng; i 2 1; 2; . . .; nf g of DAG and the number of subgraphs k to be divided. The
output is the divided k subgraphs and the cut edge value. Steps 2 to 14 are to generate
the adjacency matrix M and the degree matrix D according to the weights of the
directed edges of the DAG. According to the result, the Laplace matrix L is solved, and
the first k minimum eigenvalues K ¼ k1; k2; . . .; knf g and the corresponding eigen-
vector Znk ¼ z1; z2; . . .; zk½ � of L are solved. According to the Rayleigh-Ritz theory [23],
k-means clustering is performed on the row vectors of the matrix composed of
eigenvectors, and the results are mapped to the original graph to complete the division
of DAG.

With this graph division method, adjacent tasks with high transmission rates can be
allocated into the same node, and the amount of data transmission between computing
nodes and between processes can be reduced, thereby realizing low-latency processing
of the system.

4.3 Algorithm Description of Ts-Stream

In the task assignment phase, we propose a topology-aware task allocation strategy
described in Algorithm 2.
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First, the data transfer rate between tasks is collected by the monitoring module to
construct a DAG. Although there can be multiple tasks on an executor, in our
experiments, there is only one task on an executor by default. Then submit the DAG
and the parameter k of the number of subgraphs that need to be divided to the graph
partitioning module. Where k by (9).

k ¼ n
we

; ð9Þ

where we takes the value of the number of executors in the worker.
The graph segmentation module divides the DAG into k parts and arranges all the

cut edges in descending order according to the cut edge weights. The working nodes
are also arranged in the order of capacity from largest to smallest. First, the two
subgraphs connected by the edge with the largest weight are selected and put into the
first working node, and then the subgraphs connected by the edge with the largest
weight of its adjacent edges are also assigned to this working node until this working
node reaches the set threshold Ca. The value of Ca by (10).
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Ca ¼ Ccn � a; ð10Þ

where Ccn is the available computational resources of the node and alpha is factor for
resource utilization (set to 0:7 by default).

Then the subgraphs are assigned to other compute nodes in turn until all subgraphs
are assigned. This allows the allocation to be done using the least number of compute
nodes, and the rest of the nodes are dormant or shut down, which has resulted in energy
saving. This also reduces the cross-node communication and reduces the system latency.

5 Performance Evaluation

In this section, we evaluate our Ts-Stream system. We first discuss the experimental
environment and parameter settings, and then analyze the performance results.

5.1 Experimental Environment and Parameter Setup

Our proposed Ts-Stream system is developed based on Storm 2.1.0 and installed on
CentOS 6.8. This cluster has 9 nodes, where 1 node is designed as a Nimbus node, 2
nodes are designed as Zookeeper nodes and the remaining 6 nodes are designed as
Supervisor nodes. The Nimbus node uses DELL’s R410, equipped with 12 Intel(R)
Xeon(R) CPU X5650 @ 2.67 GHz 6-core processors and 12 GB of memory. Zoo-
keeper nodes and Supervisor nodes are virtual machines, equipped with 2 Intel(R)
Xeon(R) CPU X5650 @ 2.67 GHz 2-core processors and 4 GB of RAM. Each
machine uses Storm 2.1.0 as the base system and is coordinated by Zookeeper 3.4.14.
The software configuration of the Ts-Stream platform is shown in Table 2.

We evaluate the system latency and system throughput by running WordCount and
Top-N task topology. The task topology of WordCount and Top-N is shown in Fig. 5.

5.2 Performance Results

The experimental setting contains two evaluation parameters: system latency and
system throughput.

Table 2. Software configuration of the Ts-Stream

Software Version

OS CentOS 6.8 64bit
Storm apache-storm-2.1.0
JDK jdk1.8 64bit
Zookeeper zookeeper-3.4.14
Python python 2.7.2
Maven Maven 3.6.2
MySQL MySQL-5.1.73
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(1) System latency

An important feature of stream computing systems is that they can process data in real
time, so system latency is an important evaluation criterion. System latency is con-
sidered acceptable to users if it can be kept at the millisecond level. The lower the
system latency, the better the real-time performance of the stream computing system. In
Storm platform, the system latency can be obtained through Storm UI. We compare Ts-
Stream with Storm's default scheduler. The processing latency metric is measured
periodically over a period of 600 s.

In the WordCount experiment, the processing latency of the system fluctuated over
time, but Ts-Stream's processing latency was lower than the default task policy of the
Storm platform. As shown in Fig. 6, the processing latency of the TS-Stream policy
and the default Storm policy are 1.91 ms and 2.72 ms, respectively. It is clear that the
average system latency of Ts-Stream is smaller than the default Storm policy when the
system is stable.
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When the system latency stabilizes over time, Ts-Stream has better system pro-
cessing latency compared to the Storm platform. As shown in Fig. 7, the average
system latency is 2.31 ms and 2.98 ms for Ts-Stream and Storm default task assign-
ment policy, respectively, within [150, 600] seconds.

(2) System throughput

System throughput reflects the system's ability to process data, which is estimated in
terms of the number of tuples output by the DAG per second. The higher the system
throughput, the better the stream computing system is able to process the data. In this
set of experiments, we set the input rate of the data stream to 1000 tuples/s. The
processing latency metric is measured periodically over 600 s.

Fig. 7. System latency for running Top-N

Fig. 8. System throughput for running WordCount
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When the data transfer rate is kept stable, Ts-Stream has higher system throughput
compared to the default Storm policy. As shown in Fig. 8, when the rate is set to 1000
tuples/s, the average system throughput of Ts-Stream and the default Storm policy
during the stabilization phase is distributed as 412 tuples/s and 234 tuples/s. The
average throughput of Ts-Stream proves to be higher than that of the default Strom
policy.

As shown in Fig. 9, Ts-Stream has higher system throughput compared to the
default policy of Storm when running the task topology of Top-N. During the stabi-
lization phase of both policies, the average throughput of Ts-Stream and Storm's
default policy are 405 tuples/s and 222 tuples/s, respectively.

6 Conclusions and Future Work

We proposed a topology-aware task scheduling policy Ts-Stream. It uses a graph
partitioning algorithm based on graph Laplacian to partition the task topology graph
into k subgraphs with higher internal task communication. In the task scheduling phase,
it minimizes the number of turned-on nodes by assigning tasks to the compute nodes
with the highest capacity. Experimental results show that Ts-Stream performs signif-
icantly better than Storm's default scheduling, reducing system latency and improving
throughput.

As part of future work, we will focus on the following areas:

(1) Consider other system resource constraints combined with the state of DAG
vertices to further reduce the delay of the distributed stream computing system.

Fig. 9. System throughput for running Top-N
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(2) Deploy Ts-Stream in the actual big data stream computing environment, such as
intelligent recommendation system, real-time stock market analysis, embedded
advertising and other scenarios.
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Abstract. In a distributed stream processing system, elastic resource
provisioning/scheduling is the main factor that affects system performance and
limits system applications. However, in the data stream computing platform,
resource allocation is often suboptimal due to the large fluctuations of the data
stream rate, which creates a performance bottleneck for the cluster. In this paper,
we propose a data stream prediction strategy (Dp-Stream) for elastic computing
system to mitigate the resource allocation issue. First, we establish a back
propagation (BP) neural network prediction model based on genetic simulated
annealing algorithm to predict the trend of the data stream rate in the next time
window of the cluster; second, according to the time latency, the estimation
model adjusts the resources allocated to the critical operations of the critical path
in the Directed Acyclic Graph (DAG) and finally, the resource communication
cost is optimized. We evaluate the prediction accuracy and system latency of the
proposed scheduling strategy in Storm. The experimental results prove the
feasibility and effectiveness of the proposed strategy.

Keywords: Data stream prediction � Resource scheduling � Stream
computing � Back propagation neural network � Storm

1 Introduction

1.1 Background and Motivation

With the continuous development of science and technology, society has entered the
era of big data, which is driven by a series of smart applications, smart devices, and
smart services, including social networks, smart phones, and intelligent transportation
[1]. In these scenarios, the amount of data is showing a trend of rapid growth, so it can
be seen that the demand for real-time data stream processing services is also increasing.
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There is no doubt that the analysis and processing of real-time data has a very broad
application prospect, and it is also a huge challenge. Therefore, a large number of
distributed stream processing real-time computing platforms represented by Storm [2]
and Spark Streaming [3] are derived to address the problem of timeliness of data, so
that these data can be processed quickly within the constraints of time.

In a distributed stream processing system, the transmission rate of data stream
usually has high volatility, for example, data stream surges during e-commerce pro-
motional activities. On the other hand, data streams are reduced during the emergency
incidents of smart power system. In this case, if the stream processing system can
adjust resources according to the data demand when the data stream fluctuates the
resource utilization of the system will be improved, so the research on elastic resource
scheduling is of great significance [4]. Although Storm can meet the basic needs of data
stream processing, it has many shortcomings in supporting elastic resource scheduling.
The ideal elastic resource scheduling should accommodate the data stream traffic
increase, and adjust the system to increase the resource allocation in real time [5]; and
when the data stream traffic drops, the system should reclaim part of resources, in a
timely manner. At the same time, if the system's resources are adjusted when the
changed data stream arrives in the system, it will greatly increase the system's response
time. Therefore, if resources are adjusted in advance before the data stream rate
changes, a lot of system response time utilized for resource adjustments upon data
arrival can be salvaged, thereby reducing the latency of the system and improving the
performance of the system. As a result, we can predict the rate of the data stream to
deploy resources in advance.

1.2 Contributions

Based on the above background, we propose a data stream prediction strategy (Dp-
Stream) for elastic stream computing system. We mitigate the problem by making the
following contributions:

(1) We develop a BP neural network model based on genetic simulated annealing
algorithm to predict the change in trend of the data stream rate in the next time
window of the cluster;

(2) We propose a resource scheduling strategy from a systematic perspective,
according to the latency estimation model, resources are adjusted for the critical
operations of the critical path in the DAG to obtain a lower system latency and
higher resource utilization.

1.3 Paper Organization

The organization of the rest of the paper is as follows: Sect. 2 introduces the related
work. In Sect. 3, the application model, prediction model and latency estimation model
are introduced. Section 4 focuses on Dp-Stream, including system architecture, data
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stream prediction algorithm and resource scheduling algorithm. Section 5 introduces
the experimental environment, parameter settings and performance evaluation of Dp-
Stream. Finally, Sect. 6 presents conclusions and future work.

2 Related Work

In stream processing systems, due to the volatility of data streams, insufficient system
resources will cause system performance degradation. How to allocate resources
effectively and reasonably is the main challenge faced by streaming computing plat-
forms. At present, some researchers use predictive methods to optimize the allocation
of system resources to improve system performance.

In [12], the authors used the model predictive control (MPC) method to design an
elastic data stream processing strategy for multi-core systems, and proposed a tree
structure to describe the search space, and used the branch and bound method to
determine Optimal resource allocation, reducing MPC runtime overhead and opti-
mizing throughput and latency performance.

[13] proposed the use of autoregressive integrated moving average (ARIMA)
model to predict the input traffic changes in the working node, using the resource cost
model to track and limit the node's CPU usage level within the acceptable range of
strategies.

In [15], the authors used an integrated regression model to predict CPU and
memory usage, and used incremental learning techniques to build the prediction model
in real time. At the same time, according to the relative independence of different
regression models, the weighted integral algorithm of the regression model is given,
and the abnormal value detection mechanism is introduced to monitor the abnormal
execution to improve the accuracy of prediction.

At the same time, there are many researchers working on the scheduling strategy in
distributed stream processing system. [16] proposed a dynamic resource scheduling
strategy DRS based on cloud data stream management system. It analyzes each node in

Table 1. Comparison of our work and other related work

Parameter Related work Dp-Stream
[13] [15] [16] [17]

Prediction modelling ✓ ✓ ✗ ✗ ✓

Performance modelling ✓ ✓ ✓ ✓ ✓

Elastic strategy ✗ ✗ ✗ ✓ ✓

Resource saving ✓ ✓ ✗ ✓ ✓
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the task topology through the Erlang formula to obtain its data processing latency, and
then uses the Jackson queuing network to aggregate the processing latency of the entire
topology on a weighted average.

In [17], the authors proposed an adaptive online solution for scheduling and
resource implementation on a stream processing framework. It can determine the
number of resources required by each instance in a timely manner to handle unexpected
load peaks without causing congestion, and wasteful allocation of resources. A re-
source cost-aware layout algorithm is proposed, which can minimize the number of
affected worker threads.

In summary, the above solutions provide valuable insights for the elastic scheduling
strategy of distributed stream processing systems, including prediction methods,
resource scheduling, and resource allocation. However, the current methods still have
some limitations, so it is necessary to develop novel methods to adapt to the era of big
data. The comparison between our work and other closely related works is given in
Table 1.

3 Problem Statement

In this section, we introduce the application DAG model, prediction model and latency
estimation model in big data stream computing environments.

3.1 Application Model

Data stream processing systems model the logic of the real-time application as a DAG,
represented by DAG ¼ V Gð Þ;E Gð Þð Þ, where V Gð Þ ¼ v1; v2; � � � ; vnf g is a set of
n vertices, and each vertex represents a Spout or Bolt component. Spout is responsible
for reading data from the data source and sending tuples (Tuple) to the Topology.
Tuples are units of data processed by Storm. Bolt encapsulate processing logic, realize
the specific processing of data, each processing a tuple. E Gð Þ ¼ e1;2; e1;3; � � � ; en�i;n

� �
is a finite set of directed edges, the weight associated with a vertex or an edge
respectively represents its computation cost or communication cost. A vertex in each
component is an instance, and the number of vertices in a component is the number of
instances of the component, which is also called the parallelism of the component. For
each DAG, first use the graph-based depth fist traversal algorithm to find the largest
path from v1 to vn. This maximum path is called the critical path of the topological
graph, all nodes on the critical path are called Critical Operations (CO).
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3.2 Prediction Model

We propose a BP neural network based on the genetic simulated annealing algorithm to
predict the input rate of data stream rtþ 1 of the application in the future time window
tþ 1 based on the historical input rate Rin ¼ ðr1; r2; r3; :::; rtÞ.In the BP neural network,
the historical input rate of the application Rin ¼ ðr1; r2; r3; :::; rtÞ is used as the input
data of the neural network, W ¼ ðx1;x2;x3; :::;xnÞ is the weight corresponding to the
input data to the hidden layer, H ¼ ðh1; h2; h3; :::; hnÞ is the output value of the hidden
layer, Y ¼ y1; y2; y3; :::; ykð Þ is the output value of the output layer, and T ¼
ðt1; t2; t3; :::; tkÞ is the target value of the output layer. The output result of the hidden
layer can be calculated by (1).

hn ¼ f
Xt
i¼1

xni � ri
 !

; ð1Þ

where we use f ¼ 1
1þ e�kx as the transfer function of the BP neural network. And the

output of the output layer can be expressed by (2).

yk ¼ f
XN
n¼1

knk � hn
 !

; ð2Þ

where, knk is the weight between the hidden layer and the output layer. Therefore, the
error between the target output and the actual output can be obtained by (3),

b ¼ 1
2
ðT � YÞ2 ¼ 1

2

XK
k¼1

tk � f
XN
n¼1

kn � hn
 !" #2

: ð3Þ

Genetic algorithm is a kind of global search algorithm, which has strong global search
ability, but it is prone to premature convergence, which leads to the problem of local
optimal solution. In the process of searching for the optimal solution, the simulated
annealing algorithm uses a certain probability to jump out of the local optimal solution
to avoid the shortcomings of falling into the local optimal solution. In the forecasting
process, the genetic simulated annealing algorithm is used to replace the back propa-
gation process of the BP neural network. First, get the initial population from the initial
solution P kð Þ of the BP neural network according to the genetic algorithm, and then
perform crossover and mutation operations on the initial population to obtain new
individuals x0. At this time, the energy value of the system E0 ¼ b0 is obtained
according to the simulated annealing algorithm. Then the energy difference can be
expressed as DE ¼ E0 � E ¼ b0 � b. Metropolis' probability acceptance criteria is used
to determine whether to accept or reject the new state. The probability of the system
accepting the state x0 can be calculated by (4).
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P ¼
1; if DE\0;

1
z tkð Þ exp � DE

Ktk

� �
; otherwise;

(
ð4Þ

where, K is Boltzmann's constant, tk is the current temperature. If the probability P is
an arbitrary random number in the interval 0; 1½ �, the new state x is accepted, otherwise
the current state x is retained. In the iterative process of the algorithm, the solid
molecules continue to move to a place with relatively low energy, and the state
probability distribution of the energy E of the solid in a certain state tends to the Gibbs
distribution can be calculated by (5),

z ¼ 1P
i
exp � DEi

tk

� � : ð5Þ

The genetic simulated annealing algorithm makes the initial point of the iteration
continue to iterate from an initial solution, and correct the weights and error thresholds
of the BP network to gradually find the optimal solution. Finally, the output of the
output layer is used as the input rate of the application in the time window tþ 1 to be
predicted.

3.3 Latency Estimation Model

In data stream processing system, for data tuples, the flag of processing completion is
that it and all the intermediate tuples it produces are processed by its corresponding
compute nodes. T is used to represent the time experienced from the data stream input
tuple to the application to the completion of its processing by the last computing node.
Ti is used to represent the time required for the vi node to process the tuple. Ti including
tuple processing time Tpi, the time Tsi required to transmit tuples from node vi to vj.

The tuple processing time is related to the processing rate of the task, therefore, the
faster the processing rate, the shorter the processing time. Hence, it is inversely pro-
portional to the average processing rate, that can be calculated by (6).

Tpi ¼ ri � DtPk
k¼1

pik

; ð6Þ

where pik is the tuple processing rate under the assumption that the instances of all
nodes are homogeneous. It can be seen that when the processing rate of node vi is
larger, Tpi is smaller. Therefore, when the current processing rate cannot achieve the
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lower processing time, we can increase the number of node instances (that is, increase
the node parallelism) to reduce the processing time.

Then the time required to transmit tuples from node vi to vj is related to the network
bandwidth, and if the instances of two nodes are on the same Worker node, the
transmission time between them can be ignored. Therefore, Tsi can be calculated by
(7),

Tsi ¼
ri�Dt
Bij

; if i; j in different Worker node:
0; otherwise:

�
ð7Þ

The value Ti is the weight of the sum of the value of all calculated values, that can be
expressed by (8).

Ti ¼ wi � ðTpi þ TsiÞ ; ð8Þ

where,wi is the weight of node vi on the path.
In stream processing applications, the required time between data stream on the

path is equal to the sum of the latency of the nodes with the longest required time on
the path, that is, the sum of the latency of all nodes that belong to the critical operation
on the critical path, so each input element in the application the response time T of the
group can be expressed by (9),

T ¼
X
i

Ti; vi 2 CO : ð9Þ

Therefore, the optimization goal of this paper can be defined as: in the case of meeting
the predicted data input rate, find the appropriate number of instances (executor) for
each critical operation node of the critical path on the DAG, so as to minimize the
latency and meet the requirements of each Worker node resource capacity to improve
resource utilization.

4 Dp-Stream Overview

Based on the relevant model discussed in the Sect. 3, we propose a scheduling strategy,
namely, Dp-Stream. Dp-Stream is a resource scheduling strategy based on the pre-
diction of data stream rate. For data stream rates that fluctuate drastically, it can adjust
system resources according to the stream rate before the changing data stream arrives to
ensure low latency. In order to provide an overview of Dp-Stream, this section focuses
on Dp-Stream, including data stream rate prediction algorithms, resource scheduling
methods based on predicted stream rates and its system architecture.
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4.1 System Architecture

The basic structure of Storm includes Nimbus, Zookeeper and several Worker nodes.
Nimbus is responsible for receiving the DAG submitted by the user and deploying it to
each Worker node. Each Worker node runs a Supervisor to monitor the tasks assigned
by Nimbus to the Worker node. Zookeeper is used to save the working status of
Nimbus and Supervisor.

In order to implement Dp-Stream, the basic structure of Storm needs to be improved.
The improved cluster mainly includes an input rate monitoring module, a prediction
module, and a resource scheduling module. The input rate monitoring module is used to
monitor the current stream rate of the system data stream and save the record in the
database. The prediction module applies historical input rate from the database to per-
form forecasting according to the algorithm proposed in Sect. 4.2. The resource
scheduling module uses the IScheduler interface to implement the scheduling strategy
proposed in Sect. 4.3. The Dp-Stream deployment architecture is shown in Fig. 1.

4.2 Data Stream Prediction Algorithm

In order to realize a timely response of stream processing applications to rate changes,
it is necessary to predict the data stream rate of the next time window through the
prediction model, so as to allocate appropriate resources to the application in advance.

The genetic simulated annealing algorithm uses the annealing algorithm to find the
optimal solution by adding the local optimal solution as a potential candidate, and then
adjusting the entire search range with new candidates to improve the accuracy of the
algorithm. BP neural network is prone to converge at the local optimal solution, so this
paper proposes a BP neural network based on genetic simulated annealing algorithm as
a prediction model, which is described in Algorithm 1.

workers

Supervisor

Nimbus

Executor

Zookeeper
Database

Load monitoring
node

Load prediction 
node

Resource scheduling 
node

Executor
Executor

Worker node Worker node

workers

Supervisor

Executor
Executor

Executor

Fig. 1. Dp-Stream deployment architecture
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Algorithm 1: Prediction algorithm of BP network based on genetic simulated anneal-
ing algorithm

1. Input: Population size S , iteration number N , crossover probability cP , 
mutation probability mP , simulated annealing initial temperature mt , tem-
perature decay function parameterα

2. Output: Data stream rate 1tr + in the t+1 time window

3. Initialize the BP network and encode the weight and threshold, and initial-
ize the population ( )P k then

4. Use fitness function to evaluate current individualsE b=

5. for n<N do

6. if fitness value satisfies the termination condition then

7. return

8. else 

9. Select and copy the population then

10. Perform crossover and mutation operations on the population

11. then do Simulated annealing operation to obtain a new fitness value
E b′ ′= at temperature kt

12. if 0EΔ >

13. Accept the new solution

14. else Calculated P by (4)

15. if [ ]0,1P∈

16. accept the new solution

17. else keep the original solution 

18. then gradually lower the temperature, 1k kt tα+ = , 1n n= +

19. return

In Algorithm 1, the initial solution of the algorithm is obtained by the BP neural
network, and the initial population of the genetic algorithm is obtained (Step 3). Then a
fitness function is used to evaluate the fitness value of the candidates in the population.
If the fitness value meets the termination condition of the algorithm, the result will be
output, otherwise the population will be cross-mutated (Step 4 to 10). At temperature
tk, calculate the fitness value of the individuals in the population after genetic
manipulation and compare it with their respective parental fitness values, and decide
whether to accept the individuals after genetic manipulation according to Metropolis
acceptance criteria (Step 11 to 19). Then the population is cooled down.

156 H. Zhang et al.



4.3 Resource Scheduling

After predicting the rate of data stream, Dp-Stream will perform resource adjustment
and scheduling operations based on the data stream rate in the next time window
obtained by the prediction algorithm. Firstly, execute resource adjustment of the critical
operation nodes on the critical path in the DAG, increase or decrease the number of
instances of the component to match the changes in the coming data stream rate, so as
to ensure a lower system latency. Then place the changed instance in the appropriate
Worker node according to the remaining resource capacity on the Worker node to
ensure the resource utilization of the system. The scheduling algorithm of the Dp-
Stream is described in Algorithm 2.

8. else if iT λ< then

9. while iT λ< do

10. reduce the number of instances 1i iN N= − , calculate iT

11. for each jW do 

12. calculate the remaining resource capacity jR

13. for each in do

14. if 0in > then

15. if the remaining capacity jR is more than the resource requirement of    

the instance kr and j j kR R r′ = − is the smallest then

16. place an instance into,  j jR R ′=

17. else if 0in < then

18. if jW containing the instance and j j kR R r′ = + is the biggest hen

19. release the instance form jW ′ , j jR R ′=

20. return iT , jW ′

Algorithm 2: Resource scheduling algorithm

1. Input: critical operation set CO, threshold ω and minimum value λ of 
critical operation iT , set of Worker nodes jW

2. Output: calculated time for critical operations iT , the change number of 
instances of each critical operation node in , the placement of executor in-
stances on each Worker node jW ′

3. for each iv CO∈ do 

4. calculate  iT by (8)

5. if iT ω> then

6. while iT ω> do 

7. increase the number of instances 1i iN N= + , calculate iT
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In Algorithm 2, we adjust the resources of the critical operation nodes on the
critical path in the DAG. First, calculate the latency of each critical operation node
(Step 4). When the latency of the critical operation exceeds the threshold x, add an
Executor instance to the node until the latency is less than the threshold (Step 5 to 7).
Similarly, when the latency of the critical operation is less than the minimum value k,
one Executor instance is reduced for the node until the latency is greater than the
minimum value (Step 8 to 10). Then calculate the remaining resource capacity of each
Worker node (steps 11–12). When an executor instance is placed, select a Worker node
that meet the resource requirements of the instance and has the smallest remaining
resource capacity after placing the instance to increase resource utilization (Step 13 to
16). Similarly, when releasing an executor instance, select the Worker node that
contains the instance and the remaining resource capacity is the largest after the
instance is released, so as to generate more resources to prepare for the subsequent
placement of the instance (step 17–19).

5 Performance Evaluation

In this section, we first discuss the experimental environment and parameter settings,
which is followed by analysis of performance evaluation results.

5.1 Experimental Environment and Parameter Setup

The proposed Dp-Stream system is developed based on Storm 2.1.0, and installed on
top of CentOS 6.8. The cluster consists of 7 machines, with one designated machine
serving as the master node, running Storm Nimbus, two designated as Zookeeper node,
and the rest 4 machines working as Supervisor nodes. The Nimbus node is equipped
with 12 Intel(R) Xeon(R) CPU X5650 @ 2.67 GHz 6-core processors and 12 GB of
memory. Zookeeper nodes and Supervisor nodes are virtual machines, equipped with 2
Intel(R) Xeon(R) CPU X5650 @ 2.67 GHz 2-core processors and 4 GB of RAM. The
software configuration of Dp-Stream platform is shown in Table 2.

Table 2. Software configuration of Dp-Stream

Software Version

OS CentOS 6.8 64bit
Storm apache-storm-2.1.0
JDK Jdk1.8 64bit
Zookeeper zookeeper-3.4.14
Python python 2.7.2
Maven Maven 3.6.2
MySQL Mysql 5.1.73
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WordCount is an application used to count the frequency of words in English text.
It consists of a Spout and two Bolt. Top-N is an application for counting trending
topics, including one Spout and three Bolt. Here, we use WordCount and Top-N as the
topology for our experiments.

5.2 Prediction Model Evaluation

In order to evaluate the accuracy of the prediction model for predicting the data stream
rate, the experiment in this section simulates the phenomenon of violent rate fluctua-
tions in the online business. The data stream rate is set as a random rate, and the arrival
rate range of the random rate is set to [1000, 3000] tuple/s. First, collect the actual
simulation value of 200 s as the training data of the neural network model. In order to
describe the accuracy of the prediction algorithm more intuitively, we continuously
collect 20 s predicted and true values of the data stream, we recorded the predicted
values and actual values of 5 s, 10 s, 15 s, and 20 s, and calculated the mean absolute
error (MAE), root mean squared error (RMSE) and mean relative error (MRE). The
results are summarized in Table 3.

In Table 3, both MAE and RMSE are around 60, and MRE < 0.05. Therefore, it
can be concluded that our prediction method has a good accuracy and can meet the
requirements of Dp-Stream for the accuracy of the prediction algorithm.

5.3 Resource Scheduling Strategy Evaluation

We apply the simulated data stream to the Dp-Stream and Storm’s default scheduler,
and observe the changes of system latency. The experiments evaluate the system
latency under Dp-Stream and Storm default scheduler.

Table 3. Comparison of predicted value and actual value at different time and evaluation of
prediction method

Time Predicted
value

Actual value

5 2101 2056
10 2511 2421
15 2114 2201
20 1864 1799
MAE 61.92 RMSE 66.76 MRE 0.031
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In Fig. 2 and 3, the horizontal axis represents the experiment time (s), and the
vertical axis represents the waiting time (ms) of the Dp-Stream and Storm default
scheduler. Figure 2 records the system latency comparison of Dp-Stream and Storm
default scheduler when running WordCount application. Due to the constant fluctuation
of the input rate of the data stream, during the 800s observation period, the average
system latency of Dp-Stream is about 2.27 ms, and the average latency of Storm default
scheduler is about 4.66 ms. Figure 3 records the system latency comparison of Dp-
Stream and Storm’s default scheduler when running Top-N application, and the

Fig. 2. System latency comparison when running WordCount

Fig. 3. System latency comparison when running Top-N
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average system latency of Dp-Stream is about 2.40 ms, and the average latency of
Storm default scheduler is about 4.84 ms. It can be seen from these two figures that
compared with the default scheduler of Storm the latency of Dp-Stream is much lower
than the default scheduler. The Dp-Stream has been adjusted in advance to deal with
rate changes, so the latency has only a small fluctuation and the overall trend is
decreasing. However, the latency of the default scheduler is higher than Dp-Stream and
the overall trend is increasing. This shows that our Dp-Stream is more effective.

6 Conclusions and Future Work

In a distributed stream processing system, in the face of continuous changes in the data
stream rate of the data stream, if there is no proper resource scheduling strategy, the
latency of the application will increase significantly. In this paper, we propose a data
stream prediction strategy for elastic stream computing system (Dp-Stream), with the
goal of allocating system resources in advance to ensure low system latency before
changing stream arrive. Experimental results show that the prediction model proposed
in this paper is more accurate, and the proposed scheduling algorithm reduces system
latency compared with Storm's default scheduler.

In the future, we will focus on improving the prediction algorithm to improve the
accuracy of prediction, and considering heterogeneous situation of Worker nodes in the
resource scheduling strategy to make the scheduling strategy better.
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Abstract. The prevalence of both documented incidents and anecdo-
tal evidence perpetuate mistrust in video collected via Law Enforcement
body worn recording devices. This paper examines the application of
blockchain technology for the management of high volumes of video pro-
duced every day during the course of a police field officers’ duties. We
apply a comprehensive blockchain system developed specifically for law
enforcement video collection to the body worn scenario and examine the
protection level offered whilst considering the specific requirements and
limitations of this mobile platform. Specific scenarios are examined and
shown to offer a compelling level of assurance to mobile body worn video
collection operations.

Keywords: Law enforcement · Bodycam · Video · Mobile · Digital
watermarking · Blockchain

1 Introduction

Due to the rapid expansion of the use of body worn cameras (BWC, Bodycams)
by Law Enforcement Agencies (LEA) worldwide [1,2] citizen groups and indi-
viduals alike have voiced concern over the proliferation of discrete, mobile and
government controlled surveillance technology [2,3]. And rightly so, communi-
ties have the right to expect that their public infrastructure is there to service
the people’s best interests, in this context being public safety and security. It is
not always immediately apparent that this is the case, which is unfortunate as
this is undoubtedly the original intention of such technology. In order to assure
community faith and comfort in the ubiquitous presence of mobile LEA captured
video records there must be transparency in the collection, storage, retrieval and
use of this data [4]. There is a strong and urgent requirement that collected video
records are not only genuine, good faith representation of policing events, but
that their collection is also a matter of public record; in addition to integrity
checking mechanisms there must also be a record of creation, and in some legisla-
tive areas also a record of destruction. Goold [2] makes the profound argument
that whilst body worn cameras share many similarities with existing deployed
state sanctioned surveillance technology, they further encroach on individuals,
as they are by definition mobile, and not only recording in public spaces, but
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private locations like personal residences if the officer is called to such locations.
One peak civil liberty group, the American Civil Liberty Union (ACLU) holds
the sanguine position that body worn cameras have the potential to protect all
involved parties, if only the integrity of the collected product can be assured [5].
The challenge of maintaining tight access control whilst also facilitating public
accountability motivates the implementation discussed in this paper. The sys-
tems employed to meet these requirements must keep pace with the surveillance
technologies themselves, and must be transparent and ubiquitous, so that in time
communities can consider the audit functions as an equally integral component
of the public safety and police accountability effort these body worn cameras are
applied to.

1.1 Background

The clear requirement to protect the integrity of LEA collected footage is a
good fit for Distributed Ledger Technology (DLT, or Blockchain) and there are
currently several such research projects orientated towards CCTV in the public
space, and of those some specifically intersect with to field of Bodycam video and
blockchain technology. A common approach is to utilise public networks such as
the ERC20 smart contract capability of the Ethereum network through 3rd party
suppliers that leverage this network [6]. Our own earlier work outlined the utility
of adapting existing audit frameworks within law enforcement procedure [7] and
implemented these frameworks using complementary technologies of Blockchain
ledgers and digital watermarking implemented on the camera itself [8]. This
infrastructure applies itself well to not just general LEA surveillance operations,
but specifically the challenges surrounding bulk collection of body worn video
by officers in the field.

Whilst leveraging existing public blockchain networks is a valid strategy,
advantages of our system include:

– Providing a self-contained Merkle-tree based blockchain system that has no
reliance on the continued existence of any financially driven blockchain net-
work.

– Being an entirely independent system that can be implemented at any
required security classification or network.

– We further enhance the system by facilitating the on-camera creation of
blocks.

Our system is applied here to protect the integrity of Bodycam video, as
well as its associated metadata in a distributed fashion that is autonomous from
public DLT networks, and can be distributed within LEA, governance authorities
or independent third parties. Critically, it is also decoupled from the video data
itself.

1.2 Bodycam Use Cases and Challenges

There are a multitude of developed Bodycam products in use worldwide. Mobile
capture of video is a core feature, and devices can record locally in a range of
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resolutions, with some offering real time streaming over cellular and integration
with local sensor networks, such as vehicle reed switches or Land Marine Radios
(LMR). Scores of Bodycam devices collecting video every day generate vast
amounts of data that is required to be centrally archived by the LEA. Different
vendors approach this workflow with some variation of offloading data from the
device at end of shift with the unit in a docking cradle or connected to a stations
Wi-Fi network. Whilst some products can live stream when configured to do so,
this is usually a tactical on demand function. Generally devices can be considered
to be collecting video data in an independent manner and uploading centrally
when a low cost, high bandwidth network becomes available.

Applicable Mechanisms from Camera to Client. Applying identification
and integrity measures such as digital hashing, digital watermarking, or Distinc-
tive DC Sequence operations on the camera itself can enable integrity protection
at the earliest possible stage of the data’s collection. Due to the partially offline,
independent workflow of Bodycams in addition to the actual capture of video,
there is increased requirement to a. Record the capture as an event, b. record
video integrity information, c. Record any relevant metadata. We focus on how to
process generated video and the immutable recording of this metadata, without
impacting the device’s image recording performance. Differing integrity protec-
tion mechanisms have their own practical implications to being deployed on the
camera:

– Digital hashing mechanisms such as SHA or MD5 are well established and
used heavily throughout the law enforcement and legal professions. They are
well understood, and their output is widely accepted. Unfortunately hashing
has significant limitations in our video scenario. Due to its binary output, in
the event of a hash mismatch there is no information on where or how the data
has altered from its original state, rendering the entire file suspect from an
evidentiary perspective. Bodycams can be exposed to extreme environmental
or tactical conditions, as well, this places particular risk on storage hardware
and consequently hashing as a protective mechanism, even when deployed at
the granular “key frame” level as is done in some video management systems.

– Digital Watermarking overcomes many of the issues surrounding the binary
output of hashing. Many watermark schemes offer location based integrity
information within the video down to inter frame location. Utilising water-
marks trades the definitive nature of hashing for a metric capable of providing
a level of confidence as well as information on what and where data could be
modified, delivered within the above described volatile environment. This
comes at a computational cost and it can be difficult to implement complex
algorithms in real time on small, embedded hardware. Additionally, many
vendors choose to deliver their own specific compression algorithms, com-
plicating transform domain watermarking support across multiple vendors.
This suggests that it is more practical to implement real time on-camera
watermarking in the spatial domain as has been found by others specifically
researching bench-marking [9]. After meeting implementation challenges it
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needs to be also considered that, unsurprisingly, many CCTV vendors con-
sider image quality a primary metric and differentiator to their products. This
creates an imperative to minimise the introduction of noise into the video,
further limiting the options of what watermark implementations are usable
in a practical sense. For these reasons’ visible watermarks, such as QR or bar
codes can prove useful due to their known impact on the image, their ease of
embedding and decoding and their open source.

In this system we utilise a visible watermark to link the video to a blockchain
record, and within that record we store the sequence of DC values (position (0,0))
from each Discrete Cosine Transform (DCT) block within each triggered frame.
At any subsequent point any user in possession of an enrolled video clip can
query the blockchain and obtain metadata such as the distinctive DC Sequence
(DCS) to examine the integrity of the video, without requiring access to the
original device, video archive or any specifically protected metadata.

As a low complexity, multi-threaded operation that can be processed out-
side the multimedia pipeline of video capture our method of DCS enrolment is
an integrity protection measure that can be implemented on small, embedded
hardware, in real time and across many vendors, as it operates prior to, and
independently of, the compression operation. Figure 1 shows the concurrent pro-
cessing and creation of the blockchain data outside the multimedia pipeline of
a Gstreamer implementation [10]. An attractive aspect for law enforcement is
that, apart from the visible marking, this process in no way alters the main body
of the frame and introduces no noise to the resulting video. It can therefore be
presented in legal proceedings as unaltered with that caveat.

Fig. 1. Multi-threaded processing of frame for blockchain and video pipeline.

All of these options have some applicability and could be utilised to some
effect. We have prioritised location based integrity checking with a minimum
impact on image quality, and therefore combined a QR code with a DCS oper-
ation on keyframes as our method of identification and integrity checking. Our
blockchain implementation utilises a Merkle tree structure that consists of blocks
created on the camera in real time. Our previous work led to the adoption of a
tree structured to create independent hash branches for each camera, merging
into the root upon submission to the server, this flexibility is useful in some
LEA operations where the camera must operate independently for some time
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before retrieval. Figure 2 shows the Merkle tree of two separate cameras gener-
ating their own blockchain records, with each block identifying hash, Hi, being
hashed with the previous root hash, Ri−1, to form the Merkle root (Ri) of the
system.

Fig. 2. Hash tree structure allowing for block records to be submitted in real time from
multiple cameras, C1 and C2.

Figure 3 provides an overview of an operational system. Video is collected
in the field and blockchain records are immediately transmitted to the DLT
primary server using either the cameras own radio, or a tethered cellular or
LMR communications device. The server infrastructure replicates DLT records,
allowing for access from outside LEA networks. Third party clients can access
and query the block’s metadata using any DLT server without having access to
the archived video.

1.3 Reference System

Our reference system contains the main components of Fig. 3. Our rugged wear-
able recording device utilises Wi-Fi to connect to a mobile bearer connecting
to the Primary DLT server. Files are recorded locally and uploaded to central
storage representing an end-of-shift LEA archive process. The Ledger is repli-
cated to a Secondary DLT server, representing a 3rd party oversight authority.
Our bespoke client application is used to search for blockchain records and verify
both video and blockchain integrity. We examine the effectiveness in four distinct
scenarios.

Scenario 1 (S1). Normal operation. Officer records video in the field. Each
block creation event produces a block that is transmitted to the DLT primary
server in real time.
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Fig. 3. System architecture overview.

As shown in Fig. 2, for Camera 1 (C1), the block hash C1Hi is hashed with the
Root, Ri−1, to produce Ri. We conducted three recordings of manually triggered
events (E1, E2 & E3). A basic collection of metadata was added to each block:
CameraID (C), BlockID (B), Creation Time (CT), DC Sequence (DCS), Event
Code (E) the Block hash (Hi), being Eq. 1.

Hi = SHA256(C + B + CT + DCS + E + Hi−1) (1)
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Our Bodycam hardware consisted of a generic embedded device running
Linux, capturing video at 15 fps, 640× 480 continuous for 5 min. The format
and length of S1 sessions is summarised in Table 1.

Table 1. Collected data from S1.

Event Block count S1 Block Avg kb DCS Avg kb Duration

E1 319 28.898 28.567 5 m:22 s

E2 324 28.568 28.237 5 m:28 s

E3 326 28.572 28.241 5 m:30 s

Scenario 1a (S1a). Normal Operation. The workflow is identical to S1, except
the DCS is not submitted in real time. This data is backfilled once the camera
has returned to base. The output can be derived on the data collected in S1 as
S1 Block Avg kb - DCS Avg kb.

Scenario 2 (S2). Normal Operation. Given a video clip, locate and identify its
blockchain data and verify the video integrity.

Given a known date and time, event code or operational identifier, blockchain
queries are trivial, they are not covered here. For S2, searches were conducted
in the reverse direction, given a clip of an arbitrary length, the blockchain is
queried for the DCS data, using Pearson’s correlation as our metric, our bespoke
client tool produced both tabular and visual feedback on the clip’s correlation
to the blockchain stored DCS, grouped by keyframe. Through the use of client
side object detection [11] granularity was further improved by grouping DCS
correlation by object. We then calculated the Mean Deviation to provide an
indicator of consistency of the comparison throughout the clip by object, these
results are summarised in Table 2.

Table 2. Results of S2 client processing.

Event Frame correlation
mean

Frame mean
deviation

Object
correlation mean

Object mean
deviation

E1 0.9989 0.0004 0.9996 0.0003

E2 0.9988 0.0005 0.9983 0.0013

E3 0.9994 0.00008 0.9977 0.0020
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Scenario 2a (S2a). Abnormal Event. Perform the same procedure as S2, but
with an altered video clip.

E1 video collected in S1 is clipped and colour tinted. When reprocessed the
correlation score is much lower relative to known good samples. For example,
the Mean Deviation of our example frame in Table 3 is .0105 (.9883 − .9778),
higher than standard deviation for object level correlation of the sample, and
much higher than the averages recorded in Table 2. A sample original and altered
frame is shown for reference in Table 4.

Table 3. Analysis of the modified sample clip produced by S2a.

Event Frame
correlation

Frame mean
deviation

Object
correlation
mean

Object mean
deviation

E1 0.9913 0.0083 0.9883 0.0086

Table 4. Frame examples from an original and a modified video clip.

Original Video correlation for ‘car’ object
.996

Modified Video correlation for ‘car’ object
.9778

1.4 Results Discussion Points

Blockchain Transmission Efficiency. Table 1 provides a comparison between
the DCS data field size, and the entire blockchain message including all described
metadata fields and the AMQP (Advanced Message Queue Protocol) overhead,
it is clear the S1a strategy provides an improvement of approximately 26 kilo-
bytes per block (when transmitting uncompressed AMQP messages) by real time
transmission of partial data. This comes at the expense of data being unavailable
in the blockchain until it is uploaded (i.e., at the end of the officer’s shift).
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Video Identification and Integrity Analysis. Averages for the correlation
of all three video segments were very high, (min .998), additionally the Aver-
age Deviation from Mean remained very low, not higher than .002, indicating
consistent operation and verification of the video clip.

Analysing the correlation Mean of objects within the video and the Mean
Deviation allows for more granular analysis. Recorded values also followed the
pattern of the frame analysis (Table 2). It is important to note in this implemen-
tation of YOLO [11] objects detected in subsequent frames are not identified as
the same real world object, therefore single objects appear and are evaluated as
many times as they are detected within the clip.

For S2a, the resulting values in Table 3 show that modified objects can be
detected by overall lower correlation average scores as well as higher than normal
Standard Deviation of Mean values, this value however would be dependent on
factors such as the length and number of objects detected, and the number of
modified objects and the length of the sample clip.

1.5 Further Work

Of interest is the reduction of the DCS field size. Implementing zLib compression
yields between 2:1–5:1 compression [12], and further to this additional strategies
such as identification and storage of deltas only are currently being developed.
When utilising the S1a partial upload strategy there is a risk that if the Body-
cam fails to eventually upload the entire block, Hi cannot be recreated and the
chain can no longer be verified, either against itself or against the Merkle root.
Operational circumstances may create such a situation if the camera is damaged
or lost in the field.

In order to implement the benefits shown in S1a the Merkle tree structure
should be extended to support a two stage hash algorithm, allowing for recovery
from the partial upload of blocks and the subsequent loss of destruction of the
camera. Whilst not ideal this will at least provide an audit record, and so regard-
less of the workflow surrounding the management of video clips, the collection
of recordings are immediately a public record.

Bodycams are almost always recording audio along with the video stream,
currently there is no provision for audio data integrity protection. In much the
same way as we have viewed watermarks as interchangeable, watermarking of
audio streams would be similarly approached, linked to the same DLT infras-
tructure.
Where possible the system utilises infrastructure security features, such as trans-
port SSL encryption provided by the Message Queue software. Whilst write
access to the blockchain is currently controlled by secret key this does not address
the potential for repudiation of blocks after they are committed. Therefore, sub-
sequent versions of the camera software will support digital signing of the blocks
on the camera.

Our system performs best when it can control the creation of keyframe data;
although every effort has been made to implement a cross platform, hardware
agnostic on-camera process, we have found inconsistency in some multimedia
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implementations on how keyframes are triggered and specified. Further work
is required here, and it may be unavoidable that some customisation may be
necessary to accommodate some system APIs.

1.6 Conclusion

Our software is designed to process large amounts of CCTV video data and
produce statistical indications of integrity and abnormal operation. It is demon-
strated here to another LEA requirement of cataloguing and verification of body
worn video data. The Standard Deviation and Mean Deviation functions pro-
vide a method to process bulk data to detect anomalies of tampering, missing
data or device malfunction. This method may not always be precise enough to
conclusively determine tampering, but it is valuable as a triage method, and a
method to recommend further analysis, especially for 3rd parties without access
to original recordings, such as civil liberty groups. The system shown here is
lightweight and vendor agnostic, allowing for implementation on a range of low
powered collection devices and varying police workflows. Such a system would
contribute to growing trust in police body worn surveillance systems and recog-
nition of their potential to protect the interests of both civilians and policing
officers alike.
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Abstract. The drivers’ anger caused by the influence of external environment
leads to excessive aggressive driving behavior which brings great potential
danger to traffic safety. This paper proposes a method using face recognition
technology to design an emotional intelligence model of road rage with a high
accuracy rate. Firstly, making a homemade emotion data set of road rage
according to the definition of road rage and labeling the information of road rage
in the data set. Secondly, using a sliding window combined with emotional
intelligence scale to determine road rage emotion of drivers, so as to regulate
driving behavior. Finally, the correctness and effectiveness of road anger
emotional intelligence model were verified by the experimental scenes. It is of
great practical significance to reduce the impact of road rage on road safety.
Demos URL: https://b23.tv/CnMw6M.

Keywords: Face � Emotion � Road rage � Sliding window

1 Introduction

Emotional intelligence (EI), refers to the ability of individuals to monitor their own and
others’ moods and emotions, and to identify and use this information to guide their
thoughts and behaviors [1]. Among the driving behaviors the driver’s emotion is
considered to be the most significant psychological factor that affects safe driving, the
United States has been studied and concluded that nearly 94% of road safety traffic
accidents are related to the driver’s factors.

Road rage, as the name implies, is driving with anger and refers to aggressive or
angry behavior by the driver of a car or other motor vehicle. On October 28, 2018, a
bus crashed into the river at Wanzhou Yangtze River Second Bridge in Wanzhou
District, Chongqing, killing 13 people and leaving two people missing [2]. The driver’s
road rage was the direct cause of the accident.

In today’s rapid development of artificial intelligence, emotion recognition is an
important method for machines to perceive humans and develop emotional intelligence,
and the human face contains rich emotional information, so using an emotion recog-
nition system based on face detection is the best choice for emotion recognition.
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2 Related Work

The first studies on driver road rage identification were based on subjective survey
methods with questionnaires and interviews. In 1994, Deffenbacher, L et al. [3] pro-
posed the Driving Anger Scale, a method to determine the presence or absence of road
rage by assessing driver performance through pre-defined content. Moriyama et al.
from Tokyo Institute of Technology in Japan [4] screened the image information of
angry, happy and calm facial expressions of drivers by using the method of labeled
long-term change, and finally extracted facial features of multiple parts of drivers by
using the method of separated facial information space, and carried out emotional
classification.

Lei Hu et al. of Wuhan University of Technology [5] used a modified driving anger
scale to analyze the behavioral characteristics of drivers’ angry driving and its impact
on drivers’ physiological psychology and on traffic safety. Tang Ning [6] from
Shanghai Jiaotong University and others based on the mood model established by
psychology for emotions, and combined with relevant design content, further user
research and scenario analysis of road rage were conducted and a set of interactive
experimental models were established. Kobayashi et al. from the University of Tokyo
in Japan, [7] extracted expression features based on feature points in three regions of
the face, such as eyes, eyebrows and mouth, and built a neural network model
accordingly to recognize six emotions such as happiness, sadness, anger, fear, disgust
and surprise with an accuracy of 70%.

Azman, A et al. from Multimedia University Malaysia [8] used support vector
machine and Viola-JonesHaar feature algorithm for real time detection of driver’s
facial expressions and alerted once the driver was detected to be angry for 3 s con-
tinuously. Yu Shenhao et al. [9] from Shandong University conducted an emotion
elicitation experiment, collecting images and pulse signals from subjects, fusing face
images and pulse features, and constructing a road rage emotion recognition model
using Convolutional Neural Network and Softmax classifier, with an average recog-
nition rate of 88.25%. Paweł Tarnowski et al. from Warsaw Polytechnic University
[10] calculated the features of 3D face models. K-NN classifier and MLP neural
network were used to classify the features, and seven emotional states based on facial
expressions were identified.

Fig. 1. Emotion recognition and road rage determination technology route
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3 Methodology

This paper focuses on the problem of how to use face detection technology to identify
emotions to achieve the road rage intelligence determination model, and the problem is
broken down into two stages: recognition of driver expressions and determination of
road rage status based on expression recognition results. As followed Fig. 1.

3.1 Labeling Data Set Using Emotional Intelligence Scale

The scale is based on the criteria for
determining road rage mood, as shown
in Fig. 2. The selected observers scored
and labeled the measured data based on
the characteristics of eyebrows, eyes,
mouth and nose. Due to the lack of
typical road rage datasets on the Inter-
net, we selected 10 observers to anno-
tate and analyze the driving videos (20
videos of 2 min each) and combined
with the Emotional Intelligence Scale
for the video set, divided into a training
set and a test set for the related study.

3.2 Recognition from Expression to Emotion

Face expression recognition is already very mature [11]. So, this is not the focus of this
paper’s research. Based on the classical expression recognition algorithm, the home-
made road rage data set is labeled by applying the emotional intelligence scale, and the
expression model is trained and tested using the training and test sets, respectively,
which construct the emotion recognition model. As the results can be presented: the
bridge between expression and emotion is activated by expression pixels being labeled
with emotion features, happy has strong correlation with eye and mouth related pixels,
and angry has strong correlation with eyebrow, nose and mouth part pixels, so the
effective recognition from expression detection to emotion can be achieved by
extracting the feature points and combining with the emotion intelligence scale.

3.3 Sliding Window Technology Application

The program establishes a sliding window data structure of size 16. When the emotion
recognition model detects an angry emotion, it deposits 1 in the array structure, and
vice versa, it deposits 0. If a sequence of images has more than 3 consecutive images
confirmed by the model as angry emotion, or the proportion of angry emotion images is
more than 40% of the total images, the sequence is judged as an angry emotion
sequence, and vice versa, it is judged as a non-angry emotion sequence. All the
parameter settings here are the results of optimization after testing on training sets.

Fig. 2. Road rage determination criteria
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Figure 3 shows that there is partial data overlap in two adjacent image sequences,
which can enhance the robustness of the driver road rage recognition method and make
the determination more reasonable and accurate.

3.4 Emotional Weighting Method to Determine Road Rage (Scoring
Method)

According to the definition of emotions in psychology, human emotions can be divided
into seven basic emotions: Angry, Disgust, Fear, Happy, Sad, Surprise and Neutral.
And on the basis of the emotion recognition model, different emotions are given
different weights. Finally, the road rage determination model is trained and optimized
with the sliding window algorithm to achieve road rage determination.

4 System Design

4.1 Scenario Description

Input: The driver acquires facial video
images through the camera for data
acquisition, as input to the facial expres-
sion recognition model, to driver emotion
recognition, combined with emotion
labeling using sliding window algorithm
and emotional feature weight analysis
method for road rage determination.

Output: Beep, music, or car seat
vibration, etc.

Pre-processing: A total of 68 feature
points are detected during face feature
extraction and labeled in the graph. In
addition, key parts such as eyebrows,
eyes, nose, mouth, etc. are also extracted
and labeled with scale criteria, which are
finally input into our model to complete
the emotion prediction. The system
design flow of this paper is shown in
Fig. 4.

Fig. 3. Sliding window

Fig. 4. The system design flow of this paper
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4.2 Implementation of the Sliding Window Mechanism

When road rage emotion recognition is performed with this method on the face
expression sequence in Fig. 5, the result vector obtained is [0,0,1,0,1,1,0,1,1,0,1,1,
0,1,1,1]. Where, 1 means that the model judges the image as a non-angry expression
state and 0 means that the model judges the image as an angry expression state. In the
image sequence shown in Fig. 5, the total number of images is 16 and the number of
angry images is 10, accounting for 62.5%. Among them, the 14th to 16th facial
expression of three consecutive pictures were judged as angry expression state. The
above two conditions are satisfied at the same time, so the expression sequence is
judged to be a road rage state sequence diagram.

4.3 Emotional Weighting Analysis Method Implementation

Each emotion identified is scored according to the scale, for example, angry emotion
10, surprised emotion 6, sad emotion 5, happy emotion 0, neutral emotion 1, etc.
A sliding window is also created to convert each recognized emotion into a numerical
value to be stored in an array. Calculates the sum of the values in the current array,if it
reaches the threshold value, it is judged to be road rage. This method enhances the
robustness of the determination, and the determination is reasonable and more reliable.
The recognition effect is shown in Fig. 6.

Fig. 5. Road rage state sequence diagram

Fig .6. Effect picture of road rage judgment.
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In order to implement the model effects presentation, this paper chose to create a web
application. The purpose of this platform is to provide an intuitive and easily accessible
way to get a feel for the specific application of the road rage intelligence model.

5 Evaluation

5.1 Experimental Design

For how to translate the identified emotions into criteria for determining road rage by
the emotional intelligence model, this study proposes three determination schemes,
which are direct determination of anger, sliding window mechanism, and combination
of sliding window and scoring system.

Firstly, 10 students made an artificial determination of the number of occurrences of
road rage in 20 videos. The average value obtained was used as the standard value for
the number of occurrences of road rage in each video.

The experiment was repeated three times independently for 20 videos using this
scheme, and the data in the following table were obtained:

Table 1. Three times experiment independently for 20 videos.

Number of rounds 1 2 3 Average

1 11 10 11 11
2 12 11 10 11
3 13 12 13 13
4 12 12 11 12
5 12 13 12 12
6 6 5 5 5
7 14 14 14 14
8 22 23 21 22
9 8 8 7 8
10 16 17 18 16
11 5 6 6 6
12 2 1 2 2
13 7 8 8 8
14 17 17 18 17
15 11 11 11 11
16 15 16 14 15
17 8 9 10 9
18 8 8 8 8
19 9 10 9 9
20 11 10 11 11
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5.2 Summary of the Comparison of the Three Schemes

The line and bar charts comparing the three scenarios with the standard values are
shown in Fig. 7 and Fig. 8.
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Fig. 7. Comparison line chart between the three schemes and standard values
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Fig. 8. A bar chart comparing the three schemes with the standard values

The line and bar charts clearly show that the determination results of scenario 3 (the
model studied in this paper) fit the standard values very well and is the better scenario.

In addition, it is obvious from the data in the table that the data obtained in Option 1
are significantly higher compared to the standard data results. The solution’s memory-
lessness of expressions makes it more sensitive to each frame. The data obtained in
Option 2 is more consistent with the standard data comparison results, but it is influenced
by the accuracy of the emotion recognition model, and a small amount of experimental
data will lead to an excessive influence factor of chance and robustness. Option 3 com-
bines the application scale on the basis of Option 2, and the comparison between the
obtained data and the real data shows that the determination scheme is most consistent
with the real value than the first two schemes. Option 3 has a greater impact on the
recognition rate when the simulated driver’s expression changes in a smaller magnitude
or has too many masked parts of the face, which further enhances the robustness of the
experimental determination and makes the experimental data more reliable.

6 Conclusion

To address the problem of lack of representative training data sets for the determination
of road rage, this paper constructs an emotional intelligence scale based on psycho-
logical concepts, different weights are assigned to different identified emotions.
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Exploring the determination of drivers’ road rage based on a sliding window model, if
there are more than three consecutive pictures of emotions recognized by face detection
that are judged by the model as angry pictures, or if the proportion of angry pictures in
the total window is more than 40%, then it is judged as road rage emotion, so that the
experimental results are more robust. The problem of the size of the sliding window
and the proportion of the window size occupied by the anger emotion is the key point
to be explored and solved in the next experiment.

The model can be combined with intelligent driving assistance system, when the
driver is identified as having road rage emotion, corresponding measures can be taken
to make the driver’s emotion reach a relatively safe and stable state, so as to reduce the
impact of road rage emotion on traffic safety, which is of great practical significance to
effectively protect the driver’s life and property safety and maintain road safety.
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Abstract. Drip irrigation, a type of micro-irrigation system, has been
applied in agriculture, forestry, and urban greening. In order to cut down
the labor cost and improve agricultural efficiency, modern technology,
such as communication methods, or computer science, has been used in
drip irrigation for irrigating a wide area. The Internet of Things (IoT)
used computing, intelligent mobiles, and mobile app to perform remote
monitoring and control tasks. The 5G network is a new generation tech-
nology standard that is helpful to massive expand today’s IoT technol-
ogy. This paper proposes a frame structure for a drip irrigation remote
control system (DIRCS) using 5G-IoT technology and mobile app. The
system can be operated by people who are anywhere in the world using a
mobile device. We utilize 5G-IoT technology to realize data storage and
sharing in the platform. Moreover, we design layered software architec-
ture to the presented IoT platform as an alternative technique to manage
all the systems. Therefore, the drip irrigation system can be controlled
remotely to overcome the previous problems like distance problem, range
problem. The prototype demonstrates the effectiveness and efficiency of
the design in the result.

Keywords: Remote drip irrigation control system · Internet of
Things · 5G · Cloud server

1 Introduction

At present, agricultural technology is in an essential stage of transformation
from traditional agricultural production management to modernization, and it
still faces many challenges in agricultural science and technology to utilize new
scientific methods effectively. Drip irrigation, which is a type of micro-irrigation
system, has been used in agriculture, forestry, and urban greening. The goal of
the irrigation is to place water directly into the root zone and make the mini-
mum evaporation. The technology takes advantage of the potential in water and
nutrients conservation by drip slowly into the soil roots. Drip irrigation systems
consist of valves, pipes, tubing, and emitters which are used to distribute water.

Supported by the National Natural Science Foundation of China under Grant 61673132
and 62073095.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

W. Xiang et al. (Eds.): BROADNETS 2021, LNICST 413, pp. 182–192, 2022.

https://doi.org/10.1007/978-3-030-93479-8_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93479-8_12&domain=pdf
https://doi.org/10.1007/978-3-030-93479-8_12


A Drip Irrigation Remote Control System Using 5G-IoT Technology 183

Drip irrigation is one of the fastest-growing irrigation technologies with the best
water-saving effect in the world, compared with other irrigation systems, such as
surface irrigation or sprinkler irrigation [1,2]. India has increased overall water
productivity by 42% to 255% by shifting from conventional surface irrigation to
drip irrigation, and the crops are banana, cotton, sugar cane and sweet potato [3].

With the requirement of agriculture production, agriculture now requires
extensive land to produce. How to manage the environmental quality of soil for
planting crop by using drip irrigation quickly and efficiently, researchers hold
their huge interests towards the mixture of new technologies in irrigation. Thus,
the researches on water usage reduction for drip irrigation based on new tech-
nologies have increased over the years [4,5]. The author proposed an innovative
approach that estimates irrigation water used at the catchment scale based on
satellite soil moisture data [6]. In [7], the author’s images captured with a ther-
mal imaging camera mounted on an unmanned aerial vehicle (UAV) were used
to evaluate the water status of sugar beet plants in a plot with large spatial vari-
ability in terms of soil properties. The author proposed a drip irrigation system
that can decide when to irrigate the farm by analyzing the environmental and
soil conditions based on a fuzzy logic-based controller [8]. The author designed a
irrigation system which use web-based software to remotely access and process
the information gathered by all the stations and the irrigation controller [9]. The
authors proposed an AREThOU5A platform with an IoT platform that is devel-
oped to perform intelligent irrigation practices and policies in water irrigation
management of a perennial olive field [10].

As one of the most remarkable technologies of today, the IoT has been signifi-
cantly indispensable for improving technology in agriculture and industry. About
28 billion intelligent devices by IoT technology are connected all over the world
[11]. In the IoT, all interrelated digital devices have the computing capability to
generate, consume, and process data with minimal human interaction. The IoT
has been applied in many practical application, such as vehicles, transport and
logistics, home automation, wearable technology, connected health, and appli-
ances with remote monitoring capabilities [12]. With the increasing coupling and
integration of IoT technology, cloud computing, and smart mobile phones, mobile
app are increasingly used by people to perform remote monitoring and control
tasks. Billions of IoT devices are connected by wireless communication technolo-
gies, such as 2G/3G/4G/5G, WiFi, Bluetooth, etc. Among them, 5G networks
feature lower latency, higher capacity, and greater bandwidth [13,14]. The 5G
networks are helpful to massive expand today’s IoT technology, and boost IoT
security, privacy, and other network challenges [15–17]. The author proposed the
AREThOU5A project that aims to exploit the state-of-the-art technologies in
the field of 5G-IoT as a means to promote rational use of water resources in
agriculture [18].

In this paper, a novel remote irrigation control system using 5G-IoT technol-
ogy is introduced. This paper aims to design the prototype which can be operated
by people who are anywhere in the world using their smart phone. A novel lay-
ered architecture algorithm structure is proposed for remotely watering plants.
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Therefore, the drip irrigation system can overcome the problems like distance
problem, range problem. The remainder of this paper is organized as follows.
Section 2 gives the detailed work about system of hardware structure. Section 3
introduce the work about system of software structure. In Sect. 4, results and
discussion are given. Finally, a brief conclusion is presented in Sect. 5.

2 Platform of Remote Irrigation Control System

In this section, we discuss the details of the remote drip irrigation system, includ-
ing its structure, subsystem, as well as algorithm method applied in MCU.
Figure 1 displays a photograph of the DIRCS installed on a farm or field in
laboratory environment, and the system is composed of four parts.

The first part is the drip irrigation system which can control by the terminal.
All the data, such as the working status of the pump and valves, from sensors
around the plants in farm is gathered and transferred by the controller via 5G
networks. Moreover, it can evenly distribute water resources to the land-based on
its requirement. The second part is cloud servers linking between the customer
terminal and drip irrigation system, which help the system obtain data from the
environment around the soil. This part utilizes MQTT protocol technology and
5G communication protocol. The third part is the 5G base station which connects
other wireless devices to cloud servers. The last part is the terminal which shows
the result of analyzing the current land experiment, such as soil moisture, and the
user can execute the operation on the screen. All the data come and go through
a 5G network, which can support massive irrigation systems management [19].

Fig. 1. Platform overview of the remote drip irrigation control system

2.1 Hardware Overview of Drip Irrigation System

The target of the hardware design is to realize the basic function of the drip
irrigation system which can monitor and control the states of art by using cloud
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server technology efficiently. In the period of the construction for smart irrigation
system, it needs to make use of the characteristics of 5G large capacity, realize
the management of the large area of land as far as possible combined with IoT
technology, so that a system is no longer an independent unit, but an efficient
integration as a whole of linkage and information sharing. The design of the
system is not only conductive to realize the real-time monitoring of state of farm,
efficient management of farmer, environmental state, resource scheduling, real-
time navigation and security alert, but also provide convenience for farmer and
staff of farm. The drip irrigation platform consists of three parts: the perception
module, the communication subsystem, and the user-interface subsystem. The
appearance of DIRCS is shown in Fig. 2.

Fig. 2. System appearance of hardware

5G module

MCU

antenna wire

sensor 1 sensor 2 sensor n

WiFi moudle

Fig. 3. Hardware structure of perception module

Perception module: The perception module is the essential component of all
systems that can bring sensory information with some perception activities. It
comprises current, voltage, temperature, and humidity sensors. These sensors
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provide helpful information to the controller for analyzing and managing all
the plants in the land. In the subsystem, the part obtains the data from the
sensor located around the plant. Figure 3 illustrates the hardware structure for
the perception module of the proposed IoT platform. It consists of an antenna
wire, an 5G module, an WiFi module, and multiple sensors. The module works
as a sender of the electromagnetic radiation like 5G signal and WiFi signal which
come from converting ambient information by sensors.

Connecting module: In the subsystem, the function of the part is like gateway
which obtain the data from the previous module such as perception module, and
transfer all the data to the cloud server or local processor by the WiFi network
server or 5G network server. The system also can save all the data to the local
server for quickly analyzing result. Therefore, the subsystem controls and routes
all the information of the DIRCS. Figure 4 depicts the schematic diagram of
the proposed communication subsystem circuit. It comprises of ESP8266 WiFi
module, 5 V DC power source, and stm32f103c8t6 MCU.

5G module MCU data save moudle

WiFi moudle

Fig. 4. Hardware structure of connecting subsystem

Actuator module: The actuator module is designed to control the work of
field solenoid valves for pump. Figure 5 describes actual structure of actuator
module. The subsystem comprise a driver circuit, a driver circuit, and a pump.
stm32f103c8t6 single-chip microcomputer is been chosen as the processing unit
of the actuator module node. We then select F02X 5G wireless communication
module and ESP8266 WiFi module as the communication unit for realizing
solenoid valve on/off control and solenoid valve status information feedback.
Figure 6 displays a photograph of the actual circuit board for actuator module.

User-interface module: In the subsystem, the part provides the operation
function and the alert function for the location user. The hardware of the sub-
system is screen or smartphone which show the graphical data. Customers can
directly manage the water volume which is used in the plants in farm according
to the critical situation or requirement. The subsystem offer a friendly experi-
ence by showing all the information in the system by mobile application or web
application, and use the MQTT protocol to communicate.
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WiFi moudle

MCU

antenna wire

driver circuit pump

Fig. 5. Hardware structure of actuator module

Fig. 6. Actual circuit board of DIRCS

3 Software Layered Architecture Design

In this part, we put forward the software system structure of DIRCS in combina-
tion with 5G-IoT technology. The platform for irrigation management involves
four-layer architecture, and Fig. 7 shows the structure of the platform soft-
ware. This software platform is designed by the Java programming language
and including web application and phone application.

Physical Layer (L1): Physical layer is the first layer of the software structure
where all the physical connectivity of devices work in the hierarchy. Sensors
gather and convert the data into binary bits, then transfer to the data link
layer.
Data Link Layer (L2): Data link layer is defined as the second layer of the
software Model. It converts bits data received from the physical layer, transfers
them to the network layer, and stores some important and security data. This
module also has permission for a dangerous environment.
Network Layer (L3): The network layer determines the physical path where
the data should take, based on network conditions and service priority, and set
several protocol functions operated within this layer. The layer also helps to
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Fig. 7. The structure of DIRCS protocol stack

synchronize data between the user interface and server subsystem and obtain
information from the provider. The main protocols involved in this layer are
the MQTT and the TCP/IP.
Application Layer (L4): The last layer is the application layer which is directly
related to user needs and operation. It provides a method or an interface for
the consumer to access information on the network by using an app. It also
supports services such as remote control, transfer, and share database.

3.1 Physical Layer Software Algorithms Design

The software algorithm design of the physic layer is designed based on the func-
tion of hardware in L1 layer. The design process of software algorithm in the
layer is based on the function of the perception module and the actuator module,
and the target of the software is mainly control the actuator and provide the
information of the perception module. The actuator of the system is the pump
which can be controlled automatically, and the driver switch automatically opens
and closes to provide power for supporting pump drawing water based on the
temperature and humidity sensor. Therefore, the proposed algorithm is shown in
Table 1, and it can realize functions about remote controlling and observing the
state of DIRCS in the first layer. Table 2 show the device reporting data proto-
col, and the protocol is applied in communication among modules. The protocol
property is defined as the device attribute like ambient temperature. The pro-
tocol length is the byte length from the beginning of header to the check in the
instruction. Status specifies whether data needs to be transparently transmitted.



A Drip Irrigation Remote Control System Using 5G-IoT Technology 189

Table 1. Monitoring and control algorithm for DIRCS in L1 layer.

3.2 Application Layer Software Algorithm Design

In the application layer, this layer’s major feature is to provide specific services
to the user and deliver the information from the physical layer. The customer can
observe the standard operation data recorded in the MQTT cloud server, such as
environmental temperature and state of remote pump through the Internet using
the MQTT server. In contrast, the abnormal conditions are conveyed to the par-
ents by triggering an alarm to take appropriate actions. We use stm32f103c8t6
as the central controlling unit, the same as the other development boards avail-
able, such as Ti DSP and Raspberry Pi. In these layer, application layer software
algorithm is designed in two quick, built-in setting modes for users to realize the
quick setting feature is proposed to help users operate this system.
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Table 2. Device reporting data protocol

Instruction name Instruction bytes Instruction format

Header 1B 0xFF

Length 2B 0xFFFF

Property 2B 0xFFFF

Command 2B 0xFFFF

Flag 1B 0xFF

Action 2B 0xFFFF

Status 2B 0xFFFF

Check 2B 0xFFFF

Smart mode: In this mode, DIRCS will make a tradeoff between the payment
and the energy consumption. In these situations, DIRCS will collect weather data
from the weather information provider and make the most appropriate number of
DIRCS work according to the farm environmental conditions. For example, when
it’s going to rain soon, the application layer will notify each module in advance
to stop all DIRCSs working and then record the length of rain to calculate the
next working time smartly. Moreover, the system reports all the things to the
consumers, and the consumers can give orders according to the situation, which
does not affect the consumer’s other command.

Saving mode: In this mode, the highest priority of DIRCS is to save the total
energy and water source. During daytime hours, these systems always work in
the saving mode, and only several DIRCSs can work to meet the water needs
of farm plants. The farm plants have to bear lower irrigation frequency in solar
than normal mode. It will result in fewer days watering intervals. Under this
mode, these working DIRCSs will participate in the low power mode as much as
possible, and some parts of the system will turn off the power during the night.

4 Results and Validation

In the section, the result and validation of DIRCS are presented in detail. The
first part is to test the prototype with the delay in downloading or uploading data
from the DIRCS to the MQTT server. The process of uploading and downloading
the data from the server has about a 1-s delay, but there is no time delay when
using 5G connection type. Some results of the testing showed a slight time delay
when the network is fluctuating, and it shows the reliability of the DIRCS highly
depended on the strength of the connected network. In the second part, the test
is conducted to verify the DIRCS from the application. As shown in Fig. 8, the
MQTT server and customer interface in the phone app are synchronized and
displayed on the screen, the microcontroller update all the data to cloud storage.
In the interface, the customer can monitor the 5-days data for drip irrigation.
Moreover, users can operate all the devices in the same app to control water
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Fig. 8. Mobile application interface

volume precisely by pushing the button. The app provides all the operational
data from all the devices for analyzing whether it is working correctly. The result
from Fig. 8 shows that the prototype can provide accurate information about the
recent water volume for five days to analyze irrigation efficiency.

5 Conclusion

In conclusion, we designed DIRCS prototype and fabricated it with a water
pump, an MCU, a WiFi module, and a relay to test the proposed system. Then
a new algorithm is proposed and applied in real situations to perform the mon-
itoring and controlling irrigation tasks by MCU. In the process, MQTT tech-
nology and 5G-IoT data transmission technology have been utilized to transfer
data and commands among the systems. The proposed technique can be widely
used in agriculture due to its appealing simplicity and convenience.
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Abstract. The multipath transmission becomes the recognized alternative for
traditional Quality of Service architectures. Recently, the multipath version of
TCP protocol and its modern replacement – QUIC – has been proposed. The
paper presents the dynamic properties of the data transfer between physical
systems, engaging the multipath version of QUIC protocol (MPQUIC) which
inherits the properties of its predecessors. The advantages and weaknesses of the
transmission are emphasized and compared to the singlepath QUIC.
While QUIC is designed to convey HTTP traffic, in the paper, general-purpose
networking is investigated. Based on the measurements, the use recommenda-
tions are given together with the directions of improvements.

Keywords: Multipath QUIC � Congestion control � Head-of-line blocking

1 Introduction

The traditional way for dealing with network-related data transfer performance flaws is
addressed to routers or switches configuration. The intermediate devices tamper packet
orders and force drops according to rules defined in ISA [1] and DSA [2] architectures.
Such an approach is mature and practical, but it has two serious drawbacks: it neglects
the last/first mile link problems and is applicable in proprietary networks only. When
using the public Internet, privileging some traffic over another is prohibited by law
(network neutrality [3]). Today, the most vulnerable links are located at first/last mile
(LTE, DSL, Wi-Fi, etc.). They are shared, prone to noise, congestion, and interfer-
ences. Thus, their throughput and delays fluctuate significantly. Furthermore, the net-
work neutrality principle causes the traditional Quality of Service approaches to be
hardly applicable for smartphones, IoT nodes, or even wirelessly connected laptops.

Instead of dealing with network and link layer solutions, recently, the transport
protocols gain attraction. They are implemented at endpoints, so the modifications may
be introduced irrespectively to service providers. Despite their continuous development
[4], transport protocols are often considered ossified. Almost all the Internet trans-
missions are controlled by forty-year-old TCP and UDP protocols because the ubiq-
uitous network devices (e.g., switches, routers, firewalls, load balancers) deal only with
these Internet workhorses. Other protocols are restricted to specific environments.
Recently, this ossification has been relaxed, and quantum leaps have emerged:
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• Multipath transmission. Nowadays, when a new device is purchased, it is usually
equipped with multiple network interfaces. Other ones may be easily added.
Nevertheless, without enormous efforts, the user cannot engage them simultane-
ously, esp. when connecting to the same peer. The default interface is assigned
statically, and even if the active path stalls or breaks, the client persistently tries to
use the malfunctioned links, despite the availability of other options. If multiple
communication paths are available, the simultaneous degradation of all possible
ones is unlikely. Hence, when one path degenerates, the data transfer may be
seamlessly shifted to other ones. While dispatching packets using different inter-
faces is straightforward, establishing transport sessions using old protocols is
impossible. They identify a peer using its logical address, protocol, and port
number. These entities are assigned to logical endpoints, so data originated from
another interface of the same peer are rejected. Apart from peer identification, data
transport needs to handle the data coherency and pace the transfer by adjusting it to
fluctuations of available bandwidth. The recently developed multipath version of
TCP (MPTCP) [5–7] allows for simultaneous transfer of data through different
interfaces and paths and grants the establishing and tear down communication
channel within a single logical connection.

• Sending data in parallel. TCP protocol has been designed for stream transfers, i.e.,
it correctly handles long, bulk data, e.g., a file transmission. Recently, many
applications exchange relatively short but numerous, logically unrelated data – e.g.,
series of HTTP asynchronous requests and responses. If such programs employ
classical TCP, they need either open as many separate TCP connections as nec-
essary or multiplex logical streams within the single TCP flow. The first solution
seems straightforward, but it requires many resources (memory and CPU) from both
peers, especially if the transmission is encrypted, which is expected today. It
requires additional code to permit identification and synchronization with the
remaining transfers, as well. As explained in Sect. 3, multiplexing logical channels
within a single TCP connection suffers from mutual blocking of parallel streams.
This problem is incredibly intense for HTTP traffic. Therefore, Google has elabo-
rated protocol Quick UDP Internet Connection – QUIC [8]. It discards the obsolete
elements of TCP, but the algorithms governing the transfer are transplanted and
adjusted. While developed with HTTP in mind, QUIC may be deployed in many
other applications in general networking, IoT, or industrial data exchange.

Both MPTCP and QUIC may be perceived as improved in different directions
versions of TCP. Indeed, they share with TCP most of the algorithms that govern the
data flow. Consequently, the idea of merging MPTCP and QUIC has popped up. The
Multipath QUIC (MPQUIC) has been developed [9] by the same team as MPTCP. It
should inherit all the advantages of QUIC and MPTCP. In this paper, MPQUIC
governed transmission is verified experimentally using public networks and real
devices. It extends the initial evaluations [11–13] by investigating the dynamics and
mutual interactions of particular streams. The strengths and weaknesses of the current
implementation of MPQUIC are identified, and the research direction is proposed.

The rest of the article is organized as follows. In Sect. 2, the general issues of
multipath communication are presented together with a short remainder of the
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state-of-the-art. In Sect. 3, the Head-of-Line blocking is explained as the most critical
phenomenon impacting the multipath and multistream transmission. It allows intro-
ducing measures of transport efficiency. Next, in Sect. 4, the design of the physical
setup is motivated and presented. Then, in Sect. 5, the results of the analysis of par-
ticular protocol modules are assessed. Finally, the observations are summarized in
Sect. 6 and concluded in Sect. 7.

2 Multipath Transmission

Multipath transmission is the desirable feature recognized as an inexpensive way to
increase transmission throughput. It is easily applicable at the link layer but not in the
higher layers. Therefore, multiple attempts to design corresponding transport protocols
have been taken up. The comprehensive survey concerning this topic can be found at
[14]. Unfortunately, most of these solutions are not widely accepted due to challenges
with their practical implementation. The common consensus for designing new net-
work protocols requires providing the highest possible efficiency (high throughput,
short delays) at the lowest possible cost (memory usage, CPU cycles used). Addi-
tionally, transparency to other layer protocols is desirable. It enforces compatibility
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Fig. 1. Architecture of MPQUIC protocol. Elements taken from TCP are marked in green, from
MPTCP – in yellow, from QUIC – in blue. (Color figure online)
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with the installed network devices – switches, routers, firewalls, load balancers. In
many cases, compatibility with existing applications is necessary as well.

In general, the multipath transport protocols suffer from the increase of the protocol
delay (i.e., the delay experienced by applications) and uneven path loads [15]. This
drawback is the result of the path blocking explained in the next section. Another
deficiency concerns transmissions of short streams [16]. While the protocol stack
algorithms make decisions in real-time without a clue concerning future transfer
properties and requirements, they must be robust enough to efficiently handle any data
transfer patterns.

The first widely accepted multipath transport protocol was SCTP [17]. Unfortu-
nately, due to limited support from ubiquitous security devices, it is challenging to use
SCTP for general networking. Additionally, appropriate applications need to be
adjusted for this protocol. Therefore, SCTP protocol is currently widespread in
telecommunication networks for SIGTRAN (SS7 over IP) signaling. Nevertheless,
SCTP is still developed, and this research is transplanted to other solutions.

So far, the only multipath transport protocol which has received higher acceptance
is MPTCP. Its design has met the enthusiastic response from researchers and is con-
tinuously improved, tuned, and complemented. Currently, in terms of general net-
working, its only competitor is the recently designed MPQUIC [9] protocol – an
extended version of QUIC initially developed for HTTP traffic, but evaluating towards
general-purpose applications [10]. Both multipath protocols are similar, but they differ
in essential details, impacting their efficiency, as investigated in the paper.
Both MPTCP and MPQUIC are fully transparent for network devices, although the
default configuration of some firewalls blocks MPTCP. MPTCP is implemented in a
kernel space, so it is transparent for the applications as well. Unfortunately, it is
available only for Linux (partially, also for IOS and Android). MPQUIC must be
included as a library by an application that requires more developers’ efforts but breaks
the dependency on an operating system.

The MPQUIC architecture (Fig. 1) reveals its similarity to previously developed
protocols – QUIC, MPTCP, and legacy TCP. When an application requests a new
connection, the Path Manager module is triggered. As in MPTCP, the module is
responsible for the addition and removal of paths during the connection lifetime. Its
activity is unrelated to data transfer. While for a single connection, the activity MPQUIC
Path Scheduler is the same as in the MPTCP counterpart, then for the subsequent
connections to the same peer, the behavior of the protocols is different. MPTCP repeats
the process, but MPQUIC internally handles a new logical data stream. Instead of
creating the new connection, MPQUIC employs Stream Scheduler initially developed
for QUIC. By default, it runs under a round-robin policy, but the actual actions may be
adjusted to particular needs [18–20]. Next, user data are handled by Main Controller,
which shapes general flow properties. By default, it takes responsibility for transmission
fairness, i.e., it restricts favoring multipath streams over single path ones. MPTCP uses
LIA algorithm [6], and MPQUIC adjusted version of OLIA [21] – protocol elaborated
initially for MPTCP. Next, data are split over currently available paths by Path
Scheduler. By default, both multipath protocols use the path, which has the lowest delay
and can acquire new data. However, the MPQUIC Path Scheduler is more flexible and
may insert the frames belonging to different application streams into the same packet.
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Many other strategies are developed, e.g., [22–25]. Nevertheless, Path and Stream
Schedulers are unrelated and do not cooperate with each other.

After splitting a data stream, packets are transferred to the peer using Path Con-
trollers. MPQUIC employs controllers similar to TCP [4]. Contrary to most TCP
congestion control algorithms, it senses link bandwidth not based on drops as in TCP
but based on an increase of packet delay. If it grows too much, congestion control
leaves the slow-start phase. The linear-grow phase is pretty the same as in legacy
TCP. As a result, MPQUIC experiences significantly fewer drops than (MP)TCP,
especially in the initial phase.

For MPTCP, to provide compatibility with firewalls, the path controllers must
follow the rules of singlepath TCP. The necessity of maintaining TCP-related flow
control induces the separate TCP-like logic both at each Path Controller and at the
Main Controller. MPQUIC is not obliged to obey such rules. From the point of view of
firewalls, QUIC originated data are plain UDP datagrams. It allows for retransmission
or even acknowledgment using a path different from the initially employed. The
empowered version of SACK [26] is used for the acknowledgments, thus retrieving
delayed or lost data do not impact dispatching other data.

All the controllers which are part of the protocols act independently. However, they
interact with each other, with the network, and applications in a complex way, esp., if
multiple parallel logical streams are transferred.

3 HoL Blocking Phenomenon

When transferring data from one peer to another, one assumes that the data belonging
to different streams or conveyed using different paths do not interfere. Unfortunately,
this reasoning is invalid. The data interact themselves through Head-of-Line blocking
(HoL) phenomenon. There are two kinds of HoL blocking – path-related (PHoL, see
Sect. 3.1) and stream-related (SHoL, see Sect. 3.2). Both of them increase protocol
delay, especially when buffer-bloat (i.e., delay increase induced by filling buffers in
interconnecting devices [27]) is present. Note, the impact of HoL depends on the
activity of Schedulers, the Path Controllers, Main Controller, the applications, and the
network state (Fig. 1).

3.1 Path-Related HoL Blocking

Let us consider packets conveying data from the same logical stream (Fig. 2). For some
reason, the throughput on path 3 encounters throttling. Even though the data are trans-
ferred correctly using paths 1 (packets x + 3, x + 4) and 2, (packets x + 5, x + 6), the
stream cannot be assembled coherently until segment x + 2 arrives. If it is, packets x + 2
up to x + 6 are instantaneously available to the user. However, if the receiver buffer is too
short, the substreams conveyed using paths 1 and 2 must be suspended. A good quan-
titative measure of path-related HoL is the time of how long the given frame with data has
been held in sender buffer waiting for the acknowledgment. This delay should be as low
as the shortest SRTT (Smoothed Round Trip Time) read from path properties. The
module responsible for the reduction of PHoL blocking is Path Scheduler.
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3.2 Stream-Related HoL Blocking

Let us consider data conveying between the same peers, but logically different – e.g.,
file transfer together with interactive audio data and user keystrokes (Fig. 2). Bulk file
transfer (most of the transferred data volume) has no special requirements. Audio data
needs a constant bit rate, with the upper limit of delay, and keystrokes data are low
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volume but urgent. Predominantly, only bulk data are present. If a user presses the key,
the corresponding data are enqueued. They must wait until the previously sent low
priority data are successfully delivered because the data order is fixed at the corre-
sponding application activity.

Here, the quantitative measure of SHoL blocking phenomenon is the difference
between the throughput of streams. For properly working transport, this value should
be close to zero. The module responsible for the reduction of SHoL blocking is Stream
Scheduler.

3.3 Protocol Efficiency

Due to the interaction of application logic, the network load, congestion control
algorithms, schedulers activity (thus SHoL and PHoL blocking), the available paths are
not fully used. The quantitative, popular measure of the protocol efficiency proposed in
[28] is

u ¼
G�maxðciÞPn

i¼1
ci�maxðciÞ

; if G� maxðciÞ;
G�maxðciÞ
maxðciÞ ; otherwise,

8
<

:
ð1Þ

where G is the throughput of multipath transmission, and ci is the throughput of path
i. u 2 [–1, +1]. If the measure reaches +1, then all the paths are fully engaged. If zero,
then the multipath transmission has the same throughput as the fastest path. If u = –1,
the transmission stalls. Thus u should never drop below zero, which indicates negative
gain from multipath transport. Unfortunately, u cannot be easily evaluated in a real
environment in real-time. The throughput can be assessed a posteriori, as ci = volume
of data/transmission time. Thus ci can be obtained only statistically. The paper is
addressed to the assessment of dynamic properties of the transmission. Therefore (1) is
redefined in the following way:

uðkÞ ¼
GðkÞ�maxðciðkÞÞPn

i¼1
ciðkÞ�maxðciðkÞÞ

; if GðkÞ� maxðciðkÞÞ;
GðkÞ�maxðciðkÞÞ

maxðciðkÞÞ ; otherwise,

8
<

:
ð2Þ

where k is the time instant of the subsequent frame departures. While evaluating (2), ci
(k) is approximated by ci (k) � inflight data(k)/SRTT(k) and averaged from multiple
runs of the single path transfer. The term “inflight data” refers to the amount of data
already sent but not acknowledged yet. The evolution of the multipath efficiency -
u(k) – allows for identifying weaknesses of the control algorithms.
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4 Setup Design

In order to assess the dynamic properties of MPQUIC and compare them with QUIC,
the test setup illustrated in Fig. 3 has been prepared. To make sure the application and
operating system do not influence the transmission significantly, as a client, both
inexpensive Raspberry Pi and Windows 10 based machines have been employed. The
peer is run on a high-end server under Ubuntu Linux. Both client devices are equipped
with two wireless communication interfaces. Next, data sent through the primary path
encounter DSL as a likely bottleneck, and those sent through the secondary one – LTE.
The segments sent through the DSL connection reach the destination in 8 hops, and
those conveyed by LTE – in 11 hops. Initial RTTs during wee hours are 35–40 ms and
75–100 ms, respectively. The streams are generated using the dedicated application
designed using DeConnick [9] code.

While the experiments involve real devices and public networks, it is impossible to
receive precisely the same results in subsequent runs. Instead, the experiments have to
be conducted *30 times. For the presented assessments, the manually selected, in
authors’ opinion – most typical and frequently observed experiments are selected.

5 Results

The MPQUIC stack includes modules that interfere with each other. The experiments
are planned to investigate the impact of particular parts of the protocol on the overall
transmission properties. Hence, three scenarios are selected.
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5.1 Path Controllers

When the only single communication path is allowed, then Path Scheduler is idle,
together with the Main Controller. Additionally, if a single stream is conveyed, the
Stream Scheduler is idle, as well. Thus, only Path Controllers impact the transfer. In
fact, such transmission is similar to an ordinary TCP one. The comparison of QUIC
(Cubic) and MPQUIC (OLIA) is illustrated in Fig. 4. QUIC is more aggressive than
MPQUIC. It implies higher path delays but a greater throughput, as well. QUIC is
vulnerable to series of drops starting *8 s (primary path) and *10 s (secondary
path). It significantly increases the protocol delay – 5, 6 times more than in the case of
less aggressive MPQUIC. However, if the application is not time-sensitive, then the
impact of the drops on throughput is acceptable.

Fig. 4. Basic properties of the paths. Left: singlepath QUIC, Right: multipath QUIC where one
path is active. Upper line: path perspective view (different vertical scale), middle line: protocol
delay perspective view, bottom line: application perspective view.
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Nevertheless, MPQUIC overperforms QUIC in terms of infrequent drops and short
delays. Still, buffer bloat is present. It is exceptionally well visible on the primary
path, where the constant throughput (*7.5 Mbps) accompanies the delay increase
(35–220 ms). It is desirable to avoid this phenomenon, as in recently developed TCP
congestion control algorithms (BBR [29], Wave [30]).

5.2 Master Controller and Path Scheduler

When more separate paths are available, then Master Controller (protocol fairness) and
Path Scheduler (splitting process) impact the data transfer (Fig. 1). In the experiments,
two uncoupled (without common bottleneck) paths are employed. Still, only one
stream is conveyed, so Stream Scheduler does not influence the data transfer.

Figure 5 presents the typical evolution of the delay and throughput for the trans-
mission. These measurements should be compared to those presented in Fig. 4. Con-
trary to MPTCP, MPQUIC sustains near-to-constant protocol delay. It proves that Path
Scheduler works efficiently. Master Controller promptly boosts transfer. For the
assessment of the dynamic of the multipath effectiveness u(k) (2), the average
throughput for each path is evaluated and compared to the transfer speed obtained for
the multipath transfer – Fig. 5, bottom, right chart. Usually, u(k) initially grows fast
(u(k) � +1), and after a few seconds, it slowly decreases. The direct reason is a sequence
of drops. After such an incident, the efficiency remains at the level u(k) � +0.5. Such a
pattern is observed frequently. Sometimes,u(k) temporarily drops below zero, especially
at rush hours.

Fig. 5. Typical measurements of a single stream transmitted over different paths.
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5.3 Stream Scheduler

The entire stack is evaluated in three subscenarios. In all of them, four streams are
transmitted. Every new one starts two seconds after the previous one. From the point of
view of previously started streams, the freshly added one is a disturbance. In the first
subscenario, all the streams are transmitted continuously, with the best possible
throughput. In the second one, stream 1 is a sequence of bursts (10 kB, every 100 ms).
It illustrates a live media transmission, for example, voice or a game player activity. In
the third subscenario, stream “1” is additionally privileged, i.e., the data from stream
“1” are expedited as soon as they are available. The results of the measurements are
presented in Fig. 6, each subscenario in subsequent rows.

Fig. 6. Four streams transmitted using two paths scenario. Upper row: continuus transmission,
middle row: short bursts for stream 1, bottom row: short bursts for priviledged stream 1.
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In all cases, the disturbance introduced by a new stream transmission is quickly
suppressed. However, the protocol does not obey the rules of priority correctly.
Stream 1, despite is delayed like other streams, irrespectively from its priority, as an
effect of buffer bloat vulnerability. If buffer bloat is present, Stream Scheduler has
limited impact on transfer.

6 Result Assessment

The analysis of the protocol dynamics reveals problems that need to be solved:

• Buffer bloat vulnerability. The increase of path and protocol delay results in a
protocol delay increase. If the incident lasts long enough, the retransmissions of
dropped packets are necessary, which induces observed throughput diminishes
(Fig. 7, top row). The buffer bloat phenomenon aggravates the stream recovery
mechanisms. The reactive methods for constraining the protocol delay grow [31,
32] increases network load and energy dissipation and have limited effectiveness
[33]. They should be replaced or accompanied by the tailored congestion control
mechanisms that hold every path delay as low as possible.

• Decreasing efficiency. After a series of drops, the multipath transmission gain
u(k) (2) decreases and does not restore. The problem is addressed to the Master
Controller module.

Fig. 7. Weaknesses of multipath transmission. Upper row: transmission throttling due to series
of drops. Bottom row: oscillation of protocol delay due to path switching.
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• Stream Scheduler and Path Scheduler are not cooperating with each other. For
ordinary streams, the problem can be neglected. However, when MPQUIC is
employed in real-time transmissions (e.g., unbuffered multimedia or interactive
games), the delays should be constrained as high as possible. Even if Stream
Scheduler privileges selected stream, Path Scheduler ignores this setting (Fig. 7,
bottom row). Hence, stream delays oscillate among current path delay values. The
efficient algorithm for assigning stream priority for both schedulers should be
designed, not only for the Stream Scheduler [19].

7 Conclusions

The paper evaluates the dynamical properties of MPQUIC transmission in a natural
network environment and using physical devices. MPQUIC protocol inherits the best
advantages of its predecessors – multipath transmission, efficient congestion control,
and streams decoupling. However, the protocol design is not closed, and the directions
for further improvements are identified.

The necessity of implementing MPQUIC in an application is often considered a
severe disadvantage compared to TCP or MPTCP. However, MPQUIC may be used in
any operating system and device without restrictions introduced by firewalls, which
sometimes tamper TCP options. Additionally, implementing new algorithms in the user
space is more accessible than in the kernel space, as necessary for (MP)TCP. Therefore,
the discovered weaknesses of MPQUIC should be solved promptly.
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Abstract. To reconstruct the target-induced attenuation image keeping con-
sistent with the observed measurement data, this paper explores the use of a new
horizontal distance attenuation-based elliptical weighting model in building an
attenuation image, where a horizontal distance attenuation factor and a vertical
distance attenuation factor are introduced, respectively, which is able to clear the
difference of the voxel weightings perpendicular to the line-of-sight (LOS) di-
rection, as well as the difference of the voxel weightings parallel to the LOS
direction. Compared with the existing model, the proposed model can additively
reflect the occlusion effect of the radio frequency signal when the target is close
to the transceiver nodes. Besides, the Tikhonov-‘p-norm regularization is
incorporated into the image reconstruction, which makes full use of the sparse
ability of the ‘p-norm (0 < p < 1) to further reduce the noise interference. The
experimental studies on indoor and outdoor scenarios with radio tomographic
imaging are presented to validate the effectiveness of the proposed approach.

Keywords: Device-free localization � Radio tomographic imaging � Elliptical
weighting model � ‘p-norm � Horizontal distance attenuation

1 Introduction

Radio tomographic imaging (RTI) technology can image the received signal strength
(RSS) changes of wireless propagation within the wireless sensor networks (WSNs)
area, where several mathematical models are applied to reconstruct images of moving
targets in indoor and outdoor environments with low power and low cost [1]. In an RTI
system, the elliptical weighting model has obtained widely application to derive the
shadowing losses on links between many pairs of nodes in a wireless network, then
image the attenuation of targets. The classical weighting model [2] was first proposed
by Joey Wilson and Neal Patwari, which builds one ellipse by taking any two trans-
ceiver nodes as the elliptical focus; the voxel weightings within the ellipse are all equal
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to one, and zero for the others, that is, the voxel weightings within the ellipse can’t be
distinguished. In 2014, Benjamin R. Hamilton proposed the inverse area elliptical
model [3], which modeled the weight of each voxel as the reciprocal of the minimum
ellipse area containing two sensor nodes and the voxel. The proposed model is able to
distinguish the contribution of each voxel in the ellipse, and obtain greater positioning
accuracy than other models. However, the higher computational complexity makes it
impossible to apply in real time. In 2015, a const-eccentricity elliptical model was
proposed in [4]. In the proposed model, the minor axis parameters of ellipse are
positively correlated with link length, and images can be reconstructed with fewer
voxels, thus noise interference is greatly reduced. But, how to determine the weightings
inside the ellipse has not been considered. In 2019, an adaptive elliptical weighting
model considering both the adjustment of ellipse coverage and the selection of voxel
weighting was proposed in [6], and the indoor positioning and tracking experiments
verify that the model can improve RTI performance. Besides, there are other elliptical
models based on Fresnel diffraction theory, such as saddle surface model [12] and
diffraction model [13, 14]. However, these models no longer define voxel weightings,
but concern RSS changes, which can’t be directly applied to the existing RTI systems.

Reviewing the existing research, for improving the image reconstruction quality
and the positioning accuracy, the voxel weightings in one ellipse should be chosen to
match the actual attenuation of the measurement data, besides, adjusting the range of
the ellipse and selecting the optimal image reconstruction algorithm can deduce the
interference of reconstructed images. In this paper, an innovative elliptical model is
presented, which introduces an adaptive horizontal distance attenuation factor based on
the adaptive elliptical model [6], so that the voxel weightings become a function of the
horizontal distance and the vertical distance between the voxel and the transceiver
nodes, thereby the new elliptical weighting model is able to better match the
measurements.

Besides, a Tikhonov-‘p-norm regularization is proposed to solve the ill-posed linear
equations for imaging target position. The Tikhonov regularization is usually applied to
transform the ill-posed problems into well-posed optimization problems [24], the target
position can be estimated from Tikhonov regularized solution, but which is smoother
resulting in inaccurate positioning. Actually, the target only occupies a few voxels in
the whole monitoring area, which satisfies the sparsity of structure. Moreover, the
compressive sensing (CS)-based solutions, such as the least absolute shrinkage and
selection operator (LASSO) [25] and orthogonal matching pursuit (OMP) [5, 16], have
been proven. However, compared with CS-based image reconstruction, Tikhonov
regularized solution [17] can provide higher positioning accuracy. In 2019, Xu [7]
proposed a novel regularized reconstruction method (referred to as Tikhonov-‘1-norm
regularization) with the objective function of linearly combining ‘1-norm and ‘2-norm
regularization, which utilizes the correlation and sparsity of attenuated images, there-
fore improves the positioning accuracy and maintains the better imaging quality.

In fact, the optimization model under ‘1-norm sparse constraint needs more
observation data to ensure the positioning accuracy in practical application, and there
are several non-convex reconstruction models are proved to perform better than the ‘1-
norm at low sampling rate [26], such as ‘0-norm and ‘p-norm. However, ‘0-norm-based
optimization model is a mathematical non-deterministic polynomial (NP) problem.
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Instead, ‘p-norm (0 < p < 1) [23] can also promote the sparsity of the solution and
avoid making the regular solution smoother. In this paper, the Tikhonov-‘p-norm
regularization will be explored in detail for image reconstruction in RTI system.

This paper is organized as follows: in Sect. 2, the principle of RTI and the proposed
adaptive elliptical model are introduced. The ‘p-norm-based reconstruction method is
presented in Sect. 3. The experiments in indoor and outdoor scenarios are given and
analyzed in Sect. 4. Finally, the conclusion is presented in Sect. 5.

2 Radio Tomographic Imaging

2.1 Introduction of RTI

As illustrated in Fig. 1, there are L sensor nodes deployed around the monitor area, and
the red ellipse represents the target. A communication link or LOS path is established
between any two sensor nodes, and the total number of links can be denoted as
M ¼ LðL� 1Þ. The monitor area is divided into N grids (referred to as voxels). When a
target enters the monitor area, the RSS value will be changed as [8, 15]

y ¼ Wxþ n ð1Þ

where y ¼ ½y1; y2; . . . ; yM �T 2 RM denotes the RSS changes of all the links in the
network, W ¼ ½w1;w2; . . .;wM �T 2 RM�N means the shadow weight matrix,
wi ¼ ½wi;1;wi;2; . . .;wi;N � 2 RN , x ¼ ½x1; x2; . . .; xN �T 2 RN is the signal fading value in
the voxel, n ¼ ½n1; n2; . . .; nM �T 2 RM is the measurement noise vector.

When reconstructing a target image from measurement data, it needs to search for
an optimal solution under the least-squared (LS) error:

Fig. 1. RTI sensor node deployment.
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xLS ¼ argmin
x

Wx� yk k22 ð2Þ

In RTI system, W is not full-rank, therefore, the LS solution of Eq. (2) will not be
unique. In the classical RTI, the prior information of the attenuation signal x is added to
the solution process as a constraint term, and the attenuation image can be recon-
structed by Tikhonov regularization, the corresponding objective function is expressed
as:

min f ðxÞ ¼ Wx� yk k22 þ l1x
TC�1x ð3Þ

where l1 is the Tikhonov regularization parameter [10]. C is the prior covariance
matrix of x, which can be approximately calculated as

½C�lj � expð� dlj
d
Þ ð4Þ

where dlj is the distance from voxel l to voxel j, and d is a “space constant” correlation
parameter [1].

Setting the gradient of Eq. (3) to zero, the solution of Tikhonov regularization can
be obtained:

~x ¼ ðWTWþ l1C
�1Þ�1WTy ð5Þ

here the target location is the voxels with the largest attenuation in the reconstructed
image ~x.

2.2 Elliptical Weighting Model Considering Horizontal Distance
Attenuation

The weighting model can decide whether a voxel contributes to image reconstruction.
Figure 2 shows the elliptical weighting model in the RTI system, where any two sensor
nodes can be the foci of the ellipse, as Fig. 2(a) for the longest link.

In the classical weighting model [2] (referred to as Model 1), the parameter k for
adjusting the minor axis length of ellipse is a constant, which is obtained by experi-
ments or estimated on-line [11]. If the voxel is within the ellipse, its weight is set to 1;
otherwise, the weight is set to 0. In addition, as shown in link1 and link2 in Fig. 2(b),
the link lengths may be different. Therefore, considering the influence of the link length
on the weight, the weight inside the ellipse needs to be multiplied by the reciprocal of
the square root of the link length:

wi;j ¼ 1ffiffiffiffi
di

p 1 dijð1Þþ dijð2Þ\di þ k
0 otherwise

�
ð6Þ

where di is the length of link i, and dijð1Þ, dijð2Þ are the distances between voxel j and
two sensor nodes, respectively.
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According to Eq. (6), k is a fixed value for different di. Thereby, the shorter link
length will lead to the bigger elliptical coverage which will introduce more measure-
ment noise.

To solve the above problem, the const-eccentricity weight model (referred to as
Model 2) is proposed in [4], which can be described as

wi;j ¼ 1ffiffiffiffi
di

p 1 dijð1Þþ dijð2Þ\di þ di
dmax k

0 otherwise

�
ð7Þ

where dmax corresponds to the length of the longest link.
However, for Model 1 and Model 2, the attenuation contributions of different

voxels in the same ellipse can’t be distinguished, which leads to the mismatching
between the weigh model and the measured data. For improving the positioning per-
formance, an adaptive elliptical weight model (referred to as Model 3) is proposed in
[6], which introduces one distance attenuation factor e�h and the adaptive weighing
value is defined as

wi;j ¼ e�h dijð1Þþ dijð2Þ\di þuk
0 otherwise

�
ð8Þ

where e is the base of the natural logarithm and h is the vertical distance from voxel j to
the LOS path, and u is a parameter adjusting the minor axis of ellipse adaptively:

u ¼ dmax

di
ð9Þ

According to Eq. (8), the weightings of voxels will change inversely with parameter h.
For the shorter link, the coverage of the corresponding ellipse will become larger, and
there is more valid measurement information for the following image reconstruction.

LOS path
Elliptical 
Model

Obstruction

Sensor 
Node

Link 2

Link 1

(a) the longest link        (b) different links

Fig. 2. The elliptical weighting model.

212 C. Zhu et al.



In fact, according to the attenuation characteristics of radio propagation, the voxel
weight is not only related to the vertical distance from the voxel to the LOS path, but
also related to the horizontal distance from the voxel to any two sensor nodes. The
closer the voxel is to the sensor node, the greater the occlusion effect is on the node.
Therefore, we can define the greater voxel weight to match the more RSS attenuation.
Combined with the prior information x, that is, the distribution of the attenuation map
accords with the Gaussian process [18, 19], the horizontal and vertical distance
attenuation factors can be expressed as exponential form, which are introduced into the
proposed ellipse model (referred to as Model 4):

wi;j ¼ e�h � e�s dijð1Þþ dijð2Þ\di þuk
0 otherwise

�
ð10Þ

where s is the normalized distance between the projection point of voxel j on the LOS
path and any two sensor nodes.

s ¼ minðl1; l2Þ=di
di ¼ l1 þ l2

ð11Þ

where l1 and l2 are the distances between the projection point of voxel j on the LOS
path and two sensor nodes, respectively, as shown in Fig. 3.

According to Eq. (10), our proposed model mainly includes two characteristics.
Firstly, for the pixels in any two ellipses with different coverages, the corresponding
pixel weighting can be distinguished despite of the same minðl1; l2Þ and h; secondly,
for the pixels in one ellipse, those contribution reflecting path attenuation can be
detailed to match the actual radio propagation.

Under the same link, the voxel weighting distribution of different ellipse model are
shown in Fig. 4(a), Fig. 4(b), Fig. 4(c), Fig. 4(d), the color bar represents voxel
weight, changing from 0–1. It can be seen that the weights of the voxels outside the
ellipse are 0. In Fig. 4(a) and Fig. 4(b), the weights of all voxels are constant by Model

LOS 
pathElliptical 

Model

l1 l2

h

di

Sensor Node Voxel j

Fig. 3. Geometry of elliptical weighting model.

ARTI: One New Adaptive Elliptical Weighting Model 213



1 and Model 2 respectively. The weights of voxels by Model 3 only change in the
vertical direction to the LOS path, that is, the weights of voxels are only related to the
parameter h as Eq. (8). Besides, compared with Model 1, the other ellipse coverage can
change with own adjustment parameters. In Model 4, the weights of voxels have the
greater weights for the closer distance from the nodes, including the vertical direction
and horizontal direction.

In order to evaluate the matching degree between the weighting model and mea-
sured data, the experiment of two WSN nodes is carried out as shown in Fig. 5(a), one
target moves from (–1.6, 0) to (1.6, 0) along the LOS path and from (0, –1.1) to (0, 1.1)
along the NLOS path as shown in Fig. 5(b). The collected RSS information in X and Y
direction are shown, respectively, here the normalized RSS values have been fit to
accessible curve. It can be seen that the attenuation trend is symmetrical round the
origin of the axes as in Fig. 5(c) and Fig. 5(d), which is the center of link between two
nodes, and X coordinate represents the horizontal direction of the communication link,
Y coordinate represents the vertical direction of the communication link. From Fig. 5
(c), the RSS attenuation increases steadily when the target moves along LOS path from
the center of link towards one node; and in the horizontal direction of the communi-
cation link of NLOS path, there is the worse RSS attenuation for the shorter vertical

(a) Model 1 (b) Model 2

(c) Model 3 (d) Model 4

Fig. 4. Voxel weightings distribution of different elliptical models.
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distance when the target moves near the center of the link. These worse RSS attenu-
ations should correspond to the larger voxel weights, the proposed ellipse model
(Model 4) can reflect the above RSS attenuation characteristics in RTI.

3 TIKHONOV-‘p-norm-Based Image Reconstruction

Substituting Eq. (10) into Eq. (5), we can obtain the signal fading value of all voxels x
in the monitoring area, then the Tikhonov regularization can solve the linear equations
as Eq. (3) for imaging target position [24, 27, 28]. In several cases, there will inevitably
appear artifacts and false targets in the reconstructed image because of the RSS
measurement noise and calculation error of fading voxel weightings which will further
deteriorate the quality of reconstructed image for the complex scenarios. Considering
that the solution of the objective function as Eq. (3) satisfies the sparsity of structure,
and combining the correlation among the fading voxels, the ‘p-norm(0 < p < 1) is

NLOS
TX RX

X(m)

0 0.6 1.2 1.8-0.6-1.2

LOS

Y(m)

-1.8

Target

0

0.5

1.0

-0.5

-1.0

(a) (b)

(c) (d)

Fig. 5. The verification on the RSS attenuation characteristics in RTI. (a) the experiment
scenario. (b) Illustration of the experimental setup. (c) RSS attenuation along the LOS path.
(d) RSS attenuation along the NLOS path.
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introduced as a sparse constraint to Eq. (3), then the new objective function can be
obtained.

min f ðxÞ ¼ Wx� yk k2 þ l1x
TC�1xþ l2 xk kpp ð12Þ

where l2 is ‘p-norm regularization parameter.
Sorting Eq. (12), we have

min f ðxÞ ¼ xTðWTWþ l1C
�1Þx� 2xTWTyþ yTyþ l2 xk kpp ð13Þ

Since WTWþ l1C
�1 is positive definite [7], the Cholesky decomposition is

WTWþ l1C
�1 ¼ QTQ ð14Þ

Plugging Eq. (14) into Eq. (13), the objective function becomes

min f ðxÞ ¼ Qx� bk k2 þ l2 xk kpp þW ð15Þ

where b ¼ ðQTÞ�1WTy and W ¼ yTy� bTb are constants independent of x. In this
case, Eq. (15) can be transformed into the standard form of ‘p-norm regularization, but
which is a non-convex optimization problem. Fortunately, there exist several opti-
mization algorithms based on the ‘p-norm [20–22] for this type of problem.

However, the Tikhonov-‘p-norm regularization as Eq. (15) isn’t the mixed norm
[21], and the matrix Q is full rank, so the optimization algorithms in [20, 21] cannot be
directly applied to solve Eq. (15). Considering the complexity of the algorithm, we can
mirror the idea of sparse constrained regularization method [22].

Defining the weight coefficient matrix A

A ¼ diag½a1; . . .; aj; . . .; aN � 2 RN�N

aj ¼ ððxk�1
j Þ2 þ dÞ�1þ p=2 ð16Þ

where xk�1
j is obtained from the last iteration; d is initialized to 1, k is the number of

iterations. The solution of the kth iteration can be calculated as

xk ¼ XkQTðQXkQT þ l2IÞ�1b ð17Þ

where I 2 RN�N is identity matrix, Xk is the diagonal matrix.

Xk ¼ diagð1:=AÞ ð18Þ
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The detailed iteration process is shown in Algorithm 1.

4 Experimental Validation and Performance Analysis

4.1 Experiment Setup

To verify the effectiveness of the proposed algorithm, several experiments are carried
out in outdoor and indoor scenarios as in Fig. 6(a) and Fig. 6(b), respectively, of which
the monitoring area is a square of 4.5 m by 4.5 m in Fig. 6(a) and 6 m by 6 m in Fig. 6
(b). The relevant experiment parameters are listed in Table 1. In order to suppress the
reflected signal, the flat directional antenna with horizontal beam width of 110° and
vertical beam width of 30° are adapted, and the nodes are placed on the bracket with
the height of 1m from ground. The nodes fully support the IEEE 802.15.4 protocol, and
the maximum transmission power is 4.5 dBm, ensuring to cover the whole monitoring
area. In order to measure RSS of all links quickly, a token-ring-like communication
protocol [1] was adopted. When all nodes complete a round of signal transmission,
RSS measurement information from all links is obtained.
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4.2 Positioning Performance Evaluation

For evaluating the positioning performance of different ellipse models and recon-
struction methods, there are multiple index relevant to the image quality and posi-
tioning accuracy is adapted.

Defining the image quality r2i of the i-th target position is the difference between
the normalized reconstructed image ~xr and the true image xi,

r2i ¼
~xr � x2i

�� ��
N

ð19Þ

Here the true image xi is modeled as a rectangle of 40 cm by 20 cm:

½xi�j ¼
1; if the target occupies voxel j
0; otherwise

�
ð20Þ

For NT tested target positions, the average imaging quality and positioning accuracy
respectively is:

RMSEðimgÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
NT

PNT

k¼1
r2i

s

RMSEðlocÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
NT

PNT

k¼1
zk � ~zkk k2

s ð21Þ

where ~zk and zk represent the estimated value and real value of the k-th target position,
respectively.

(a) outdoor scenarios (b) indoor scenarios

Fig. 6. Experimental scenarios.

Table 1. Experiment parameters.

Node Spacing Voxel Size Node Number N k

Indoor
1.5 m 0:1 m � 0:1 m

16 3600 0.05
Outdoor 12 2025 0.04
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4.3 Performance Analysis of Different Ellipse Models

Assuming three outdoor target positions with (3.0 m, 3.0 m), (2.3 m, 2.3 m) and
(1.5 m, 0.9 m), and adapting the Tikhonov reconstruction method, the reconstructed
images by Model 1, Model 2, Model 3 and Model 4 respectively are shown as in
Fig. 7. The brightest area is the target position, which is the worst attenuation voxel;
and the energy concentration degree of the brightest area can embody the positioning
performance. It can be seen from Fig. 7 that the proposed Model 4 can show higher
energy concentration degree and the less artifact area for different target positions,
mainly because of perfect matching between the Model 4 and the actual measured data.

In indoor scenarios, for positions (3.0 m, 4.8 m), (1.0 m, 1.2 m) and (4.8 m,
4.8 m), the reconstructed images are shown in Fig. 8. It can be seen that the positioning
performance in indoor scenario is poorer than that in outdoor scenario, mainly rooting
from indoor multipath effects.

The imaging quality and positioning error in different target positions also are
provided as Fig. 9a and Fig. 9b, which is consistent to the conclusion from Fig. 7 and
Fig. 8. The positioning and imaging results are listed in Table 2 lists. Compared with

(a) Model 1    (b) Model 2    (c) Model 3    (d) Model 4

(e) Model 1    (f) Model 2    (g) Model 3    (h) Model 4

(i) Model 1    (j) Model 2    (k) Model 3    (l) Model 4

Fig. 7. The reconstructed image of different positions in outdoor scenarios. (a)–(d) position 1.
(e)–(h) position 2. (i)–(l) position 3
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the other ellipse models, the imaging quality of Model 4 can be improved by about
15.2%, 9.9% and 3.7%, respectively; and the positioning accuracy of Model 4
increases by 31.8%, 19.9% and 9.8%, respectively.

(a) Model 1 (b) Model 2 (c) Model 3 (d) Model 4

(e) Model 1    (f) Model 2    (g) Model 3    (h) Model 4

(i) Model 1    (j) Model 2    (k) Model 3    (l) Model 4

Fig. 8. The reconstructed image of different positions in indoor scenarios. (a)–(d) position 4.
(e)–(h) position 5. (i)–(l) position 6.

(a) Imaging quality (b) Positioning error  

Fig. 9. Positioning performance in different target positions.
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4.4 Comparative Analysis of Different Image Reconstruction

The proposed Model 4 is selected as the ellipse model in RTI, and positioning per-
formance of the proposed Tikhonov-‘p-norm-based image reconstruction is compared
with the existing Tikhonov regularization [24, 27] and ‘1-norm regularization [7, 25,
29], respectively. The parameters of different image reconstruction methods are listed
in Table 3, and the reconstructed images are shown in Fig. 10 for the outdoor scenarios
and Fig. 11 for the indoor scenarios.

Table 2. Positioning performance of different ellipse models.

Model 1 Model 2 Model 3 Model 4

Imaging Quality RMSE(img) 0.3154 0.2969 0.2778 0.2676
Median 0.2862 0.2762 0.2522 0.2418
Standard Deviation 0.0355 0.0351 0.0272 0.0291

Positioning Accuracy
(m)

RMSE(loc) 0.2366 0.2013 0.1789 0.1613
Median 0.1696 0.1937 0.1500 0.1458
Standard Deviation 0.0859 0.0442 0.0261 0.0264

Table 3. Image regularization reconstruction parameters.

Parameter Value Description

l1 30 Tikhonov regularization [24, 27]
l2 2.2 ‘p-norm regularization
l3 20 ‘1-norm regularization [7, 25, 29]
p 0.4 Selection of norm p value

(a) Tikhonov (b) Tikhonov-ℓ1   (c) Tikhonov-ℓp

Fig. 10. Reconstruction results of position 1 in outdoor scenarios.

(a) Tikhonov (b) Tikhonov-ℓ1   (c) Tikhonov-ℓp

Fig. 11. Reconstruction results of position 4 in indoor scenarios.
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Compared with Tikhonov regularization as Fig. 10(a) and Fig. 11(a), the Tikho-
nov-‘1-norm and Tikhonov-‘p-norm regularization can further reduce the artifacts in
reconstructed image, mainly because of consideration the sparsity of the attenuated
image, thereby the smaller attenuation components from noise and multipath inter-
ference will be suppressed in sparse reconstruction; for 0 < p < 1, Tikhonov-‘p-norm
has the stronger ability of sparse reconstruction, resulting in the higher energy con-
centration and the less residual artifacts in the reconstructed images as Fig. 10(c) and
Fig. 11(c). The corresponding imaging quality and positioning accuracy are shown in
Table 4, and Fig. 12 for different target positions. From Table 4, the proposed RTI
system can improve the average positioning accuracy (RMSE(loc)) by 10.2% (compared
to Tikhonov) and 5.0% (compared to Tikhonov-‘1-norm); and the imaging error can
reduce by 48.0% (compared to Tikhonov) and 19.1% (compared to Tikhonov-‘1-
norm). For different targets positions, the proposed Tikhonov-‘p-norm regularization
can also show its superiority over the existing reconstruction methods as Fig. 12.

5 Conclusions

This study describes one new imaging model in RTI system, which mainly involves the
following works: 1) the horizontal distance attenuation factor is firstly introduced to the
adaptive elliptical model for computing the voxel contribution in monitoring area with
higher sensitiveness on shadowing effects, 2) considering the sparsity, Tikhonov-‘p-

Table 4. RMSE of different reconstruction methods.

Tikhonov Tikhonov-‘1 Tikhonov-‘p
Imaging Quality RMSE(img) 0.2676 0.1720 0.1391

Median 0.2418 0.1609 0.1311
Standard Deviation 0.0291 0.0228 0.0303

Positioning Accuracy
(m)

RMSE(loc) 0.1613 0.1526 0.1449
Median 0.1458 0.1360 0.1323
Standard Deviation 0.0264 0.0131 0.0179

(a) Imaging quality (b) Positioning error

Fig. 12. RTI performance curves of different reconstruction methods.
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norm-based image reconstruction (0 < p < 1) is combined into the imaging model,
when the value of parameter p is smaller than 1, the regularization parameter l2 is far
less than the existing Tikhonov regularization and ‘1-norm regularization, which will
make the reconstructed image more sparse, thereby the proposed imaging model can
provide the higher energy concentration of the target position and the less artifacts in
reconstructed image. It should be noted that the optimal parameter p can only be
decided by experiments in the proposed Tikhonov-‘p-norm-based image
reconstruction.
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Abstract. With the development of photovoltaic technology, the number of
building integrated photovoltaic (BIPV) systems is increasing. Differing from
the traditional design of BIPV systems based on the experience of experts,
which suffers from high cost and non-maximum efficiency of equipment due to
the information lack of buildings, this paper proposes a novel calculation
approach based on building information modeling (BIM) technology. Taking a
BIPV building located in Hainan, China as a example, the modelling process is
given, which description is 1:1 to the real system. Besides, the geographic
information attribute of Hainan and the thermal radiation of the building are
considered, respectively. Numerical simulation validates the effectiveness of the
proposed approach with advantages of high-accuracy and practicability.

Keywords: Smart building � Building Information Modeling (BIM) � Building
Integrated Photovoltaic (BIPV) � Thermal analysis

1 Introduction

With the development of the whole society, the issue of energy consumption has
become important. For the traditional fossil energy, it has been gradually exhausted.
besides its use and discharge has caused serious environmental pollution, destroying
the ecological balance, and further posing a serious threat to the life and health of
human beings [1]. As an alternative solution, the building integrated photovoltaic
(BIPV) technology has arisen to replace the traditional fossil energy by the solar
energy. The advantages of BIPV lies on the savings of energy and cost due to the
combination of the building and the photovoltaic systems [2]. On the one side, the
building can provide enough area for the photovoltaic systems so that the support
structure and transmission cost of the photovoltaic systems can be saved; while on the
other side, the utilization of the distributed power generation system located in building
can reduce the investment and maintenance cost of power. Therefore, BIPV technology
has been attractive and the number of BIPV systems is increasing.
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With the integration of photovoltaic architecture makes the building from the past
independent power consumption to power generation complex, it can effectively reduce
the energy consumption of the building, but also brings a series of new demands for the
architectural design, i.e., architectural appearance, optimization deployment, photo-
voltaic building optimization, etc. However, it should be noted that, BIPV is a com-
bination of photovoltaic modules and building materials (such as windows, building
exterior walls, sun shading facilities, outer roofs, etc.) to form a new building material
[1, 3]. Compared with the traditional photovoltaic architecture design method based on
expert experience. The advantage of BIPV is that photovoltaic modules can not only
generate photovoltaic power, but also play a role as building materials. For photo-
voltaic system, most photovoltaic modules are installed on the roof and wall, and are
often affected by the building structure and external environment, and the complexity is
not the same today [4]. The influence of the top edge and shape of the building on the
photovoltaic array must be fully considered. The traditional method will be very
complicated to face such problems.

For the BIPV system, the traditional methods are mostly on the basis of the
experience of experts and ignore the connection between the building and the photo-
voltaic system [5]. On the one hand, if the photovoltaic system is introduced into the
building, the photovoltaic module will change the appearance and structure of the
building. Besides, the addition of photovoltaic will change the building from the
original single power supply to multi power supply, and the electrical characteristics of
the building will also change accordingly. On the other hand, due to the variety of
architectural shapes, the installation of photovoltaic modules will be limited, and the
photovoltaic modules can’t play the maximum performance. Therefore, these factors
should be considered in in the design of BIPV system [6, 7].

It is worth noticing that, some specific situations concerning the local climate and
geologic conditions are also needed to be considered for the buildings. However, the
research of BIPV systems often ignores these influences, leading to the degradation of
accuracy [5]. Meanwhile, due to the existence of too many building information, it is
difficult to cover all of these information. In order to solve the above problems, the
building information modeling (BIM) technology has arisen [8]. By using BIM tech-
nology, the local geographic and meteorological information is introduced into the
BIPV systems and further is used to analyze different conditions by changing the
parameters. Therefore, the reliability of the electrical system can be guaranteed, and the
optimal energy efficiency of the whole building system under any special circum-
stances can be realized.

BIM technology is a new technology in the construction industry in recent years.
Revit is a BIM design software launched by Autodesk company. It is the most widely
used in BIM market [5]. Many software companies have carried out the secondary
development based on the platform of Revit. With the rapid development of BIM in the
construction industry, BIM is more and more used in all stages of the whole con-
struction life cycle. During the system design, the photovoltaic system and the building
are both needed to be modelled by BIM software [9, 10]. However, although some
professional software of distributed photovoltaic design as Pvsyst and Retscreen can
provide the analysis functions related to photovoltaic, yet they can hardly support the
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application of BIM so that its shadow radiation analysis function is difficult to reflect
the complex shape and environment of the building accurately.

In this paper, taking a hospital with BIPV system located in Hainan of China as an
example, a novel calculation approach by combining BIM technology and the software
Ecotect is proposed to realize the calculation and numerical simulation of BIPV sys-
tems. The structure of the paper is organized as follows. In Sect. 1, the modelling and
parameter setting of the system is given; in Sect. 2, the solar model, shadow model and
radiation model are established respectively for the solar radiation analysis. In Sect. 3,
the numerical simulations concerning the thermal analysis, radiation, photovoltaic
power generation are carried out. And the final conclusion of this paper is given in
Sect. 4.

2 System Description and BIM Modelling

In this paper, we take a hospital with BIPV system located in Hainan of China as an
example to investigate the calculation approach for its photovoltaic system. And the
total construction area of this building is 51335.75 m2. Figure 1 shows its 2D plane by
AutoCAD software, which represents the traditional system description of this build-
ing. Innovatively, this paper introduces BIM technology to establish a 3D plane for this
building, shown in Fig. 2. And the geographical characteristics of Hainan are directly
considered and the thermal parameters of the building are shown in Table 1.

Fig. 1. Traditional 2D plane of the building based on AutoCAD

Table 1. Thermal parameter of the building

Texture Number Thermal conductivity

Crack resistant mortar 34 0.930
TF inorganic insulation mortar 22 0.030
Cement mortar 1 0.930
Aerated concrete block 30 0.240
Lime mortar 18 0.810
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Based on the thermal parameter of construction materials in Table 1, we further use
Revit software to calculate its corresponding parameters, seen in Table 2. By com-
bining the BIM model in Fig. 2 and the construction materials thermal parameter in
Table 2, the Ecotect software is further introduced to simulate the geographical char-
acteristics of Hainan. And the environmental humidity is set as 60%, the wind speed is
set as 0.5 m/s, and the crowd density and clothing activities in the building are set as
well for the accuracy of the simulation, seen in Fig. 3. And the parameter settings of the
wall and window are given in Table 3 and Table 4.

Fig. 2. 3D plane of the building based on BIM

Table 2. Revit calculation of thermal parameters

Function Texture Thickness(mm)

Structure 1 Crack resistant mortar 5.0
Structure 1 TF inorganic insulation mortar 20.0
Structure 1 Cement mortar 20.0
Structure 1 Aerated concrete block 200.0
Structure 1 Lime mortar 20.0

Table 3. Thermal parameter setting of the wall

Parameter Data

U-Value (W/m2K) 1.552
Admittance (W/m2K) 4.220
Solar Absorption 0.428
Visible Transmittance 0
Thermal Decrement 0.41
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3 Solar Radiation Analysis

3.1 Solar Model

In order to simulate the impact of climate environment on buildings, we first establish a
solar motion model to calculate the shadow and solar radiation of photovoltaic system
in Fig. 2. Declination, solar elevation angle and the azimuth of the sun are three key
factors to be addressed in modeling. For the declination, it is the angle between the
equatorial plane of the earth and the line connecting the sun and the center of the earth
[11]. It is a phenomenon caused by the earth’s orbit around the sun, which changes
with time, with a cycle of years, reaching a maximum of 23.45° on June 22, the value
reached −23.45° on December 22. For the solar elevation angle, it refers to the angle
between the light of a certain place and the tangent line of the earth’s surface connected
with the earth’s center. And for the azimuth of the sun, it refers to the angle between the
sun’s projection on the horizon plane and the local meridian. It is generally measured in
a clockwise direction with the north direction of the target as the starting direction and

Fig. 3. Thermal parameter setting in Ecotect software

Table 4. Thermal parameter setting of the windows

Parameter Data

U-Value (W/m2K) 3.440
Admittance (W/m2K) 2.800
Solar Absorption 0.403
Visible Transmittance 0.43
Thermal Decrement -
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the incident direction of the sun as the ending direction. Therefore, the declination
angle d, altitude angle a and azimuth angle us can be calculated respectively as [12]

d ¼ 23:45� � sin 360� 284þ n
365

� �
ð1Þ

a ¼ sin�1 sin d sinuþ cos d cosu cos sð Þ ð2Þ

us ¼ cos�1 sin a cosu� cos a sinu cos s
cos a

� �
ð3Þ

where n represents the accumulated day, u is the local latitude, s is the solar hour
angle. When the sun’s noon is zero, the clockwise direction is positive, while the
counterclockwise direction is negative.

3.2 Shadow Model

Differing from the traditional shadow analysis such as instrumental measurement,
theoretical formula approach, software simulation approach, which suffers from com-
plex determination of the photovoltaic panel, this paper proposes a novel approach
based on Ecotect software, shown in Fig. 4, which is simple and easy implementation.
Based on the solar model in (1)–(3), the shadow analysis will be carried out by adding
the solar meteorological data of a place in Hainan.

Fig. 4. Shadow analysis by Ecotect software
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3.3 Radiation Model

In the following, we continue to establish a radiation model for the building in Fig. 2.
Since the solar radiation energy received by objects on the surface is mainly composed
of direct radiation, scattered radiation and reflected radiation, the direct solar radiation
refers to the solar radiation that reaches the earth surface in the form of parallel light
without changing the direction of radiation [13]. Therefore, the intensity of extrater-
restrial solar radiation A can be calculated as [14]

A ¼ 1160þ 75 sin
360
365

n� 275ð Þ
� �

ð4Þ

The optical thickness coefficient k is given as

k ¼ 0:7þ 0:035 sin
360
365

n� 100ð Þ
� �

ð5Þ

The air mass m is given as

m ¼ 1
sin a

ð6Þ

where a is the altitude angle defined in (2).
The solar radiation intensity IB and IBC are given respectively as [15]

IB ¼ Ae�km ð7Þ

IBC ¼ IB � cos a sin b cos um�usð Þþ sin a cos bð Þ ð8Þ

where b is the tilt angle of the photovoltaic array, um is the azimuth of the PV array.
It is worth noticing that the solar scattered radiation is also called sky scattered

radiation. When the solar radiation meets the gas molecules and dust in the atmosphere,
it scatters and reaches the surface of the earth in the form of diffusion. Therefore, the
sky diffuse scattering coefficient C can be calculated as [16]

C ¼ 0:095þ 0:04 sin
360
365

n� 100ð Þ
� �

ð9Þ

By combining (7) and (9), the intensity of solar scattering radiation ID can be
calculated as

ID ¼ CIB ð10Þ

And the solar scattered radiation intensity IDC is given as [17]

IDC ¼ ID
1� cos b

2

� �
ð11Þ
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Solar reflected radiation refers to the solar radiation reflected by objects. Radiation
usually accounts for a small proportion of the total radiation. Therefore, the solar
reflected radiation intensity IR can be calculated as [17]

IR ¼ qIB sin bþCð Þ ð12Þ

Where q Is the reflection coefficient of the object surface.
And the radiation intensity of horizontal solar reflection on inclined plane IRC can

be calculated as [18]

IRC ¼ IR
1� cos b

2

� �
ð13Þ

Based on the established solar model, shadow model and radiation model, the local
meteorological data got by the Ecotect software can be introduced to the BIM model of
the hospital in Fig. 2. By comparing with the traditional 2D plane of the building based
on AutoCAD, the proposed approach based on BIM and Ecotect can improves the
selection and placement of photovoltaic panels and the photoelectric efficiency.

4 Numerical Simulation

In order to test the proposed calculation approach based on BIM and Ecotect, we take
the hospital located in Hainan as an example to realize its thermal analysis. In Fig. 5
and Fig. 6, the temperature change on the hottest day and coldest day of one year can
be got by Ecotect software based on the local meteorological data of Hainan.

 NOTE: Values shown are environment temperatures, not air temperatures.
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Fig. 5. Temperature change on the hottest day of the year
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From (4)–(13) and the parameter settings in Table 3, Table 4, we can further get the
average solar radiation on the hottest day, the coldest day, the clearest day and the
darkest day respectively in Fig. 7–Fig. 10. And in Fig. 11, the monthly mean direct
solar radiation of Hainan can also be achieved by Ecotect.

 NOTE: Values shown are environment temperatures, not air temperatures.
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Based on the above analysis of solar radiation data in Fig. 7–Fig. 11, we can get the
amount of gain and loss of radiation, which is helpful for the calculation of photovoltaic
power generation. And the solar radiation accumulation on the hottest day, coldest day,
the day with the most abundant light and the radiation accumulation on the day with the
least light of a year can be simulated in Fig. 12–Fig. 15. In conclusion, the solar radi-
ation accumulations in different cases can be seen in Table 5, which are suitable for
photovoltaic power generation. The total annual solar radiation per unit area is
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991.575 kw, and the comprehensive efficiency is 15%. And the installed capacity of
100 kW modules, the annual photovoltaic power generation is 14873.625 kwh, which
proves the fact that BIPV system is suitable in Hainan.
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5 Conclusion

In this paper, a novel calculation approach is proposed by BIPV systems. Differing
from the traditional design based on 2D plane and experience of experts, the BIM
technology and Ecotect are introduced so that 3D plane of the building and the local
geographical characteristics. And taking a hospital in Hainan as an example, the
numerical simulations are carried out to validate the proposed approach. Specially, the
solar model, shadow model and radiation model have been established. It provides a
reference for the application of photovoltaic power generation.
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Fig. 15. Solar radiation accumulation on the hottest day

Table 5. Annual cumulative radiation data

Avail Average Incident

Month Wh/m2 SHADE Wh/m2

January 92380 53% 41826
February 83595 52% 37185
March 117517 44% 62738
April 129005 41% 78718
May 173757 11% 124037
June 155111 0% 136761
July 199414 3% 165943
August 160981 30% 96198
September 138195 48% 84119
October 129062 45% 71468
November 87172 41% 54282
December 95216 49% 38263
Total 1563169 991575
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Abstract. The rise of the artificial intelligence (AI) brings golden opportunity
to accelerate the development of the intelligent transportation system (ITS). The
platoon control of connected autonomous vehicle (CAV) as the key technology
exhibits superior for improving traffic system. However, there still exist some
challenges in multi-objective platoon control and multi-agent interaction.
Therefore, this paper proposed a connected autonomous vehicle latoon control
approach with multi-agent deep reinforcement learning (MADRL). Finally, the
results in stochastic mixed traffic flow based on SUMO (simulation of urban
mobility) platform demonstrate that the proposed method is feasible, effective
and advanced.

Keywords: Intelligent transportation system � Connected autonomous vehicle �
Multi-objective platoon control � Multi-agent deep reinforcement learning

1 Introduction

In recent years, with the development of intelligent transportation system (ITS), people
pay more attention to congestion, accident, fuel economy, et al. [1–3]. However, when
vehicle flows running together, complex dynamic environment may make the running
of vehicle flows hard to decide a target speed to deal with dynamic environment. It may
be more difficult for vehicle flows satisfying all concerned objectives-high traffic
efficient, energy, safe, and driving smoothness.

Single autonomous vehicle maybe relatively easy to obtain a proper speed to fulfil
above mentioned aspects with artificial intelligent technology. It can be a important and
effective way to solve multi-objectives problems in dynamic environment [4]. Deep
learning (DL) as well as reinforcement learning (RL) are two main methods which are
widespread adopted to make speed decision one after another [5]. Moreover, DL and
RL make it easier to deal with the dynamic environment than other methods [6].
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Lots of methods were proposed for single autonomous vehicle to obtain the proper
speed. A rolling-horizon method can be effective to cope with complex trajectories [7].
However, proper speed which can be adequate to fulfill more objectives should be
considered [8]. In the process of application of DL or RL, challenges may happen with
policy prematurely converging to a local optimum. Therefore, research [9] considered
PPO with entropy constraint to make the results better.

However, the learned speed may not suitable when put it into the convoy speed
control. Namely, challenges also exist with how to determine a proper speed to make
the whole convoy be high traffic efficient, safe and energy at the same time when facing
with dynamic environment.

Therefore, the exploration of convoy speed control speed decision-making has
become a hot spot. [10] designed different network to state a RL control method for
CAVs to solve traffic congestion problem. And penetration rates are set with 2.5%
which can be effective to have a better running flow. To improve the ability of RL
control method, [11] setup four benchmarks to apply for different traffic problems.

Although multi-agents are concerned and applied in above researches, less attention
is paid to multi-objectives emission of multi-agents in convoy speed control which
make the convoy be put in a double squeeze.

As MADRL combines with both the advantage of deep neural network (DNN) and
RL which can deal with large-scale dynamic information effectively when interacting
with a dynamic environment.

Therefore, this paper proposes a connected autonomous vehicle platoon control
through multi-agent DRL method. And the key contributions can be summarized as
follows:

Firstly, a traffic control strategy is made using DRL with CAVs to deal with multi-
objectives mission including high traffic efficient, safe and energy together on open
road networks. It can balance various aspects for vehicle flow to achieve synthetically
optimal state.

Secondly, it also be demonstrated that DRL can be adjusted to fulfil the requirement
of convoy speed control. Namely, several traffic modes are formed which can be
selected according to traffic situation.

The remainder of the article is organized as follows. Section 2 state the basic
related knowledge of MADRL. Section 3 outlines the RL and multi-objective problem
formulation for traffic efficient, safe and energy in open highway networks. Finally,
Sect. 4 showed the simulation results of the proposed method.

2 Preliminaries

2.1 Markov Decision Processes

Markov Decision Processes (MDPs) is a description of transition from current state to
next state. It is usually represented by a tuple: (S, A, R, P). Where, S means all the states
of model including current state and next state, A is actions taken by model in the
current state, R means the reward that the adopted A at the current state, P is the
transition probability function [12].
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2.2 Actor-Critic

Actor-Critic model is made up with the actor and critic model. The critic model updates
through state-value function V(s) and the action is evaluated by action-value function Q
(a|s). The actor model updates the critic model with the direction tomakeV(s) higher [13].

2.3 Policy Gradient (PG)

PG method mainly considers the reward of the policy. The obtain of optimal policy is
to use gradient descent [14]:

R ¼ Et½rh log phðatjstÞÂt�; ð1Þ

where Ât is advantage function, ph is policy about parameter h. And advantage function
is written as follows:

Ât ¼ Qphðst; atÞ � VphðstÞ; ð2Þ

To make the policy develop to the better way, a loss function is set as:

LðhÞ ¼ Etðlog phðatjstÞAtÞ: ð3Þ

2.4 PPO

PPO is adequate to continuous state-action space. PPO usually has two developed
forms: PPO-Penalty and PPO-Clip. The former is usually adopted for its simplified
form. The purpose of PPO-Clip is to make the old and new policy similar when it is
update [15].

PPO-Clip updates h for the following equation:

h ¼ argmax
h

E
s;a phold

½Lðs; a; hold; hÞ�: ð4Þ

Let rtðhÞ ¼ phðajsÞ
phold ðajsÞ

donates the probability ratio for the current policy and the old

policy. To obtain the objective, loss function L(s, a, hold, h) can be described as:

Lðs; a; hold; hÞ ¼ minðrtðhÞÂt; clipðrtðhÞ; 1� e; 1þ eÞAtÞ; ð5Þ

where e is a hyperparameter.
Then an advantage function is set to evaluate the update effectiveness:

LÂt
¼ �

XT

t¼1
ð
X

t0 [ t
ct

0�tst0 � VphðstÞÞ
2
; ð6Þ

where c represents discount factor. st0 means the reward at time t’.
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3 Experimental Setup

3.1 Flow: Working Environment

The research of this paper is based on Flow [16]. Flow is open source which can be
easy access and expand. Flow supports custom modules and permits the research of
complex environments, agents, metrics, and algorithms. Flow is built upon SUMO
(Simulation of Urban Mobility) [17] which is used to set vehicle and traffic model, Ray
RLlib [18] which is used to execute reinforcement learning [19], and OpenAI gym [20]
which is used to go on the MDP.

3.2 Problem Setup

This article is concerned with multi-objectives optimization for multi-agent in convoy
speed control. Moreover, how to make the whole convoy be high traffic efficient, safe,
energy and driving smoothness at the same time when there are only proportionate
connected autonomous vehicles controlled by DRL and the other vehicles are human-
driven vehicles in the convoy. And the human-driven vehicles are driven by the
Intelligent Driver Model (IDM) which is set based on rules in SUMO.

3.3 Network Configuration

The setup of network can be seen in Fig. 1. It mainly includes a straight highway
network and an on-ramp road to make the environment dynamic. The whole inflow rate
and the on-ramp inflow rate are set as 4000 and 800 per hour, respectively. CAVs with
a centralized controller are trained via MADRL to obtain multi-objectives. The length
of main road, on ramp road and off ramp road are set as 1500 m, 250 m and 250 m,
respectively. Meanwhile, lane number of them are set as 3, 1, 1, respectively.

Multi-
agent

Fig. 1. Open highway network
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3.4 Human-Driven Vehicles

The acceleration and deceleration of human-driven vehicles driven by IDM can be
described as the following car following model:

f ðln; vfn; vnÞ ¼ a 1� vn
v0

� �d

� l�ðvn;DvnÞ
ln

� �2
" #

ð7Þ

where Δvn is relative velocity with the preceding vehicle, denoted by:

Dvn ¼ vfn � vn ð8Þ

where l* is the desired headway of the vehicle which can be obtained by:

l�ðvn;DvnÞ ¼ s0 þ max 0; vnT þ vnDvn
2

ffiffiffiffiffi
ab

p
� �

ð9Þ

where s0, v0, T, d, a, b are calibrated parameters to model highway traffic [21].

3.5 Autonomous Vehicles

In the convoy speed control, the CAVs are added with a certain percentage to influence
the whole vehicle flow in the network. The CAVs can be seen as multi-agents whose
actions (acceleration or deceleration in this paper) are sampled from DRL strategy
considering multi-objectives including traffic efficient, safe and energy. The total inflow
rate of the network is set as 4000 per hour and the inflow rate of autonomous vehicles is
set 20% of total inflow.

3.6 Observations and Actions

The observation space of the learning agent is decided by the multi-objectives which
consists of speed, acceleration, fuel consumption, distance between the autonomous
vehicle and other vehicles in front and rear, respectively. To improve the training
speed and obtained a better training effectiveness, all the observation vectors were
normalized [22].

The action space consists of acceleration n of each autonomous vehicles n. Con-
sidering the real situation of vehicles, the acceleration can not be infinite. Therefore, the
acceleration is clipped into the range [−1, 1] in this paper.

3.7 Reward Designation

The speed control of CAVs should consider multi-objective tasks including traffic
efficiency, fuel consumption, safety, driving smoothness at the same time. The des-
ignation of reward function can make the training result fulfill requirement.
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(1) Traffic efficiency
Traffic efficiency is usually related to the speed of CAVs. And the speed of CAVs
should not change sharply for the requirement of response time of all related
CAVs. Therefore, a working efficiency reward function can be considered:

r1 ¼
e�k1�vn vmin � vnj j � vmax

�e�k1�vn vn [ vmax

�e�k1�ðvn þ vlinitÞ vn\vmin

;

8<
: ð10Þ

where vmin and vmax are the vehicle speed range respectively, vlimit is network
speed limit, v0 is the speed of CAVs, k1 is a dynamically adjustable constant.

(2) Fuel consumption
Fuel consumption is considered in convoy control. The running convoy should be
limited by the consumption as:

r2 ¼ e�k2�Qcn ; ð11Þ

where Qcn is the fuel consumption of CAVs n, k2 is a constant.
(3) Safety

When the CAVs are driving on road, Static or dynamic obstacles including sur-
rounding vehicles, pedestrians, signal lights, et al. make it danger for CAVs.
Therefore, a safety reward function can be set considering the distance between
CAVs and others:

r3 ¼ � 1
minðdfn; drnÞþ 1

; ð12Þ

where df and dr mean the distance between the CAVs and others in front and rear,
respectively.

(4) Driving smoothness
Frequent acceleration and deceleration may make the convoy not smooth.
Therefore, considering driving smoothness, the reward function can be set as:

r4 ¼ �1000 � anj j ð13Þ

where ax and ay mean the longitudinal and lateral acceleration, respectively.
(5) Multi-objectives

To make the training model be comprehensive in the above aspects, a multi-
objective reward function can be obtained:

r ¼ w1

wk k1
r1 þ w2

wk k1
r2 þ w3

wk k1
r3 þ w4

wk k1
r4; ð14Þ

where wi means the weights considering above four objectives, w ¼
w1 w2 w3 w4½ � is the weight vector.
The platoon speed matching the dynamic environment can be obtained by setting
the proper value of the weight. The weight vector is set as: w ¼ 1 2 1 1½ �.
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3.8 Neural Network Designation

In this paper, we consider a four-layer neural network structure to train the model. The
neural network mainly has an input layer, two hidden layers, and an output layer. The
hidden layers include 128 neurons. The output is acceleration of CAVs. The states of
both set CAVs agents include 8 dimensions which are shown in Table 1.

4 Simulation

To verify the effectiveness of the proposed connected autonomous vehicle latoon
control approach with MADRL, a training is carried out in SUMO.

Table 1. The neural network input variables

Variables Input meaning Unites

1 vn Speed of autonomous vehicle n m/s
2 vfn Velocity of other vehicle in front m/s
3 vrn Velocity of other vehicle in behind m/s
4 dfn Distance with front vehicle m
5 drn Distance with behind vehicle m
6 ni Lane numbers
7 an Longitudinal acceleration of autonomous vehicle n m/s2

8 Qcn Fuel consumption of autonomous vehicle n

Fig. 2. Training results of connected autonomous vehicle latoon
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We can find that the training is rapidly converged to −2000 within 20 iterations
from Fig. 2. And then the training is stable in the following iterations which means the
whole designation of CAVs latoon control with MADRL is effective.

Figure 3 and Fig. 4 can reflect the training process inside the MADRL. vf_ex-
plained_var is the explained variation of those future rewards through the use of the
value function. We want this to be higher if possible, and it tops out at 1; however, the
results converge to 0.8 in the end which means it is effective to some extent.
cur_kl_coeff is the difference between the old strategy and the new strategy at each time
step. We want this to smoothly decrease as you train to indicate convergence. And it
decreases to 0 in the end.

5 Conclusion

This paper presented a connected autonomous vehicle latoon control approach with
multi-agent deep reinforcement learning (MADRL). In the designation of MADRL,
multi-objectives are considered to achieve excellent comprehensive performance of
latoon. The training results in stochastic mixed traffic flow based on SUMO platform
represent that the proposed latoon control method is feasible, effective and advanced.
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Fig. 4. cur_kl_coeff in the training
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Abstract. Lithium-ion batteries have been extensively used worldwide for
energy storage and supply in electric vehicles and other devices. An accurate
estimation of their state-of-charge (SoC) is essential to ensure their safety and
protect them from the explosion caused by overcharge. Large amounts of
training data are required for SoC estimation resulting in a great computational
burden. Model-based observation method can effectively estimate battery SoC
with a limited amount of data. This study applied a combined model, including a
one-state hysteresis model and a resistor-capacitor (RC) model, to diminish the
parameter estimation errors caused by the hysteresis phenomenon, increasing
the estimation accuracy. The Luenberger observer was designed based on the
hysteresis RC battery model and evaluated under dynamic stress test (DST) and
federal urban driving schedule (FUDS). Our simulation results have shown that
the hysteresis RC model has better performance in terms of SoC estimation
accuracy using Luenberger observer. Additionally, after the investigation of
communication technologies, 5G cellular network offers feasibility for real-time
vehicle interaction.

Keywords: Luenberger observer � State-of-charge (SoC) estimation �
Hysteresis resistor-capacitor model � Lithium-ion battery � Real-time vehicle
interaction

1 Introduction

Lithium-ion (Li-ion) battery, as a promising technology with a long lifespan and high
efficiency, has been generally employed as an energy storage device in electric vehicles
(EV). Inside a battery pack, there are hundreds of Li-ion battery cells connected in
series and parallel to deliver the desired output current and voltage [1]. However, Li-
ion battery has potential safety hazard, such as explosion, when one or more of these
battery cells overcharge. State-of-charge (SoC) is one of the most critical metrics in a
battery management system (BMS) that indicates the current amount of energy stored
in the battery. Compared with portable-electronic applications, EV applications require
more accurate battery SoC estimation due to the high rate requirement and dynamic
rate profiles, which incurs high data consumption and requires the trade-off between
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estimation accuracy and response speed [2]. Nevertheless, most internal parameters of
the battery, such as SoC, are hard to be observed after being manufactured. Battery SoC
estimation is generally based on battery external characteristics, such as current,
voltage, temperature, and etc.

The existing battery SoC estimation methods can be roughly classified into three
categories, including the direct measurement methods, machine learning-based meth-
ods, and model-based methods. The direct measurement methods, such as the Coulomb
counting method [3] and the open-circuit voltage method [4, 5], are used to quickly
calculate the battery SoC. However, since these methods use open-loop control, the
error will accumulate with time. Therefore, they are not accurate under dynamic
working conditions. The machine learning approaches, for example, Artificial Neural
network [6], fuzzy logic [7, 8], and support vector machine [9], regard a battery cell as
a “black box” and establish the relationship between the inputs and outputs according
to large amounts of training data [10]. Therefore, the quality and quantity of training
data strongly influence the estimation accuracy. In addition, getting sufficient amount
of data is time-consuming [10]. The model-based methods use a closed-loop observer
to allow battery models to self-correct and tackle unexpected disturbance. Equivalent
circuit models (ECMs) and electrochemical models (EMs) are commonly used to
describe battery internal characteristics. The EMs are derived from the porous electrode
and concentrated solution theories, describing the concentration and diffusion of Li-
ions [11]. These models are more accurate but require large amount of computation.
The ECMs use electrical circuit elements to describe the dynamic behaviours of a Li-
ion battery. They are structurally simple and computationally efficient [12]. The hys-
teresis model usually combines with other types of model and depicts the battery
hysteresis effects that are the discrepancy between the charge and discharge voltage
under open-circuit conditions.

Among the model-based methods, the Kalman filter (KF) family and state obser-
vers are generally used algorithms for state estimation. The principle of an observer is
to reconstruct system states from observations of its inputs and outputs [13]. The KF
and the extended versions of KF, the extended Kalman filter (EKF) [14, 15] and
unscented Kalman filter (UKF) [16, 17], are introduced to execute the battery SoC
estimation. However, the EKF uses the linearization technique realized by applying
Taylor series expansion with the assumption that the higher-order terms are negligible
[18, 19]. This increases the estimation inaccuracy. Additionally, the Jacobian matrix
used in this algorithm makes it difficult to compute [20]. The UKF applies a discrete-
time filtering algorithm with Unscented Transform (UT) instead of the linearization
technique [18, 19]. Thus, the accuracy and complexity of UKF is better than EKF as it
can predicate states in a highly nonlinear system, and there is no need of a Jacobian
matrix [19]. Nevertheless, this method suffers from poor robustness due to the
uncertainty in modelling and disturbances in the system [19].

By adding a feedback term at the end of the state equation, the Luenberger observer
is easily implemented. Since it is a close-loop observer, it is insensitive to parameter
uncertainties, external disturbances and measurement noises. In [21, 22], Luenberger
observers were designed to guarantee the nominal error convergence based on a
reduced-order EM and a fractional-order model, respectively.
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To the best of our knowledge, we are the first to investigate the performance of
battery SoC estimation with and without considering the hysteresis phenomenon based
on Luenberger observer. Firstly, taking the hysteresis into account, we established a
hysteresis resistor-capacitor (RC) model that combines a hysteresis model [23] and an
RC equivalent circuit model [1]. The Luenberger observer-based algorithm was used to
evaluate the estimation performance of the hysteresis RC model. The system stability
has been evaluated by using the Lyapunov method. Finally, we investigated the net-
work capacity of the cellular network and Vehicular Ad hoc Networks (VANETs)
applied in mobile vehicle environments, including the bandwidth, data rate, privacy
and economy.

The rest of this paper was organized as follows: Sect. 2 introduced the principle of
battery SoC and battery model. In Sect. 3, three Luenberger observers were applied to
evaluate the hysteresis RC model. The experimental results were presented in Sect. 4.
Finally, Sect. 5 analysed the network capacity for real-time vehicle interactions. Sec-
tion 6 gave the conclusions.

2 Hysteresis Effect During Charging and Discharging
of Rechargeable Batteries

Among model based battery SoC estimation methods, a precise battery model is
essential to guarantee an accurate estimation. As previous discussion, equivalent circuit
model has the advantage of simple structure and efficient computation. However,
battery model establishment is still a big challenge due to the complex electrochemical
reaction process. Adding the hysteresis will increase the modelling and battery SoC
estimation accuracy. The zero-state hysteresis model and the one-state hysteresis are
generally used in the literature. The zero-state hysteresis model simply assumes that the
hysteresis voltage is a constant. However, this model is not adequate to simulate the
behaviour of the battery under a dynamic environment because it cannot detect the
slow transition of the hysteresis [24]. The one-state hysteresis model is designed to
capture the change in the hysteresis value by adding a hysteresis state to the model [23].
Therefore, this research will utilize a combined model, including a hysteresis model
and a RC equivalent circuit model.

2.1 State-of-Charge in Rechargeable Batteries

Battery state-of-charge (SoC) is one of the most important indicators that describes the
residual capacity of a battery. SoC must be monitored for safety reason while charging
the batteries. SoC denoted by Z can be defined as charges accumulated during the
period from t0 to t, which is formulated as follows:

Z tð Þ ¼ Z t0ð Þ �
Z t

t0

I=Cnds ð1Þ
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_Z tð Þ ¼ I
Cn

ð2Þ

where I is input current; Cn is the capacity of the battery; _Z is the changing rate of SoC.
An accurate estimation of SoC allows battery charging and discharging efficiently

and could extend the battery life. However, it is also a challenge to find an effective
method to measure battery SoC under dynamic operation conditions. Since the open-
circuit voltage (OCV) is a known function of SoC, the battery SoC can be inferred from
the OCV curve. Take INR 18650-20R battery [25] as an example, the relationship
between OCV and SoC is shown in Fig. 1(a).

2.2 Hysteresis Based Battery Model

Due to the hysteresis phenomenon in the physical systems, the OCV values in the state
of charge and discharge are discrepant, as which are denoted as OCVup and OCVlw,
respectively. The average value OCVavg Zð Þ can be expressed by:

OCVavg Zð Þ ¼ OCVup þOCVlw
� �

=2 ð3Þ

The one-state hysteresis model [23] can be described as below:

_Vh ¼ Ic
Cn

����
���� H Z; _Z

� �� Vh
� � ð4Þ

where Vh is the hysteresis voltage that can be defined as a variable related to the SoC
and time; c is a positive constant and affects the rate of decay; H Z; _Z

� �
is a function

Fig. 1. (a) OCV curve of INR 18650-20R battery [25]; (b) maximum deviation from the OCVavg

value.
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that represents the maximum deviation from the OCVavg value as a function of SoC and
the rate of SoC, which can be demonstrated in Fig. 1(b) and Eq. (5):

H Z; _Z
� � ¼ OCVup � OCVlw

� �
=2 ð5Þ

Therefore, the open-circuit voltage is given by:

Voc Zð Þ ¼ OCVavg Zð Þþ sgn Ið ÞVh ð6Þ

where, sgn xð Þ is a signum function allowing the equation to be stable for both charge
and discharge [26]. By combining the hysteresis model [23] and a first-order resistor-
capacitor (RC) ECM [1], the modified battery model becomes more accurate and can
be described using several mathematical equations as follows, where Vt, Voc, and Vp are
three battery states representing the output terminal voltage, the open circuit voltage,
and the polarization voltage respectively; Voc Zð Þ is known function of SoC and the
relationship can be expressed by _Z ¼ k _Voc; k is the slop of Voc function of SoC; Rt, Rp,
Cp, and Cn are battery parameters indicating the Ohmic resistance, the diffusion
resistance, the capacitor, and the capacity of the battery, which were identified using the
Recursive Least Square (RLS) algorithm; I is the input current; and Df is the model
uncertainty.

_Vt ¼ �a1Vt þ a1Voc Zð ÞþRt _Iþ b1I ð7Þ
_Voc ¼ ka2Vt � ka2Voc Zð Þ � ka2Vp ð8Þ

_Vp ¼ �a1Vp þ b2IþDf ð9Þ

where a1 ¼ 1= RpCp
� �

; a2 ¼ 1= RtCnð Þ; b1 ¼ k=Cn þ 1=Cp þRt= RpCp
� �

; b2 ¼ 1=Cp.
The state equations correspond to Fig. 2, in which the hysteresis component con-

sisting of hysteresis voltage and the average OCV is circled by a rectangle.

Fig. 2. Schematic diagram of the hysteresis RC equivalent circuit battery model.
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3 Robust Battery SoC Estimation Using Luenberger Observer

After the battery model is established, the battery SoC can be estimated using observer-
based methods. Among available methods, the Luenberger observer is insensitive to
internal parameter uncertainties, external disturbances and measurement noises.

Based on the hysteresis RC model, three Luenberger observers can be designed for
three battery states, including output voltage, open circuit voltage, and polarization
voltage. In the battery case, the internal states are open circuit voltage and polarization
voltage, while the external measurements are the input current and output voltage.
Internal states can be estimated subsequently by calculating the observation error of
output voltage:

_̂Vt ¼ �a1V̂t þ a1V̂oc Zð ÞþRt _Iþ b1Iþ Lt Vt � V̂t
� � ð10Þ

_̂Voc ¼ ka2V̂t � ka2V̂oc Zð Þ � ka2V̂p þ Loc Voc � V̂oc
� � ð11Þ

_̂Vp ¼ �a1V̂p þ b2Iþ Lp Vp � V̂p
� � ð12Þ

V̂oc Zð Þ ¼ dOCVavg Zð Þþ sgn Ið ÞV̂h ð13Þ

where Lt,Loc, and Lp are constant feedback gains; and the estimated values are denoted by
a “hat”. Three observation errors can be defined as et ¼ Vt � V̂t; eoc ¼ Voc � V̂oc; and
ep ¼ Vp � V̂p. Then, Eq. (10)–(13) can be rewritten as follows:

_et ¼ �a1et þ a1eoc � Ltet ð14Þ

_eoc ¼ ka2et � ka2eoc � ka2ep � Loceoc ð15Þ

_ep ¼ �a1ep þDf � Lpep ð16Þ

The Lyapunov candidate function can be chosen as V1 ¼ 1=2 � e2 to analyse the sta-
bility of the system, where Vt1, Voc1, Vp1 are Lyapunov candidate functions for three
battery states:

_Vt1 ¼ et _et ¼ �a1e2t þ a1eocet � Lte2t
� a1 eocj j etj j � a1 þ Ltð Þe2t

ð17Þ

When selecting Lt [ a1 eoc=etj j � 1ð Þ, the sign of e and _e is opposite. Thus,
_Vt1 ¼ et _et \ 0. The first observer forces the estimated terminal voltage towards the
system output. Then the open circuit voltage error can be estimated as eoc � Ltet=a1.

_Voc1 ¼ eoc _eoc ¼ ka2eteoc � ka2e2oc � ka2epeoc � Loce2oc
� ka2 etj j � ep

�� ��� �
eocj j � ka2 þ Locð Þe2oc

ð18Þ
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When selecting Loc [ ka2 etj j � ep
�� ��� �

= eocj j � 1
� �

, _Voc1 ¼ eoc _eoc\0. The second
observer pushes the open circuit voltage error towards zero. Then the polarization
voltage error can be estimated as ep � �Loceoc=ka2.

_Vp1 ¼ ep _ep ¼ �a1e2p þDfep � Lpe2p
� Dfj j ep

�� ��� a1 þ Lp
� �

e2p
ð19Þ

When selecting Lp [ Df =ep
�� ��� a1, _Vp1 ¼ ep _ep \ 0. The third observer can force the

polarization voltage error towards zero. After three estimated states converge to the real
battery states, the battery SoC can be inferred from the OCV curve.

4 Results and Discussion

The Luenberger observer-based battery SoC estimation method discussed in this paper
was evaluated using the experimental data provided by the Center for Advanced Life
Cycle Engineering (CALCE) at the University of Maryland. Parameters of the battery
sample under room temperature are given in Table 1.

4.1 Hysteresis Based Battery Model

The performance of battery SoC estimation has been tested by the dynamic street test
(DST) and the federal urban driving schedule (FUDS) test. The DST simulates a
dynamic discharge regime of an EV, which is a simplification of the real-life loading
conditions of batteries [25]. The FUDS is more complex representing the power
demands of an industry standard automobile [25]. Accurate battery SoC estimation is
essential due to the high rate requirement and dynamic rate profiles [2]. Figure 3 gives
the measured current and voltage of the sample battery under DST and FUDS, which
will be used as input and output for real-time battery SoC estimation. It can be seen
from Fig. 3 that the current variation range (the input) and the voltage variation trend
(the output) of using DST and FUDS are the same. However, the FUDS presents high
frequency and complex current and voltage profiles.

Table 1. Parameters of the battery sample (INR 18650-20R) [25].

Characteristics/parameters Name/values

Model type LNMC/Graphite
Nominal capacity 2000 mAh
Nominal voltage 3.6 V
Charging cut-off voltage 4.2 V
Discharging cut-off voltage 2.5 V
Maximum current 22 A

Accurate Estimation on the State-of-Charge 257



4.2 Performance Evaluation Between Different Battery Models

The battery SoC has been estimated using Luenberger observers based on the hys-
teresis RC model (red dotted line) and the model without hysteresis terms (blue solid
line) under the DST and FUDS test. The estimation results using Luenberger observers
are illustrated in Fig. 4.

Figure 4(a) and Fig. 4(b) are the comparative results between estimated SoC and
measured SoC, which has been zoomed from 3000 s to 5000 s. The simulation results
were evaluated by the root mean square error (RMSE), which shows how close a fitted
line consisting of estimates is to the measured data points [25]. The SoC estimation
error is illustrated in Fig. 4(c) and Fig. 4(d).

It can be seen that the modified model (red line indicating) when considering the
hysteresis effect is more close to the measured SoC (green solid line). Additionally, the
FUDS results in a faster variation of battery SoC. Thus it has a high requirement in
terms of response speed and system stability. The RMSEs based on the hysteresis RC
model are 1.94% for DST and 1.95% for FUDS, while the RMSEs based on the model
without hysteresis terms are 2.12% for DST and 2.07% for FUDS, respectively. It can
be seen from Fig. 4 (a) and (b) that the estimated SoC can converge to the true values at
about 1000 s.

Fig. 3. Measured current and voltage of the battery sample: (a) measured current under DST;
(b) measured voltage under DST; (c) measured current under FUDS; (d) measured voltage under
FUDS.
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Adding the hysteresis will increase the modelling and battery SoC estimation
accuracy but also increase the computational complexity. By considering this,
advanced technology such as 5G network may show a better future due to higher
bandwidth consumption and higher date rate requirement.

5 Network Capacity for Real-Time Vehicle Interactions

Taking the advantage of bidirectional chargers, some EVs can supply or harvest energy
to or from the grid. However, high penetration of EVs into the grid can bring chal-
lenges such as voltage instability, peak demand imbalance and power loss. [27]
Vehicle-to-vehicle (V2V) charge sharing is considered as one of the most effective
strategies to reduce the dependence on the power grid [28] and address the immediate

Fig. 4. Battery SoC estimation results using Luenberger observers: (a) SoC estimation results
under DST; (b) SoC estimation results under FUDS; (c) SoC estimation error under DST;
(d) SoC estimation error under FUDS.
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charge needs of vehicles especially in the absence of nearby charging stations [29]. The
accurate battery SoC estimation ensures the safety exchange of energy, while the V2V
network allows the real-time vehicle communication and interactions. Recent studies
mostly focus on Vehicular Ad hoc Networks (VANETs) and Cellular Network based
communication frameworks. Those studies aim to minimize the charging cost and
develop efficient and secure energy supply and demand matching strategies.

Vehicular Ad hoc Networks (VANETs) based communication frameworks were
designed in [27, 28, 30] for communication among mobile vehicles, which demon-
strates excellent communication performance and enhanced security [31] by means of
road-side units (RSUs) and on-board units (OBUs) and provides a cost-effective
solution with the Dedicated Short Range Communication (DSRC) technology or IEEE
802.11p standard. VANETs-based technologies have advantageous characteristics of
privacy and economy. However, DSRC cannot support high data rates (1 Gbps) of
V2V applications due to limited bandwidth (typically 10 MHz in 5.9 GHz spectrum
band) [32]|. Additionally, VANETs may suffer from intermittent disconnections due to
the short-range V2V communications [28].

Due to the large coverage area of base stations, cellular networks (such as LTE, 4G
and 5G) provide a direct communication between nearby vehicles and enable location
based application and services [31]. Through the broadcasting, EV owners can find
nearby charging stations and V2V chargers based on their requirement for charging.
However, the existing 4G-LTE cellular systems are not dedicated for vehicular data
collection. Better communication incurs ever high cost and may lead to network
congestion for other cellular services [27, 28]. Millimeter-wave (mmWave) technology
is one of the key radio technologies in 5G cellular network, which can support high-
date-rate V2V applications with its large bandwidths (possibly hundreds of megahertz)
[33]. Therefore, 5G network offers greater capacity, higher data rate, lower latency,
massive device connectivity, reduced cost and better Quality of Experience, which
gives rise to better V2V real-time communication [34].

6 Conclusions

This paper aims to improve the state-of-charge (SoC) estimation accuracy by adding a
hysteresis term into an RC equivalent circuit model that diminishes the parameter
estimation errors caused by the hysteresis phenomenon. The validation test was carried
out based on the hysteresis RC model and the model without the hysteresis terms under
DST and FUDS, using Luenberger observers. Simulation results have shown that the
Luenberger observer-based SoC estimation with the hysteresis RC model had better
performance in terms of estimation accuracy comparing with the model without hys-
teresis terms. Additionally, 5G cellular network offers feasibility for real-time vehicle
interaction. This paper is valuable for engineers in developing V2V energy and
information sharing. Since EV applications requires both accurate SoC estimation and
high convergence speed, future works will focus on methods that able to achieve both
faster response speed and higher estimation accuracy. Moreover, reliable communi-
cation technologies will be investigated to allow V2V real-time communication.
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Abstract. In order to solve the problem of fire inducing and spread process
with complex characteristics, this paper proposes a novel approach to realize fire
dynamic simulation and evacuation optimization. Focusing on the inducing
factors and spread, a fire source heat release rate and combustion model is
established based on the technology of BIM and Pyrosim. And the evacuation
settings and building environment are further concluded for the accurate
dynamic simulation. For the evacuation optimization, the time of different
evacuation path corresponding to specific evacuation exit is calculated and
compared to achieve the optimal choice of the path in the case of building fire
with complex environment.

Keywords: BIM � Pyrosim � Fire combustion � Evacuation optimization

1 Introduction

With the rapid development of social economy, coupled with the breakthrough of
building technology, buildings are developing towards high-rise and large-scale, which
bring a new challenge to fire safety. In the past five years, there were 142,3000 fires in
China, causing 14,2000 casualties [1]. Since the 1990s, the number of building fires in
China has accounted for more than 75% of the total number of fires, and the number of
deaths and direct property losses caused by them account for 90% and 85% of them,
respectively [2]. Building fire has brought great threat to personal safety and property
safety, but also brings great challenges in fire safety research. Fire simulation and
evacuation analysis are two key problems to be solved.

For the fire simulation, different models of fires have been established and the
focuses are key data collection and impact analysis. In [3], a fire diffusion model of
students’ apartment was established using Pyrosim software to simulate the influence
of automatic sprinkler system and windows on the fire layer temperature and smoke
height. In [4], a 3D physical model of fire was established, and the spread process of fire
smoke was simulated by the software of computational fluid dynamics (FDS). The
distribution of high temperature smoke and visibility was studied, and the fire risk time
of each fire scene was analyzed. In [5], the law of smoke spread in the process of fire
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development was studied under the fire model in Pyrosim software, and relevant
countermeasures and suggestions were proposed for the fire prevention and manage-
ment of high-rise residential buildings. In [6], the influence of vehicle blockage on
smoke flow mode and critical ventilation speed in tunnel fire was studied. In [7], a more
practical CFD method was proposed to simulate the air flow in subway tunnels and
stations by coupling the heat source in the station with the street level through the
entrance and exit. However, the precision of the existing models is not high due to the
complex spread characteristics of fire.

For the building emergency evacuation, most researchers focus on the evacuation
scenario and efficiency analysis, which provides a theoretical basis for evacuation
simulation and optimization. In [8], the evacuation simulation of a university teaching
building was carried out based on pathfinder software and the relationship between the
number of each floor. And the cumulative number of evacuees and the evacuation time
in the daytime and night scenes of the university teaching building was also analyzed.
In [9], the software of Pathfinder was used to simulate the emergency evacuation
behavior of the crowd. And the room evacuation, floor evacuation and the evacuation
of the whole building were also simulated. [10] changes the entrance and exit position
and the width of stair flight respectively to simulate the evacuation situation at the
entrance and exit of teaching building and the stairs of each floor under different
scenes. [11] takes a circular atrium teaching building as the research object to study and
analyze the smoke diffusion of the teaching building floor, and to obtain the best
evacuation path and escape time of each floor after the fire. [12] studied a model for
managing the movement of building occupants in case of fire emergency, which is
more effective than the whole building strategy of full-stage building evacuation, partial
building evacuation and local refuge. With the development of 5G technology and
artificial intelligence, intelligent algorithm is applied in emergency evacuation. In [13],
an improved k-medoids algorithm was proposed, which considered the influence of the
relationship between individuals and the distance between individuals on the move-
ment of people. In [14], the cellular automata method was used to establish a modified
decision-making model under panic state based on field model, and the effect of panic
on evacuation behavior was studied. However, the impact of fire environment and key
data on evacuation is seldom studied.

Based on the above analysis, taking a school teaching building as an example, this
paper proposes an advanced fire simulation and evacuation optimization approach.
A fire combustion model combining BIM technology and fire simulation software is
established, focusing on the complex spread characteristics of fire and the analysis and
optimization of emergency evacuation. It provides suggestions for the fire drill and
emergency evacuation of the school teaching building and can be extended to other
large buildings.
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2 Fire Combustion Modeling

2.1 Fire Parameters Calculation

Temperature and fire spread speed are two important elements in fire simulation [15,
16]. In order to get the temperature change around the fire source for the accurate
situation of fire evacuation, we assume that the fire is caused by foam plastic burning
substance and occurs in the chair of the teacher’s office. And the heat release rate of the
fire is exponentially increasing, i.e., there is

Q ¼ at2 ð1Þ

where t is the time of fire combustion (s), a is the fire growth coefficient (kw/s2), Q is
the heat release rate (kw).

Considering that the combustible material is foam plastic, the fire source is set as a
fast fire. Table 1 gives the growth coefficient of heat release rate of different com-
bustibles in fire and we take the coefficient of rapid fire of the fire growth coefficient,
that is, a = 0.04689 kw/s2. In order to simulate the real fire evacuation, the fire com-
bustion time is first set as 250 s, which is calculated by (1). The heat release rate Q is
2930.63 kw, the integer can be set as 3000 kW. And we set the heat release rate to the
combustion heat release rate at the beginning of the fire.

Furthermore, the fire related parameters are set on Pyrosim software. Considering
that the initial ignition source of the teaching building is set on the seat, the combustion
area of the fire source is set as 1 m2. The combustion reaction is a polyurethane
combustion reaction. The material is heat conductive solid material and is defined as
foam. The materials of other buildings in the space are defined as concrete, gypsum,
Pinus ponderosa, steel and tile materials, according to Pyrosim software. The ambient
temperature of the room is 20 °C, and the air flow rate is 0 m/s.

Based on the BIM building information model of teaching building, it is imported
into Pyrosim software for fire simulation to get the following information concluded as
the heat of fire combustion, combustion products, the change of fire temperature field,

Table 1. Growth coefficient of heat release rate of combustible fire

Fire growth level Typical combustibles Fire growth factor
(kw/s2)

Slow fire Common silicone rubber products 0.00293
Medium speed
fire

Cotton and polyester cushion 0.01127

Fast fire Mail bags, wooden brackets, foam plastics 0.04689
Super fast fire Pool fire, fast burning furniture, light

curtain
0.18781
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the gas flow phenomenon in fire space, fire spread and flame spread, the setting of
spray device, the installation and monitoring of heat detector and the use conditions of
smoke detector key information of sprinkler system start-up, fire extinguishing action
and fire combustion change.

2.2 Evacuation Personnel and Environment Setting

Taking a teaching building as an example, two evacuation passageways with different
directions are considered according to the relevant design specifications. When the roof
height of the public area is lower than 6.0 m, the straight-line distance from all loca-
tions in the public area to the nearest evacuation exit should be less than the longest
evacuation length of 40.0 m; When the average height in the area is not less than
20.0 m, it is 90.0 m; In other cases, it should not be greater than 60.0 m.

Considering the changes of the number of people in the teaching building during
recess, school and after-school, the number of evacuees is set as 1700. Pyrosim soft-
ware is used to set the evacuation personnel. Differing from the adoption of the tra-
ditional software of FDS and Evac, much unnecessary work can be avoided and the
evacuation simulation of a five-story teaching building will be carried out.

3 Simulation and Analysis of Fire Combustion

Figure 1 shows the teaching building model established by BIM technology in this
paper. The structure and data of building can be got. Figure 2 shows the room dis-
tribution on the first floor of the teaching building, and the other floors are similar. And
the teachers’ lounge is selected as a specific scene to simulate the fire combustion.
A smoke sensor is placed at the door of the room to observe the change of smoke
concentration and height with time. Here we assume that, the initial growth of the fire is
rapid fire, and the fire growth factor is 0.04689. Referring to the technical specification
for smoke control and extraction of teaching buildings, the heat release of places
without spraying is 6 MW, Q = 230 kw.

Fig. 1. BIM model of the five-story building
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Fig. 2. Room distribution and setting of fire combustion
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By combining the software of BIM and Pyrosim, the simulation results concerning
the changes of temperature are given in Fig. 3(a)–(d).

In Fig. 3(a), it describes the smoke height change with the time. During 20 s and
40 s, the height of smoke is high to almost 70%, the people have time to run out of the
building. After 50 s, the height of smoke is very low to about 30% and it is dangerous
for the people in the building. As the fire happens, it spends about 53 s for the room
temperature to 100 °C in Fig. 3(b), while in Fig. 3(c), the time for the position of 1 m
over the ground is about 71 s. However, it should be noted in Fig. 3(d) that, with the
increase of the height, the time for the position of 2 m over the ground is about 76 s,
but the temperature vibrates around 100 °C due to the local hot air upward and
downward.

4 Analysis and Optimization of Evacuation Path

4.1 Setting of Thermocouples and Ignition Point

In the following, we further investigate the evacuation path when the fire of the
building happens. Here we take the Classroom 201 as an example to simulate the
ignition point and assume the stairs are the only entrance and exit of the evacuation
path. The information of temperature and visibility of smoke is selected for the analysis
and optimization of evacuation path. In the second-story BIM model of the building in
Fig. 4, we can see that there are four stairs. In order measure the temperature accu-
rately, 29 thermocouples are used, named as THCP01-THCP16, LAYER01-
LAYER13.

For the Classroom 201, its area is 70 m2 and we set the area of the fire source is
4 m2. According to the fire load in the building, we assume that the initial growth of the
fire is ultra fast fire, the fire growth factor is 0.1878; the heat release of the office
without spray is 6 MW, Q = 230 kW, and the time from fire to effective combustion is
178 s.

Fig. 4. The setting of thermocouples
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4.2 Simulations

Based on the setting of Fig. 4, we use the software of Pyrosim to simulate the fire
combustion concerning the flue gas and these evacuation paths, i.e., left staircase,
middle-left staircase, middle-right staircase and right staircase.

(1) Spreading process of flue gas
In order to test the spreading process of flue gas, the thermocouples in Fig. 4 are
used. And the height of the judgment point of flue gas sets 1.8 m. The simulations
are given in Fig. 5(a)–(d).

Taking 1.8 m as a smoke hazard height determination point, Fig. 5(a)–(d) illus-
trate the spreading process of the four evacuation paths, i.e., left staircase, middle-
left staircase, right staircase and middle-right staircase. The time of smoke
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Fire Simulation and Optimal Evacuation Based on BIM Technology 269



reaching the 1.8 m hazard height of the four cases can be got from simulations as
10 s, 25 s, 250 s and 300 s, respectively, which is important for the people to
have enough time to escape the building after the fire happens.

(2) Temperature change around the left staircase
Focused on the temperature change at left staircase, it is important for the people
to escape from this exit. In the following, four cases of the temperature change are
considered, i.e., around the ground, 1 m over the ground, 2 m over the ground and
3 m over the ground. As the increase of the height, it is a fact that, the temperature
will increase due to the local hot air upward. Meanwhile, as the increase of the
time, the temperature oscillation will get slow.
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(3) Temperature change around the middle-left staircase
Similarly, the temperature change at the middle-left staircase is investigated and
given in Fig. 7. Still the four positions around the ground, 1 m over the ground,
2 m over the ground and 3 m over the ground are considered. The same con-
clusion can be got as that of Fig. 6.
In the following, simulations of the left two cases concerning the temperature
changes around the middle-right staircase and the right staircase are given briefly
(Figs. 8 and 9).
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(4) Temperature change around the middle-right staircase
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(5) Temperature change around the right staircase

5 Conclusion

In this paper, a novel approach concerning the dynamic simulation of fire combustion
and evacuation optimization is proposed based on the technology of BIM and Pyrosim.
Taking a five-story teaching building as an example, the temperature and smoke height
are two key factors affecting the evacuation of the people in the building. Therefore, the
two parameters are investigated around every entrance and exit under typical fire place
by setting different thermocouples. It also guides the optimal choice of evacuation paths
for the people in the building.
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Abstract. In this paper, a novel discrete full-order terminal sliding mode
(FTSM) control approach is proposed for a permanent magnet synchronous
motor (PMSM) working in network transmission environment. By utilizing the
vector control technology, the decoupled model of PMSM with the structure of
double closed loop can be deduced. The discretization influence of network
transmission is specially investigated by comparing the control performances in
continuous domain and discrete domain, following the guaranteed stability
condition when working in network transmission environment. In order to
simulate the network transmission environment, a test platform based on OPC
technology is established. Simulations validate the proposed approach.

Keywords: Network transmission � Permanent magnet synchronous motor �
Sliding mode control � OPC technology

1 Introduction

In recent years, the computer technology, network communication technology and
control technology have been developed rapidly. Specially with the emergence and
wide application of distributed control system, field bus control system and industrial
Ethernet control system, which indicates that the network is becoming a new charac-
teristic of control systems, including the permanent magnet synchronous motor
(PMSM) [1]. The introduction of network transmission into the traditional control
systems with peer to peer communication will bring benefits of structure networking
and the intelligence of the controlled nodes [2]. Therefore, the research topic con-
cerning the networked control systems (NCS) has become a hotspot. According to the
2010 market research report of Cisco Systems, the number of industrial Ethernet nodes
throughout the world is about 300,000,000 [3].

Compared with the traditional PID and other conventional control approaches,
sliding mode (SM) control has become a new control type due to its strong robustness,
excellent dynamic and static control characteristics [4]. At present, there are two kinds
approaches often used in the control of PMSM, i.e., linear sliding mode (LSM) and
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terminal sliding mode (TSM) which eliminate some undesired drawbacks such as high-
frequency chattering and control singularity. Recently, a novel full-order TSM control
approach is proposed due to its global control continuity [5]. Its idea is on the basis of
high-order sliding mode (HOSM) to solve the chattering problem, while the control
singularity can be avoided due to the introduction of special fractional power term [6].

At the same time, with the rapid development of digital technology and the
increasing emergence of programmed microprocessor hardware applied in PMSM
control systems, the discretization of SM controller has been given increasing amount
of attention [7, 8]. In general, the discretization of SM controller includes two steps:
designing an appropriate algorithm for the controlled systems in continuous-time
domain on the basis of the expected dynamic and static performances; and further
making an analog-to-digital (AD) transformation for the corresponding digital con-
troller approximating to the original continuous-time counterpart [9, 10]. Although it is
known that the smaller the sampling time is, the better the control performance of the
discrete system will be, while it should be noted that although the sampling time is
sufficiently small, the control performance of the digital controller is lower than the
analog controller’s. Therefore, how to select the sampling time and SM parameter is an
important issue to be addressed for the control of PMSM systems.

In this paper, a novel full-order terminal SM approach is proposed for the network
controlled PMSM system with consideration of the time-delay of communication
characteristics. The structure of the paper is organized as follows. In Sect. 2, the
modelling and controller design based on the full-order sliding mode control is given
for PMSM control system in continuous domain, following its discretization and
guaranteed stability in Sect. 3. And finally the simulation and conclusion are given in
Sect. 4 and Sect. 5, respectively.

2 System Description in Continuous Domain

For the PMSM system in dq-axes, we assume the magnetic circuit is unsaturated, the
space magnetic field is sine wave, eddy current and magnetic hysteresis loss can be
excluded. Therefore, the equations of PMSM can be got as [11]

_id ¼ � Rs
L id þ pxiq þ ud

L
_iq ¼ �pxid � Rs

L iq �
pwf

L xþ uq
L

_x ¼ 3pwf

2J iq � B
J x� TL

J

8><
>: ð1Þ

where, id, iq are dq-axes stator currents; ud, uq are dq-axes stator voltages; L is the
equivalent inductance of winding; Rs is the stator resistance; p is number of motor pole
pairs; wf is magnetic potential generated by permanent magnet; x is motor’s
mechanical angular velocity; TL is load torque; J is total inertia of rotor and load; B is
friction coefficient.

In order to remove the couplings in (1), the vector control method [12] is introduced
in this paper. The double closed-loop controller of PMSM is designed on the basics of
full-order TSM approach, and the system diagram is given in Fig. 1, where the outer
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loop is a speed loop, and the inner current loop is decoupled into two independent
controllers based on id = 0.

2.1 Design of Speed Controller

Here we define the speed tracking error ex = x* − x, where x* is the desired speed.
And from (1), the first derivatives of ex can be obtained as

_ex ¼ _x� � 3pwf

2J
i�q þ

B
J
xþ TL

J
ð2Þ

The control objective is to make the speed error ex converge to zero. And the
design process of full-order TSM controller is described as follows.
Step 1: A TSM sliding surface is designed as

sx ¼ _ex þ c1e
p1=q1
x ð3Þ

where the design parameter c1 > 0, p1 and q1 are integers with 0 < p1/q1 < 1.
Step 2: Based on the equivalent control of SM [13], here we design the control low iq

*

as

i�q ¼ 2J
3pwf

ði�qeq þ i�qnÞ
i�qn ¼ k1

R
sgnðsxÞ

i�qeq ¼ _x� þ B
J xþ TL

J þ c1e
p1=q1
x

8><
>: ð4Þ

Where iqeq
* is the equivalent control term to drive the system to reach and stay on the

sliding surface; iqn
* is the switching control term to overcome the influence of external

disturbance and internal parameter disturbance; k1 > 0.
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Step 3: Ignoring the influence of system parameters disturbance and external distur-
bance temporarily, and substituting (2) into (3), it yields

sx ¼ _x� � 3pwf

2J
i�q þ

B
J
xþ TL

J
þ c1e

p1=q1
x ð5Þ

Then we continuously substitute the first and third term in (4) into (5), it has

sx ¼ �iqn ð6Þ

Based on the existence condition of SM, i.e., sw _sw\0, here we choose a Lyapunov
function V = 0.5Sx

2, and its derivative can be got as

_V
¼ sx _sx ¼ sxð�_i�qnÞ
¼ �k1sxsgnðsxÞ
¼ �k sxj j\0

ð7Þ

Which means the Lyapunov stability condition is satisfied and the system states ex and
_ex will converge to zero in a finite time. And after that, the dynamic characteristics of
the PMSM system can be described as

sx ¼ _ex þ c1e
p1=q1
x ¼ 0 ð8Þ

Here we assume ex(0) 6¼ 0 is the initial value of the variable ex. Therefore from
(8), the convergence time from ex(0) to ex(ts) = 0 can be calculated as

ts ¼ � 1
c1

Z 0

exð0Þ

dex

ep1=q1x

¼ ex 0ð Þj j
c1 1� p1=q1ð Þ ð9Þ

2.2 Design of Current Controller

For the current loop in Fig. 1, it includes two independent controllers. As the full-order
TSM controller design of the speed loop, we define current error variable ed = id

* − id.
From (1), the corresponding error system of the d-axis current can be described as

_ed ¼ �pxiq þ Rs

L
id � ud

L
ð10Þ

And the controller can be designed as

sd ¼ _ed þ c2e
p2=q2
d

ud ¼ Lðudeq þ udnÞ
udeq ¼ �pxiq þ Rs

L id þ c2e
p2=q2
d

udn ¼ k2
R
sgnðsdÞ

8>>><
>>>:

ð11Þ
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where sd is the designed sliding surface; c2 > 0, p2 and q2 are integers with 0 < p2/
q2 < 1; udeq and udn are the equivalent control and switching control of ud respectively,
k2 > 0.

For the q-axis current, we define its current error variable eq = iq
* − iq. From (1),

the direct axis current error system can be deduced as

_eq ¼ _i�q þ pxid þ Rs

L
iq þ

pwf

L
x� uq

L
ð12Þ

And based on the full-order TSM approach, the corresponding controller can be
designed as

sq ¼ _eq þ c3ep3=q3q
uq ¼ Lðuqeq þ uqnÞ
uqeq ¼ _i�q þ pxid þ Rs

L iq þ
pwf

L xþ c3ep3=q3q

uqn ¼ k3
R
sgnðsqÞ

8>>><
>>>:

ð13Þ

where, c3 > 0; p3 and q3 are integers, and 0 < p3/q3 < 1; uqeq and uqn are the equivalent
control and switching control of uq respectively, k3 > 0.

3 System Discretization Based on Zero-Order Holder

In order to test the influence of network transmission, the zero-order holder is adopted
to simulate the system discretization. Here we take the speed loop as an example to
illustrate the process. In order to simplify the explanation, we define variables

a ¼ �3pwf

2J
b ¼ B

J
p ¼ _x� þ TL

J

8><
>: ð14Þ

By substituting (14) into (2), the speed error system can be changed as

_ex ¼ ai�q þ bxþ p ð15Þ

By adopting zero-order holder, the discretization of the system (15) can be
expressed as

ex kþ 1ð Þ ¼ Ux kð ÞþCi�q kð Þþ p
Z h

0
easds ð16Þ
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where h is the sampling period, and the variables

U ¼ eaT

C ¼ b
R h
0 e

asds

�

with

eah ¼ Iþ ahþ a2h2
2! þO h3ð ÞR h

0 e
asds ¼ hIþ h2a

2! þO h3ð Þ

(
ð17Þ

Correspondingly, the sliding surface in (3) and the full-order TSM controller in (4)
can be discretized respectively as

sxðkÞ ¼ exðkÞ � exðk � 1Þ
h

þC1exðkÞ
p1
q1 ð18Þ

i�qðkÞ ¼ 2J
3pwf

ði�qeqðkÞþ i�qnðkÞÞ
i�qnðkÞ ¼ i�qnðk � 1Þþ hk1sgnðswðkÞÞ
i�qeqðkÞ ¼ w�ðkÞ�w�ðk�1Þ

h þ B
J wðkÞþ TL

J þC1ewðkÞ
p1
q1

8><
>: ð19Þ

In order to guarantee the system stability after discretization, the discrete SMC
stability condition s2wðkþ 1Þ\s2wðkÞ should be satisfied. Therefore, it has
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Similarly, for the d-axis current controller in (11) and q-axis current controller in
(13), their discretization can be deduced respectively as

sdðkÞ ¼ edðkÞ�edðk�1Þ
h þ c2edðkÞp2=q2

udðkÞ ¼ LðudeqðkÞþ udnðkÞÞ
udeqðkÞ ¼ �pxiqðkÞþ Rs

L idðkÞþ c2edðkÞp2=q2
udnðkÞ ¼ udnðk � 1Þþ hk2sgnðsdðkÞÞ

8>><
>>: ð21Þ

sqðkÞ ¼ eqðkÞ�eqðk�1Þ
h þ c3eqðkÞp3=q3

uqðkÞ ¼ LðuqeqðkÞþ uqnðkÞÞ
uqeqðkÞ ¼ i�qðkÞ�i�qðk�1Þ

h þ pxidðkÞþ Rs
L iqðkÞþ

pwf

L xðkÞþ c3eqðkÞp3=q3
udnðkÞ ¼ udnðk � 1Þþ hk3sgnðsqðkÞÞ

8>>><
>>>:

ð22Þ
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4 Simulation and Experiment

In order to validate the proposed the double closed-loop full-order TSM control
approach and the discretization influence of of network transmission on the system, the
PMSM parameters are chosen as: the rated speed ne = 3000 r/min, phase resistance
Rs = 2.26 X, polar logarithm pn = 4, permanent magnet flux wf = 0.0103 Wb, winding
equivalent inductance L = 1.31 mH, moment of inertia J = 0.00009 kg m2, friction
coefficient B = 0.00005 N m s, load torque is 0, given the rotating speed x* = 100
rad/s, the current limit is 6 A. In the following, the simulation and experiment are given
respectively.

4.1 Simulation Results

In order to validate the proposed full-order TSM approach applied in PMSM with
double closed-loop structure in Fig. 1, the parameters of speed controller in (3) and (4)
are chosen as: p1 = 3, q1 = 5, c1 = 100, k1 = 200000; the parameters of d-axis current
controller in (11) are chosen as p2 = 3, q2 = 5, c2 = 10, k2 = 10; and the parameters of
d-axis current controller in (13) are chosen as p3 = 3, q3 = 5, c3 = 10, k3 = 10. In
continuous domain, we compare the proposed full-order TSM control approach with
the traditional PID control, and the comparative simulations are given in Fig. 2(a)–(e).

From the comparative simulations in Fig. 2, we can see that, the control perfor-
mance of PMSM under the control of full-order TSM approach is better than the
traditional PID control at fast speed and high accuracy. Furthermore, we test the

Fig. 2. Simulation comparisons of full-order TSM and PID
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discretization influence of network transmission. And the sampling period h are chosen
as 0.001 s, 0.003 s and 0.005 s for comparison. The simulations are given in Fig. 3(a)–
(e) and Table 1.

4.2 Experimental Results

In the following, we continue to validate the proposed full-order TSM approach in
PMSM control system by dSPACE platform. And the step size is set as 0.0001 s,
PWM wave frequency as 2500 Hz and the given speed n* = 2000 r/min. In order to
test the influence of sampling time h, we choose 0.001 s and 0.002 s for comparisons.
And the experimental results are shown in Fig. 4(a)–(b) and Table 2.

Table 1. Output results of speed with different sampling period h

Sampling period
h (s)

Rise time
(ms)

Maximum speed x
(rad/s)

Relative steady state
error

0.001 54 100.56 0.04%
0.003 51 101.06 0.41%
0.005 50 101.64 1.33%

Fig. 3. Influence of sampling time on PMSM control system
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5 Conclusion

In this paper, a novel full-order TSM approach is proposed for the control of PMSM
working in network transmission environment. In order to remove the model coupling,
the vector control approach is utilized and correspondingly, the system is decomposed
into two closed loops. Specially, the discretization influence of network transmission is
investigated by comparing the control performances in continuous domain and discrete
domain. And the guaranteed stability condition after the system discretization is
deduced. The comparative simulations and experiment results validate the proposed
approach.

Fig. 4. Comparisons of motor speed with different sampling times

Table 2. Comparison of motor speed with different sampling periods

Sampling period
h (s)

Rise time
(ms)

Maximum speed x
(rad/s)

Relative steady state
error

0.001 0.46 46 2.32%
0.002 0.47 88 4.39%
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Abstract. In order to solve the problem of aging population and to relieve the
massive impact on the pension service system, a design scheme of smart medical
and nursing platform based on 5G technology is proposed. The model of par-
ticipants and services related to the medical and nursing systems are established.
Based on the information flow in the process of service, the intelligent vital
signs monitoring system, pension service management system and decision-
making system are introduced into the design of the smart medical and nursing
platform. Specially, by utilizing 5G technology, the health information of the
elderly, disease early warning and implementation of pension scheme are
guaranteed by the perception layer, network layer and application layer,
respectively. The proposed scheme can benefit the elderly health records, per-
sonalized pension plan, telemedicine diagnosis, etc.

Keywords: 5G technology � Smart building � Smart medicine � Aging issue

1 Introduction

Family planning policy has effectively controlled the growth rate of China’s popula-
tion, but it has also brought the problem of population aging. China has entered an
aging society in 2000 and it is estimated that the elderly over 60 will be more than 25%
of the total population by 2030. This proportion will increase with the time, which
means that the aging problem will be more serious in the future [1]. At present, home-
based care is still the main mode of care for the aged in China, and with the increase of
the elderly population, “421” type of “inverted pyramid” pension model is more
common, which undoubtedly increases the burden of young people [2].

With the development of society and the improvement of medical technology,
people’s average life expectancy continues to extend, and with the increase of age, the
probability of the elderly is also increasing, so the conventional home-based care has
disadvantages, and now the increasing work pressure of young people makes them
have less time to take care of the elderly, which makes it difficult to find accidents in
time, resulting in unexpected consequences [3]. At the same time, the service level of
the current social pension institutions is uneven, and the fees of the better pension
institutions are mostly higher, while the facilities of the institutions with lower prices
are not complete, and the service level is low [4]. So most of the elderly are not willing
to spend their old age in the pension center. In order to provide a better pension
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environment for the elderly, the Ministry of industry and information technology, the
Ministry of civil affairs and other departments have put forward the action plan for the
development of smart and healthy pension industry, which uses the existing Internet
technology to build a pension community with the functions of nursing home and
hospital for the elderly, and realizes the pension mode of combining medical care with
pension [5]. At the same time, it can provide better care and service for the elderly
through the internet platform health management and spiritual care [6].

The application and promotion of internet in medical and nursing services partly
depends on the transmission rate and reliability. With the appearance of 5G network,
tele-medicine becomes possible. Compared with 4G, 5G takes full account of the
connection requirements between people and things, things and things, and pays more
attention to performance indicators such as speed, delay, connection density, etc. [7].
The transmission rate is increased by 10–100 times, and the transmission delay is
greatly reduced. Conventional equipment has only 1 ms delay time [8]. The application
of 5G high-speed rate and low delay in elderly care can greatly reduce the waste of
medical resources, and provide 24-h comprehensive medical care, medical diagnosis
and remote control for the elderly [9–11].

Based on 5G network technology, this paper proposes a pension mode of regional
sharing medical and nursing combination. Starting from the needs of the elderly, we
build a pension model that is in line with the combination of medical care and pension.
And then, according to the information flow of the service mode, the implementation
process is analyzed, and a reasonable and new service architecture is designed. Finally,
5G technology is used to build the medical care management platform, and the con-
struction scheme of each layer network is given to realize the functions of intelligent
nursing, medical diagnosis and service platform management.

2 Design of Old-Age Service Mode Combining Medical Care
and Nursing

At present, China’s pension service resources are relatively lacking and the distribution
of resources is unbalanced, and the service level of pension institutions is uneven, there
is no better charging standard, resulting in the majority of the elderly are still home-
based care. In order to solve this problem, the new mode of medical and pension
service is shown in Fig. 1. Through the construction of a reasonable service supervi-
sion platform, we can not only standardize the pension industry, but also optimize the
allocation of pension resources, and provide high-quality services for the elderly with
limited pension resources [12, 13].

Differing from the traditional medical and pension service institutions, this paper
advocates the elderly service market as the leading, through the current existing market
demand, integration of pension resources, improve the medical and pension service
industry, so as to make it competitive and dynamic. According to the pattern analysis,
can be combined by building the medical raise pension service platform, the elderly can
choose or pension institution endowment in the home, the elderly and their families,
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management and service providers to participate, to ensure effective communication
between, ensure quality of pension services, and effective supervision of the imple-
mentation services market [14].

Through this platform, children and the elderly can check the health status of their
parents through APP, telephone consultation and other ways, and can choose effective
medical care or medical diagnosis for the elderly according to relevant data. It should
be noted that in order to protect the personal information of the elderly from disclosure,
the health data platform for the elderly has no right to view and call. At the same time,
children can also choose housekeeping services, care services, nutrition catering and
other services for their elders through the platform, which can greatly reduce the burden
of children and maintain social stability. Third-party institutions, after passing the
review of the platform, can log into the platform in the form of a unit and provide
relevant old-age care services, such as housekeeping services and medical services.
However, government departments can supervise third-party institutions through the
information already available in the database, and implement a points-based system
[15]. Institutions that have received more complaints are not allowed to log on to the
platform. At the same time, the annual general examination system is adopted, so that
institutions with substandard service level and institutions with safety risks can with-
draw from the platform, so as to realize effective supervision of service and protect the
vital interests of the elderly. If the elderly have an accident, the medical equipment
carried by the elderly can immediately alarm the platform, urgently call the nearby
medical resources, provide medical assistance to the elderly according to the regis-
tration information, and at the same time, the platform will notify the children through
the APP in an emergency. The business operation mode of the platform is shown in
Fig. 2.

A service platform 
combining medical care 
and care for the elderly

Elderly information 
data to service needs
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community
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of Preventive 
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and policy 
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Supervision and 
periodic review

Provide
requirements
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Provide
corresponding
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Fig. 1. A service platform combining medical care and nursing care
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3 Medical Care Model Framework Design

3.1 Flow of Service Information

In order to realize the model of intelligent medical care for the aged, it is necessary to
acquire, process and analyze data quickly and accurately, and ensure that the infor-
mation collection, processing and feedback are correct and effective. With the rapid
development of the Internet, cloud computing, intelligent information acquisition
platform, 5G communication and other technologies, the intelligent medical and
nursing mode has the foundation to realize the combination of medical and nursing
mode from small families and apartments to large communities and nursing homes.

In order to make the elderly service platform run efficiently, it is necessary to
determine the specific flow process of service information, so as to collect, process and
analyze service information reasonably. First is information collection, because the old
man belongs to individual privacy information, so information collection should be led
by the government departments, multi-sectoral cooperation, using the Internet, 5G
technology integration in a safe environment health and pension service resources,
gathering the elderly health information related to the pension service and the infor-
mation of all participants. Then the collected data of the elderly are analyzed and
compared with the data in the database to generate a health log. Finally, according to
the analysis results, appropriate quality services are formulated for the elderly to make
them satisfied, so as to improve the elderly’s nursing experience, let their children rest
assured, and reduce their burden.

In the established database, the information of all participants in the service mode is
stored in the cloud server in the form of registration by government departments,
collection by medical institutions, Internet of Things device records and electronic
health records. At the same time, multiple service sub-platforms such as housekeeping
service, medical and health service and catering service are supported. According to the

Fig. 2. The way of operating
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elderly’s personal needs, living habits, health status, past medical history, diagnosis and
treatment, family medical history, present medical history, physical examination results
and the occurrence, development, treatment and prognosis of the disease, the system
management personnel will feed back the processed information to each sub-platform.
Based on their own advantages, each sub-platform develops satisfactory services for
the elderly according to their needs, and finally sends the service information to the
service provider (personnel and institutions), the elderly and their relatives respectively
through mobile APP, official website and wearable devices. Furthermore, the elderly
can enjoy daily services such as caring care, housekeeping cleaning, health lectures,
disease prevention, disease diagnosis and treatment, regular physical examination,
nutrition and catering, rescue for serious diseases, psychological counseling and index
monitoring. Figure 3 shows the transmission direction and data processing mode of the
service information of the intelligent medical and nursing platform, so as to ensure the
efficient collection and processing of information and provide high-quality services for
the elderly.

3.2 Logic Design of Medical and Nursing Service Platform

As a result of current endowment resources is still very limited, so you need to
maximum efficiency to use the existing service resources, so need to integrate rea-
sonably the resources platform, the platform inside the service personnel in accordance
with the professional and technical group, coordination and cooperation to improve the
pension service, design service logic, pension service process was optimized by using
advanced optimization, rational utilization of resources endowment. According to the
characteristics of information flow, the service platform is divided into health con-
sultation sub-platform, medical diagnosis and treatment service sub-platform, user
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Fig. 3. Information flow diagram
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nursing sub-platform, housekeeping and nursing sub-platform, background manage-
ment and coordination service sub-platform and elderly meal matching service sub-
platform, so that the elderly can choose relevant services according to their actual
needs.

The platform takes the needs of the elderly as the service direction and provides
corresponding services by using the divided sub-platforms. Through health consulting
platform provide consultation service for health, when health problems may come up,
can further complete medical diagnosis and treatment by a medical treatment service
platform service function, through the two platforms, can satisfy the elderly body care,
mental health counseling and medical consultation and so on demand, for the elderly to
provide more convenient, more comprehensive medical services; Through the elderly
meal matching service sub-platform, the daily healthy diet needs of the elderly can be
realized. At the same time, all information and service contents can be sorted out
through the backstage management and coordination service sub-platform, so as to
realize disease prevention, customize more reasonable services for the elderly, and
supervise the services of other sub-platforms. The service logic of the intelligent
medical and nursing service platform is shown in Fig. 4.

4 Application of 5G Technology in Smart Medical Treatment

The old-age service platform combining medical care cannot be separated from the
support of medical institutions, and the old-age service is mainly limited by the
shortage of medical resources. In order to solve the impact of medical resources on
elderly care services, 5G technology has advantages such as high rate, low delay and
large capacity, which can realize the Internet of Things of medical devices, provide
technical and infrastructure support for tele-medicine, and alleviate the imbalance of
medical resources.

5G is the fifth generation of mobile phone mobile communication standard, also
known as the fifth generation of mobile communication technology. Compared with the
previous generation of mobile communication technology, 5G has the characteristics of
fast transmission rate, low delay and high connection density. Its enhanced mobile
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bandwidth has an experience rate of 100M bit/s, and the peak rate is more than 1G bit/s.
It is suitable for high-definition video business, 2K/4K video, VR/AR and other
aspects, which lays a foundation for the realization of telemedicine medical detection
and care, medical diagnosis and guidance, remote control and other functions, and
provides the possibility for the intelligent development of the medical industry. With
the help of the ubiquitous 5G high-speed Internet, vigorously developing smart mobile
medical services will be an effective way to solve the pain points of the current medical
industry [5]. Based on 5G wireless network, smart mobile medical services can connect
patients and doctors in different Spaces closely, so as to ease the problem of seeing a
doctor and improve people's health.

The use of 5G can improve the scope of high-precision medical equipment
detection, disease data analysis, remote clinical diagnosis and other services. In the
field of medical testing and nursing service, data of medical monitoring and nursing
equipment need to be collected. 5G technology can monitor these devices constantly
for a long time, making the obtained data timely and accurate. In order to facilitate the
monitoring of various indicators of patients, patients are usually equipped with portable
monitoring devices and mobile terminals, etc., and the patient's health status, physical
condition and location information is transmitted, processed and alerted by 5G tech-
nology. These can monitoring services for the elderly, seriously ill patients, the new-
born, patients with chronic diseases, such as the provision of real-time, remote
monitoring, health not remind, disease prevention, such as service, gathering data
related to the patients, the disease killed in the initial stage, have the effect of pre-
vention and treatment, safeguarding the health of patients, improve the level of medical
treatment, as shown in Fig. 5.

During the construction of smart hospital, it need to integrate a large number of
medical resources, make use of the characteristics of 5G large capacity, realize the
interconnection of hospital equipment as far as possible and build local network in the
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hospital, so that the hospital is no longer an independent low efficiency mode of
resource sharing, but an efficient mode of linkage and medical information sharing, and
reduce unnecessary waste of time. Besides from providing convenience for patients and
doctors, it is conducive to the harmonious development of doctor-patient relationship,
and to realize the real-time monitoring of patients’ disease indicators, efficient man-
agement of medical staff, hospital asset management and equipment maintenance,
medical resource scheduling, real-time navigation and security services.

However, 5G technology is still in development and its combination with medical
treatment is full of many possibilities, which is worth exploring. At present, the
intelligent construction of the medical industry has a long way to go. Mobile medical
services, tele-medicine, precision equipment medical, big data comparison and other
services have not yet been popularized, and the society needs a process of transition
and adaptation to accept the changes brought by smart medicine gradually. At the same
time, the promotion of smart medicine will inevitably lead to a series of new problems,
and the implementation of specific policies is also related to the local actual situation.
Smart medicine is not outside the law, and the relevant departments of smart medicine
should improve the corresponding laws and regulations. When the early technology is
not mature, we should adopt strict qualification approval mechanism for institutions
with intelligent medical services, standardize medical diagnosis and treatment behav-
ior, establish and properly keep patients' medical records, and reasonably solve doctor-
patient disputes. At the same time, in order to ensure that patients’ personal information
and medical technology are not leaked, relevant departments need to supervise and
provide security.

If intelligent medical care is popularized, the medical care service platform will be
easier to realize. Through the sharing of information resources of various platforms, the
elderly can get better mobile medical services, making it no longer difficult to see a
doctor, and provide health protection for them.

5 Construction and Application of Medical and Nursing
Platform

The intelligent medical and nursing platform based on 5G technology provides a new
model for elderly care services. Differing from the previous pension model, the
intelligent pension platform provides personalized services for the elderly pays more
attention to the analysis of the needs of the elderly and it relies on the computing power
of the big data platform, refines the needs of the elderly, and serves a variety of pension
needs. The platform can also provide a variety of choices for the elderly, whether it is
home-based care, community care, institutional care, the platform can monitor the
indicators of the elderly, and through the 5G network real-time transmission of
information and data, platform analysis data timely protection of the elderly. Intelligent
platform enables the elderly to enjoy the maximum pension resources, secure pension
services, optimize the allocation of social resources, and promote the development of
pension service related industries. Therefore, it is particularly important to build an
intelligent, digital, diversified, networked and information-based medical and pension
platform.
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The core of the intelligent medical and nursing platform is to serve the elderly. The
most basic thing is to provide the elderly with nursing homes, so that the elderly can
live comfortably. Combined with the situation of the residence, the intelligent medical
and nursing service can be accessed. The second is to provide supporting service-
oriented equipment for the elderly and optimize the control process to provide con-
venience for the elderly life. Finally, the combination of 5G, cloud platform and other
technologies will organically integrate all kinds of resources through continuous col-
lection, analysis, processing, and improvement of data in the database. The application
of intelligent pension system is shown in Fig. 6.

The intelligent medical and nursing platform based on 5G technology is built from
three levels, the perception layer, the network layer and the application layer. In the
sensing layer, wearable devices and monitoring devices are used to collect the infor-
mation of the elderly, as well as the information of all participants, forming a sound
health monitoring, disease early warning and elderly care service system. 5G tech-
nology ensures the timeliness of uploaded data, with little interference from the outside
world, and stable synchronization of data on the transmission belt. The network layer
uses 5G, Internet of Things and cloud platform to realize the analysis, sorting and
optimization of the collected data and to build the elderly service database, accurately
call the elderly care resources, and transfer the service information to the terminal
device to promote the development of the elderly health records, personalized pension
plan, tele-medicine diagnosis, etc. The application layer is responsible for the specific
implementation of the pension plan formulated by the smart pension platform. 5G
transmits data without delay, provides real-time feedback on users’ needs and service
feelings, and provides services such as health consultation, disease diagnosis and
treatment, housework arrangement, meal matching and so on for the elderly. The
framework of the system is shown in Fig. 7.

Service area of physical 
examination center

Athens regional 
medical center Blood pressure area

A medical 
entrance

By inputting tent card

Health consultation rest area

physical examination Blood pressure measurement 
body warning

Autonomous printing area

Health promotion and learning
Rest, recreation and reading area Query and print health report

Collect data and upload it in real time

Monitoring that occupy the home Medical exports

Fig. 6. Intelligent pension system application
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(1) Perception layer is the basic structure of intelligent medical and nursing system.
Its main function is to collect and transmit data, so as to realize the real-time
monitoring and automatic management of data for the elderly. In the smart
pension system, the needs of the elderly should be fully considered, and the health
records of the elderly should be improved through the collected data.

(2) The network layer is the transition layer of the intelligent medical and nursing
system. It analyzes, sorts and filters the data collected by various devices and
uploaded by service institutions. It can transmit and feed back data through wireless
network, Bluetooth, 5G and other technologies. It can process and analyze data by
5G, Internet of things, cloud platform and manage and supervise the platform.

(3) The application layer is the specific implementation layer of intelligent medical
care. The network layer sends the processed data to the application layer. The
application layer formulates elderly care services for the elderly according to the
internal situation of the building and the needs of the elderly, realizes the rea-
sonable allocation of medical resources and elderly care resources, provides an
efficient and comfortable living environment for the elderly, and provides health
consultation, disease diagnosis and treatment, household chores and other services
Dining collocation, safety inspection and other services really provide the elderly
with a living and security building environment.

6 Conclusion

In order to alleviate the problem of the lack of medical and pension resources, this
paper designs a pension model system based on 5G network technology. Based on the
analysis of the flow of service information and the needs of the elderly population, the
platform architecture and service logic analysis are realized. The medical and nursing
service platform is designed, and the service sub platforms are reasonably divided to
improve the operation efficiency. With the advantages of 5G technology, the
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5G Internet of Things
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optimize data
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Fig. 7. The framework of smart pension system
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combination of medical and nursing and the allocation of pension resources can be
optimized. Finally, the construction scheme of each layer network is given to realize
the functions of intelligent nursing, medical diagnosis and service platform manage-
ment. Through the medical care service platform, we can provide high-quality services
for the elderly at home with limited pension resources, so that the elderly can enjoy
their old age and reduce the burden of their children.
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Abstract. For the polynomial lane change method, the lane change trajectory is
planned only at the initial time, and it cannot cope with the problem that other
traffic participants enter the driving environment during the lane change process.
This paper decomposes the polynomial lane change method into lateral dis-
placement planning and longitudinal velocity planning. The Pontryagin minimum
principle is used to solve the optimal lane change duration meeting the require-
ments of different driving conditions, and the polynomial method is used to plan
the lateral displacement trajectory. In the longitudinal direction, the variable
acceleration motion equation is used to describe the trajectory, so as to establish a
prediction model, the real-time driving environment information is obtained
through the internet of vehicles to realize the speed rolling optimization, the
trajectory dynamic planning is carried out during the driving process, and the slack
variable is introduced to solve the problem that the vehicle suddenly increases
speed beyond the constraint range. Through Matlab/Simulink and Prescan co-
simulation verification, the trajectory planned in this paper not only meets the
requirements of comfort and lane change efficiency, but also has better avoidance
capabilities for other traffic participants and is easy to follow in real vehicles.

Keywords: Quintic polynomial � Path planning � Model predictive control �
Internet of Vehicles

1 Introduction

In recent years, lane change of autonomous driving has become a hot research topic for
scholars at domestic and foreign [1]. The development of 5G communication tech-
nology has greatly improved the communication ability between vehicles and the
surrounding traffic environment [2], thus enabling vehicles to better cope with the
complex driving environment and providing a great guarantee for vehicles to plan a
safe and efficient lane change trajectory in real time.
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Curve-fitting path planning method is often used in the field of intelligent vehicles
[3]. By giving the vehicle starting point and ending point, a trajectory with continuous
curvature, satisfying comfort and dynamic constraints is generated [4]. Among them,
arcs, Bessel curves and polynomial functions are commonly used [5]. Literature [6]
realized trajectory planning by using geometric features of circular arc curve, but
curvature discontinuity would appear at the end of circular arc, which would affect the
stability of the car body. In Literature [7], Bezier curve is used for path planning, and
the obstacle avoidance function is realized on electric vehicles. However, it is difficult
to select control points for path planning based on Bezier curve. In contrast, for
polynomial functions, these problems can be reduced by adjusting the order of the
polynomial to achieve the desired performance. Literature [8] proposes a quintic
polynomial automatic lane change model, and analyzes the key variables that affect the
performance of lane change, thus generating the optimal lane change trajectory.
However, only the state information of the starting and ending points is considered.

Combining the above problems, this paper considers that the planned trajectory
satisfies performance indicators such as comfort, safety, lane change efficiency, etc.,
and uses the Pontryagin principle of minimum to solve the lateral displacement cor-
responding to the optimal lane change duration. Through the model predictive control
method, the longitudinal speed is optimized by rolling to cope with the situation of
other traffic participants in the driving process, so as to achieve dynamic path planning.
Matlab/Simulink and Prescan co-simulation were used to verify the two driving con-
ditions of free lane change and active lane change by traffic participants.

2 Trajectory Planning

In this paper, the current state (position, speed, acceleration) of the lane change vehicle,
environmental information and the state of other traffic participants are collected
through the Internet of Vehicles and sensors that include 5G communication tech-
nology. During lane change, the vehicle is driving on the road in a longitudinal variable
acceleration motion. In order to ensure that the lateral displacement is continuous and
the curvature is smooth during the lane change process, a quintic polynomial is used to
describe the lateral displacement trajectory. Combining the initial state displacement,
velocity and acceleration of the lateral movement are all zero, the end state velocity and
acceleration are zero, and the end displacement is the distance between the center lines
of the two lanes, and the lane change trajectory model is obtained as:

x tð Þ ¼ xt0 þ vxt0 tþ 1
2axt t

2

y tð Þ ¼ 6ytf
t5f
t5 � 15ytf

t4f
t4 þ 10ytf

t3f
t3

(
ð1Þ

Where, x tð Þ; xt0 ; vxt0 ; axt respectively represent the displacement at time t, the dis-
placement at initial time, the initial velocity and the acceleration at time t in longitu-
dinal motion; y tð Þ is the lateral displacement at the end of lane change. t; tf are lane
change time and lane change duration respectively.
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Trajectory planning meets the needs of comfort, safety, and efficiency. Among
them, comfort is characterized by axj j � axmax axmax ¼ 0:4gð Þ; ay

�� ��� aymax aymax ¼ 0:4g
� �

;
efficiency is characterized by 0� t� tf tf � 5

� �
; and safety is characterized by

0\yðtÞ\ytf ð0\t\tf Þ; 0\vxðtÞ\vxmaxð0\t\tf Þ.
According to the lane change trajectory model, the lateral trajectory is determined

by the duration of the lane change and the end lateral displacement. The terminal lateral
displacement is determined by the distance between the centerlines of the two lanes,
and the lane width is 3.75 m according to the international standard [9]. The lane
change duration is often set by empirical values, which is uncertain [10]. In this paper,
combining the lateral boundary conditions and comfort requirements, the lane change
duration should be greater than 2.35 s, and the lane change duration is a variable.
Taking safety, comfort and lane change efficiency as the objective function, establish a
lateral trajectory optimization model:

minC ¼ wj
1
tf

R tf
0 j2ydtþwttf

s:t: 0� yðtÞ� 3:75; ay
�� ��� aymax aymax ¼ 0:4g

� �
; 2:35� t� 5

� ð2Þ

Where xj;xt represents the weight; jy is the lateral jerk, which represents the rate of
change of acceleration, obtained by taking the third derivative of lateral displacement.

The objective function is solved by Pontryagin's minimum principle [11, 12], and
the optimal lane change duration is substituted into the lateral trajectory function.

3 Longitudinal Speed Rolling Optimization

In the process of lane change, due to the use of 5G communication technology,
vehicles can receive and send information about the surrounding environment in real
time. When other traffic participants are involved and may cause a collision, the lane
change vehicles adjust the current planned path by rolling optimization of longitudinal
speed.

This article quotes the double integrator in the literature [13] to derive the Eq. (1)
longitudinal equation as the longitudinal motion model:

xt ¼ x0 þ vxt0 tþ 1
2axt t

2

vxt ¼ vxt0 þ axt t

�
ð3Þ

Where, xt represents the longitudinal displacement of the vehicle at time t; vxt repre-
sents the longitudinal velocity at time t.

The method discretization is carried out by the Taylor formula method, so that
axðkÞ ¼ axðk � 1ÞþDaxðk � 1Þ obtains the discretization model:

xðkþ 1Þ ¼ xðkÞþ vxðkÞ � Hþ 1
2axðk � 1Þ � H2 þ 1

2Daxðk � 1Þ � H2

vxðkþ 1Þ ¼ vxðkÞþ axðk � 1Þ � HþDaxðk � 1Þ � H
axðkÞ ¼ axðk � 1ÞþDaxðk � 1Þ

ð4Þ
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Where, H = 0.01 s is the sampling interval; x; vx; ax is the state quantity, Dax is the
control input quantity, and Daxðk � 1Þ represents the incremental longitudinal accel-
eration of the vehicle at the moment k − 1.

Equation (4) is transformed into matrix form, and the prediction model in this paper
is described as follows:

X ¼ TxDAþBx;V ¼ TvDAþBv;A ¼ TaDAþBa ð5Þ

Where, the state matrices X;V ;A and control input matrix DA are as follows:

X ¼ xðkþ 1Þ xðkþ 2Þ � � � xðkþ pÞ½ �T1�p

V ¼ vxðkþ 1Þ vxðkþ 2Þ � � � vxðkþ pÞ½ �T1�p

A ¼ axðk � 1Þ axðkÞ � � � vxðkþ p� 2Þ½ �T1�p

DA ¼ Daxðk � 1Þ DaxðkÞ � � � Dvxðkþ p� 2Þ½ �T1�p

The control input matrix DA and its coefficient matrix Tx; Tv;Ta are:

Tx ¼

H2

2 0 � � � 0

2H2 H2

2 � � � 0

..

. ..
. . .

. ..
.

p2H2

2
ðp�1Þ2H2

2 � � � H2

2

2
66664

3
77775
p�p

Tv ¼

H 0 � � � 0

2H H � � � 0

..

. ..
. . .

. ..
.

pH ðp� 1ÞH � � � H

2
66664

3
77775
p�p

Ta ¼

1 0 � � � 0

1 1 � � � 0

..

. ..
. . .

.
0

1 1 � � � 1

2
66664

3
77775
p�p

The other parameter matrices are:

Bp ¼

pxðkÞ
pxðkÞ
..
.

pxðkÞ

2
66664

3
77775
p�1

þ

HvxðkÞ
2HvxðkÞ

..

.

pHvxðkÞ

2
66664

3
77775
p�1

þ

1
2H

2axðk � 1Þ
2H2axðk � 1Þ

..

.

p2

2H
2axðk � 1Þ

2
66664

3
77775
p�1

Bv ¼

vxðkÞ
vxðkÞ
..
.

vxðkÞ

2
66664

3
77775
p�1

þ

Haxðk � 1Þ
2Haxðk � 1Þ

..

.

pHaxðk � 1Þ

2
66664

3
77775
p�1

Ba ¼

axðk � 1Þ
axðk � 1Þ

..

.

axðk � 1Þ

2
66664

3
77775
p�1
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In this paper, the relative minimum safety distance of the workshop is set to 2 m.
During the lane change process, when other traffic participants enter, the area outside
this area is a safe driving area. During the dynamic trajectory planning, the lane change
vehicle must drive strictly at The safe driving area is the target, and the trajectory curve
is smooth during the lane change. In view of the possible problem that the acceleration
exceeds the maximum acceleration constraint caused by the sudden increase in the lane
change, the slack variable S is introduced in this paper, and the slack variable S is
introduced to solve the problem while slack The minimum variable is the goal; at the
end of the lane change, the vehicle is driven at a constant speed in the target lane, so the
speed is set as the speed of the target lane, and the acceleration at the end is 0.
Considering the above conditions, the following objective function is designed:

min
DA;S

x1ðX � Xf ÞTðX � Xf Þþx2ðV � Vf ÞTðV � Vf Þþx3A
TAþx4DA

TDAþx5S
TS

ð6Þ

Where, Xf ; Vf ; S represent the displacement matrix and velocity matrix at the end time
and the slack variable matrix respectively; x1;x2;x3;x4;x5 represents the weight and
Xf ¼ xf � � � xfð ÞT1�p;Vf ¼ vf � � � vfð ÞT1�p; S ¼ s1 s2 � � � spð ÞT1�p.

The combined performance index optimization problem is subject to the following
constraints:

Xmin\X\Xmax;Vxmin\Vx\Vxmax ;Axmin\Ax\Axmax ð7Þ

For each step, the control input is the optimal solution obtained from the quadratic
programming problem, and its first value is applied to the system, that is:

Da�ðkÞ ¼ 1 0 0 � � � 0ð Þ1�kDA
� kð Þ ð8Þ

4 Simulation Analysis

This paper uses Matlab/Simulink to write the path planning algorithm program; In the
prescan, a 300 m long, 3.75 m wide two-car straight lane in the same direction was
established. The phantom vehicle without dynamic performance was taken as the ideal
trajectory to verify the effectiveness of the algorithm. At the same time, a 2-DOF
vehicle with a driver model was added to verify the tracking ability of the planned
trajectory. All vehicles in the environment are equipped with radar and Internet of
vehicles with 5G communications technology.

When lane change is free, as shown in Fig. 1, the optimal lane change duration is 5
s, the lateral displacement is 3.75 m, and the longitudinal displacement is 154.77 m,
and the lane change trajectory is continuous and smooth. The longitudinal velocity was
increased from 28 m/s to 32 m/s. During the lane change process, the longitudinal
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velocity curve did not fluctuate repeatedly, which would not bring longitudinal com-
pression force to passengers. The maximum lateral acceleration is 0.87 m/s2, and the
longitudinal acceleration is less than 0.4 g, which fully meets the requirements of
comfort. Blue represents the 2-DOF vehicle trajectory, which is basically consistent
with the target trajectory, indicating that the target trajectory is easy to follow.

When avoiding obstacles and changing lanes, this article mainly considers the
collision between the vehicle in front of the current lane and the vehicle behind the
target lane. In the scenario in Fig. 2, the initial distance between the vehicle in front of
the current lane and the vehicle is 7.8 m, and the distance between the vehicle behind
the target lane and the vehicle is 7.2 m. and the optimal lane change duration is
calculated to be 3 s. All parameters meet the performance index requirements, and the
trajectory is continuous and smooth without collision. The green trajectory is the
trajectory of the vehicle with 2 degrees of freedom. It can be observed that the error
with the target trajectory is small, which verifies that the trajectory is easy to follow.

Figure 3 is measured by the Internet of Vehicles and radar containing 5G com-
munication technology. From the beginning of the lane change to 1.42 s, the relative
distance between the lane change vehicle and the two vehicles is continuously
decreasing, and the lane change vehicle drives out of the current lane in 1.42 s relative
to the preceding vehicle. The distance becomes zero. Prior to this, the minimum driving
relative distance between the two vehicles was 2.4 m. After 2.3 s, the speed of the lane
change vehicle was close, and the relative distance of 2.97 m was always maintained
with the vehicle behind the target lane.

Fig. 1. Free lane change track and motion parameter diagram
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5 Conclusion

This paper aims at the quintic polynomial lane change method, which cannot cope with
the problem of other traffic participants entering during the lane change process. Com-
bined with the horizontal two-point boundary conditions, the unknown coefficients of the
horizontal quintic polynomial are solved to establish a lane change trajectory model. The
Pontryagin minimum principle is used to find the optimal lane change duration, and the
acceleration change in the next 5 s is predicted at the current moment through the
prediction model, and the first set of values is applied to the next sampling interval for
rolling optimization. Using Matlab/Simulink to program the algorithm, two lane change
driving conditions are established in prescan for co-simulation. The results show that the
algorithm planned in this paper guarantees the safety of the vehicle under the premise of
comfort and lane change efficiency. Other vehicles entering during the lane change have
good evasion capabilities. The addition of a 2-degree-of-freedom vehicle model verifies
that the planned trajectory is easy to follow in the two working conditions.

Fig. 2. Obstacle avoidance and lane change trajectory and motion parameter diagram

Fig. 3. Relative distance to other traffic participants in two lanes
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Abstract. The minimum Hamming distance is not considered for the
traditional rate-compatible shortened polar (RCSP) codes, which may
cause performance degradations. In this paper we propose a hybrid algo-
rithm to construct RCSP codes based on Reed-Muller (RM) code-aided.
The shortened bits and pre-frozen bits are jointly designed by the row
weight property of the common generator matrix GN for the RM/Polar
code. First, the selected shortened bits are guaranteed to be uniquely
depended upon the pre-frozen bits, which makes them completely be
known by the decoder. Second, the proposed construction method is
designed in such way, so that the minimum row weight of GN can be max-
imized. More specifically, when multiple candidate positions satisfy the
conditions (weight-1 column constraint), those rows having less weights
are deleted to form the shortened/pre-frozen bits, which can reduce the
number of rows with small weight and naturally, make the resulting
RCSP codes have larger minimum Hamming distance in average. Simu-
lation results show that the proposed RCSP codes perform better than
the traditional shortened codes at low code rates. While at high code
rates, the proposed RCSP codes can achieve better performance than
that of the quasi uniform punctured (QUP) polar codes, especially at
large signal-to-noise ratio (SNR) region. The proposed RCSP codes can
find applications in future communications, such as the beyond 5th gen-
eration (B5G) and 6th generation (6G) systems.

Keywords: Polar codes · Rate-compatible · Reed-Muller codes ·
Hamming distance · Shortening

1 Introduction

Polar codes are the first family of codes which have been proven to achieve
the capacity of any symmetric binary-input discrete memoryless channel (B-
DMC) [1]. Polar codes have good structural characteristics and low encoding
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and decoding complexity. At the end of 2016, polar codes were selected as the
candidate coding scheme for the 5G mobile communications, and were finally
adopted as the coding standard for the uplink/downlink channel control [2].

However, the length of polar codes are limited to powers of 2 due to the
original Kronecker power construction, which restricts their flexible applications
in practice. Polar codes with arbitrary lengths and rates can be mainly obtained
by puncturing, shortening and repetition, resulting the rate-compatible polar
codes. These rate-compatible schemes are also recommended in 5G NR [3].

Punctured polar codes are first proposed in [4], where random puncturing and
stopping-tree puncturing were both analysed and compared. Niu et al. proposed
an efficient puncturing scheme [5], in which the puncturing positions are designed
to be quasi-uniform distribution after bit-reversal permutation, thus called the
quasi-uniform puncturing (QUP). The QUP has better row weight property than
random puncturing and can achieve excellent decoding performances, especially
at low code rates. The traditional shortening scheme was discussed in [6], where
a simple shortening method was given. The last Np coded bits, whose values
are completely determined by the pre-frozen bits, are shortened to form the
rate-compatible shortened polar (RCSP) codes.

It is shown that the minimum Hamming distance has a significant impact
on error performance of polar codes. Thus, constructing polar codes with large
minimum Hamming distance to improve decoding performance becomes possi-
ble. Similar work can be seen in [7], where the minimum Hamming distance is
increased by joint optimization of the shortening pattern and the set of frozen
symbols. Li et al. proposed the RM-Polar codes, which have much better distance
property than polar codes and thus show better performance [8].

However, neither of the QUP scheme and the traditional shortening scheme
consider the distance property in their construction and this may cause potential
performance degradations. Actually, polar codes can be seen as a generalization
of RM codes [9,10] and they share a common generator matrix [11]. This enable
us to jointly optimize the distance property of the RCSP codes under row weight
constraint of RM codes. Motivated by this, we propose a hybrid algorithm to con-
struct the rate-compatible shortened polar codes by combining with the RM-rule
constraint. The proposed algorithm maintains the superiority of the traditional
shortened polar codes, i.e., the shortened bits are designed to be completely
known by the decoder thus the corresponding log-likelihood ratios (LLRs) can
be set to infinity (or minus infinity) to ensure the decoding performance. To
further improve the performance, a distance-greedy construction method is pro-
posed to maximize the minimum row weight of GN .

More specifically, those rows having less weights are first deleted during code
construction to form the shortened/frozen bits, which can reduce the number
of rows with small weight. Consequently, the constructed RCSP codes will have
larger minimum Hamming distance in average. Simulation results show that the
proposed RCSP codes have better frame error rate (FER) performance than the
traditional shortened polar codes at low code rate. While at high code rate, the
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proposed RCSP codes outperform the QUP codes, especially at large signal-to-
noise ratio (SNR) region.

The rest of this paper is organized as follows. In Sect. 2, we provide a short
background on polar codes and RM codes, and introduce the RCSP codes con-
struction system model. Section 3 gives a brief introduction to the traditional
shortening method, then propose the RM code-aided hybrid RCSP algorithm.
Section 4 gives the row property analysis of generator matrix and the simulation
results. Section 5 concludes the paper.

2 Background

2.1 RM Codes

This subsection uses the Kronecker construction method to describe RM codes.
Since RM code is a linear block code, which can be constructed by a generator
matrix. Let RM(n, n) denote the nth order RM code, and let GN be the N -
dimension generator matrix with N = 2n, which can be defined as

GN = F⊗n (1)

where F =
[

1 0
1 1

]
, F⊗n is the nth Kronecker power of F. The rth order RM

code RM(n, r) can then be defined as the linear code with a sub-matrix of GN ,
which is obtained by selecting rows of GN with Hamming weights ≥ 2n−r.

The row weight of the generator matrix GN has the following constraint
with the row index. Let i denote an integer, i ∈ {0, 1, · · · , N − 1}, and
π(i) = (bn−1bn−2 · · · b1b0) is the binary representation of i over n bits. Let wt(i)
represent the Hamming weight of π(i). The Hamming weight of ith row can be
calculated by wr(i) = 2wt(i).

Since the RM code is a linear code, each row of the generator matrix can
be regarded as a legal codeword. Therefore, the minimum row weight of the
generator matrix corresponds to the minimum Hamming distance of the RM
code. Actually, an RM code is equivalent to a special polar code which has the
maximum row weight constraint. For example, an rth order RM code RM(n, r)
is equivalently a polar code with the frozen set Ac that satisfies the distance
constraint Ac = {i|wr(i) < 2n−r}. With this constraint, the minimum Ham-
ming distance of the polar code is dmin = min{wr(i)|i ∈ A}, where A is the
complementary set of Ac, called the information set.

2.2 Polar Codes

Given a B-DMC W : X → Y, where X ∈ {0, 1} and Y denote the input and
output alphabet, respectively. The channel transition probabilities can be defined
as W (y|x), y ∈ Y, x ∈ X . Let aN−1

0 denote a row vector (a0 · · · aN−1), and
aj
i = (ai · · · aj) denote a subvector, 0 ≤ i ≤ j ≤ N − 1. After channel combining

and splitting operation on N independent uses of W , we get N successive uses
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of synthesized binary input channels W
(i)
N , i ∈ {0, 1, · · · , N − 1}, which can be

defined by the transition probabilities as follows:

W
(i)
N (yN−1

0 , ui−1
0 |ui) =

∑
uN−1
i+1 ∈XN−i−1

1
2N−1

WN (yN−1
0 |uN−1

0 ). (2)

The N independent subchannels can be divided into two parts. One part of chan-
nels with capacity tends to be 1, called “noiseless channel”, and the other part of
channels with capacity tends to be 0, called “full noise channel”. The reliability
of each subchannel can be computed by using the Bhattacharyya parameter [1],
density evolution (DE) [12], Gaussian approximation (GA) [13] or polarization
weight [14]. The K most reliable subchannels with indices in A carry information
bits and the rest subchannels in Ac are set to be fixed values, such as all zeros.
For an (N,K) polar code with K message bits and N coded bits, the encoding
process can be defined as

cN−1
0 = uN−1

0 GN , (3)

where uN−1
0 = (u0, u1, · · · , uN−1) is the source information vector and cN−1

0 =
(c0, c1, · · · , cN−1) is the polar codeword.

As mentioned above, polar codes can be seen as a generalization of RM codes
and both of them are defined by the same generator matrix GN . However, they
select the information bits according to different constraints. In particular, the
Hamming distance is considered in the RM codes construction, which can be
exploited to optimize the proposed RCSP codes in this paper.

2.3 System Model

The system model of the proposed RCSP codes construction is depicted in Fig. 1.
In the transmitter, a K-bit information block is input into the polar encoder.
After polar encoding, we get the N -bit polar codeword. To match arbitrary code
length, the output polar code needs to be adjusted by shortening some bits
from the N -bit encoded block, resulting in the M -bit RCSP codes. Then the
RCSP codes with length-M is fed into the channel. In the receiver, we perform
the opposite operation to get the corresponding estimated bits. Note that, the
proposed RCSP codes are jointly designed with the encoding unit. The row
weight constraint of RM code is employed to maximize the Hamming distance
in the code construction. This is quite different from the traditional shortening
scheme.

3 RM Code-Aided RCSP Codes

3.1 The Shortening Construction

Let gj denote jth column vector of the generator matrix GN , where j =
0, 1, · · · , N − 1. Let Q(gj) denote the index set of the “1” positions in gj . The
vector p = (p0, p1, · · · , pN−1) is the shortening pattern with pi ∈ {0, 1} and the
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Fig. 1. The system model.

index i = 0, 1, · · · , N −1, where the 1s imply the shortened positions. The index
set of shortened positions can be represented as Q(p). Let cj be a code bit of
cN−1
0 , which can be defined as follows:

cj =
∑

i∈Q(gj)

⊕ui. (4)

Assume that cj is selected as a shortened bit, then all the elements i ∈ Q(gj)
are designated to be the frozen bits. This is the key step to ensure that cj is
completely determined by the frozen bits, thus is known by the decoder. Define
the pre-frozen set Ac

S as follows:

Ac
S =

⋃
j∈Q(p)

Q(gj). (5)

Note that the frozen positions in Ac
S are only determined by the shortening

pattern, but not the sub-channel reliabilities. In order to minimize the num-
ber of pre-frozen bits, i.e., the cardinality of Ac

S , the weight-1 first criterion is
introduced in [6]. Equivalently, the following equation should be satisfied,

|Q(gj)| = 1, (6)

where j ∈ Q(p). This implies that the shortening positions are always selected
from the index of columns with weight-1. With this constraint, the number of
shortened bits is exactly the pre-frozen bits, i.e., Np = |Ac

S |. The pre-frozen set
|Ac

S | with minimum cardinality can be determined by the following construction
algorithm by Np step. Let Ac(k)

S be the temporary set at the k-step, with Ac(0)
S =

∅. Let Q(p(k)) be the corresponding shortening set at the k-step, with Q(p(0)) =
∅. Let f (k) be the selected pre-frozen bit at the k-step, then these two sets can
be computed by

Ac(k)
S = Ac(k−1)

S

⋃
f (k), (7)

and
Q(p(k)) = Q(p(k−1))

⋃
f (k), (8)

where 1 ≤ k ≤ Np. The pre-frozen bit f (k) can be selected from the temporary
weight-1 set W(k), which is determined by the pre-frozen construction function
as follows:
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W(k) = arg
j′∈N (k)

|Q(gj′)| = 1, (9)

where N (k) is the index set after shortening, with N (k) = N (k−1) − Ac(k−1)
S

and N (0) = {0, 1, · · · , N − 1}. The shortening construction algorithm can be
described as follows.

Algorithm 1. The shortening construction
1: Given the required shortened code length M , the mother code length N = 2�log2 M�,

the generator matrix GN and the number of shortening bits Np = N − M

2: Initialization: N (0) = {0, 1, · · · , N − 1}, Ac(0)
S = ∅

3: for k = 1 : Np do

4: Update N (k) = N (k−1) − Ac(k−1)
S

5: Compute W(k) according to (9)
6: Select the k-th pre-frozen bit f (k) from W(k)

7: Compute Q(p(k)) according to (8)

8: Compute Ac(k)
S according to (7)

9: end for

Remarks 1: In each step, only one bit is allowed to be selected from W(k).
However, the cardinality of W(k) is greater than 1 in most case, which means
there exist more than one possible scheme to pick out f (k). Specifically, if we
modify the pre-frozen construction function as

W∗(k) = max arg
j′∈N (k)

|Q(gj′)| = 1, (10)

then the Algorithm 1 is equivalent to the shortening scheme presented in [6],
where the last successive Np indices are designated as the shortened bits and
thus the pre-frozen bit positions.

Example 1: Consider a shortened polar code with M = 6, then we have N = 8
and Np = N − M = 2, and the generator matrix is G8 = F⊗3. Figure 2 shows
the shortening construction process with the pre-frozen construction function
defined in (10). There are 2 steps to perform the construction. At the first
step, only the last column g7 satisfies the weight-1 constraint. Thus we have
W(1) = {7} and f (1) = 7. Obviously, p(1) = (00000001) and Q(p(1)) = {7},
Ac(1)

S = {7}, as shown in Fig. 2(a). It can be seen that the column 7 and row
7 are deleted from G8. At the second step, there exist 3 columns, g3,g5,g6

satisfy the weight-1 constraint. According to (10), only the maximum index 6 is
selected, i.e., W(2) = {6} and thus f (2) = 6. Similarly, p(2) = (00000011) and
Q(p(2)) = {6, 7}, Ac(2)

S = {6, 7}, as shown in Fig. 2(b). At this step, column 6
and row 6 are deleted from G8.
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(a) The first step. (b) The second step.

Fig. 2. Shortening construction of Example 1.

3.2 RM Code-Aided Shortening Algorithm

As discussed in the previous subsection, the pre-frozen construction function
W(k) is of importance, since the pre-frozen bit is determined by this function.
To guarantee the minimum number of the pre-frozen bits, it is required that
|Ac(Np)

S | = |Q(p(Np))| = Np. Therefore, the weight-1 constraint is introduced
for the pre-frozen construction function, as shown in (9). However, there exist
more than one column with weight-1 at the k step when k > 1, implying that
the cardinality |W(k)| > 1 thus f (k) may have different construction schemes.
Although the scheme according to (10) has a simple shortening pattern, the
construction does not take the Hamming distance into account, which may cause
performance degradation.

In this subsection, we propose a distance-greedy shortening scheme with the
help of RM codes, called RM code-aided shortening construction scheme. Since
polar code is the linear block code obtained by the generator matrix GN , the
minimum Hamming distance is then depended on the minimum row weight of
GN . Moreover, polar codes are essentially a generalization of RM codes, and
they share a common generator matrix GN . We can jointly optimize the distance
property of the RCSP codes under the row weight constraint of RM codes.

Let t be an element of W(k) at the k step, which is also a candidate for
f (k). According to the row weight property of RM code, different index t shows
different weight for the t-row of GN . In order to maximize the Hamming distance,
the row having the minimum weight at each construction step is deleted first.
Thus, the pre-frozen bit f (k) at the k step can be computed by

f (k) = min arg
t∈W(k)

min wr(t). (11)

Equation (11) indicates that, the selected index t from the candidates corre-
sponds to the t-row of GN with minimum row weight. In other words, the short-
ened bit is selected to maximize the row weight of generator matrix and thus
the Hamming distance of the resulting RCSP codes can be improved.
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The proposed RM code-aided shortening construction can be described as
follows.

Algorithm 2. The RM code-aided shortening construction
1: Given the required shortened code length M , the mother code length N = 2�log2 M�,

the generator matrix GN and the number of shortening bits Np = N − M

2: Initialization: N (0) = {0, 1, · · · , N − 1}, Ac(0)
S = ∅

3: for k = 1 : Np do

4: Update N (k) = N (k−1) − Ac(k−1)
S

5: Compute W(k) according to (9)
6: Compute the k-th pre-frozen bit f (k) according to (11)
7: Compute Q(p(k)) according to (8)

8: Compute Ac(k)
S according to (7)

9: end for

Remarks 2: Different from the Algorithm 1, the proposed construction algo-
rithm is designed to be distance-greedy. When the candidates in W(k) are greater
than 1, we choose the one which has the minimum weight. Note that, if the
index t produces the same minimum row weight wr(t), then the minimum index
is selected, implying the uppermost row will be deleted.

Example 2: We construct shortened codes with code length M = 12, then
we have N = 16 and Np = 4, and the generator matrix is G16 = F⊗4.
Figure 3 shows the process of shortening construction with the pre-frozen con-
struction function defined in (9) and f (k) defined in (11). We have four steps
to construct the shortened code. At the first step, only the last column g15

satisfies the weight-1 constraint. Thus we have W(1) = {15} and f (1) = 15.
Obviously, p(1) = (0000000000000001) and Q(p(1)) = {15}, Ac(1)

S = {15},
as shown in Fig. 3(a). It can be seen that the column 15 and row 15 are
deleted from G16. At the second step, there exist 4 columns, g7,g11,g13,g14

satisfy the weight-1 constraint. According to (9) and (11), we have W(2) =
{7, 11, 13, 14} and thus f (2) = 7. Similarly, p(2) = (0000000100000001) and
Q(p(2)) = {7, 15}, Ac(2)

S = {7, 15}, as shown in Fig. 3(b). At this step, column
7 and row 7 are deleted from G16. The third step is shown in Fig. 3(c). There
are 3 columns, g11,g13,g14 satisfy the weight-1 constraint. Accordingly, we have
W(3) = {11, 13, 14} and thus f (3) = 11. Then, p(3) = (0000000100010001) and
Q(p(3)) = {7, 11, 15}, Ac(3)

S = {7, 11, 15}. At this step, column 11 and row 11 are
deleted from G16. At the fourth step, there exist 3 columns, g3,g13,g14 satisfy
the weight-1 constraint. Thus, we have W(4) = {3, 13, 14} and f (4) = 3. Similarly,
p(4) = (0001000100010001) and Q(p(4)) = {3, 7, 11, 15}, Ac(4)

S = {3, 7, 11, 15},
as shown in Fig. 3(d). At this step, column 3 and row 3 are deleted from G16.
Finally, the RCSP code jointly designed by the pre-frozen set Ac

S = {3, 7, 11, 15}
and the shortened pattern p = (0001000100010001) is constructed.
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(a) Delete the last column and row (b) Delete the uppermost row and the cor-
responding weight-1 column

(c) Delete the uppermost row and the cor-
responding weight-1 column

(d) Delete the row with the minimum
weight and the corresponding weight-1 col-
umn

Fig. 3. RM code-aided shortening construction of Example 2.

4 Simulation Results

4.1 Row Weight Property

As described above, the minimum Hamming distance of a polar code can be
obtained by the minimum row weight of GN . Therefore, the Hamming distance
of the resulted RCSP code could be known by the row weight property of GN

after being shortened and frozen. In this subsection, we analyze and compare the
row weight distribution with the shortening scheme in [6] (marked by Wang14)
and the proposed RM code-aided shortening construction scheme (marked by
Proposed). The row weight distribution with different code lengths and code
rates are considered.

Table 1 shows the row weight distribution of the polar code with N = 512,
M = 312, Np = N − M = 200, R = 0.25 and 0.8, respectively. Table 2 corre-
sponds to the code with N = 1024, M = 600,Np = N − M = 424, R = 0.25 and
0.8, respectively.
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Table 1. Row weight distribution with RCSP code length M = 312 under different
shortening algorithms

Row weight 4 8 16 32 64 128 256

Wang14 R = 0.25 0 0 9 32 28 8 1

R = 0.8 8 47 87 68 31 8 1

Proposed R = 0.25 0 0 3 37 29 8 1

R = 0.8 3 51 88 68 31 8 1

Table 2. Row weight distribution with RCSP code length M = 600 under different
shortening algorithms

Row weight 4 8 16 32 64 128 256 512

Wang14 R = 0.25 0 0 8 38 58 36 9 1

R = 0.8 7 52 135 147 92 37 9 1

Proposed R = 0.25 0 0 1 37 66 36 9 1

R = 0.8 1 52 140 148 92 37 9 1

From Table 1, it can be seen that when the code rate is 0.25, the minimum
row weight of the two shortening algorithms are both 16. However, the Wang14
scheme has 9 such rows with minimum weight 16, while the Proposed scheme
has 3 such rows with minimum weight 16. Therefore, the number of rows with
minimum weight of the proposed algorithm is less than that of the Wang14,
which implies that the Hamming distance among the RCSP codewords can be
improved in average. When the code rate changes to 0.8, we have the similar
observations. That is, the number of rows with minimum weight (say, 4 in this
case) of the proposed algorithm is still less than that of the Wang14 scheme,
which shows a better distance property in average. As shown in Table 2, the
code length now changes to N = 1024. Similarly, for the two code rates, the
number of rows with minimum weight of the Proposed scheme are both less
than that of the Wang14 scheme.

In summary, the Proposed algorithm can reduce the number of rows with
minimum weight and thus can improve the Hamming distance property of the
constructed RCSP codes in average. The improvement of the minimum Hamming
distance may have a positive impact on the decoding performance, as shown in
the performance analysis in the next subsection.

4.2 Decoding Performances

In this subsection, we compare the frame error rate (FER) performance of the
proposed RM-aided shortening construction scheme (Proposed), the Wang14 [6]
and the QUP [5] schemes under different code rates and different code lengths.
In the simulations, the GA method is used for the channel reliability estimation
and the SC decoding is performed. The additive white Gaussian noise (AWGN)



Rate-Compatible Shortened Polar Codes Based on RM Code-Aided 317

channel with binary phase-shift keying (BPSK) modulation is considered. The
total number of simulation frames is 107, and the maximum number of error
frames is 200. When the simulation reaches the total number of frames or reaches
the maximum number of error frames, the simulation is stopped.

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
Eb/N0(dB)

10-5

10-4

10-3

10-2

10-1

100

FE
R

Wang14 R=0.25
Proposed R=0.25
QUP R=0.25
Wang14 R=0.8
Proposed R=0.8
QUP R=0.8

Fig. 4. Performance comparison under different rate matching algorithms with M =
312

Figure 4 shows the performances of the RCSP codes with the length M = 312
and mother code length N = 512. The code rates are set to be R = 0.25 and
0.8, respectively. We have the following observations.

– When the code rate is 0.25, the Proposed scheme has a significant performance
gain compared with the Wang14 scheme. For example, at the FER = 10−3,
there is a gain of about 0.3 dB.

– Compared with the QUP scheme, the Proposed scheme shows a slightly per-
formance degradation at low SNR region. However, the performance gap
becomes smaller with the increasing of the SNR and can be ignored at high
SNR region.

– For the code rate R = 0.8, the Proposed scheme performs as well as the
Wang14 scheme but has a better FER performance than that of the QUP
scheme. For example, when the FER is 10−3, it has a performance gain about
0.35 dB compared with the QUP scheme.

In Fig. 5, we show the performances of the RCSP codes with the length
M = 600 and mother code length N = 1024. The code rates are set to be
R = 0.25 and 0.8, respectively. We have a similar observation as expected.
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Fig. 5. Performance comparison under different rate matching algorithms with M =
600

– When the code rate is 0.25, the Proposed scheme has a better performance
than the Wang14 scheme with a gain of about 0.3 dB at the FER = 10−3.

– The QUP scheme performs better that the Proposed scheme at low SNR
region, but the performance gap can be ignored at high SNR region.

– When the code rate is 0.8, the Proposed scheme has a comparable perfor-
mance of the Wang14 scheme, but achieves a performance gain about 0.35
dB of the QUP scheme at the FER = 10−3.

5 Conclusion

In this paper, we have proposed a hybrid algorithm to construct the rate-
compatible shortened polar code by combining with the RM-rule constraint.
First, the shortened bits are designed to be completely known by the decoder
and thus the corresponding log-likelihood ratios (LLRs) can be set to infinity
(or minus infinity) to guarantee the decoding performance. Second, a distance-
greedy construction method is proposed to further improve the performance.
When multiple candidate positions satisfy the weight-1 column constraint, we
tend to choose the rows having less weights to form the shortened/pre-frozen
bits. In this way, the generator matrix of the shortened code can be constructed
with row weight as large as possible. The row weight distributions of genera-
tor matrix show that the Proposed scheme has less rows with minimum weight,
which makes the Hamming distance of the constructed RCSP codes be larger in
average. Simulation results show that the Proposed scheme can achieve perfor-
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mance gains at different levels when compared with the Wang14 scheme and the
QUP scheme.
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Abstract. The doping rate is one of the important indexes to evaluate the quality
grade and price of wheat. In order to accurately and quickly recognize impurities
(wheat husk) in wheat grains, images of doped wheat were collected and Con-
volutional Neural Network (CNN) was used to realize the classification and
recognition of grains and impurities in wheat grains. In this study, image seg-
mentation and image enhancement were used to preprocess the acquired images
to establish the image database of wheat grains and impurities. According to the
characteristics of image data, the classic CNN, VGGNet and ResNet network
models for wheat impurity images recognition were established. Simulation
analysis shows that, compared with the classical CNN and VGGNet network
models, the ResNet network model has the best recognition performance. The
recognition accuracy of the test set is 96.94%, the recognition time is 5.60 ms.

Keywords: Convolutional neural network � Wheat grains � Impurities

1 Introduction

Wheat is one of the main food crops in China and also an important export product.
According to China's wheat national standard [1], doping rate is one of the important
indicators for evaluating wheat quality grade and price during wheat purchase and
market circulation. At present, wheat impurity detection methods mainly include
electric screening method, hand screening method [2], sensory detection method [3],
and image detection method [4]. Electric screen method and hand screen method can
not meet the requirements of rapid field detection because of the long detection time.
Artificial sensory detection is easily mixed with subjective factors, which brings great
uncertainty to wheat quality grading. In the aspect of image detection, researchers have
studied wheat impurity recognition by using linear discriminant analysis model [5, 6],
artificial neural network [7, 8] and other technologies, and achieved good recognition
effect. However, the calculation process of this kind of method is relatively
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complicated, and the algorithm performance depends on the extracted input data fea-
tures, which cannot meet the needs of actual image detection.

In recent years, deep learning has become a research hotspot in the field of image
recognition. Deep learning technology represented by convolutional neural network
has been applied to many aspects of the agricultural field [9–15]. Convolutional neural
network can directly recognize the original image, avoiding the complex process of
artificial feature design, selection, optimization and so on, and can well meet the needs
of real-time detection. Therefore, in this paper, three convolutional neural network
models, including classic CNN, VGGNet and ResNet, are adopted to realize the
recognition of impurities in adulterated wheat. Through the establishment of wheat
grains and impurities image database, model optimization design and recognition effect
evaluation, the convolutional neural network with the best detection effect in the
recognition of wheat impurity image is discussed.

2 Image Acquisition and Preprocessing

2.1 Image Acquisition

In this paper, the impurities in wheat grains was taken as the detection target, and the
materials used in the experiment were from Xinglong National Grain Reserve Bank in
Zhengzhou, Henan Province. Because the size and shape of wheat husk are different
greatly, so the wheat husk with similar wheat grains size and shape is selected as the
experimental material manually.

The background of image acquisition is black light-absorbing flocking background
cloth, and the acquisition equipment is Sony camera (ILCE-7RM2 model, 42.4 million
effective pixels). Wheat grains and impurities were randomly placed in a distribution of
10� 10, as shown in Fig. 1. Among them, wheat grains and impurities were collected
3000 grains respectively.

(a) wheat grain (b) impurity

Fig. 1. Image acquisition sample.
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2.2 Image Preprocessing

Image preprocessing is divided into three parts: multi-grain segmentation, size unifi-
cation and data expansion, as shown in Fig. 2. First, the collected images are converted
into grayscale images. Then, Graythresh function is used to find the optimal threshold
to transform the grayscale image into a binary image. Finally, multi-grain images were
segmented into single grain images by using the minimum outer rectangle method. The
size of single grain image obtained by the minimum outer rectangle method is different,
so it is necessary to unify the size of single grain image. In this study, the image size
was unified as 32� 32. Due to the small amount of image data collected, the images
with the same size were left rotated 90° and 180° respectively. After image prepro-
cessing, 18000 image sample sets were obtained, including 9000 wheat grain images
and 9000 impurity images respectively.

3 The System Model

3.1 Convolutional Neural Network Structure

In order to meet the requirements of real-time detection of adulterated wheat and
considering the size of the sample in the image database established in this paper, a
modified convolutional neural network structure suitable for this experiment was
adopted.

Classic CNN Network. The classic CNN network is shown in Fig. 3. This network
introduced the activation function layer ReLU on the basis of LeNet-5 network.

multi-grain segmentation size unification data expansion

32*32

left rotated 90o

left rotated 180o

Fig. 2. Image preprocessing.

···

Image
Conv1

Pooling1
Conv2

Pooling2
Conv3

Pooling3 FCFlatten

···

Output

Fig. 3. Classic CNN network.
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In Fig. 3, the classic CNN network structure has a total of 9 layers, including 3
convolution layers, 3 pooling layers, 1 Flatten layer, 1 full connection layer, and 1
output layer. After each convolution layer, there is a ReLU activation layer. The role of
convolution layer is mainly to extract the features from the input image. The convo-
lution kernel size of convolutional layer Conv1 is 5 � 5, and the step size is 1. The size
of the feature graph of the image after the convolution operation of Conv1 is 32� 32.
The convolution kernel size and step size of convolutional layer Conv2 and Conv3 are
the same as those of convolutional layer Conv1. The pooling layer adopts the maxi-
mum pooling to perform the down-sampling operation on the feature map. The size of
Pooling1 is 2 � 2, and the step size is 2. The size of the feature graph obtained by
sampling under Pooling1 of the pooling layer is 16� 16. Pooling2 and Pooling3 have
the same size of pooling region and step size as Pooling1. Flatten is often used in the
transition from the convolutional layer to the fully connection layer, which acts as a
one-dimensional input. The function of the full connection layer is to make full con-
nections between each neuron in the layer and all neurons in the upper layer. The
output dimension sizes of the network convolution layer, Flatten layer and full con-
nection layer are 32, 64, 128, 2048 and 2 respectively.

VGGNet Network. The VGGNet network suitable for this test is shown in Fig. 4.
Compared with the classic CNN network, VGGNet network is composed of two
convolution layers and one pooling layer repeatedly superimposed.

In Fig. 4, the VGGNet network structure has a total of 12 layers, including 6
convolution layers, 3 maximum pooling layers, 1 Flatten layer, 1 full connection layer,
and 1 output layer. The size of the convolutional kernel of the convolutional layer is all
5 � 5, and the step size is all 1. The size of the pooling area of the pooling layer is 2 � 2,
and the step size is 2. The output dimension sizes of the network convolution layer,
Flatten layer and full connection layer are 32, 32, 64, 64, 128, 128, 2048 and 2
respectively.

ResNet Network. The ResNet network of this test is shown in Fig. 5. Compared with
the above model, the residual block structure is introduced to improve the system
performance through residual learning.

Figure 5 shows that the ResNet network structure consists of 1 convolution layer, 3
residual layers, 2 average pooling layers, 1 Global Average Pooling layer, 1 full

···

Image
Conv1-1
Conv1-2
Pooling1

Flatten FC
Conv2-1
Conv2-2
Pooling2

Conv3-1
Conv3-2
Pooling3

···

Output

Fig. 4. VGGNet network.
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connection layer. The convolution kernel size of convolutional layer Conv0 is 5 � 5.
Due to the small image of the data set, the step size of the convolutional layer before
input to the residual structure is set as 1, and the maximum pooled layer of is not
passed. The three residual layers Conv0_x, Conv1_x and Conv2_x all adopt conven-
tional residual block structure, and the number of residual blocks is 2, 3 and 2,
respectively. The residual layer adopts the conventional residual block structure, as
shown in Fig. 6. X is the input of the residual block, and F(X) is the residual learning.
Learning makes F(X) go to 0, ignoring the depth.

Among the 3 convolutional neural networks mentioned above, for the classic CNN
network and VGGNet network, the Dropout layer is added after the full connection
layer to reduce the parameters of network training and the complexity of the model.

The above three networks are classified by calculating the category probability of
softmax function, which can be expressed as

yim ¼ ezim

PK

k¼1
ezik

ð1Þ

Where, yim is the prediction probability that the ith sample belongs to the m cate-
gory; zim is the product of the output vector of the ith sample and the parameter vector
of class m; K is the number of categories; zik is the product of the output vector of the
ith sample and the parameter vector of class k.
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Fig. 6. Conventional residual block structure.
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The classification cross entropy is taken as the loss function, and the calculation
formula is

L ¼ �
XN

i¼1

ŷimlgyim ð2Þ

Where, L is the loss function; N is batch size; ŷim is the expected value of the
predicted probability of the ith sample belonging to class m.

3.2 Model Parameter Selection

The experiment used TensorFlow framework and Python 3.6 programming language to
build wheat grain and impurity recognition model on PyCharm platform. The batch
size for network training was set to 144 and the number of iterations (epoch) was set to
100. Set the Dropout value to 0.5 for the classic CNN network and VGGNet network.
The model parameters were optimized by the adaptive gradient descent method, where
the learning rate was set at 0.001 and the momentum factor was set at 0.9.

4 Test Results and Analysis

Using the wheat grains and impurities image database established in this paper, 7200
(80%) images of wheat grain and impurity images were selected as the training set, and
1800 (20%) images of wheat grain and impurity images were selected as the test set.
Classic CNN, VGGNet and ResNet models were used to train the training set, and the
change curves of training accuracy and loss were shown in Fig. 7(a), Fig. 7(b) and
Fig. 7(c), respectively. It can be seen from the figure that the training accuracy of the
classic CNN network tends to 1 and the loss tends to 0 when the number of iterations
reaches about 20. Compared with the classic CNN network, VGGNet network has a
complex structure. When the number of iterations reaches about 30, the training
accuracy and loss tend to be stable. The number of iterations of the ResNet network
tends to be stable is about 35.

The classical CNN, VGGNet and ResNet models after training were tested on the
test set. The performance comparison of the three models is shown in Table 1.

In Table 1, compared with the classic CNN network model and VGGNet network
model, the ResNet network model has the highest accuracy in wheat impurity images
recognition. At the same time, it can be found that the classical CNN network model
has the shortest recognition time for each wheat grain (or impurity) image. Although
the ResNet network model is more time-consuming than the classic CNN network
model in wheat impurity image recognition, it can still meet the practical application of
wheat impurity detection.Therefore, the performance of the ResNet network model
constructed in this experiment is better than that of the classic CNN and VGGNet
network models.
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(a) Classic CNN network
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(b) VGGNet network

(c) ResNet network 
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Fig. 7. Variation of network training accuracy and loss.
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5 Conclusion

This paper mainly discusses the application of convolutional neural network in wheat
impurity recognition. Through the self-built wheat grain and impurity image database,
the classical CNN, VGGNet and ResNet network models established in this paper were
compared and analyzed. The results show that the recognition accuracy of the three
convolutional neural network models is above 90%. In conclusion, the ResNet network
model is more suitable for wheat impurity recognition.
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Abstract. As the key part of the Energy Internet (EI), the energy router
(ER) needs to achieve the purpose of distribution and balance of power, making
the entire power system more safe and stable. This paper proposes several
energy management strategies for ER. Photovoltaic array is used as the basic
power generation unit, wind power is used as the auxiliary unit, and energy
storage unit realized the power balance through charging and recharging. At the
same time, the maximum power tracking control and constant power of the
photovoltaic power generation system and the wind power generation system
are carried out, respectively. At last, simulation and control strategy are verified
in the MATLAB simulation platform. The simulation results show the proposed
management is effective and correct.

Keywords: Energy router � Power management � Microgrid � MPPT

1 Introduction

Consequently, with the development of large-scale integration of Distributed Renew-
able Energy Resources (DRERs), Distributed Energy Storage Devices (DESDs) and
emerging DC loads, the power network structure has become more and more complex.
It also caused a big challenge to the conventional grid. Therefore, inspired by the
development of smart grid and information Internet, many experts from various
countries put forward the idea of creating the “Energy Internet” (EI) conception. This
may eventually shift the power and energy industry from the currently centralized
mainframes to a client-based, distributed power infrastructure, and need the power and
energy can be controlled and flow reasonably [1, 4, 5].

On the way to the Energy Internet, current research work towards to EI, falls into
three major categories: one is focus on the design and development of silicon based
Solid State Transformer (SST) [8–13]. Others study about the control strategies of
Microgrid. Normally, the DRERs, DESDs and DC loads all connected to the DC-bus,
which will connect to the grid through the inverter unit again, thus the stability of the
DC-bus control is very important [1, 2]. In reference [3], the working modes of each
converter are introduced under various working conditions, and then the setting of DC-
bus voltage reference value under this condition is analyzed. Reference [4] proposed an
algorithm for stabilizing the DC-bus voltage in an island case, and fuzzy control and
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gain adjustment control are introduced in the control to achieve the control target.
Reference [5] proposed a control algorithm for bidirectional converters, and according
to different possible operating modes, the control methods of modules such as pho-
tovoltaic (PV) and batteries in the system are studied and designed. Besides on DC-side
management control, some researchers also focus on AC ports by controlling the power
electronic inverter. Traditionally, three control methods are used to control grid-
connected inverters., that is the constant power control method [8], the V/F control
method [9] and the droop control [10].The others are doing research about the standard
based software and communication platform for traditional substations [6, 7].

In this paper, an EI and Energy Router (ER) topology, consisting a PV power
generation, a wind turbine (WT) power generation system and Energy Storage System
(ESS) is proposed. In the proposed EI system, the PV and WT power system can either
switch in Maximum Power Point Tracking (MPPT) control mode or in constant power
control mode according to the demands of ER. In order to realize the energy man-
agement and control of ER, the paper proposed four operating states control strategy
and six energy management strategy according to the sunlight and wind speed to ensure
the ER to work in the optimal states and utilize the PV and WT efficiently. At last,
simulation verification is carried out in the MATLAB simulation platform to simulate
the 6 modes and carry out the desired control strategy. The simulation results show the
proposed management is effective and correct.

2 Model and Control for Multi-port ER System

The proposed multi-Port Control (MPC) ER topology is shown in Fig. 1. It consists
four ports, one for PV generating unit, one for WT power system, these two units are
connected to the common DC-bus through boost converter and realize MPPT and
constant voltage control. The battery storage system, which is controlled by charging
and recharging control and realize the power balanced. The last port for the grid, which
connected the DC/AC converter and Solid State Transformer (SST). The whole
MPC ER system can realize the energy exchange to the grid, but also can realize is-
landed running according to the demands.

PV

Battery

WT

DC/DC2

DC/DC3

DC/DC1
DC/AC1

DC/AC2

DC/AC3

Grid

Grid

Load

Local 
controller Cloud

Fig. 1. Topology structure of multiport ER system
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2.1 The Model of PV System and Control

In the proposed topology in Fig. 1, PV is the main supply unit, which usually works in
the MPPT mode, but in some special cases, it is required to switch to the constant
power mode according to the system power requirement. The control system block for
PV power unit is shown in Fig. 2. The switching signal decides the operating mode of
the system. Based on the state of the switching signal state, the system can switch either
from constant power mode to the MPPT mode or vice versa. The PWM remain
unchanged for both operating mode.

2.2 Control of WT System

WT power generation system, works as an auxiliary power supply to support PV power
generation system in case the PV and ESS cannot meet the load demand requirement. It
usually works in the MPPT mode, but if the ESS cannot be charged, and the PV power
generation system is insufficient to preserve power balancing, it is necessary for WT
power system to switch from MPPT to the constant power control mode. The reference
constant power is determined by the ER depending on the power required by the load
and the power generated from PV. So the WT generation system need to work in both
operating mode, either in MPPT mode or in constant power control mode according to
the actual wind speed changes. The schematic diagram of the specific strategy for WT
power system control is shown in Fig. 3.

If WT power system works in the MPPT mode, the pitch angle b is kept at zero.
The dq inner current control strategy for PWM rectifier is adopted, where the reference
for id = 0 and the iq reference is obtained from the outer speed control, which tracks the
optimal speed xopt for maximum power extraction. If WT power system is operating in
a constant power mode, it is necessary to continuously adjust the utilization coefficient
Cp, by controlling the pitch angle. The deviation between the given power Pref and the
actual output power P is fed to the pitch angle controller implemented as a, PI con-
troller, which generates the variable pitch angle b to achieve the constant power.

 

Id1 L

C1

D

S C2

MPPT mode

Constant 
power mode

PWM

DC-BUS

switching signal 

Fig. 2. PV power system control block diagram
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3 The Management Control of ER System

3.1 The Control Target of ER

The energy management system ensures the power balance between the power gen-
eration unit and the load by regulating the output power of each power generation unit.
At the same time, in order to ensure the safe operation of the energy storage unit, it is
necessary to monitor the SOC of the battery in real time to maintain the safe operating
range of the battery storage. When the battery charges up to the high SOC upper limit,
further charging of the battery is prohibited and when the battery discharges up to the
lower SOC limit further discharging is prohibited. To guaranty the safe utilisation of
the battery energy storage, the SOC monitoring control system must ensure the safe
operating region of the battery storage, which relies between the upper SOC and the
lower SOC limit. In the existing research, the upper and lower limits of charge and
discharge of the ESS are different depending on the consideration. Considering the
optimal range of system efficiency, in this paper, the maximum upper limit of
SOC = 0.8, and the lower limit of SOC = 0.2 are adopted.

Figure 4 shows the basic block diagram of the energy management control strategy.
The power balance relationship can be expressed as:

P1 ¼ Pwind þPPV þPbattery ð1Þ

where Pl is the load power, Pwind is the output power of WT power system, PPV is the
output power of PV system and Pbattery is the output power of the battery. For Pbat-
tery < 0 and Pbattery > 0 represents the battery is being charged or discharged.

The logical decision control block uses Pl, SOC and PPV as input, to generate the
switching signal PV, required to control PV system. For the WT power system the
switching signal wind is obtained from the logical decision that use Pl, SOC, PPV and
wind speed Vwind as the input. The WT power system generates the power Pwind.based
on the wind. At the same time, the remained power of Pl-Pwind-PPV is sent to the ESS
and gets the amount of SOC.
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Fig. 3. The schematic diagram of WT power system
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The proposed system topology provide the following features. 1) It ensures the
power balance and stable operation for the ER, and in addition the complete energy
management and scheduling is achieved. 2) The stability of the ER is guaranteed in all
operating modes and smoothly it can switch from one control mode to the other. 3) the
efficiency of renewable energy utilization is maximized, and realize stabilize output
power; 4) it ensures that the units of the ER work in the optimal working mode, with
high quality of the output power.

3.2 ER’S Working State and Operating Mode

In this paper, the ER is able to operate into 4 states:

1. when all DG units operate MPPT mode, and cannot meet the load demand, the
remained power is provided by the ESS, and the renewable energy utilization rate is
maximized.

2. when the generated maximum power produced by the DG is higher than the DC
load requirement, the excess energy is stored in the ESS.

3. when DG units are in the maximum output power, and cannot satisfy the DC side
load demand, and ESS cannot provide energy. The load needs to be cut off from the
system, the energy balanced control strategy will be determined according to the
specific situation.

4. when DG units are in the maximum output power, and satisfy the DC side load
demand, but cannot be charged to the ESS, the distributed generation unit can
operate in constant power output state.

It can be seen that the ESS plays a key role in energy balancing. balanced node in
the entire energy management strategy. The core of the control system of ER lies on
controlling each DG unit to work in specified operating mode by the energy man-
agement system. Table 1 shows ER operation 6 operating modes.

Mode 1: with Both PV and WT generation system are all kept in MPPT mode, but
still cannot meet the load demand, and the ESS is at its lower limit of discharge
state, a part of the load must be disconnected from the ER.

Logical 
judgment PV system

Wind power 
system

PVσ

Logical 
judgment

Energy storage 
system

l wind PV- -P P P

lP

SOC

windV

windσ

PVP

windP

Fig. 4. The control block diagram of energy management system
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Mode 2: The DG operate at the state of MPPT, but still cannot meet the load
demand, and The ESS is charged, with SOC lies between the upper and lower
limits, the ESS will discharge to provide the remained load power demand for
system power balancing.
Mode 3: The ESS is between the upper and lower limits of charge and discharge. If
the energy required by the load can be fully supplied by PV system and WT power
system, which operate at MPPT state. The ESS switch to the charging mode to save
the excess energy..
Modal 4: The ESS is at the upper limit, at this point, distributed generation cannot
meet the load demand, and ESS needs to provide the remained energy. The ESS is
in discharging state.
Mode 5: The ESS is at the upper limit, if DG is operating at the MPPT state, then
select in the MPPT state, and the remained energy is provided by WT power
system, at this point, ER is in the constant power state.
Modal 6: The ESS is at the upper limit, at this point, PV can meet the load demand.
The PV system is selected to be the same as required by the load.

The above 6 operating modes can guarantee the energy router system in stable
operation state. However, since DG is greatly affected by the external weather con-
ditions, and the load demand value of the system will change with the scheduling
command value, these external influences will interfere with ER, causing it to switch
between different working modes. Therefore, to guaranty the accuracy power man-
agement, the real-time monitoring of the electrical quantity of each port is required for
accuracy of control system and power allocation for each unit.

4 Simulations

To evaluate the effectiveness, feasibility and the performance of the proposed energy
management control method, the simulation model is built in the MATLAB/Simulink
platform. The simulation parameters are shown in Table 1.

Table 1. DC power supply simulation parameters

Parameter Value

Ug/V 380
Ubattery/V 400
Udc/V 750
f/Hz 50
v/(m/s) 8,10
J 0.5
D 20
Pref/kW 2
Ra/X 0.032
S/(W/m2) 800,1000
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4.1 Simulation Verification of PV Control

The control algorithm of PV system is Firstly simulated to evaluate the operating
capability of the PV in either MPPT or constant power operating mode. To carry out
simulation the disturbance observation method is adopted to implement the MPPT
control. The solar irradiance and temperature variation are shown in Fig. 5a) and
Fig. 5b) respectively. Figure 5c) shows the PV system given power, and Fig. 5d)
shows the switching signal of the PV system switch. Figure 5e) shows the output
power of the PV system after the switch is on and off. As seen in Fig. 5e), from t = 0.5
s–1.5 s and t = 4 s–5 s, the PV system works in the MPPT mode, while during t = 2 s–
4 s, the PV system works in constant power mode. It can be seen from Fig. 5d) and
Fig. 5e), the PV system can follow the given power, this indicate effectiveness of the
proposed PV system switching control.
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Fig. 5. PV character curve and output power a) Sunlight, b) temperature, c) PV given power, d)
switching signal, e) PV output power
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4.2 Simulation of WT Power System Control

Next, the control algorithm of WT power system is evaluated. The results are shown in
Fig. 6. Figure 6a) shows the input of random wind speed taken from the wind plant.
Figure 6b) shows the tip speed ratio of the blade.it can be seen from Fig. 6b) that the
optimal value of is kopt = 8.1, Fig. 6c) shows the utilization coefficient, which can be
kept at Cp = 0.425 for the WT operate at MPPT control.
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If the switch signal is added in the wind power system, as shown in Fig. 6d), the
wind power output power as shown in Fig. 6e). It can be seen from Fig. 6e) that in the
time interval of t = 0.5 s–1.5 s and t = 4 s–5 s, the wind power system works in the
MPPT mode and in the time interval t = 1.5 s–4 s the wind power system operates at
constant power mode. Figure 6f) shows the pitch angle b curve of the wind power
system. The value of b is kept at zero in the time interval t = 0.5 s–1.5 s and t = 4 s–5 s,
in which the WT operate at MPPT mode as can be observed in Fig. 6f). For time interval
t = 1.5 s–4 s the wind power system is under pitch angle control mode, and the pitch
angle b changed with respect to the wind speed to enhance constant power control.

4.3 The Simulation of Energy Management Strategy

In this part, the proposed 6 modes of ER control are evaluated. Firstly, supposed that
the demand power of load is given in Fig. 7a). The output power of the PV system,
wind power system, and battery are shown in Fig. 7b), Fig. 7c) and Fig. 7d), respec-
tively. Figure 7e) shows the waveform of the SOC of battery.

As can be seen from Fig. 7, the system operates in mode 3 during t = 0.5 s and
t = 1 s. The load demand power is 2 kW, at that time the battery SOC is less than 80%,
so the battery will be charged. According to the energy management rules proposed in
this paper, both PV and wind power systems carry out MPPT control, SOC of the ESS
gradually increases Until t = 0.63 s, where the battery SOC reaches the upper limit of
SOC (80%). The further charging of the is prohibited. To the system power, the PV
switches to the constant power mode and generate 2 KW. During this period, the wind
power system does not provide any power, it is deactivated.

Between t = 1 s and t = 2 s period, the system is in mode 6. The system power
demand power is 5 kW, which is still less than the maximum tracked power of PV. At
this time, the PV system switch to constant power control to maintain 5 kW power
demand. The output power of WT power system is kept at 0 kW, and the battery is
neither charged nor discharged. It can be seen that the battery provide a 0 kW to the
load while its SOC is maintained at 80%. Between t = 2 s and t = 3 s period, the
system operates in the mode 5. The system power demand changes from to 12 kW. At
this time, the PV can no longer meet the load demand. The PV switches to MPPT mode
to generate its maximum possible power And The remained power demand of the load
is provided by WT generation system. The battery is neither charged nor discharged at
this time. It can be seen that the output power of the battery is still 0 kW, SOC is
maintained at 80%.Between t = 3 s and t = 4 s period, the system is in mode 4. The
system demand power changes to 20 KW. At this time, PV and WT both switch to
MPPT mode, but they are unable to provide enough power required by the load.
Therefore. The remained power demanded by load is provided by the battery. It can be
seen that the output power of the battery is positive, which means that the battery is
discharging to support the PV and WT to meet the load requirement. meanwhile, the
corresponding battery SOC continues to decrease, therefore, the system power is
balanced, and the energy management rules are satisfied.

Between t = 4 s and t = 5 s time period, the system enter in mode 3. The system
demand power is changed to 8 KW. At this time, the battery SOC is less than 80%, and
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PV and WT continue to operate in MPPT state to charge the battery and provide
required power to the load.

5 Conclusion

This paper firstly designed the ER control strategy of the PV system and the wind
power system, so that each power generation unit can issue a certain amount of electric
energy according to the demand command value. Then, the energy management
strategy of the distributed power supply on the DC side of the energy router system is
designed, determining the working state and output force of each power generating unit
through logic judgment to achieve balanced flow of power. Finally, the simulation
model is built in MATLAB/Simulink simulation software to verify the switching of
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each power generation mode and the proposed energy management strategy. The
simulation verifies the correctness and effectiveness of the proposed method.
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